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Preface

This book contains the articles presented at the 13th International Confer-
ence on the Simulation of Adaptive Behavior (SAB 2014), held in Castellón at
Jaume I University in July 2014.

The objective of the biennial SAB conference is to bring together researchers
in computer science, artificial intelligence, artificial life, complex systems, robotics,
neurosciences, ethology, evolutionary biology, and related fields so as to further
our understanding of the behaviors and underlying mechanisms that allow nat-
ural and artificial animals to adapt and survive in uncertain environments.

Adaptive behavior research is distinguished by its focus on the modeling and
creation of complete animal-like systems, which – however simple at the mo-
ment – may be one of the best routes to understanding intelligence in natural
and artificial systems. The conference is part of a long series that started with
the first SAB conference held in Paris in September 1990, which was followed
by conferences in Honolulu 1992, Brighton 1994, Cape Cod 1996, Zürich 1998,
Paris 2000, Edinburgh 2002, Los Angeles 2004, Rome 2006, Osaka 2008, Paris
2010, and Odense 2012. In 1992, MIT Press introduced the quarterly journal
Adaptive Behavior, now published by SAGE Publications. The establishment of
the International Society for Adaptive Behavior (ISAB) in 1995 further under-
lined the emergence of adaptive behavior as a fully-fledged scientific discipline.
The present proceedings provide a comprehensive and up-to-date resource for
the future development of this exciting field.

The articles cover the main areas in animat research, including the animat
approach and methodology, perception and motor control, navigation and inter-
nal world models, learning and adaptation, evolution, and collective and social
behavior. The authors focus on well-defined models, computer simulations or
robotic models, that help to characterize and compare various organizational
principles, architectures, and adaptation processes capable of inducing adaptive
behavior in real animals or synthetic agents, the animats.

This conference and its proceedings would not exist without the substantial
help of many people. We had three very interesting plenary talks: “Bionic Learn-
ing Network – new inspiration from nature” by Nina Gaissert, “Principles of
Robustness in Motion Science of Animals, Animations and Robots” by Robert
Full, and “Visuomotor Adaptation at a Microscopic Scale” by Michele Rucci.
We would like to thank the members of the Program Committee, who critically
reviewed all the submissions and provided detailed suggestions on how to im-
prove the articles. The enthusiasm and hard work of numerous individuals were
essential to the conference success. Above all, we would like to acknowledge the
significant contribution of Ester Mart́ınez-Mart́ın, Angel Durán, Carlos Rubert,
Marco Antonelli, Javier Felip, Cristina Dı́az, Roger Esteller and all the members
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of the UJI Robotic Intelligence Laboratory, who helped with the local arrange-
ments. We also thank, once again, Jean Solé for the artistic conception of the
SAB 2014 poster and the proceedings cover.

May 2014 Angel P. del Pobil
John Hallam
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Heinz Wörn, and Libor Přeučil
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A Role for Sleep in Artificial Cognition through  
Deferred Restructuring of Experience in Autonomous 

Machines 

Richard J. Duro, Francisco Bellas, José A. Becerra, and Rodrigo Salgado 

Integrated Group for Engineering Research, Universidade da Coruna, Spain 
{richard,francisco.bellas,ronin,rodrigo.salgado}@udc.es 

Abstract. This paper is concerned with the exploration of the benefits that can 
be derived within a cognitive architecture for robots through the application of 
nature inspired sleep related cognitive restructuring processes. To this end, the 
concept of Deferred Restructuring of Experience in Autonomous Machines 
(DREAM) is postulated and applied in the context of the Multilevel Darwinist 
Brain architecture. This concept implies a series of consolidation, enhancement 
and internal imaging based exploration processes that can be applied over the 
experience, in terms of models and behavioral structures, a robot has acquired 
in its interaction with the world during its lifetime. The result is a re-
representation of all of this experience so that the robot becomes more efficient 
and adaptive in its subsequent interactions with the world. A couple of simple 
proof of concept experiments demonstrate the capabilities of the approach. 

1 Introduction 

The role of sleeping and dreaming in human and animal cognition is still an open 
subject. However, in the last few years, a consensus has been reached, mostly from 
sleep deprivation studies, whereby the cognitive processes that take place during sleep 
are of paramount importance for the operation of brains. In fact, many authors have 
started to study how sleeping affects human memory, especially long-term memory, 
and, consequently, how this influences cognition. 

After interaction with the world, an experience is encoded as a representation with-
in the brain [1], a memory. However, memories are not static [2], and for them to 
persist in time it is necessary to perform different operations such as consolidation to 
help stabilize these memories or enhancement to facilitate recollection [3]. Many 
studies support the hypothesis that sleep is involved in these processes. 

It has long been accepted that there is a need for sleep after learning in the case of 
procedural memories for their subsequent consolidation and enhancement. In the case 
of declarative memories, it was only in the last decade that the benefits of sleep on 
these consolidation and restructuring processes have become evident [4, 5]. The me-
chanisms that lead to these benefits are still under debate [6] and several theories have 
been proposed such as the hippocampal-neocortical model of memory consolidation 
[7] or the multiple trace theory [8]. Some authors postulate that several of these  
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mechanisms may coexist in different stages of sleep [9] to consolidate these memo-
ries, eliminating what is useless and enhancing what is relevant. That is, with the aim 
of restructuring how experiences are stored making them more accessible and usable. 

However, as indicated by Walker [9] “the final goal of sleep-dependent memory 
processing may not be the enhancement of individual memories in isolation, but,  
instead, their integration into a common schema, and by this enhancement, the facili-
tation of the development of universal concepts, a process that forms the basis of ge-
neralized knowledge and even creativity”. This concept is supported by different  
experiments [10, 11] that verify that if a subject learns something, she might recall it 
well after a non-sleep series of hours. However, if there is a sleep interval between 
learning and recall, the ability to generalize these elements to new cases improves 
drastically. This provides evidence that processes during sleep are involved in the 
reinterpretation of prior experience, pointing towards a possible strategy followed 
during sleep at different time scales [12]. Initially novel individual item episodic 
memories are consolidated. Then, in a longer time scale and using these item memo-
ries before they are forgotten, a process of abstraction in terms of creating links to 
prior knowledge is started, leading to more adaptive semantic networks.  

From another point of view, some of these processes have also been described in 
terms of the Simulation Hypothesis [13]. Following this hypothesis, metal imagery, 
such as that arising in dreams, is taken as simulation of perceptions and actions. In 
other words, the neural structures involved in perception and action are reactivated 
offline and these perceptions and actions lead to mental images instead of the actual 
interactions with the world. By means of the predictive associations between simu-
lated perceptions and actions an agent can explore a simulated world [14], learning 
new behaviors and acquiring and generalizing experience by testing different  
situations. 

Nevertheless, what is really relevant for us is that there seems to be a clear consen-
sus on the necessary role of sleep in the consolidation of procedural and declarative 
memories. More importantly, sleep may permit building schemas of knowledge that 
lead to better modeling of the world and the discovery of novel solution insights. In 
other words, during sleep these processes tend to prepare the knowledge contained in 
memory to make it more accessible to the cognitive entity that will make use of it.  

2 DREAM: Deferred Restructuring of Experience in 
Autonomous Machines 

Assuming that natural cognitive systems work in the way commented above, it would 
be of great interest to explore whether some of these processes could be useful or 
advantageous when constructing artificial cognitive systems that can be used as robot 
brains. Previous work in this area has mostly concentrated on the creation of mental 
imagery in order to endow robots with planning capabilities. Examples can be found 
as far back as Mel’s robot arm [15] or Nolfi and Tani’s work [16]. Intrinsic creation 
of mental imagery is, in fact, almost a requirement within any advanced cognitive 
architecture, and there are some examples of cognitive architectures that allow for this 
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property [17, 18]. Nevertheless, most of these architectures limit the use of this capa-
bility to planning actions they are going to perform during their online operation.  

There are, however, some “proof of concept” papers (to our knowledge, very few) 
that do try to determine if it is advantageous for a robot to perform dream or sleep like 
processes in terms of mental imagery. One of the most recent is the work by [14]. 
These authors create an experimental setup where they investigate different ways of 
implementing phenomenological aspects of dreams in robots using an e-puck robot 
simulator and ESN reservoir based neural architectures for controlling them. The 
authors conclude that periods of dream-like processes make learning based on real 
inputs more efficient. However, they do not contemplate a complete cognitive archi-
tecture for the robots, nor do they address other processes, such as memory consolida-
tion or restructuring that can occur during sleep. 

The fact is that the need to act in a timely fashion in real robots running a cognitive 
architecture imposes constraints on the information available as well as on the compu-
tations that may be devoted to deciding actions, producing behavior structures or 
modeling the world. Thus, the models or behaviors obtained may not be the optimal 
or most generalizable. However, at the end of the day (or any other extended period of 
time), the robot will have acquired a lot of perceptual information on the world and on 
itself and it will have produced several models (often partial) and behavior structures 
(usually too context dependent) for the different contexts it has been faced with.  

If this information and experience is not re-conditioned and generalized for reuse, 
the robot will have to start from scratch every time it is faced with a situation or con-
text that is not very similar to one it has already seen, compromising its adaptation. 
Thus, a way to improve the learning capabilities of autonomous machines would be to 
somehow post process this knowledge to generate representations that can be readily 
and efficiently reused when facing new situations. This post processing can be 
thought of as a restructuring process over the knowledge (in terms of behavioral struc-
tures or models) and information (in terms of perceptual data) in order to represent it 
in ways that are more useful to it. This is what we have called Deferred Restructuring 
of Experience in Autonomous Machines (DREAM) and it seeks improvements with 
regards to generality, versatility and reusability.  

In this paper we will consider an artificial Darwinian based cognitive mechanism, 
the Multilevel Darwinist Brain (MDB), and we will propose a series of offline me-
chanisms in the framework of the DREAM approach in order to explore the possibili-
ties of the functionalities provided by sleeping and dreaming in order to make the 
cognitive architecture more efficient.  

3 The Multilevel Darwinist Brain (MDB) 

The Multilevel Darwinist Brain (MDB) is a cognitive architecture that allows an ar-
tificial agent to learn from its experience in a dynamic and unknown environment in 
order to fulfill its motivations or objectives. Although its basic features from a cogni-
tive perspective have been tested in several robotic experiments, the MDB is in conti-
nuous development and improvement due to the high complexity of the cognitive 
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processes it deals with. For a detailed description of the basic operation of the MDB 
we recommend [17] and for the last version of the architecture see [19].  

Just to provide a brief description here, there are four basic elements in the MDB:  

• Models: predictor structures acquired by interacting with the world and through 
evolutionary processes that conform the declarative knowledge an agent has. Three 
types of basic models are considered here: world, internal and satisfaction models. 
The world and internal models provide the predicted sensorial value in time t+1 
from the sensorial value and the applied action in t. The satisfaction model predicts 
the satisfaction (degree of fulfillment of the motivations) of the robot that corres-
ponds to a given set of external and internal sensing values.  

• Behaviors: a behavior is a structure that provides the action to be applied in time 
t+1 from the sensorial input in t. They can be assimilated to the concept of policy 
in reinforcement learning terminology. 

• Episodes: real world samples that are obtained from the robot sensors and actuators 
after applying an action.  

• Memories: two main kinds of memory elements are considered: Long-Term (LTM) 
and Short-Term (STM) [19] 
─ The STM is made up of a model memory, which contains models and behaviors 

that are relevant to the current task, and an episodic buffer (EB) that stores the 
last episodes experienced by the robot. The EB has a very limited capacity ac-
cording to the temporal nature of the STM. 

─ The LTM is made up of a declarative memory, which contains the models that 
have been consolidated in the learning process, due to their significance and re-
liability, together with their contexts, and a procedural memory that stores the 
consolidated behaviors, or skills. 

Fig. 1 displays a functional diagram of the last MDB version, including the 
DREAM process that is the topic of this work. As we can see, the MDB is structured 
into three asynchronous time scales, one devoted to the execution of actions in the 
environment in real time (execution scale), the second to the learning of models 
(learning scale) and the third one to the processes of model and behavior improve-
ment that we have associated to sleeping. The operation of the MDB (which can be 
seen in detail in [17] can be described in terms of these scales.  

To provide the artificial organism with a fluid interaction with the world, it decides 
on its actions in the execution time scale by simply executing the current behavior. 
These actions produce effects on the world that are perceived and these episodes are 
stored in the STM episodic buffer (EB) if they pass an attention mechanism. In paral-
lel, there is a background learning process (learning time scale) running that uses the 
STM (representation of reality) as a fitness function in order to evolve the populations 
of models (internal, world and satisfaction models) for a few generations. Not too 
many to avoid convergence towards a particular content of the STM. The best eva-
luated models at a given time are used to construct a simulation of the world that is 
used in order to evaluate the behavior population, which is also evolved in order to 
obtain the behaviors that produce the best expected satisfaction. When these beha-
viors improve on the current behavior, the current behavior is updated.  
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1. Generalization of models: this process involves the creation of new models by 
combining those existing in the declarative LTM.  

2. Model decomposition: the models stored in the declarative LTM could be decom-
posed into simpler ones in order to capture the primitive components of the exter-
nal and internal sensing. 

3. Behavior improvement: the behaviors stored in the procedural LTM could be im-
proved by performing deeper learning processes using different models in LTM 
that allow them to include more features of the environment.  

4. Behavior discovery: it implies combining models (corresponding, for instance, to 
different sensing modalities) in the declarative LTM to obtain new behaviors. 

In this paper we will present some initial results for two of these processes: model 
generalization and behavior discovery. 

4 Declarative Memory  

The first DREAM process tested within the MDB was model generalization. Using as 
inspiration the hippocampal-neocortical model of memory consolidation [8], in the 
current MDB version, once a model is selected to be stored in the declarative LTM, it 
enters a LTM buffer until it is processed during sleep in order to transfer its characte-
ristics to LTM. The idea is that the model will only go into LTM if it is functionally 
very distinct from the rest in LTM, otherwise it will be integrated with other models 
in order to produce a more general model in LTM. In order to compare models, we 
have developed a strategy that is based on a cross comparison of errors when active 
over the EBs associated to each participating model. 

Specifically, for each model in the LTM we create a combined EB joining its EB 
with that of the candidate model and start a new evolutionary process using both 
models as seeds by inserting them in the population. This way, a new model could be 
obtained as a generalization of the previous ones. In the case that this new model 
provides a lower average error than the original two in their particular EBs in a low 
number of generations, it will be considered as a successful generalization and it will 
replace both of them. In the case this lower error is not obtained for any combination 
of models in the LTM, the candidate model is considered to correspond to a new con-
text and it will be stored in the LTM.  

  
 
 

 
 

Fig. 2. Modeling provided by the original models (left, middle) and generalization (right) 
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evolution for three cases: no models are introduced as seeds in the population (light 
greay), one model of each stage is introduced (dark grey) and the two models are 
introduced until they constitute half of the population (black). What is relevant in this 
figure is that the two cases where the models are injected as seeds obtain the final 
stable error level (around 0.03) in a lot less iterations than the other approach. 

5 Procedural Memory  

With regards to procedural memory, we are going to consider a process of behavior 
discovery during the sleeping time scale. We have a robot (Pioneer 2DX simulated 
model) that during its on-line operation has learnt a behavior that allows it to catch a 
moving light (cylindrical) by means of two light sensors. In this case, the satisfaction 
was directly the average light intensity detected after applying the actions selected by 
the behavior. It is used as the fitness function for the behavior evolution. A light mod-
el and the behavior were obtained within the MDB with an EB of 40 samples concur-
rently, as explained in section 3. Every time the robot reached the light (maximum 
intensity level), it was placed in a different position near the robot. The characteristics 
of the networks that implemented the model and the behavior were: 

• Light model: a multilayer perceptron ANN with 4 inputs (2 corresponding to 
the intensity of light and 2 actions, the rotational speed of each wheel), one 
hidden layer of 12 neurons and 2 outputs (the predicted intensity of light). 

• Behavior: a multilayer perceptron ANN with 2 inputs (intensity of light), one 
hidden layer of 7 neurons and 2 outputs (the rotational speed of each wheel). 

The left plot of Fig. 4 shows, using black dots, (left vertical axis) the iteration the 
robot reached the light. As it can be seen, from iteration 400 onwards, the light model 
was successful and the behavior started to reach the light properly. Whenever the 
MDB is in operation, it is learning models for all of its sensors, whether they are be-
ing used in the current behavior or not. In this case, during the process of learning the 
behavior related to the light sensors, the MDB also obtained a world model corres-
ponding to the sonar sensors, which detect the cylinder. In this case, the sonar model 
was a 10-16-8 neuron multilayer perceptron ANN with 8 inputs corresponding to the 
frontal sensors and 2 to actions, the outputs are the predicted sonar values.  

Consequently, during the sleep time scale, the MDB can use this sonar model as a 
simulator in order to complete the acquisition of behaviors corresponding to a sensing 
modality not used in real time operation. To do it, a new behavior is defined using an 
8-8-2 multilayer perceptron ANN that inputs sonar values and outputs the rotational 
speed of each wheel. This new behavior is evolved in the DREAM time scale using 
the previously obtained sonar model to provide the predicted sonar values, being the 
satisfaction the average intensity value of the two frontal sensors (equivalent to the 
light sensor experiment). The grey points shown in the right plot of Fig. 4 (right ver-
tical axis) correspond to the iteration where the robot reached the light (average inten-
sity above a threshold). They are displayed in order to show that in this case only 66 
iterations where required to obtain a successful behavior because in DREAM scale 
the models need not be obtained.  
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Abstract. Contemporary research endeavors aim at equipping autono-
mous robots with human-like cognitive skills, in an attempt to promote
robotic intelligence and make artificial agents more natural and more
human-friendly. However, despite the crucial role that sense of time has
in our daily activities, the capacity of artificial agents to experience the
flow of time remains largely unexplored. The inability of existing systems
to perceive time acts as an obstacle in implementing conscious artificial
agents that put their experiences on the past-present-future timeline and
develop durable symbiotic relationships with humans. The present paper
elaborates on time-cognition coupling suggesting that the equipment of
artificial agents with human-like time perception and time processing
capacities is a prerequisite for bringing robotic cognition close to human
intelligence.

1 Introduction

Time perception is a fundamental component of cognition that structures the
way we interpret procedures and events. As both perception and action evolve
over time, timing is necessary to appreciate environmental contingencies, esti-
mate relations between events and predict the effects of our actions. Since the
day we are born, everyone’s clock begins to run and our ability to perceive time
links what we are to the past and the future, to our experiences and prospects.

Despite the fundamental role of time in human cognition it remains largely
unexplored in the field of robotics. Surprisingly, there are not yet robotic systems
equipped with temporal cognition, that is, which are aware of the notion of time
as a unique entity that can be processed on its own right. Early works such
as considering the integration of sensory-motor information over time [1], or
turn taking [2], have not focused on sense of time and how artificial agents will
acknowledge time as separate dimension of the world. A more explicit focus
on the notion of time has self-organized in robotic agents solving a two-rule
switching task, where duration is used to drive agent’s decision in following
either the one rule or the other [3,4]. In the last years we have developed a
strong interest on temporal cognition investigating possible time representations
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and duration processing mechanisms by considering some of the most widely
used tasks by interval timing community, namely duration reproduction and
duration comparison [5,6].

The current paper aims to present at the interdisciplinary audience of the
SAB conference the key role of time perception in steering and improving the
adaptivity of biological and artificial systems. More specifically, our intention
is to make explicit that an animal or animat may exploit temporal information
(e.g. how much time is required to accomplish a task) to better adapt its strategy
towards a long-term goal. At the same time, considering the short-term aspects
of life, time perception is necessary to make a system feel rush and accordingly
adapt to emergency situations.

The present review elaborates on mind-time interactions, considering particu-
larly the role of time in (i) developing consciousness and the sense of self, (ii) en-
coding, managing and processing past and future events, (iii) enhancing fluency
in human-robot interaction. Additionally we discuss recent neurophysiological
findings on time perception and we outline computational models addressing
the interaction of time perception with other cognitive modalities, providing
hints on equipping artificial agents with temporal cognition.

2 Time and Consciousness

Time perception is directly linked to consciousness because it makes us aware of
change, movement, and succession across brief temporal intervals. By remaining
conscious in the long-term we are able to experience the temporal framework
and the evolution of events in the world. Sense of time supply us with access to
our own past structuring our personality and the notion of self.

Traditional explanations on how the sense of self links to time perception
make a division between the Moving-Time and Moving-Ego metaphors [7]. In the
former, “time events” move with respect to a fixed observer from front (future)
to back (past) (e.g. the winter went by), while in the latter the “observer” moves
forward on the past-present-future timeline (e.g we are approaching the end of
the year). In both cases there is a uni-directional flow of time relative to the
observer. Directionality is a critical property that differentiates time from other
senses (i.e. we can never experience a moment twice, but we can hear the very
same tone as many time we want) suggesting that cognitive models should not
consider time as one more typical system parameter.

According to Damasio, there are three levels of consciousness, namely pro-
toself, core consciousness and extended consciousness [8]. Humans are assigned
to the higher level, which assumes that the sense of self exceeds bodily states
and is linked to historical times, enabling present to be associated with the past
and the future. Animals are typically assigned to lower levels of consciousness,
because they live their life being largely stuck in the present moment (i.e. be
aware of only a short permanent present). In contrast, humans see the world
from numerous time perspectives. It is our ability to travel backward and for-
ward in subjective time, to recall or imagine events, that enables strong personal
awareness [9]. Therefore time perception makes the difference.
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By making artificial agents aware of and sensitive to the passage of time, we
pave the way for enabling robots to recall/predict events and properly adapt to
the heavily time structured human social life.

3 Time in Knowledge and Memory

Time plays a key role in the encoding of human memories and thus it is very
surprising that, so far, knowledge has been encoded in artificial systems using
flat, time-less representations that consider what and where, but not when. Even
state of the art robots are not aware of the ordering of their experiences and
cannot understand that what they perceive now might have been in a different
state in the past. Only recently the EU funded project STRANDS has promised
to initiate the 4D rather than 3D mapping of the world.

For humans, the ability to travel in the past is a highly integrative and con-
structive procedure that is based on the incremental synthesis of past events
[10]. Interestingly, almost the same neural mechanisms are also employed when
we try to predict future [11]. This suggests that robotic cognition may gain sig-
nificantly by acquiring a mental time travel capacity that could subsequently
support many other cognitive skills (mind reading, causal inferencing, etc.).

To accumulate knowledge over time, learning algorithms describe sequential
changes in memory, triggered by the appearance of certain stimulus [12]. Tem-
poral properties play a key role in improving the ability of artificial agents to
encode new knowledge and be able to recall it based on either temporal (which
city hosted SAB 2008?) or spatial (when SAB was in Osaka, Japan?) criteria.

In the opposite direction, our ability to forget over time enables the re-
organization and better management of knowledge. The typical explanation of
forgetting assumes information to decay over time making information held in
short-term memory to be quickly forgotten unless it is constantly rehearsed or
refreshed [13]. This is an issue that has recently attracted research interest in
the field of robotics, with experimental works showing that robotic performance
may significantly improve by means of forgetting unnecessary, erroneous, and
expired data [14,15].

Given that knowledge sets the framework in which robots perceive, understand
and act in the world, by considering the temporal aspects of knowledge and
memories robots, will be capable to exploit the past in order to decide how to
achieve certain goals in the future.

4 Symbiotic Human Robot Interaction

The core idea behind symbiotic human-robot interaction (HRI) regards the close
and long-term coupling between humans and artificial agents. However, the ma-
jority of existing works assume interaction to evolve isolated from the ongoing
and long lasting real world procedures. In order to develop robots that are ac-
tively integrated into the time-structured human life, artificial agents must be
equipped with time processing skills, being capable to link their actions to the



14 M. Maniadakis and P. Trahanias

past and the future of the world. Broadly speaking, we can identify two dimen-
sions in which time affects human-robot interaction.

– in dialogue management, where turn taking, action synchronization, and
other short-term issues of multi-agent interaction are processed,

– in collaborative information processing, where the accumulated experiences
of human-robot interaction lead to gradually more productive synergies be-
tween the two sides.

While an adequate number of works has explored the first dimension of
human-robot interaction [16,17], the latter remains largely unexplored.

To highlight the role of time in synergetic HRI, we may consider a robotic
assistant that helps its owner to prepare a dinner. The robot must recall past
dinners with the participation of the visitors, bringing on its mind the type of
wine they are fun of. To successfully recall the past, the robot is necessary to
shift attention not in space (as usual) but in time, being able to recall informa-
tion from a specific past period. The information gathered must be projected to
the present, therefore affecting important aspects of the dinner preparation. The
human mind is particularly efficient in jumping back and forth from one time
period to the other, and our ability to perceive the interdependencies of asyn-
chronous events enables their integration into a meaningful story that unfolds
over time. Such a capacity is also crucial for artificial agents. By shifting atten-
tion to the past, the agent accomplishes time-based or context-based memory
search, and by shifting attention to the future, the agent accomplishes action
planning, targeting specific goals at specific moments in time.

Sense of time is also important for the here and now aspects of the inter-
action. Even if during an interaction session robot’s attention may be focused
on a past time period, a part of its mind must remain situated to the present
dealing with real-time environment interaction issues. For example, time pres-
sure significantly affects the way we choose and express actions. Therefore, in an
emergency situation (e.g., barbecue meat is almost burned) the robot must not
go for the more smooth or energy efficient solution, but for the faster solution.

Naturalistic multi-agent interaction involves a broad set of skills (e.g. percep-
tion, attention, memory storage and recall, future prediction, planning) with a
strong temporal dimension that, if considered in computational implementations,
has the potential to significantly improve human-robot synergies.

5 Time Perception Mechanisms in the Brain

Understanding the time processing mechanisms in the brain of animals and hu-
mans is a timely and very challenging issue that has attracted rapidly increasing
interest in the neuroscience and cognitive science communities. Contemporary
review papers and special journal issues have summarized and are testament to
the new and burgeoning scientific findings in the field [18,19,20,21].

Over the past decade, a number of different brain areas have been implicated
as key parts of a neural time-keeping mechanism, notably (among many oth-
ers), event timing in the cerebellum [22], generalized magnitude processing for
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time, space and number in the right posterior parietal cortex [23,24], working
memory related integration in the right prefrontal cortex [25,26], a right fronto-
parietal network [27], coincidence detection mechanisms using oscillatory signals
in fronto-striatal circuits [28], hippocampal time-cells focused on the relation of
time and distance [29], as well as integration of ascending interoceptive (that
is, body) signals in the insular cortex [30,31]. The participation of many brain
areas in the processing of temporal information attest the key role of time in a
broad range of cognitive capacities.

6 Computational Models of Time Perception

The following paragraphs summarize existing computational models dealing with
the sense of time. The first part considers models of time perception that operate
largely isolated from other cognitive skills, while the second addresses cognitive
skills that have been extended in a temporal dimension.
Time/Duration Perception. In an attempt to explain where and how time
is processed in the brain, a large number of neurocomputational models have
been implemented, most of them concentrating on duration perception. Broadly
speaking, two main approaches have been proposed in the literature to describe
how our brain represents time [32,33]. The first is the dedicated approach (also
known as extrinsic, or centralized) that assumes an explicit metric of time. The
models included in this category employ mechanisms that are designed specifi-
cally to represent duration. Traditionally such models follow an information pro-
cessing perspective in which pulses that are emitted regularly by a pacemaker
are temporally stored in an accumulator, similar to a clock [34,35,36]. This has
inspired the subsequent pacemaker approach that uses oscillations to represent
clock ticks [37,38]. Other dedicated models assume monotonous increasing or
decreasing processes to encode elapsed time [39,40]. The second approach in-
cludes intrinsic explanations (also known as distributed) that describe time as a
general and inherent property of neural dynamics [41,42,43]. According to this
approach, time is intrinsically encoded in the activity of general purpose net-
works of neurons. Therefore, rather than using a time-dedicated neural circuit,
time coexists with the representation and processing of other external stimuli.
However, besides the key assumption of multi-modal neural activity, the existing
computational implementations of intrinsic interval timing models are not yet
coupled with other cognitive or behavioral capacities within a broader functional
context, and in that sense, the internal clock remains unaffected by outside pro-
cesses. Only the Behavioral Theory of Timing [44] and the Learning to Time
[45] make explicit coupling between time perception and behavior, assuming
that the behavioral vocabulary of subjects and their current behavioral state
support duration perception.

An attempt to combine dedicated and intrinsic approaches is provided by the
Striatal Beat Frequency (SBF) model which assumes that timing is based on
the coincidental activation of basal ganglia neurons by cortical neural oscillators
[46,47]. The SBF model assumes a dedicated timing mechanism in the basal
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ganglia that is based on monitoring distributed neural activity in the cortex.
Recently, SBF has been integrated into a generalized model of temporal cognition
that subserves different aspects of perceptual timing, either duration based or
beat-based [48]. In the same line, our recent work with simulated robotic agents
has suggested a new biologically plausible mechanism for duration processing
that incorporates both dedicated and intrinsic characteristics [49].
Cognitive Models Exploiting Sense of Time. Recently, an increasing num-
ber of computational cognitive models aim at integrating sense of time. The
following list provides an outline of the existing approaches which accomplish
early steps towards integrating time perception in intelligent artificial systems
research:

– Time in decision making [3]. Artificial agents self-organize time perception
capacity to support decision making.

– A grounded temporal lexicon [50]. Lingodroids (language learning robots)
are employed to learn terms linking space and time.

– Interval timing grounded in motor activity [51]. Explore how body and arm
movement serve as a rough temporal yardstick for time perception.

– Representation of duration [6]. Multimodal duration processing by artificial
agents.

– Time perception as a secondary task [52]. Explore the coupling of interval
timing, attention, perception and learning in the accomplishment of dual
tasks.

– Past, Future Perception [53]. Predictable internal state dynamics result in
significantly more robust systems, compared to equally performing memory-
less systems which develop much more fragile internal mechanisms.

– Mental Time Travel [54]. Explore the ability to recall and potentially re-
experience a previously experienced motion trajectory, by associating specific
stimuli with specific memories.

– Learning Through Time [12]. Explore the temporal properties of learning by
considering how the memory representation of stimulus changes over time.

– Forgetting [13]. Explaining how working memory evolves and reshapes
through time.

– Memory Reconsolidation [55]. Episodic encoding based on the binding of
events to their temporal context and learning-based memory reinstantiation.

As discussed above, time plays a key role in consciousness, memory and
human-robot interaction. The integration of the above mentioned temporally
extended cognitive capacities into a fully entimed system will pave the way for
the next generation of robotic systems that will be actively integrated into hu-
man daily activities.

7 Implementing Temporal Cognition in Robotic Systems

The integration of the cognitive models summarized above is certainly not a
straight forward procedure, given the heterogeneous computational approaches
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and the diverse assumptions adopted. However, there are directly applicable
approaches that rely on conventional artificial intelligence methods e.g., temporal
logic, or event calculus [56,57] that can significantly facilitate accomplishing
time processing in robotic systems. It is surprising that despite the extensive
experience that exists with such systems, the latter are rarely employed in robot
implementations. However, it is noted that the use of time-stamps or other clock
measures do not guarantee temporal cognition for artificial agents [58]. In fact,
humans develop temporal cognition before being capable to use clocks, while
animals that also perceive and process time cannot of course use clocks at all!
Similar to robot vision, grabbing an image of RGB pixels, does not mean that
thesystem is able to see and understand the world.

A crucial decision towards implementing artificial temporal cognition regards
how time will be represented in the artificial mind. For example time-stamping
and storing events in the level of milliseconds, implies that the robot will be aware
of every single moment of its past (e.g. 6-months ago). Such an approach would
render looking back in time computationally infeasible for artificial systems.
Following a more biologically plausible approach, the perception of the past-
present-future timeline assumes finer temporal granularity close to the present
and a gradually coarser granularity when traveling backward and forward in
time. This is the approachthat we follow in our ongoing work.

Overall, to proceed effectively towards equipping artificial agents with the
ability to perceive and process time, we may consider the natural, developmen-
tal procedure of the human brain that enables time processing capacities to
develop and gradually integrate with other cognitive skills. While primary sense
of time matures very early in the human developmental procedure, our tempo-
ral cognition continuously improve until adolescence [59,60]. Following a similar
procedure, computational implementations should first focus on basic skills such
as duration processing or synchrony, then consider the wider timeline that spans
over past present and future to explore time in memory, attention, learning, and
action planning, proceed with time language interactions and finally consider
how time integrates into complex cognitive capacities such as mind reading, or
imagination.

8 Conclusions

Sense of time is without doubt not an optional extra but a necessity towards the
development of truly autonomous and intelligent machines that are seamlessly
and actively integrated into human societies. Evidently, if we are going to ever
implement intelligent robots that live next to us and operate in a way compa-
rable to humans, then these robots will be definitely equipped with advanced
time perception and processing capacities. Systematic research efforts enabling
artificial agents to consider the heavily time-structured human life are expected
to provide new impetus in the way we study and implement intelligent systems,
closing the gap between human and artificial cognition.
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Abstract. The sensorimotor approach argues that in order to perceive one needs
to first “master” the relevant sensorimotor contingencies, and then exercise the
acquired practical know-how to become “attuned” to the actual and potential
contingencies a particular situation entails. But the approach provides no further
detail about how this mastery is achieved or what precisely it means to become
attuned to a situation. We here present an agent-based model to show how sen-
sorimotor attunement can be understood as a dynamic and non-representational
process in which a particular sensorimotor coordination is enacted as a response
to a given environmental context, without requiring deliberative action selection.

Keywords: Sensorimotor contingencies, know-how, mastery, attunement.

1 Introduction

The sensorimotor approach to perception argues that in order to perceive one must
have “mastered” the relevant sensorimotor contingencies (SMCs), i.e. one must acquire
a kind of practical know-how, or implicit knowledge, of the laws governing the co-
relation between bodily movement and associated sensory stimulation [1]. Moreover,
to perceive here and now one has to exercise or deploy the mastered know-how and
“tune into” the actual and potential contingencies of the current situation (ibid.). But the
primary literature on the subject is mostly silent on the how this mastery is achieved,
what form the practical know-how might take, or what kind of process the notion of
attunement refers to. The purpose of this paper is to illustrate with a model what it might
mean to exercise one’s practical know-how in order to became attuned to a situation and
enact the appropriate SMCs. But since the notion of attunement is tightly linked to that
of mastery we have to first discuss the relation between the two concepts. In order to
develop some intuition as to how they are to be understood, we can take a look at how
they are used:

“Over the course of life, a person will have encountered myriad visual attributes
and visual stimuli, and each of these will have particular sets of sensorimotor
contingencies associated with it. Each such set will have been recorded and
will be latent, potentially available for recall: the brain thus has mastery of
all these sensorimotor sets. But when a particular attribute is currently being
seen, then the particular sensorimotor contingencies associated with it are no
longer latent, but are actualized, or being currently made use of. [...] among all
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previously memorized action recipes that allow you to make lawful changes in
sensory stimulation, only some are applicable at the present moment. The sets
that are applicable now are characteristic of the visual attributes of the object
you are looking at, and their being currently exercised constitutes the fact of
your visually perceiving that object.” (ibid., p. 945)

“[...] seeing is constituted by the brain’s present attunement to the changes that
would occur as a consequence of an action on the part of the perceiver” (ibid.,
p. 968, italics added)

It is clear that “mastery” is supposed to refer to the “accommodation” of certain reg-
ularities in the environment, and attunement to the exploitation of these regularities. But
“accommodation” in this context does not necessarily mean that the contingent aspects
of the environmental regularities are stored internally by the agent, but simply that the
agent has undergone some changes such that whenever the regularities present them-
selves in a new situation, the agent is able to re-enact sensorimotor engagements that
have previously been adequate in similar sensorimotor situations. It is also implied that
the act of exercising one’s SM knowledge is not a deliberative process of consciously
weighing different possible SM coordinations to engage in. It rather seems to be an
automatic process in which the right coordination is solicited as a response to a partic-
ular situation, in other words a kind of “resonance” between environment and agent.
Moreover, from the second quote it follows that the exercise of my know-how can be
counterfactual, i.e. my perception of possibilities for interaction with an object depends
not only on my current engagement with it, but also on my practical knowledge of
properties of the object that are not directly available.

Before describing a dynamic model that we think captures the essence of the pro-
cess of attunement, we draw on Merleau-Ponty’s account of skill acquisition [2–4]
to further elucidate some of these notions. Three aspects characterise the learning of
sensorimotor skills according to Merleau-Ponty. Firstly, in the acquisition of everyday
skills, the accumulation of experience serves to discriminate situations that solicit a par-
ticular response with increasing specificity. Secondly, experience also allows a person
to incrementally refine her dispositions to respond to these solicitations. And thirdly,
behavioural responses to a situation take the form of movement towards the comple-
tion of a Gestalt, or equilibrium, to which the body tends without the need to mentally
represent it. Though still a rather abstract account of skill acquisition, translating these
three elements into dynamical systems terminology allows us to arrive at a description
that will be useful in the analysis and interpretation of models addressing the issues of
mastery and attunement.

In correspondence to the three aspects, firstly, if we consider an agent as a dynamical
system coupled to its environment, then different environmental conditions, reflected in
different sensory inputs, can result in the divergence of initially identical agent states.
At a future point in time, therefore, the agent can react to the same sensory stimulus
in different ways, as the accumulated history of its coupling with the environment has
left the agent in different parts of its state space. In other words, the accumulation of
experience allows the agent to discriminate between different contexts when exposed
to identical sensory perturbations. Secondly, the behaviour of the agent as a dynamical
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system depends on its limit sets. Since through continued environment interaction the
agent is able to reach different areas of state space, from these different initial condi-
tions the agent may then follow different behavioural tendencies as determined by its
attracting and repelling sets. Experience therefore can also serve to tune those limit sets
such that the agent’s movement through state space corresponds to the desired response
that a given situation solicits. And thirdly, the agent’s movements are fully determined
by the relaxation of its dynamics towards the limit set in whose basin it finds itself at
any given time. And the agent can not in any meaningful way be said to represent what
the final state is that it is tending towards.

In short, the learning of a SM skill, in this view, corresponds to the tuning of the
agent’s dynamical landscape such that different environmental contexts leave the agent
in different parts of state space, and such that the appropriate response corresponds to
a particular trajectory of the dynamics when relaxing towards equilibrium. We would
like to suggest here then, that in the process of mastery an agent’s dynamical land-
scape is shaped over time to incrementally refine the discrimination of and response to
different environmental situations; and that attunement is a process of interaction with
the environment, such that a particular situation solicits the appropriate sensorimotor
coordination.

We next describe a model to illustrate this latter interpretation of attunement in more
detail.

2 Materials and Methods

The model presented here consists of an agent artificially evolved to identify only
through touch the properties of a planar surface presented at different relative orien-
tations and positions. After a period of unconstrained interaction with the surface, the
agent has to demonstrate that is has retained something about its properties by pro-
ducing movements following the orientation of the surface without the surface being
present any longer (i.e. without the corresponding sensory stimulation). In other words,
the agent has to re-enact the now invisible surface, or act as if it was still present. Note
that we consider the evolved agent as already having mastered the required skill. The
analysis of the agent’s behaviour focuses on how the acquired know-how is exercised.

The model is summarised in panel A of Figure 1. The agent’s body is a two-joint arm
controlled by a continuous-time recurrent neural network [5] and equipped with a touch
sensor (pink, dotted line). The environment consists of a planar surface (green line)
whose position and orientation relative to the arm can vary. The agent’s touch sensor
can register the distance to the surface when in close proximity, but the arm can freely
pass through it. The agent’s neural network has a fully connected hidden layer receiving
three inputs: the arm’s two joint angles θ1,2 and the distance D between end-effector and
surface as measured by the sensor. Two output neurons are fully connected to the hidden
layer and control the desired joint angles θ d

1,2. These are transformed by PD controllers
into joint torques that are applied to the arm (blue arrows) to produce the required
movement. The arm dynamics are given by a common model derived from Newton-
Euler equations and d’Alembert’s Principle (for details see [6]). The parameters of the
PD controllers were tuned by hand to achieve a somewhat underdamped response.
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Fig. 1. Experimental setup. A: two-joint planar robot arm controlled by PDs whose set points
(desired joint angles θ d

1,2) are determined by the outputs of a recurrent neural network. B: Di-
mensions of the arm and range of surface positions and orientations. Surfaces are presented at
two positions and orientations covering a range of 30 degrees. C: time course of each trial show-
ing the progression of evaluation phases and the state of the sensor.

All nodes in the agent’s neural network are modelled as leaky integrators:

τiẏi =−yi +
n

∑
j=1

wjiσ(y j +θ j)

where yi is the activation of neuron i, τi ∈ [0.01,4] its time constant, wji ∈ [−10,10] the
strength of the connection from neuron j to i, θ j ∈ [−10,10] a bias term, and σ(x) =
1/(1+ e−x) a sigmoidal activation function. Both arm and neural dynamics are Euler
integrated with a step size of 0.05.

The surface can vary in position and angle, and a unique combination is tested in
each experimental trial. The range of surfaces evaluated is shown in panel B of Figure 1.
The arm (shown in black) at maximum extension has a length of 0.65 units (indicated
by the light grey half-disk). The distance sensor is attached at the end of the arm and
can sense objects up to 0.05 units ahead (dark grey half-disk). Its response signal is
inversely proportional to the sensed distance and scaled to the range [0, 1]. Surfaces
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are presented at two different positions (0.44 and 0.56 units from the arm’s origin) and
are 1.4 units in length. The angular range covered by the surfaces is 30◦ (0±15◦). Two
more surfaces per position are used in the experiment (at ±7.5◦) but not shown here for
clarity.

The task is to move the agent’s end effector along the particular surface presented in
each trial, even after its touch sensor is disabled. A version of the microbial genetic al-
gorithm [7] is used to search for neural network parameters that allow the agent to solve
this task. Each candidate solution is evaluated on 10 trials, in each of which the agent is
presented with a different surface (2 positions x 5 orientations). The time course of fit-
ness evaluation in each trial is shown in panel C of Figure 1. During the first 2 seconds
the agent’s movements are unconstrained, i.e. its behaviour does not contribute to its
measured fitness. During the “probe” phase (2.6 s), the agent is rewarded for proximity
to the surface but is otherwise free to move in an arbitrary manner. Its fitness in this
period is equal to the end effector’s average proximity to the surface (measured using
the shortest distance). In the ”follow” phase (last 4 seconds), the agent’s fitness is deter-
mined by the combination of average proximity and the end effector’s average velocity
parallel to the surface (measured as the absolute length of the projection of the velocity
vector onto the surface). After blackout, the agent can no longer sense the surface, yet
has to keep moving along it (e.g. unidirectional or by oscillating back and forth in the
corresponding plane). The total fitness of the agent in a single trial is the average of the
fitness achieved in the probe and follow periods, and the overall fitness across all trials
is equal to the minimum of individual trial fitnesses.

Given this experimental setup, there are two types of solutions to the task. After
blackout, i.e. when the agent is “touch-blind” and has to re-enact the previously en-
countered surface orientation, the only sensory inputs available are the agent’s current
joint angles. Hence, if the agent were to rely on sensory inputs only to discriminate the
different surfaces and produce a different SM coordination in response, this would im-
ply that the joint configurations at the time of blackout would have to be unique for all
surfaces encountered. If, in contrast, the joint configurations at blackout are not unique,
then a successful agent must have used the initial exploration phase to reach differ-
ent parts of its state space, such that different behaviours can be produced in response
to identical sensory states. Such a process of state differentiation in covariation with
relevant environmental variables we would then be happy to label “attunement”.

3 Results

Successful agents evolved reliably with as few as 3 hidden neurons, but better perfor-
mance could be achieved with a larger number. In the following we present results for
an agent with 8 hidden neurons, which achieved a fitness of 82%.

3.1 Evolved Behaviour

In panels A-D of Figure 2 we show typical examples of the agent’s end effector trajec-
tories (grey, darker shades indicating greater touch response) overlaid on top of each
corresponding environmental surface (red). The data is shown in joint space (θ2 vs. θ1),
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i.e. the red lines correspond to those joint configurations the arm would have to adopt
to reach points on the surface. The left and right column show data for the two extremal
surface orientations. The first and second row correspond to surfaces at the closer and
farther distance respectively. Note that the simple planar environmental surfaces are in
fact complex curves in motor space; and that surface orientation and position in Carte-
sian space seem to become surface position and scale in motor space respectively.
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Fig. 2. Joint space trajectories of successfully evolved agent. A-D: Shown in red are those joint
configurations that the agent would have to adopt to reach points on the surface, i.e. the planar
surface translated into joint space. Overlayed in grey are the performed trajectories, with darker
shades indicating greater touch sensor activity. Green markers indicate the initial position. A and
B correspond to surfaces at different orientations (+- 15 degrees). C and D correspond to the same
orientations as A and B respectively, but at a greater surface distance (+ 0.12). E: Trajectories
for three surface positions (in red, green and blue) and five orientations, darker shades again
indicating greater touch response.

Inspecting the trajectories we observe that the agent initially performs a stereotypical
transient that eventually makes contact with each surface at a point that depends on the
configuration of the surface (the trajectories turn from grey to black here). All points of
first contact occur at the ”lower” end of the area of highest curvature. After contact has
been established, the agent uses its sensor to move the end effector along the surface
in a single direction. Finally, when the sensor is disabled (trajectories turn grey again),
the agent continues to move along the opposing side of the surface. While towards the
end of the trial the agent begins to deviate from the surface, for a significant time after
blackout the agent manages to follow it well.

At first glance the observed behaviour might not seem remarkable. However, the
agent has control only over the position of the arm in joint space. Hence to follow the
curvature of the surface, the neural network has to produce a complex time-series of
joint angles such that the corresponding end-effector positions lie on that same curve.
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In other words, after blackout the agent cannot rely on some form of inertia to keep it
moving along the required curve. Nor can the agent simply hold certain variables fixed
in order to keep moving in the same direction, as would be the case for a wheeled robot
following a straight line for example.

The most important aspect of the observed behaviour is the fact that for each surface
the agent produces a different trajectory after blackout, even though the touch sensor
returns the same signal in all cases. This difference in SM behaviour in response to
different surfaces becomes more salient when we draw all trajectories in a single figure,
as shown in panel E for three different surface positions and five orientations each.
We observe that some end effector trajectories cross each other in motor space but
subsequently follow different paths. Since during this phase in the trial the same joint
angles also serve as the only inputs to the agent’s neural network (motor and sensory
space are the same), it is already clear that the behaviour cannot be determined by
instantaneous sensory input alone (since the same sensory input here leads to different
behavioural responses). Instead, the differentiation of identical sensory configurations
must be based on the history of the agent’s engagement with the surface, as accumulated
in the agent’s state.

3.2 Generalization

Before identifying what sort of mechanism underlies the agent’s unique behavioural
response to identical sensory stimulations, we will demonstrate how the agent’s perfor-
mance generalises to a larger range of surface configurations than encountered during
evolution, and identify the kind of features the agent might use to achieve this.

In panel A of Figure 3 we plot a heatmap of the agent’s fitness as a function of surface
orientation (horizontal axis) and position (vertical axis) at 30 different values each. The
surface configurations used during evolution are located at the intersections of the red
lines. It is clear that the agent establishes successful interactions with the surface over
a wide range of surface configurations.

This task would be relatively simple if there existed a simple, instantaneous sensory
feature that uniquely identifies each of the 900 tested surfaces. For example, since the
agent initially performs a stereotypical transient, one could imagine that the time of first
contact with the surface might be unique, or equivalently the joint configuration at this
point in time; or, perhaps, the joint angles at the point when the sensor is disabled.

To see whether this is the case, in panel B of Figure 3 we plot for each of the 900
surface configurations a point whose coordinates are the time of first contact (tc), as well
as the state of the two joint angles when the sensor is disabled (denoted by θ ′

1,2). One
can observe that the resulting points lie on a curved surface that folds back on itself in
the tc dimension. From the curvature of this manifold two implications can be derived.
Firstly, there is no unique time of first contact across all surfaces (e.g. the top part of the
manifold is curved such that points in closer and farther regions relative to the plane of
the screen can have identical tc coordinates). This can in fact be seen already in panel
E of Figure 2, where trajectories for different surfaces split from the initial transient at
the same time. It follows that the state of the proprioceptive joint sensors at this time
cannot be unique. Secondly, because of the fold, the joint angle configuration θ ′

1,2 when
the sensor is disabled does not uniquely identify each surface either.
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heatmap of fitness achieved for each surface (for fitness scale see colour bar shown above, theo-
retical maximum = 1.0). The intersections of red lines indicate the 10 surfaces encountered during
evolution. The dark area on the right corresponds to surfaces that the agent failed to re-enact. B:
Scatter plot showing for each of the 900 surfaces a 3d point whose coordinates are the time of
first contact between end effector and surface (tc), and the joint configuration of the arm when
the touch sensor is disabled (θ ′

1,2).

What is unique, however, is the combination of these two features, as there are no two
points that coincide in both tc and θ ′

1,2. It is clear that there must be some combination
of features that can be used to distinguish all surfaces, as otherwise the agent would not
be able to solve the task. The question is how the agent manages to retain information
about the initial contact such as to respond appropriately later on when the sensor is
disabled. In other words, how does the agent integrate sensory signals over time such
that it can respond uniquely to ambiguous sensory information at the time of sensor
blackout?

3.3 Neural Mechanism Underlying Surface Disambiguation

To better understand how the agent differentiates between surfaces even when instan-
taneous sensory feedback is not unique we look at the agent’s dynamics in higher di-
mensions. Figure 4.A shows a projection of the agent’s state that consists of the two
joint angle sensors (θ1,2) and the output of a hidden neuron (h1). Lines of the same
colour correspond to trials where surfaces are positioned at the same distance but ori-
ented differently. Colour shade varies with orientation, and different colours correspond
to different surface positions. Black dots mark the time when the sensor is disabled.

Starting from a common initial position, the combination of all initial transients
forms an arc that traces the stereotypical movement pattern exhibited by the agent if
no surface was present. For different surfaces, then, the trajectories separate from this
arc at different points, namely the point at which contact is made with the surface. One
can observe that trajectories belonging to surfaces of different orientations but identical
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distances (i.e. those of the same colour) are already ordered at this time. In other words,
the time of first contact correlates with surface orientations.

However, there are also trajectories that start diverging at the same point, even though
the corresponding surfaces are located in different positions (differently coloured lines);
i.e. trajectories belonging to different surface positions are still partly “entangled”. Dur-
ing the period of sensor-based surface interaction, however, these trajectories eventually
become disentangled, forming clearly separated bundles. For each surface position cor-
responding trajectories now form curved manifolds that lie parallel to each other, and in
each of which trajectories are ordered by surface orientation. Thus when viewed from
certain angles or in certain projections, trajectories belonging to different manifolds
might seem to cross (like in Figure 2), while in fact being well separated in higher di-
mensions. Finally, just before the sensor is disabled, each manifold is being twisted.
This preserves the established ordering, but ensures that subsequent parts of the tra-
jectories are shaped such that their projections into Cartesian space are approximately
straight (like the corresponding surface).

What keeps the trajectories separate after the sensor is disabled? Do they relax into
different steady-states? To answer this question we observe the dynamics beyond the
duration of the trial with the sensor remaining off. This makes the agent an autonomous
system, which should eventually reach a steady state. The result can be seen in panel
B of Figure 4, which shows the same projection as panel A, but from a different angle
and for clarity only two surface positions. One can see that within the plotted duration
of time, the agent approximately reaches steady-state, and in particular the same stable
attractor for all trajectories. In principle the meticulous ordering of trajectories within
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and across manifolds could also have been the result of trajectories tending towards dif-
ferent attractors. Here, however, the different sensorimotor coordinations are formed by
different transients within the same attractor basin, but in such a way that their separa-
tion is maintained until the end of the trial. Similar forms of state-determined sensitivity
to the environment have been studied using information-theoretic techniques [8], which
could be of use in this case as well.

In summary, underlying the act of distinguishing and responding differently to vari-
ous surface positions and orientations is the integration over time of several aspects of
the interaction. We have seen that surfaces that are positioned identically but oriented
differently can be identified in the neural dynamics by the time of first contact alone.
But at this point there still exists ambiguity with surfaces located at other distances.
The ongoing interaction with the surface helps to disambiguate these cases by splitting
trajectories into different manifolds. All trajectories now being perfectly separated and
ordered in state space allows them to relax towards a common attractor along unique
transients, with the shape of transients corresponding to the desired surface orientation.

4 Discussion

Our purpose has been to illustrate via a minimal model what it means to become attuned
to a situation and enact the appropriate SMCs. We have shown that attunement can be
interpreted as a continuous process of agent-environment interaction such that different
situations are discriminated via the separation of the agent’s dynamics. As a result,
unique behavioural responses can be enacted in the form of particular transients during
the relaxation towards equilibrium. Mastery of SMCs, then, corresponds to the process
that shapes the dynamical landscapes of an agent such that attunement is possible.

As noted in the introduction, the dynamical process can be interpreted as a minimal
example of Merleau-Ponty’s motor intentionality, and thereby illustrate how agents ex-
hibit embodied “purposeful” behaviours, without representing environmental features
or explicit goals. Just like, for example, a tennis player who performs his serve or return
without having to contemplate each required step, nor the details of the ideal posture to
adopt when hitting the ball, the performance of a SM skill is more like a habitual relax-
ation towards an optimal movement “gestalt” that is only implicit in agent-environment
dynamics, and which is solicited by a certain situation in the world.

Our model does not introduce new dynamical phenomena that we suppose to under-
lie the process of attunement. State retention and differentiation are well-known aspects
of dynamical systems. We also do not advocate the particular methodology adopted
here over other alternatives for investigating SMCs, such as information-theoretic anal-
ysis [8]. Nor did we aim to add to the already extensive catalogue of minimally cog-
nitive behaviours that even simple dynamical agents can exhibit. The purpose, rather,
was to clarify a core concept of the sensorimotor approach to perception, namely that of
attunement. We believe that the methodology has been adequate, and the results suffi-
cient, to show that the selection and exercise of SMCs can be understood as a dynamical
process that does not require a dedicated mechanism or organisational level at which
SMCs are “represented” (in any non-trivial sense of the term), nor the invocation of
levels of explanation other than that of sensorimotor relations. Though the different



Non-representational Sensorimotor Knowledge 31

SMCs enacted by our agent were solutions to variants of the same task, this does not
limit the applicability of our interpretation (for enactment of radically different SMCs
see e.g. [9]). Equally, while for the investigated task successful agents’ dynamics tran-
siently separated into different manifolds depending on the environment, other manners
of separating and organizing dynamics (e.g. by attractor basin) are also compatible with
our account of attunement.

We have not here provided a model of how SM skills are mastered, i.e., how the
dynamical landscape of the agent is altered through experience (the evolutionary search
employed here to identify an appropriate agent is not meant to model the process of
mastery). Yet we believe that simple models of the kind presented can contribute to
filling in the gaps in sensorimotor theory. Not only by making more explicit what we
mean when we talk about notions such as “mastery” or “attunement”, but also by de-
riving implications that only become clear when these notions are operationalised [10].
One such implication is that sensorimotor theory does not have to evoke explicit rep-
resentational vehicles, nor deliberative processes of action selection to account for the
acquisition and exercise of SMCs. This lends further evidence to a radical reading of
sensorimotor theory [11], which rejects the role of contentful representations.

Acknowledgements: Thanks to Randall Beer and Eduardo Izquierdo for their comments on an
early draft of this work. This work is funded by the eSMCs: Extending Sensorimotor Contingen-
cies to Cognition project, FP7-ICT-2009-6 no: 270212.
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Abstract. One of the long-term goals of artificial life research is to
create autonomous, self-motivated, and intelligent animats. We study
an intrinsic motivation system for behavioral self-exploration based on
the maximization of the predictive information using the Stumpy robot,
which is the first evaluation of the algorithm on a real robot. The control
is organized in a closed-loop fashion with a reactive controller that is
subject to fast synaptic dynamics. Even though the available sensors
of the robot produce very noisy and peaky signals, the self-exploration
algorithm was successful and various emerging behaviors were observed.

Keywords: Self-exploration, intrinsic motivation, robot control, infor-
mation theory, dynamical systems, learning.

1 Introduction

One of the long term goals of artificial life research is to create autonomous,
self-motivated, and intelligent animats. It has been repeatedly argued, e.g., in
[19], that one of the prerequisites for a successful interaction of such complex
agents with their environments is the exploitation of their embodiment. In other
words, the agent has to acquire knowledge on the impact of its actions on its
sensory information and the environment. Developmental robotics, aiming at
mechanisms for creating a mind in an embodied agent through a development
process, formulates the following additional requirements [11] for the learning
system: not task specific, environmental openness, raw information processing,
online learning and a continual learning ring/hierarchy.

In this context different artificial intrinsic motivation approaches have been
proposed. For example, there exist frameworks based on learning progress [10,
18, 21] and novelty [9], on the reinforcement learning framework, or based on
homeokinesis [4], predictive information maximization [12] and empowerment [8]
as gradient methods on information theoretic or dynamical systems quantities.

This paper uses predictive information maximization (Pimax) [12], which has
been previously successfully applied in simulation, but is here, for the first time,
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applied to a real robot, more specifically to the robot Stumpy [7]. Predictive
information is the past-future mutual information and measures how much in-
formation (in Shannon sense) can be used from the past of a time-series to predict
the future. It is different from the bare prediction quality as it also requires the
information content itself to be high. This avoids the “dark room problem” [6],
i.e., doing nothing in a dark room is best predictable. Consequently, if one would
optimize the prediction quality, the agent would not depart from this situation.
The Pimax approach, however, differs by yielding active and coordinated be-
haviors from scratch in a short amount of time (a few minutes of interaction)
and is thus particularly suitable for real robots where the possible interaction
time is very limited. In order to estimate the predictive information locally, an
internal model is required. This technique is widely used in robotics, e. g. to
perform mental simulation [3, 20], and it is also believed to play an important
role in human motor planning [22].

In terms of the above mentioned requirements for a developmental program
our approach satisfies all but the learning hierarchy by being not task specific,
environmentally open, operating on raw sensor information in an online learning
fashion. Challenges we address are the from-scratch formation of sensorimotor
coordinations leading to smooth behavior, the autonomous selection of sensor
information for a particular behavioral mode and the coping with morphological
changes.

The Stumpy robot used for the experiments was designed to comply with the
principles of cheap design and ecological balance as described in Iida et al. [7],
also see Pfeifer and Bongard [19] for a comprehensive overview. The basic design
idea was to demonstrate the concept of embodiment, i.e., to show that complex
behavior can emerge even from a simple structure due to its physical interaction
with the environment. In its original form, the robot was controlled in an open-
loop manner by an operator using a joystick. Despite its remarkably simple
design, a range of interesting stable locomotion behaviors were demonstrated.

For our experiments we equipped Stumpy with additional sensors and created
an adaptive closed-loop system enabling the robot to self-explore its behavior
space. The added acceleration sensors provide signals that are very noisy and
dominated by shock events. Nevertheless, the implemented approach was suc-
cessful and was able to generate a variety of smooth locomotion behaviors. Sec-
tion 2 will give an overview on the Stumpy robot followed by the description
of the control algorithm in Section 3. In Section 4, the experimental results are
presented.

2 Stumpy, the Pendulum Driven Rocking Robot

The robot Stumpy was first introduced in Iida et al. [7]. The mechanical design of
the latest version of Stumpy (developed at the AI-Lab in Zurich [1]) is depicted
in Fig 1(a). It has only two joints, which are actuated by servo motors.

The robot is a simple metallic beam structure. Note that due to its design the
robot exhibits compliance to a certain extent by the torsion of the beams, which
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(a) construction (b) side view (c) picture with Wiimote

Fig. 1. The Stumpy. (a,b) Schematic construction: d = 25 cm, lb = 30 cm, l1 = 25 cm,
l2 = 20 cm, lt = 42 cm, ϕ1 = ±90◦, ϕ2 = ±35◦. (c) Picture of the robot.

allows for the emergence of dynamic behavior. In addition, rubber blocks are
attached to the feet to absorb impact shock. While originally the robot was con-
trolled by a human via a joystick in an open-loop fashion, for this work, Stumpy
has been equipped with sensors in order to obtain a closed feedback loop that is
autonomously driven by the Pimax algorithm. For simplicity, we use the com-
mercially available controllers of the gaming console Wii by Nintendo [17] called
Wiimote and Nunchuk. Both measure the acceleration in all three dimensions in
the range of ±3 g and ±2 g, respectively. The placement of the sensors is depicted
in Fig 1(c). The Wiimote can send the data via a Bluetooth connection to the
controlling computer [5] at a frequency of approximately 13–25Hz. The control
signals are also sent to the robot via Bluetooth.

The locomotion of Stumpy is achieved by exploiting its inverse pendulum dy-
namics. By rotating the whole upper part of the body (using the bottom motor)
left and right, enough momentum is eventually created to lift one side from the
floor, to alternate between left and right on the spot. If the upper horizontal
beam is moved as well (rotation of the top motor), it can perform forward and
backward movements or turns. Human operators have been exploring many dif-
ferent modes by varying the parameter of the open-loop controller, which are
frequency and amplitude of a sinus wave for both DoFs and a phase-shift be-
tween them. In contrast to that, in our case the robot is controlled by a reactive
controller that uses only the available noisy sensors and it explores the robot’s
behavioral capabilities in an autonomous, intrinsically driven process.

3 Predictive Information Maximizing Controller

The controller we use for our experiments is the predictive information (PI)
maximizing controller (Pimax) introduced in Martius et al. [12].

We consider the sensor values as a stochastic process St with real-valued real-
izations st ∈ R

n. The PI [2] measures the mutual information between past and
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future of a time series. Intuitively, the PI corresponds to how much information
can be used from the past to predict the future. The rational to use the PI of
the sensor stream as intrinsic motivation is that its maximization leads to a high
variance in the sensor values, while keeping a temporal structure. We consider
the simplified one-step PI

I(St;St−1) =

〈
ln

p(st, st−1)

p(st−1)p(st)

〉
= H(St)−H(St|St−1) (1)

where H(·) denotes the Shannon entropy. In order to work with non-stationary
processes, which is characteristic for this case, we consider a time-local version
called TiPI. Furthermore, to turn this formula into an operational algorithm, we
formulate it in the form of a dynamical system.

The stochastic process S can be decomposed as

st = φ (st−1) + ξt = V K(st−1) + b+ ξt (2)

into the deterministic model φ and a stochastic component ξt, also called pre-
diction error. The matrix V and the vector b represent the parametrization of
the predictor, which are adapted online by a supervised gradient procedure to
minimize the prediction error ξ�ξ as ΔV = ηφξa

�and Δb = ηφξ. The learning
rate has been set to ηφ = 0.05, which allows a fast adaptation process. The re-
active controller K producing the actions (motor values) is realized as a neural
network

at = K (st) = tanh (Cst + h) (3)

with weight matrix C and bias vector h (tanh is understood component-wise).
The entire setup is illustrated in Fig 2.

World

Predictor/
Model

ControllerSensor values

Motor values

Fig. 2. Sensorimotor loop with controller, predictor and world

Let us now return to information theory. The TiPI is given by the mutual
information conditioned on a fixed sensor state experienced at the beginning of
a moving time window of τ steps Iτ (St;St−1) := I (St;St−1|St−τ = st−τ ), here
we use the simplest case τ = 2. With a coordinate transformation relative to the
start of the time window δst′ = st′ − st−τ for t− τ ≤ t′ < t we can approximate
the TiPI assuming Gaussian noise by

Iτ (St : St−1) =
1

2
ln |Σt| −

1

2
ln |Dt| (4)
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where Σ =
〈
δsδs�

〉
is the covariance matrix of δS and D =

〈
ξξ�
〉
is the

covariance matrix of the noise. Sampled covariance matrices tend to be very
noisy. However, for calculating the gradient below we can make use of an explicit
expression for the Σ using the model φ. This is done by approximating δst′ in
terms of the Jacobian L (state dependent) as δst′ = L (st′−1) δst′−1 + ξt′ where
δst−τ = 0. In our case the Jacobian matrix is given by L = V G′ (z)C, where
z = Cs+ h and G′(z) = diag[tanh′(z1), . . . , tanh

′(zm)].
The controller parameters (C,h) are adapted to increase the TiPI using gra-

dient ascent, i. e. ΔC ∝ ∂Iτ

∂C , which yields the following simple update rules:

1

ε
ΔCij = δμiδsj − γiaisj , and

1

ε
Δhi = −γiai , (5)

where all variables are time dependent and are at time t, except δs, which is at
time t− 1. The vector δμ ∈ R

m is defined as

δμt = G′V �Σ−1δst (6)

and the channel specific learning rates are given by γi = 2 (Cδst−1)i δμi. The
learning rate was set to ε = 0.1. It is interesting to note that the covariance
matrix of the noise (D) cancels and does not enter the update formulas. The
inverse of the covariance matrix Σ in Eq (6) is sampled with an exponential
moving average with 100 timesteps. In practice, we found that it may even be
replaced by the identity matrix (which is not done here). For the derivation and
more details we refer to [12].

4 Experiments

Several experiments have been conducted applying the Pimax algorithm to the
Stumpy robot. Note that the behavior can only emerge through the connection of
sensors and motors via (Eq 3). This connection, however, is constantly changing
during exploration to locally maximize the TiPI. This results in an intricate
interplay between physical dynamics and parameter dynamics. We will proceed
by analyzing the sensor data and then present the self-exploration process.

4.1 Evaluating Sensors

First, we evaluated the sensors by controlling the robot in an open-loop fashion
as described in [7] in a forward locomotion. Both motor signals followed a sine
wave at 1.7Hz with a certain phase-shift between the bottom and top motor.
The corresponding sensor readings, however, are very noisy and, on first glance,
do not seem to reflect the harmonic control signal (see Fig 3).

However, performing a wavelet transformation of the sensor time series allows
us to identify two sensors (s3, s4) that show a major oscillatory component at
1.7Hz (see Fig 4). However, to demonstrate that the algorithm is able to find
its most valid sensor information on its own, we provided all sensors (s1, . . . , s6)
to the controller. Although this seems to be a very challenging task, as we will
see, our self-organizing control approach is able to overcome these difficulties.
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Fig. 3. Motor and sensor values for a forward motion. Top: motor values following a
sine wave of 1.7Hz (nominal angle normalized to [-1,1]). Center and bottom: sensor
values from lower and upper acceleration sensors, see Fig 1(c). The harmonic control
signal cannot be identified from the very noisy sensor readings. Update frequency was
14Hz.

4.2 Behavioral Self-exploration

For the rest of the paper the robot is controlled by the reactive controller (Eq 3)
with the learning dynamics given in Eq (5). Initialized with a “do nothing”
controller (i.e., all synaptic weights set to 0) and a randomly initialized forward
model, the robot starts to gently move after some initial time. The entropy
term in the PI (Eq 1) drives the system to activity, which initially leads to a
progressive noise amplification. As soon as the movements becomes large enough
to cause a definite effect on the sensor values, the forward model is able to
capture these correspondences and the movements become more coherent and
related to the body/environment. A rocking behavior quickly emerges, which
develops into different types of locomotion and swinging behavior. The evolution

s3, bottom left-right s4, top front-back s6, top left-right

Fig. 4. Wavelet transform of sensor values for forward motion with open loop control.
The prominent frequencies are clearly visible at 1.7 Hz for the sensors s3 and s4. Even
though the robot is making periodical movements, the other sensors do not show a
clear major frequency (s1,s2,s5 are less pronounced than s6). Update frequency: 14Hz.
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Fig. 5. Time evolution of the weights of the controller and the forward model.
(a) Movements classified visually into: rest, swinging, low, high, falling, and crawling
see text. (b) Entries of the controller matrix C over time. The weights adapt con-
stantly without making big jumps. In this way the controller is able to produce various
motions, see (a). At about 15700 and 18000 the robot tips over. (c) Weights of the
forward model (matrix V ). Update frequency was 23Hz.

of the controller parameters during an typical run is displayed in Fig 5(b). The
elements of the matrix C (Eq 3) change constantly, which is expected from the
algorithm. The gradient on the TiPI is never zero as long as there is a non-
zero prediction error. This is counter-intuitive, but can be understood by the
fact that the landscape (the TiPI) changes with the behavior. Thus, all values
change during the whole experiment in a more or less smooth fashion. The
robot starts to move at approximatelly step 3000. Then it rather quickly enters a
swinging motion followed by a slow, but steady sweep through several behaviors,
see Fig 5(a). For simplicity the behaviors are grouped into the following types:
“low” movement: robot is either locomoting with low amplitude or it is trying to
excite a new mode (feet are on the ground); “high” movements: cause locomotion
with high amplitude; “swinging” means rocking at the spot with high amplitude
and balancing with the top to not fall; “falling”: which is due to swinging to
high; and “crawling” means locomotion in laying position. The disturbance at
step 15700 is introduced by Stumpy falling over. Immediately afterwards it has
been manually lifted. After step 18000, the robot fell another three times and,
finally, was left in this state, where it produced, suddenly confronted with a
completely different body/environment relationship, remarkably fast a crawling
behavior.

There is no obvious relationship between the controller parameters and the
observed behavior (Fig 5(a,b)). Apparently, different parameter configurations
can lead to similar behavior. The forward model has a more defined structure, at
least later in the experiment, see Fig 5(c). During the swinging and high motions,
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high rocking, slow locomotion swinging, moving in place

Fig. 6. Different behaviors emerged from the control of the Stumpy with the Pimax.
During the swinging motion, the robot swings to either side and then, just before falling,
moves the upper body towards the center. Further behaviors include fast locomotion
with low amplitude, and swinging and turning to either side. Videos are available [16].

the values V32 and V62 (reflecting the correspondence between motor actions and
left-right accelerations) raise in value. For low movements, the model collapses,
because of no or little defined responses in the sensors.

In order to give an impression of the behavior, Fig 6 shows a series of frames
for different movements. To get a quantitative characterization of the behavior,
wavelet transformations of the motor and sensor values have been carried out
and are presented in Fig 7. It can be seen how the main frequency changes with
the behavior being lower for high and swinging movements and higher for low
movements. Note that these frequencies are still lower than the ones induced
by the forward movement in the open-loop setup (operator and joystick). It
remains for future work to evaluate whether these movements are closer to the
Eigenfrequency of the system and, thus, more energy efficient.

A variety of different behaviors have been generated including transitions be-
tween them. So far we have analyzed a single run to identify some key features of
the behavioral self-exploration process. In order to see which effect the initializa-
tion has on the performance, we ran multiple runs and found consistently similar
results. The exact order and timing of individual movements were different, but
typically all types of movements have been generated.

4.3 Changing the Morphology

Since the Pimax algorithm does not have any information about the robot under
control (except the number of sensors and motors), changing the morphology of
the robot should make no difference to the algorithm. It explores and exploits its
given embodiment. In order to demonstrate this remarkable capability, we first
put the Stumpy robot intentionally horizontally on the ground, as it already
happened accidentally at the end of the exemplary run. The Pimax algorithm
achieves a crawling movement after a few seconds. The result can be seen in a
video [16].

A modification of the morphology of the robot was carried out by putting
Stumpy into a Chinese cooking pot, also called wok. The wok was modified on
the bottom to make a smooth rotating movement possible and it was equipped
with a heavy weight to prevent the construction from falling over. When the
algorithm started to work, an emerging rotation motion of the wok was observed,
see Fig 8.
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motor 1, top motor motor 2, bottom motor

s3, bottom left-right s4, top front-back s6, top left-right

Fig. 7.Wavelet transform of the sensor and motor values for the exemplary experiment.
It is clearly visible that the prominent frequency fluctuates around 0.5 to 1.5 Hz which
corresponds to various motions. Also both motors behave in an individual way which
leads to a high variance in motions and transitions between motions. Only the sensors
s3, s4, and s6 show a characteristic footprint of the motions (s1, s2, s5 not shown). The
sensor s4 (top front-back) shows a faint trace typically at twice the frequency.

The motion was very steady and smooth, also due to the fact that the sensor
readings were much smoother than compared to the previous experiments, where
the robot had to deal with strong impacts. This can also be observed in the
collected sensory data and the corresponding wavelet transformation in Fig 8.
In this experiment the robot started to rotate already after about 70 seconds
(step 1600). After 150 seconds (step 3250) the robot was manually stopped. It
took the algorithm only a short amount of time to reenter the rotating motion
(25 sec).

5 Discussion

We report on the control of the robot Stumpy with the Pimax algorithm to
obtain a self-organized behavioral exploration. Even though there is no specific
goal, just the generic drive to locally maximize the predictive information of the
sensor stream, the algorithm generates a variety of active behaviors that exploit
the given embodiment. When the robot is upright, different movements emerge
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s6, top left-right

Fig. 8. Stumpy rotating with an attached wok. Left: frames from the behavior. Right:
wavelet transform of the sensor s6, (s1,3,4 have a similar spectrum). The behavior is
very smooth and steady at a frequency of ≈ 0.8Hz. The robot was stopped manually
at step 3250 (black dashed line) and recovered itself, for videos see Martius et al. [16].

including various types of locomotion, turning, and swinging. When the robot
lays on the ground, a crawling behavior is generated, and when the robot is
placed in a wok (Chinese cooking pot) it starts to excite a stable rotation move-
ment. The performance of the system is even more astonishing given the available
sensor quality. The control of the robot is based on two 3-axis acceleration sen-
sors in a reactive manner (no pattern generator nor recurrent connections, but
fast synaptic dynamics). The acceleration sensor values are dominated by shock
events and seem to be unusable for a smooth control at first glance. However,
as it was demonstrated, the Pimax algorithm organizes the sensorimotor loop
in such a way that smooth behaviors are generated. Due to its fast adaptation
mechanism, it can quickly react to changing responses of the physical system,
e. g. due to a different behaviors mode. In this way it amplifies latent modes,
such as swinging at intrinsic frequencies or the rotation of the robot with the
wok. At the same time it can cope with drastically different situations, e.g. when
the robot tips over.

On a higher level of learning, the found behaviors can be potentially mem-
orized as primitives [14] such that they do not need to be rediscovered every
time. As demonstrated (see Fig 5) the algorithm generates different behavioral
modes that are persistent for some time and then transition to other modes.
Each of these can be captured as a primitive behavior either by storing the con-
troller parameters or by training a separate control module [14]. If goal directed
behaviors are to be achieved then these primitives can be used as actions in a
reinforcement learning setup. Alternatively, the self-organization process itself
can be guided with various methods, see [13] for an overview, which have been
shown to be particularly powerful in high-dimensional systems [15].
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Abstract. Most of the spiders can hunt a prey and avoid the threat of
predators by sensing web vibration. Spiders have eight legs, and it has
the sense organs to detect vibrations. These vibration sensing organs
can be observed at the slit sensilla on each leg. A distribution of the
web string tension effectivelytransfer the vibration of a spider web into
another place. In order to investigate the characteristics of the spider
web, we test various sensors in the artificial web. We apply a population
coding approach to detect the orientation of the web vibration source.
We demonstrate the result in the vibration experiments.

Keywords: Vibration sensing, web vibration, spider web.

1 Introduction

Spiders are one of the animals that can hunt prey and avoid the threat of preda-
tors by sensing vibration. Spiders have eight legs, and they have the sense organs
to detect web vibrations. The vibration source is from preys or predators. Many
scholars have studied the characteristics of vibrations from preys or predators
and the behavior of spiders responding to the vibrations.

The spiders have the most complex system of vibration detectors embedded
in their exoskeletons. They consist of lyriform organs, and the majority of the
lyriform organs of the spider are located in the leg joints. These lyriform or-
gans for sensing the vibration is formed by the two, called the HS-8, HS-10. The
Hs-8 is positioned between the metatarsus and the tibia, and the Hs-10 is posi-
tioned between the tarsus and metatarsus. HS-8 is a proprioreceptor stimulated
effectively by backward deflections of leg’s joint. HS-8 is involved in kinaesthetic
orientation and elicits muscle reflexes when stimulated [1,2,3,4]. HS-10 is a ex-
teroreceptor stimulated effectively when the tarsus moves upwards and presses
against the metatarsus where the organ is located. HS-10 is a highly sensitive
vibration sensor which the spider uses to detect vibrations generated by prey,
mates or predators[5,6,7,8].

A.P. del Pobil et al. (Eds.): SAB 2014, LNAI 8575, pp. 43–52, 2014.
c© Springer International Publishing Switzerland 2014
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Nerve signals generated through the compression and decompression of each
slit of a spider are transmitted to the brain through the neuron signals. The
spider can be recognize the vibration delivered by each foot, and it estimates
the direction of the vibration source [9].

There are four types of vibrations in web threads. Longitudinal vibrations
occur within the thread long axis and along the vibration propagation direction.
Transverse and lateral vibrations are perpendicular to the long thread axis, as in
the visible and audible vibration of a struck tennis racket. Transverse vibration
is a kind of oscillation signals perpendicular to the web plane, whereas lateral
vibration oscillations are within the web plane. These three vibration types are
most relevant to the spider[10].
The longitudinal and transverse vibrations generated by insects are detected by
the spider. The longitudinal and transverse vibration shows the maximum peak
near 300Hz. The longitudinal transmission is attenuated by 0.3dB/cm in the
range 10-2000Hz, and the transverse vibration transmission is more attenuated
than the longitudinal vibration by -1.7dB/cm. The lateral vibrations transmis-
sion is less attenuated than the transverse vibration by -0.8dB/cm. But the
lateral vibration has low magnitude than other vibrations [11].

2 Method

2.1 Angle Detection

We use a population coding method to detect the angle of vibration source.
When the vibration is transmitted, each sensor detect the vibration. The time
of vibration arrival is observed by each sensor, and a collection of the informa-
tion can estimate the angle of vibration source (φs). Through each sensor angle
(γl) , (γk) from the center of sensors, the diameter R of the circle inscribed in
each sensor, and the velocity of propagation of vibration (vR) in the sand, the
angle of vibration source (φs) can be obtained according to the following the
equation(1)[12].

Δt(γk, γl|φs) = R/vR[cos(φs − γl)− cos(φs − γk)]
(1)

If the velocity of propagation of vibration under the ground is constant, the angle
of vibration source (φs) can be calculated using the time difference of vibration
arrivals to each sensor and also the angle of each leg. The neuron activation is
related to the time difference of vibration arrivals It is shown in the following
equation(2∼4).

zeiφ =
∑

m
k=1zke

iφk = x+ yi
(2)

x =
∑m

k=1 zkcos(φk), y =
∑m

k=1 zksin(φk)
(3)
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φ = arctan(y/x), z =
√
x2 + y2

(4)

If φ is the angle of vibration source, equation (2) is represented by the weight of
each sensor (zk) and the angle of each sensor (φk). In the equation (2), zeiφ is
represented by a complex number through the Euler equation. Then the weight
and angle of each sensor are represented in the equation (3). We can get the x
and y in the equation (3), so the angle of vibration source (φ) is determined in
the equation (4). Furthermore, it is possible, in addition to weight calculations
using the time differences, to find the orientation of the vibration source by uti-
lizing the difference in the magnitude of the vibration signal.

2.2 Piezoelectric Film Sensor

We use the piezoelectric film sensor to detect vibrations. It is a low-cost cantilever-
type vibration sensor loaded by a mass to offer high sensitivity(1V/g) at low fre-
quency. The flexible PVDF sensing element withstands high shock overload. The
sensor has excellent linearity(¡1percents) and dynamic range, and can be used for
detecting either continuous vibration or impacts.

The sensitivity of the piezoelectric film sensor follows a cosine law, when
rotated horizontally around its axis, or vertically around its mid-point. At 90
degrees rotation in either plane, both baseline sensitivity and sensitivity at res-
onance are at a minimum. In theory, sensitivity should be zero in this condition.
It is likely that some sensitivity around the resonance frequency will still be
observed, but this may be unpredictable and is likely to be at least -16 dB with
reference to the on-axis response.

We use the piezoelectric film sensor for vibration sensing. It can mimic the
sensing organ of the spider. We designed a leg sensor consisting of the piezoelec-
tric film sensor and the supporting rods.

3 Experiments

3.1 Materials of the Leg

We designed a vibration sensor system between the piezoelectric film sensor and
the artificial web, which has a form of legs. The leg system transfers the string
vibration to the piezoelectric sensor. We take the four material of the legs (ny-
lon, optic fiber, thin optic fiber, stainless steel alloy). At first, we test the nylon
string for the legs. The nylon string is also used for the artificial web. However,
at the our sensor test, the magnitude of the vibration is not so good to transfer
the vibration as shown in Fig. 1 (a). At second, We test the optic fiber string.
The optic fiber string has a great vibration transmission characteristic, but it is
easily bent to be used as legs with the piezoelectric sensor. This problem again
appears in the thin optic fiber. At the last, we test the stainless steel alloy ma-
terials. It has tensile strength (psi - 100,000), and it has hardness (B85). So we
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Fig. 1. The sensor test result depending on the material of the leg. (a) nylon (b) optical
fiber (2mm) (c) thin optical fiber (1mm) (d) stainless steel alloy

take the stainless steel alloy for our experiment, and it has been used for the
legs with the vibration sensor, as shown in Fig.1.

3.2 Experiments in the Artificial Web

The vibration sensor circuit design is shown in Fig.3. The whole circuit is pow-
ered by the power supply with 5V voltage. The four piezoelectric film sensors
are mounted at the sides of body. The piezoelectric film sensor is effective to
measure the vibrations. The piezoelectric film sensor’s outputs are connected to
instrumentation amplifier AD620. Their connection receives differential input.
Two sensors are positioned symmetrically, and two signals made by a pair of
sensors are compared to produce the sensor difference. The noise of signals is
removed with a low pass filter. The amplified sensor signal is connected to DAQ
board. The sampling rate of the DAQ is set on 10kHz because the string vibra-
tion sensor need not high frequency sensing. Depending on the magnet direction,
the whole system can measure transverse or lateral vibrations.
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(a)

(b) (c)

Fig. 2. The picture of artificial web and experiment circuit. (a) The entire circuit (b,c)
The stainless steel leg and piezoelectric sensor.

For artificial web design, we have considered two materials, optic fiber, and
nylon fishing string for vibration propagation. The optic fiber is made of plastic,
thin and light, can endure strong tension. It looks like spider’s string. However,
the optic fiber is too fragile for the artificial web. Instead of the optic fiber,
we take the nylon fishing string. The nylon fishing string can also be used in-
stead of animal’s whisker in before experiments. Therefore, in this experiment,
nylon fishing string(1mm) is used instead of spider’s string. It is heavy enough
to be used in the experiment. Aluminum bars that have 2m length are used for
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Fig. 3. Block diagram of string vibration sensing system

a rectangular frame. We attach guides at the end of aluminum bars, and the
guides are used to fix the nylon fishing string in the horizontal direction.

4 Results

At first, we tested the string vibration at 20 touch points, three times. At this
experiment, we use 2 meter string. The sensor is mounted in a direction perpen-
dicular to a circle whose radius is 35cm. The touch is given as a forced vibration
by hand during 10 seconds. Originally, we give the vibration in the form of im-
pulse. Before the experiment, in order to accurately measure the difference of
the vibration intensity, those sensors are calibrated for the uniform level.

When the orientation of the vibration is +Y axis, the sensor inputs at the
angle of 45 deg and 135 deg arrives about 5 msec before the sensor inputs at
the angle of -45 deg and -135 deg, and their magnitudes are also larger than the
others. When the orientation of the vibration is -Y axis, the sensor inputs at
the angle of -45 deg and -135 deg arrive before the other pair of sensor inputs.
When the orientation of the vibration is -X axis, the sensor inputs at the angle
of 135 deg and -135 deg arrive 5 mses before the sensor inputs at the angle of 45
deg and -45 deg. When the orientation of the vibration is +X axis, the reverse
situation occurs.

The result of the estimation of vibration source is shown in Fig.5 when the
magnitude of the vibration is used. The total experiments are performed 60
times, and the errors larger than 20 degrees occur only 16 times. The mean and
standard deviation of errors are 12.6558 deg and 31.2276 deg, respectively. The
result of the estimation of vibration source is shown in Fig.6 when the time
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Fig. 4. The vibration signal; when the orientation of the vibration source is +Y axis
(a) or -Y axis (b). (a) The sensor inputs at the angle of 45 deg and 135 deg arrive 5
msec before the sensor inputs at the angle of -45 deg and -135 deg, and their magnitude
is larger than the others. (b) The sensor inputs at the angle of -45 deg and -135 deg
arrive 5 msec before the sensor inputs at the angle of +45 deg and +135 deg, and the
magnitudes are larger than the others.
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Fig. 5. Estimation of the direction of vibration source with the intensity of vibration.
Total experiments are run 60 times. Errors larger than 20 degrees occur 16 times. The
mean and standard deviation of errors are 12.6558deg and 31.2276deg respectively.

difference of the vibration arrival is used. Total experiments are performed 60
times again. Errors larger than 20 degrees occur only 22 times at this moment.
The mean and standard deviation of errors are 23.5379 deg and 57.0200 deg. The
error indicates the difference between the estimated direction and the accurate
target direction.
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Fig. 6. Estimation of the direction of vibration source with the arrival time difference
of vibration. Total experiments are run 60 times. Errors larger than 20 degrees occur
22 times. The mean and standard deviation of errors are 23.5379deg and 57.0200deg
respectively.
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5 Conclusion

We designed a system to detect the orientation of the vibration source in the
artificial web. To localize a vibration source, we observe the arrival time dif-
ference of the vibration, and the magnitude difference of the vibration. Using
piezoelectric sensors on a leg-like structure, the system can detect the vibrations
transmitted through the leg, and a population coding approach has been applied
to estimate the orientation of the vibration source.

Spiders can sense the vibration and track the vibration source by using silt
sensila organs. We mimic the sensory system, using the piezoelectric film sensors
on a leg-like structure. The piezoelectric film sensor generates electric voltage
difference by a mechanical movement. From these characteristics, we make a bio-
inspired system to track the vibration source by mimicking sensory structure of
spiders.

We test the vibrations in a grid web. For future work, the spiral web can
be tested. The spiral web consists of radii and spiral strings. We believe that
the spiral web has better transfer characteristic than the grid web. Because
the circular structure delivers vibrations between the outer web and inner web.
The string in a circular form has large tension, and it is important to amplify
the vibration signals and attenuate the noise signals. If we test the vibration
detection system in the spiral web, it would be more accurate to estimate the
location of the vibration source.
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Eörs Szathmáry2, and Chrisantha Fernando1

1 EECS, Queen Mary University of London
2 Parmenides Foundation, Munich

Abstract. We investigate reaction times for classification of visual stim-
uli composed of combinations of shapes, to distinguish between parallel
and serial processing of stimuli. Reaction times in a visual XOR task are
slower than in AND/OR tasks in which pairs of shapes are categorised.
This behaviour is explained by the time needed to perceive shapes in the
various tasks, using a parallel drift diffusion model. The parallel model
explains reaction times in an extension of the XOR task, up to 7 shapes.
Subsequently, the behaviour is explained by a combined model that as-
sumes perceptual chunking, processing shapes within chunks in parallel,
and chunks themselves in serial. The pure parallel model also explains re-
action times for ALL and EXISTS tasks. An extension to the perceptual
chunking model adds time taken to apply a logical rule. We are able to
improve the fit to the data by including this extra parameter, but using
model selection the extra parameter is not supported. We further sim-
ulate the behaviour exhibited using an echo state network, successfully
recreating the behaviour seen in humans.

1 Introduction

The theory of evolutionary neurodynamics [3] claims that population based par-
allel search takes place in the brain. This paper lays the foundations for further
experiments to model the time complexity of human insight problem solving.
It does so by fitting serial vs. parallel search models to cognitive tasks that go
beyond the standard visual search paradigm, namely tasks involving linear and
non-linear classifications. We are interested in the mechanisms the brain uses
to do non-linear classification, and whether we can disambiguate hypotheses
about these mechanisms by comparing reaction times (RT) in such tasks. An
experiment into RTs in a linear classification task was conducted by Little et
al using an experimental paradigm promoting serial processing of stimulus ele-
ments (elements were spatially separated and differences very small), and where
subjects were explicitly instructed to implement logical rules [6]. We investigate
RTs in a task in which the complexity of the task is minimised, to elucidate the
mechanisms underlying non-linear classification.
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We examine whether the differences in RT may be explained solely by refer-
ence to the information needed for categorisation or alternatively, whether RT
is a function of both the information needed for categorisation and also the
time it takes to apply a logical rule to this information. To compare these two
hypotheses, we firstly gather RT data in two experiments, briefly described be-
low and detailed in section 2. We model the data thus obtained using firstly a
drift-diffusion model of decision making, similar to that used in [6], and secondly
using an echo state network [5]. Again, we describe these briefly below and give
details in section 3. We find that the slower RTs in non-linearly separable tasks
are best modelled as a function solely of the extra information needed to make
the categorisation, and that the time taken to apply a logical rule does not need
to be included.

We gathered data in two experiments. In the first, participants were presented
with stimuli consisting of pairs of shapes, each shape a circle or a square, and
were asked to classify stimuli according to either conjunction (AND), disjunction
(OR) or exclusive-or (XOR). The second experiment extends the first and allows
us to investigate time taken to apply a logical rule. One participant was presented
with stimuli consisting of a number of shapes in an horizontal row. Stimuli
were classified according to EXISTS, ALL and ODD. These are respectively
extensions of the OR, AND, and XOR tasks. To see this, consider variables
A1, A2, ..., An that can take values True or False. To implement the category
ALL, we can form the conjunction

∧n
i=1 Ai. To implement the category EXISTS,

we can form the disjunction
∨n

i=1 Ai. If we form the logical combination
⊕n

i=1 Ai,
where ⊕ stands for XOR, we obtain the non-linearly separable category that can
be characterised as having an odd number of variables with the value True.

To model the data thus collected, we use two different approaches. Firstly,
an abstract model based on a random process, and secondly a more biologically
plausible model that uses an echo state network [5]. The abstract model used is
based on the idea that the decision as to the class to which a single shape belongs
can be modelled as an accumulation of perceptual evidence. This has been used
by, for example, [1,6,7,8] and a thorough review of this type of model is given in
[13]. However we summarise the main ideas here for clarity. In our experiment,
one variable, A, would be accumulating evidence that the shape is a circle, and
another, B, would be accumulating evidence that the shape is a square. The
decision as to whether the shape is indeed a square can then be implemented in
(at least) two ways. Either the first out of A and B to reach a given threshold
determines the decision made. This is called the race model. Alternatively, the
evidence for circle and square can be integrated into one variable in which evi-
dence for square increases the total and evidence for circle decreases the total.
The decision is then made when the total either exceeds the threshold for square
or falls below the threshold for circle. This is termed the drift-diffusion model
(DDM), since the behaviour of the total may be modelled as a one-dimensional
diffusion process with drift, in which the direction of the drift is determined by
whether the shape actually is a circle or a square. The RT is modelled as the
time at which either the upper or lower threshold is first hit. As [13] report, these
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models are argued to have neural correlates, so that the evidence totals referred
to correspond to firing rates of single neurons or populations of neurons. It has
also been shown that the DDM implements an optimal decision process, and
further, that many variants of these two models may be reduced to the DDM
[2]. We have therefore used a DDM to model reaction times to a single shape.

The experimental stimuli are, however, comprised of at least two shapes. In
order to model the way in which multiple shapes are combined we use a rule-
based model as in [6]. This type of model is described in detail in [4]. Briefly,
suppose we are categorising a stimulus consisting of a pair of shapes, and that
the stimulus should be classed in one category if both the shapes are squares,
and in the other category otherwise. The decision about the whole stimulus is
simply based on a logical combination of the decisions about the two shapes.
The RT to the whole stimulus may then be derived as a combination of the
RT to each shape. There are various ways in which this combination may be
made, which we now enumerate. Firstly, suppose that the two shapes actually
are squares. Then, if the two shapes are perceived in serial, the RT to the whole
stimulus is modelled as the sum of the RTs to each shape. Alternatively, if the
two shapes are perceived in parallel, the RT to the whole stimulus is modelled
as the maximum of the RTs to each shape. Secondly, the combination process
may be exhaustive or self-terminating. If exhaustive, a decision must be made
about every shape before a decision may be made about the whole stimulus. If
self-terminating, then if one of the shapes is sufficient to determine the state of
the whole stimulus, the decision about the whole stimulus may be made early,
without having come to a decision about the second shape. For example, suppose
the stimulus consists of a circle on the left, square on the right. In the parallel
case, the RT to the whole stimulus is then simply the RT to the left-hand shape,
assuming that the shape is correctly perceived. In the serial case, the RT to the
whole stimulus is either the RT to the left-hand shape, if the left-hand shape
is looked at first, or the sum of the RTs if the right-hand shape is looked at
first. Thirdly, the application of the logical rule may be instantaneous or may
take a finite time. Lastly, the cases above assume that RT to each individual
shape is independent of RT to other shapes. [14,15] have developed measures of
interactivity between elements of a stimulus which can take account of the fact
that perception of different elements of a stimulus may not be independent of
one another. However, the data we have collected is insufficient to apply these
measures and we therefore make the assumption of independence.

Within the current paper we use the DDM to model RTs to individual shapes,
together with a rule based model to model RT to the entire stimulus, with
the assumption that RT to shapes are independent. We will show that given
these assumptions, a parallel, self-terminating model with instantaneous rule
application best fits our data.

In contrast to these abstract models, the echo state network approach consists
of a highly interconnected and non-independent network of artificial neurons.
We simulate the first experiment, and find that the qualitative behaviour is
reproduced, i.e. that categorization in the XOR condition takes longer than in
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the OR and AND conditions under a broad range of parameters. This supports
the idea that the difference in RT can be explained purely by the time taken
to perceive the shapes in the stimulus, since within the echo state network no
logical rule is being applied.

We describe experiments and data in section 2. Section 3 models data from the
two experiments using the DDM, and trains an echo state network to simulate
data from experiment 1. Section 4 discusses results, proposing further work.

2 Methods and Results

2.1 Experiment 1: Reaction Times to Pairs of Shapes

Methods. Six male and six female participants (Ps) aged between 25 and 40
completed Experiment 1. Ps were colleagues of the authors and did not receive
compensation. Each stimulus was made of pairs of shapes, each either a square
(width 39 mm) or a circle (diameter 39mm), either side of a focus point which
was a small red square. Centres of stimuli were 118 mm apart, 59 mm from the
centre of the focus point. P was seated ∼ 60 cm from the screen and responded
by pressing D or K on the keyboard. In each task, the stimuli were put into two
classes and P instructed to respond D or K as summarized in table 1. Each P

Table 1. Numbers of stimuli types and correct responses

Stimulus type OR AND XOR

Square Square 10, D 30, D 15, D
Square Circle 10, D 10, K 15, D
Circle Square 10, D 10, K 15, D
Circle Circle 30, K 10, K 15, K

completed each of three tasks: OR, AND and XOR in one go with instructions:

OR: “If one, or the other, or both the shapes are squares, please press D,
and press K otherwise.”

AND: “If both the shapes are squares, please press D, and press K other-
wise.”

XOR: “If one, or the other, but not both the shapes are squares, please
press D, and press K otherwise.”

To ensure that the P understood instructions, they were asked whether they
understood and repeated the instructions back in their own words. Each task
consisted of 60 presentations randomised for each P. The P pressed space to
show a stimulus. The focal point was shown immediately and after a delay of
0.5-1.5s the stimulus shown. Equal numbers of D and K responses were elicited
(table 1). Two Ps underwent each of six orderings of the tasks.
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Results. RTs in the XOR task were slower than in the OR or AND task, with
significant differences in distribution between OR and XOR, and AND and XOR,
and no significant difference between OR and AND. Mean error rates were higher
in XOR than in AND or OR, at 4%, 2.5% and 2.6% respectively.

Before analysis, we removed RTs below 200ms and above 5s as per [9]. This
removed 2 RT in total. As RT are non-normally distributed and heavy tailed, we
use median rather than mean, as recommended in [9]. Across all participants,
median RT in OR was 0.547s, in AND 0.535s, and in XOR 0.597s. A repeated
measures ANOVA across participants confirmed significant differences between
the medians with p < 0.01. Tukey-Kramer post-hoc tests confirmed significant
difference between median RT for AND and XOR (p < 0.01) and OR and XOR
(p < 0.01), but no significant difference between OR and AND. A boxplot of
the data is given in figure 1. The increased RT in the XOR condition could be
explained by the fact that both shapes must be perceived before the stimulus may
be categorised. The equal RT in the OR and AND conditions may be explained
by the fact that they are equaivalent in terms of which shapes must be perceived
in order to categorise the stimulus. This is further discussed in section 3.1.

Fig. 1. Boxplot of RT data across all participants

2.2 Experiment 2: RT to Increased Numbers of Shapes

Methods. One of the authors underwent an extension to the OR/AND/XOR
paradigm. The stimuli consisted of an horizontal row of n shapes, each either a
square (width 20mm) or a circle (diameter 20mm). The row was centred around
a focus point which was a small red square. Centres of the stimuli were 60 mm
apart. The P was seated ∼ 60 cm from the screen. Three tasks (EXISTS,ALL
and ODD) were undertaken for each n. In each task, the stimuli were classified
into two classes. The EXISTS task extended the OR task with D pressed if
the stimulus had at least one square, K otherwise. The ALL task extended the
AND task. The P pressed D if all shapes were squares, K otherwise. The ODD
condition extended XOR. In this task, the P pressed D if an odd number of the
shapes were squares, and K otherwise. For each task, for each n = 1...18 the
P responded to 64 stimulus presentations, taking 6 hours in total. Breaks were
taken after every three sets of trials. Stimuli were chosen for equal numbers of D
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and K responses and to ensure representation of stimuli with a specific number
of squares in accordance with the distribution of such stimuli in the set of all
stimuli of a particular length n.

Results. RT in the EXISTS and ALL conditions do not increase with n. RT
in the ODD condition increase slowly from n = 1...7 and then increases more
quickly (Figure 2).
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Fig. 2. Boxplots of RT in the three different conditions ODD, EXISTS and ALL

3 Modelling

3.1 Drift Diffusion Model

The drift diffusion model (DDM) models a two-alternative forced choice as a
Wiener process with drift, proposed in [8]. We use this as a basis for RT to a
single shape in a stimulus. The model assumes that evidence for or against a
categorisation is accumulated in one stream and that a categorisation is made
when the evidence first hits a certain threshold. We use the DDM in modelling
because it implements an optimal decision-making procedure [2]. It should be
noted that the white noise in the Wiener process has Fourier components at
arbitrary high and low frequencies, since its correlation length is zero. Whilst the
low frequencies are improbable, the high frequencies are completely unrealistic,
since these imply arbitrary fast change in the drive. As a simplification, however,
we use the DDM as it stands.

OR/AND/XOR Task Model

Modelling. We compare independent, instantaneous, exhaustive parallel and se-
rial models with independent, instantaneous self-terminating parallel and serial
models, in line with [6]. We fit the parallel and serial self-terminating models
and conclude that the parallel self-terminating model provides the best fit.

In the exhaustive models each shape must be perceived before the stimulus
as a whole can be categorised. In a serial exhaustive model, the RT to the whole
stimulus is the sum of the RTs to each shape. In a parallel exhaustive model,
it is the maximum of the RT to each shape. In a self-terminating model, RT
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Table 2. Expressions for response times for serial self-terminating responses.
TSL, TSR, TCL, TCR stand for time to respond to a square on the left, square on the
right, circle on the left, circle on the right respectively.

Stimulus (Serial) OR AND XOR

Square-Square (TSL + TSR)/2 TSL + TSR TSL + TSR

Square-Circle (TSL + TCR + TSL)/2 (TSL + TCR + TCR)/2 TSL + TCR

Circle-Square (TCL + TSR + TSR)/2 (TCL + TSR + TCL)/2 TCL + TSR

Circle-Circle TCL + TCR (TCL + TCR)/2 TCL + TCR

Stimulus (Parallel) OR AND XOR

Square-Square min(TSL, TSR) max(TSL, TSR) max(TSL, TSR)
Square-Circle TSL TCR max(TSL, TCR)
Circle-Square TSR TCL max(TCL, TSR)
Circle-Circle max(TCL, TCR) min(TCL, TCR) max(TCL, TCR)

to the whole stimulus can be terminated early if one of the shapes perceived
is sufficient to determine the class of the stimulus. The times for each type of
stimulus in self-terminating models are given in table 2.

Exhaustive and self-terminating models make qualitatively different pre-
dictions about RT in each condition: the exhaustive model predicts that
OR/AND/XOR conditions will have equal mean RT whereas the self- termi-
nating model predicts that mean RT in the OR and AND models will be equal
and that mean RT in the XOR condition will be slower. Mean RT observed in
the data follows the predictions of the self-terminating models so we reject the
exhaustive model.

To generate RT to individual shapes, we simulate DDM trajectories using
the Euler-Maruyama method. Each trajectory terminates when a threshold is
hit, giving simulated RT for one shape. We assume that RT to shapes are i.i.d.
Overall RT are calculated by combining individual RT using expressions in table
2 and the frequencies of stimuli given in table 1, giving a predicted distribution
of RT to the whole stimulus. To fit the distribution, we used weighted sum of
squares over the 0.1, 0.3, 0.5, 0.7 and 0.9 quantiles of the data and the error
rate, as in [10]. The sum squared error (SSE) is minimised using mesh adaptive
direct search as implemented in the MATLAB function patternsearch. The
parameters we fit are the threshold z, the variance coefficient c2, k a parameter
to add noise to the starting point of the process, and σ to add noise to the drift
rate. To compare, we also fit each of the OR, AND and XOR data as separate
DDM processes with separate parameters, giving 12 in total.

Results. The parallel self-terminating model provides the best fit, evidenced in
table 3. The separately fitted curves have lowest SSE. The parallel model has the
highest adjusted R2, indicating better fit when extra parameters are penalised.
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Table 3. SSE for each model, with adjusted R2 in brackets

Model Parallel Serial Separate

OR 0.0303 0.182 0.0133
AND 0.0187 0.126 0.0176
XOR 0.0170 0.208 0.0229

Total 0.0669 (0.915) 0.539 (0.600) 0.0537 (0.796)

EXISTS/ALL/ODD Task

Modelling. We find the parallel model fits the EXISTS/ALL task, a parallel
model fits the ODD task to 7 shapes, and a perceptual chunking model fits the
ODD task for 7 or more shapes.

We fit four models to the data: parallel self-terminating; serial self-terminating;
a mixed parallel and serial perceptual chunking model; and a perceptual chunking
plus logical rule model. Our approach to modelling the EXISTS/ALL/ODD task
extends that of the OR/AND/XOR task. In this case we model only mean RT.We
develop expressions for mean RT to the stimulus as a function of RT to individual
shapes, and fit these predicted means.We assume again that RT to shapes are i.i.d
and that decision making is instantaneous (except in the perceptual chunking plus
logical rule model). Expressions for meanRT are created via a similar procedure to
that in section 3.1. For the ODD task, the parallel self-terminating model predicts
T par
odd,n = max(T1, ..., Tn), where n is the number of shapes in the stimulus, Ti is

the time taken to to perceive the ith shape and T par
odd,n indicates the mean RT pre-

dicted by the parallel self-terminating model in the ODD task for a stimulus of n
shapes. The serial self-terminatingmodel predicts T ser

odd,n =
∑n

i=1 Ti. The EXISTS
and ALL tasks are equivalent, and the time taken is dependent on n and on the
number of squares in the stimulus k. The parallel self-terminating model predicts
T par
all,n = max(T1, ..., Tn)/2+

∑n
k=1

(
n

n−k

)
min(T1...Tn−k)/(2

n− 2). The serial self-

terminatingmodel predictsT ser
all,n = (

∑n
i=1 Ti)/2+(

∑n
k=1 2

n−k
∑k

i=1 Ti)/(2
n−2).

These expressions have been averaged over stimulus types and frequencies and or-
der of processing.

To create a chunking model, we suppose that shapes are perceived in parallel
up to a certain number m and then these chunks are perceived in serial. For the
ODD task, this gives T chunk

odd,n = T par
odd,m×max(1, n/m), where n/m is a smoothed

expression for the number of chunks which has minimum 1. For the ALL task, the
expression used is T chunk

all,n = T par
all,m×max(1, 2− 2−(n/m−1)). Here, the multiplier

is obtained by solving the sum over k in T ser
all,n.

To add the time taken to apply a logical rule linearly, a constant, multiplied
by the number of shapes in the stimulus, is added to the chunking model. To
model hierarchical application of a logical rule, a constant multiplied by the log
of the number of shapes in the stimulus is added.

To fit the parallel and serial self-terminating model for the EXISTS/ALL
conditions we simulate and combine n = 1...18 Euler-Maruyama drift diffusion
trajectories according to the expressions for mean RT. Parameters and fitting
procedures are as in experiment 1. To fit the chunking model, we follow a similar
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procedure, but fit the data for each different size of chunk and pick the best fit.
To fit the chunking + logical rule models, we follow the same fitting procedure
as for chunking, but with the additional parameter for the time taken to apply
the logical rule.

Results. A parallel model of processing fits the data for EXISTS and ALL better
than does the serial. (table 4). The best fit for the chunking model was obtained
when chunk size was 18, i.e. all shapes were being processed in parallel. The
perceptual chunking model fits the data in the ODD better than either the
parallel or serial models. (table 4, figure 3). The perceptual chunking + logical
rule model provides slightly lower SSE than the perceptual chunking model (table
4), but higher adjusted R2, indicating that the extra parameter is not supported.
In each of the perceptual chunking models applied to the ODD data, the best
fit was obtained when the chunk size was 6.

Table 4. Weighted SSE, with adjusted R2 in brackets. Parallel best fits EXISTS/ALL,
Chunking best fits the ODD data when extra parameters penalised.

Model Parallel Serial Chunking Chunking + lin. rule Chunking + log. rule

EXISTS 0.033 2.16 0.034 n/a n/a
ALL 0.017 2.27 0.017 n/a n/a
ODD 6.55 3.16 (0.750) 2.41 (0.795) 2.39 (0.769) 2.34 (0.785)
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Fig. 3. Fitted RT in the ODD condition. The perceptual chunking model (right hand
side) fits better than the serial or parallel models (left hand side).

3.2 Echo State Network Modelling

We further model experiment 1 using an echo state network approach. Rather
than modelling RT as a function of shapes, we see how an interconnected reser-
voir of neurons can perform the task. We find that the qualitative results from
experiment 1 are reproduced. This lends support to the thesis that the increased
RT can be explained solely by perception time.

Detailed in [5], ESNs consist of a ‘reservoir’ of N sparsely connected recurrent
artificial neurons which take K inputs and output to L nodes. The model used
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consisted of a fully connected reservoir of 500 leaky integrate and fire neurons,
leak rate 0.1, spectral radius 0.96, input scaling 0.3, with three separate readouts
with a tanh activation function, trained by gradient descent on the least mean
square error function to approximate the target output 1 for class 1 and -1 for
class 0. The reservoir was implemented using the Oger LeakyReservoirNode

class [12] and the readout node was implemented using Pybrain [11]. The train-
ing data for the readouts were sampled from the time of stimulus presentation
to 50 time-steps after stimulus presentation. The training phase of the logistic
regression readout involved 20000 stimulus presentations. Online mini-batches
of 1000 data points were applied for one epoch with a learning rate of 0.0001.
The final trained readout was assessed in a test phase by presenting 1000 stimuli
for each task. Noise of mean 0 and standard deviation 0.1 was applied to each
input dimension.

The observed RT distribution (OR 	 AND < XOR) occurred naturally when
the same random stimulus sequences provided to the human subjects was fed
into the network. Stimuli were encoded as: Square-Square = [1,0, 1, 0], Square-
Circle = [1,0, 0,1], Circle-Square = [0,1,1,0], Circle-Circle = [0,1,0,1]. Between
stimuli input was [0,0,0,0]. During the test phase consisting of 1000 stimulus
presentations per condition, but not the training phase, D was pressed if the
readout value was greater than 0.7, and K was pressed if less than -0.7. The
stimulus was removed when the button was pressed. Each presentation lasted
400 timesteps, with a 295 timestep rest period at the start to allow the reservoir
to settle down.

Figure 4 shows the RT distribution of the coupled ESN/readout system for
the OR, AND and XOR tasks. Blue shows correct button presses, and red shows
incorrect button presses. Incorrect button presses predominate at shorter RT
as in human subjects. OR and AND have similar distributions, whilst XOR is
slower.

What is the cause of the slower RT in the XOR task compared to the AND
and OR tasks? We believe the non-linear features in the ESN take some time to
develop, whilst the linear features that can be used to solve the OR and AND
problems exist in a form detectable by the readout right from stimulus presenta-
tion. The explanation for slower performance in the XOR than the OR and AND
tasks given by this model is that extra time is needed for nonlinear features to be
produced in the randomly connected ESN in order for the instantaneous readout
to classify stimuli into their non-linear classes. In effect, more interactions must
take place in the ESN.

4 Discussion

We have investigated RT to visual stimuli composed of combinations of shapes.
We find that RT in visual XOR tasks are slower than RT in visual AND/OR
tasks (section 2.1). Secondly, we find that in an extension of these tasks to
increased numbers of shapes, RT in EXISTS/ALL tasks do not increase with the
number of shapes n, but that RT in parity tasks increase and that the gradient



Modelling Reaction Times in Non-linear Classification Tasks 63

Fig. 4. Readouts for one ESN

of increase changes at about n = 7 (section 2.2). We model this behaviour
using a drift diffusion model of RT to individual stimuli, comparing exhaustive
and self-terminating stopping rules, and parallel and serial models of processing.
The difference in RT in visual XOR tasks compared to visual AND/OR tasks is
explained by the time needed to perceive the shapes in the various tasks, using
a parallel drift diffusion model (section 3.1).

In the extended tasks, a parallel model fits the EXIST/ALL tasks. The in-
crease in RT in the ODD task is explained by a combined parallel and se-
rial model that assumes perceptual chunking, processing dimensions within the
chunks in parallel, and the chunks themselves in serial. This fits better than
either a pure parallel or a pure serial model. We contrast our models, which fit
the RT to a function of the time taken to perceive each shape in the stimulus
only, with a model in which RT is a function of time taken to perceive each
shape in the stimulus plus a time taken to apply a logical rule. We find that
adding a constant that scales linearly with the number of shapes improves the
fit of the data, but using model selection, the use of the additional parameter is
not supported (section 3.1).

The ESN model shows that the qualitative behaviour, i.e., an increase in RT
for the XOR task, can arise purely out of the dynamics of a system of connected
recurrent neurons. This supports the idea that the slower RT in the XOR task is
a function purely of the time to gain the relevant information from the stimulus,
rather than due to additional logical rule processing (section 3.2).

The perceptual chunking model we have developed does not account for the
fast reaction times in the EXISTS/ALL tasks, or the much slower reaction times
for larger numbers of shapes in the ODD task. This latter aspect might be
explained by task ordering, and a further experiment in which, for example, the
tasks are ordered from large numbers of stimuli to low numbers of stimuli might
give different results. Further development of the model to include, for example,
interactivity between the chunks might enable us to integrate the purely parallel
model for the EXISTS/ALL task and the perceptual chunking model for the
ODD task.
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Further work in this area includes analysis of the ESN to characterise the
differences in dynamics between the two types of task. An extension of this
work could include modifying the tasks so that each task involved the finding of
some hidden rule. A comparison of the performance of humans versus the ESN
network on adapting to the hidden rule could then be made.
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Abstract. Walking animals show versatile locomotion. They can also
adapt their movement according to the changes of their morphology and
the environmental conditions. These emergent properties are realized by
biomechanics, distributed central pattern generators (CPGs), local sen-
sory feedback, and their interactions during body and leg movements
through the environment. Based on this concept, we present here an ar-
tificial bio-inspired walking system. Its intralimb coordination is formed
by multiple decoupled CPGs while its interlimb coordination is attained
by the interactions between body dynamics and the environment through
local sensory feedback of each leg. Simulation results show that this bio-
inspired approach generates self-organizing emergent locomotion allow-
ing the robot to adaptively form regular patterns, to stably walk while
pushing an object with its front legs or performing multiple stepping of
the front legs, to deal with morphological change, and to synchronize its
movement with another robot during a collaborative task.

Keywords: Adaptive behavior, Hexapod locomotion, Brain-body-
environment interaction, Autonomous robots, Neural networks.

1 Introduction

Legged animals show various locomotion behaviors (e.g., walk, trot, and gallop
for quadruped, and metachronal, tetrapod, and tripod for insects) which are used
for particular situations like walking on different terrains and/or morphological
change. They also show impressive flexibility and adaptivity of their movements
generated by a combination of biomechanics, neural control (e.g., central pattern
generators (CPGs)), local sensory feedback, and their interactions during body
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and leg movements through the environment [5]. While all these key ingredients
are important for the complex achievement, they have not been fully applied
to artificial legged systems. Several works utilize multiple distributed nonlinear
oscillators with predefined phase relationships among them as coupled CPGs for
interlimb and intralimb coordinations as well as locomotion generation [3], [4],
[10]. However, this control technique fails to adaptivity due to the lack of sensory
feedback and the consideration of body-environment interactions.

A few works use sensory feedback to utilize the dynamic interactions to gener-
ate adaptive locomotion [13]. One of the sensory feedback techniques is a phase
reset scheme which resets the phase of a CPG at the same time the foot of
the robot touches the ground. It has been employed for locomotion control of
quadruped and hexapod robots [2], [6]. Aoi et al. [2] have used the phase reset
scheme to allow the quadruped robot to perform various gait patterns and to
exhibit a hysteresis in gait transition similarly to humans and animals. Ambe
et al. [1] have extended the phase reset scheme by including a phase inhibi-
tion mechanism. This results in the improvement of gait stability. However, the
phase reset and inhibition mechanisms require the predefined phase relationships
among CPGs (i.e., predefined interlimb coordination); thereby lacking in flexi-
bility and independency. According to this, another sensory feedback approach
which does not require predefined interlimb coordination has been introduced
[12]. This approach is based on the alteration of CPG’s phase with respect to
the magnitude of local sensory feedback. This results in flexibility and adapt-
ability to deal with the changes of weight distribution and locomotion speed of
a quadruped robot.

Inspired by [12], we present here our hexapod walking system where its intral-
imb coordination is formed by six decoupled CPGs while its interlimb coordina-
tion is not predefined but achieved by the interactions between body dynamics
and the environment through local sensory feedback of each leg. This results in
self-organizing gaits allowing the robot to adaptively form regular patterns, to
stably walk while pushing an object with its front legs or performing multiple
stepping of the front legs, to deal with morphological change (handicap), and to
synchronize its locomotion with another robot during a collaborative task. We
emphasize that the novelty of this work is the resulting complex self-organizing
behaviors which, to our knowledge, have not been so far presented.

2 Multiple CPGs with Local Sensory Feedback for
Adaptive Locomotion Behaviors

Our neural locomotion control system (Fig. 1a) is composed of six identical
decoupled control components. Each one of them consists mainly of four ele-
ments: 1) CPG mechanism with neuromodulation and local sensory feedback
for generating adaptive locomotion, 2) CPG post processing unit (PCPG) for
shaping CPGs’ output signals, 3) phase switching network (PSN) and velocity
regulating network (VRN) for walking directional control, 4) motor neurons for
transmitting motor commands to the specific leg joints of a hexapod robot (Fig.
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1b). Note that the PSN can switch the phase of the CPG outputs to lead or
lag behind each other by π/2 in phase with respect to a given input for walk-
ing sideways. The VRN functions qualitatively like a multiplication function,
having capability to increase or decrease the amplitude of the TC-joint signals
and even to reverse them with respect to their control inputs. This results in
various walking directions, like forward/backward, turning left/right, turning in
different radians, or curve walking in forward and backward directions [11]. All
neurons of our neural locomotion control system are modeled as discrete time
non-spiking neurons. The activity of each neuron is developed as follows:

ai(t+ 1) =

n∑
j=1

Wijoj(t) +Bi; i = 1, ..., n, (1)

where n denotes the number of units, ai their activity, Bi represents a fixed in-
ternal bias term together with a stationary input to neuron i, Wij the synaptic
strength of the connection from neuron j to neuron i, and oi the neuron out-
put. The output of neurons is calculated by using the hyperbolic tangent (tanh)
transfer function, i.e., oi(t) = tanh(ai(t)), where oi(t) ∈ [−1, 1], except CPG
post-processing neurons, whose outputs are calculated by deploying a step func-
tion with a threshold value of 0.85 and integrator units, thus the CPG outputs
are translated into ascending and descending slopes. Moreover, the motor neu-
rons deploy piecewise linear transfer functions to calculate their outputs, where
the upper and lower bounds are +1 and −1 respectively. For more details on all
neural components except the CPG one, we refer to our previous work [11].

3 A CPG Mechanism with Local Sensory Feedback

In our locomotion control system, CPGs serve as rhythmic pattern generators
producing asymmetrical periodic signals to control leg joints. Each of them con-
sists of two fully connected neurons and an extrinsic modulatory input S which is
projected to the synaptic connections of the neurons. This enables the frequency
change of the CPGs by modifying the synaptic weights W (not shown here,
but see [11]). To adapt the CPGs’ signals for dealing with external perturba-
tions and self-organizing interlimb coordination, we use a local sensory feedback
mechanism inspired by [12]. Here, the ground reaction force at each leg is used
as feedback to modulate the phase of its target CPG (see Fig. 1d). The neural
activities of each CPG are given by:

a1(t+ 1) =
2∑

j=1

W1joj(t) +B1 − γ1F (t) cos(a1(t)), (2)

a2(t+ 1) =
2∑

j=1

W2joj(t) +B2 − γ2F (t) sin(a2(t)), (3)

oi(t) = tanh(ai(t)); i ∈ {1, 2} , (4)
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Fig. 1. (a) The diagram of an artificial bio-inspired walking system which consists
of the biomechanical setup of the hexapod robot AMOSII (i.e., six 3-jointed legs, a
segmented body structure with one active backbone joint (BJ), actuators, and passive
compliant components [11]), sensors (i.e., proprioceptive and exteroceptive sensors),
and neural mechanisms (I,II,III,VI). As we mentioned previously, our controller com-
prises six identical decoupled control components controlling six legs of AMOSII. (b)
Multiple decoupled CPGs system applied to AMOSII for adaptive locomotion. CPG’s
outputs are modulated by local sensory feedback (black arrows). CPG outputs are pro-
jected to PCPGs (orange arrows) which translate them into ascending and descending
slopes. These slopes will be fed to the PSN components (purple arrows). The outputs
of the PSN are projected to the F(R,L), and C(R,L) motor neurons, as well as to
the VRN (green arrows). The VRN’s output is projected to the T(R,L) motor neuron
(red arrows). (c) Modular Robot Control Environment embedded in the LPZRobots
toolkit [9]. It is used for developing a controller, testing it on the simulated hexapod
robot, and transferring it to the physical one. FC1, FC2, FC3, FC4, FC5, and FC6
are foot contact sensors. Each of them is installed at each leg. Each leg has three
joints: the thoraco-coxal (TC-) joint enables forward and backward movements, the
coxa-trochanteral (CTr-) joint enables elevation and depression of the leg, and the
femur-tibia (FTi-) joint enables extension and flexion of the tibia. The morphology of
these multi-jointed legs based on a cockroach leg [14]. (d) Wiring diagram of the CPG
circuit. GRF represents the afferent feedback to modulate the CPG’s outputs.
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where γ1 and γ2 are positive constants. Here, γ1 and γ2 of the front legs are
0.04 and 0.03 respectively, γ1 and γ2 of the middle legs are 0.03 , and γ1 and γ2
of the hind legs are 0.035 and 0.03 respectively. F (t) represents the continuous
ground reaction force (GRF) detected by the foot contact sensor (FC), F (t) ≈ 0
if a foot does not touch the ground.
The modulated CPG’s output signals respond to the changes of the ground re-
action force received from the foot contact sensor (FC). As local force feedback
informs about the gait pattern, the robot state, and the terrain, the hexapod
robot AMOSII will autonomously adapt its walking pattern. The effect of local
sensory feedback on the CPG’s outputs is not the same for all CPGs, but rather
corresponds to the magnitude of the ground reaction force (GRF) and the ac-
tivity of neurons. This variation of the influence on the CPGs will automatically
yield phase differences among them, which will, in turn, be translated into proper
interlimb coordination. As a result, the robot will perform an adaptive walking
pattern. In this case, we do not have a fixed interlimb coordination, but rather
a flexible one, since the walking pattern is subject to local sensory feedback,
neural activities, and the body-environment interaction.

4 Intralimb and Interlimb Coordinations

Locomotion is achieved by proper interlimb and intralimb coordinations. The
conventional way to design a gait is by defining the interlimb and intralimb
neural connections. While the intralimb neural connections determine the coor-
dination between joint movements within the leg, the predefined phase relation-
ships among oscillators (CPGs) will fulfill interlimb coordination and enforce
the planned gait. For example, a tripod gait is generated when the phase dif-
ference between each two adjacent CPGs is maintained to π. However, Owaki
et al. [12] have proposed another hypothesis that interlimb coordination could
rely on the physical interactions during walking rather than on explicit interlimb
neural connections. Based on this assumption, the interlimb coordination of our
system is realized by the body-environment interaction through local sensory
information, whereas the intralimb coordination in each leg is achieved by the
prewired neural connections from the PSN and VRN components to the motor
neurons of each leg. Fig. 1b shows our decoupled CPGs model.

5 Experimental Results

We tested the performance of our artificial bio-inspired walking system on the
simulated hexapod robot AMOSII in different cases. In all cases, we initiated
AMOSII with an irregular gait, where the lateral legs move in phase, and the
contralateral legs move antiphase. The CPG’s frequency for all legs was 0.4 Hz
except the CPG’s frequency for the front legs (R1 and L1) in a multiple stepping
experiment. Note that the amplitude of swing and stance phases is in a range of
45 and 75 degrees.



70 S.S. Barikhan, F. Wörgötter, and P. Manoonpong

5.1 Transition from Irregular to Regular Gaits

As we have already mentioned, we initiated AMOSII with an irregular gait;
therefore there is no leg elevation during swing phases. As soon as we enabled
the local force feedback mechanism, AMOSII started to properly perform swing
movement, i.e. no ground contact during the swing phase. A few steps later,
AMOSII automatically adopted its walking pattern similar to a metachronal
gait, where at least four legs are in the stance phase, and two legs are in the
swing phase (see Fig. 2). The average walking speed of AMOSII after enabling
the local force feedback mechanism was ≈ 5.01477 [cm/s].

Fig. 2. (a) Experimental result of transition from irregular to regular gaits. Shown
are the ground reaction forces (GRFs) detected by foot contact sensors. The yellow
highlight area demonstrates that the robot could not lift up its legs during swing
phase. (b) Gait diagram and the duty factors (βi where i = 1, ..., 6) matching the blue
highlight area in (a). The blue bars refer to no ground contact during swing phase.
Note that one time step is ≈ 0.037 s. It should be also noted that the foot contact
sensors (FCs) in the simulated AMOSII calculate the ground reaction forces (GRFs)
by measuring collision forces (penetration depth). We encourage readers to also see the
video of this experiment at http://www.manoonpong.com/SAB2014/S1.mpg.

5.2 Adaptability to Different Functionalities of the Front Legs

Multiple Stepping of the Front Legs. Grabowska et al. [7] have referred to
the special functionality of the stick insect front legs. It has been shown that the
front legs perform multiple stepping and probing behavior during walking. This
behavior is partially responsible for irregular gait occurrences. However, when
prothoracic legs are ignored in the analysis of irregular gaits which are caused
by the multiple stepping behavior, regular stereotypic gaits of the other legs can
be observed. Inspired by this, in this experiment we tested our proposed walking
system when the front legs were performing multiple stepping. We changed the
default frequency of the two CPGs controlling the two front legs; thus both legs
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perform more steps than the other legs. The magnitude of the frequency change
was arbitrary set as f1 = 1.3 ∗ f2 and f4 = 1.6 ∗ f2, and f2 = f3 = f5 = f6 =
0.4 Hz, where fi is the frequency of the ith CPG. Fig. 3b exhibits that the
mesothoracic and metathoracic legs performed a regular pattern. This walking
pattern (two single leg swing phases follow synchronous swing of a diagonal pair
of legs) is similar to a pattern of adult stick insects walking on a horizontal surface
and their front legs performing multiple stepping [7]. The average walking speed
in this situation was ≈ 5.29808 [cm/s]. Fig. 3a shows the locomotor behavior
described as ground contact forces.

Fig. 3. Experimental result of multiple stepping of the front legs (R1 and L1). (a)
The ground reaction forces (GRFs) exerted by the ground on the legs during multiple
stepping. (b). Gait diagram of AMOSII and the duty factors (βi) matching the state
in the highlight district in (a) after ignoring the ground reaction forces exerted on the
front legs. The blue areas indicate no ground contact during swing phase. The video clip
of this experiment can be seen at http://www.manoonpong.com/SAB2014/S2.mpg.

Pushing an Object. Another instance of the special duty of the front legs is for
pushing an object. In this experiment, we modified the joint angles of the front
legs to be suitable for the pushing mission. AMOSII revealed two different gaits
based on the position of the pushed object related to AMOSII. The first gait was
noticed when the mesothoracic legs were moving in phase to lift up the front part
of the body. This pattern happened when AMOSII was trying to put the front
legs above the pushed object (the average walking speed was ≈ 2.4178 [cm/s]).
The second gait was tetrapod, which occurred when the front legs were already
above of the pushed object (the average walking speed was ≈ 3.902 [cm/s]). The
previously observed behavior plainly demonstrates the self-organizing locomotor
behavior of our control system. However, different factors such as the shape of
the object and its position related to AMOSII facilitated the occurrence of this
locomotor behavior. Fig. 4 shows this behavior illustrated as the ground contact
force signals, gait diagrams, and duty factors.
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Fig. 4. Experimental result during pushing process. (a) The ground reaction forces
(GRFs) exerted by the ground on the legs. State (1) presents the ground reaction
force signals before introducing the feedback. State (2) presents the ground contact
signals after activating the local sensory feedback mechanism. These signals indicate
the middle legs were moving in phase. State (3) presents the ground contact signals
where the front legs were on the top of the pushed object. (b) Gait diagrams and duty
factors (βi) matching the states mentioned by (2) and (3) in (a). The blue areas indicate
no ground contact during swing phase. (c) Snapshots of AMOSII while pushing the
object. These snapshots match the states mentioned by (1), (2), and (3) in (a). Note
that the weight of the object is 100 g. The video clip of this experiment can be seen at
http://www.manoonpong.com/SAB2014/S3.mpg.

5.3 Adaptability to Morphological Change

Insects show a good ability to deal with different circumstances. They can over-
come the problems arising from amputation of one or two legs. Graham [8] has
investigated the impact of the leg amputation on locomotion. His observations
indicate that insects can adapt their gaits after a leg amputation. In this experi-
ment, we focused on the influence of the middle leg amputation on the locomotor
behavior of AMOSII and assessed the efficiency of the proposed walking system
to deal with a handicap situation. Therefore, we disabled the mesothoracic legs
temporarily during the movement by lifting them up. In this way, they did not
play any role in the walking process. The experimental result, illustrated by Fig.
5, indicates that AMOSII adopted a new gait (diagonal stepping) and was able
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to continue walking properly. This behavior provides a clue to the importance of
sensory feedback to adapt gaits in response to morphological changes. The aver-
age walking speed of AMOSII while the middle legs were disabled was ≈ 4.7455
[cm/s], while the average walking speed before disabling the middle legs and
after enabling them were 5.0075 [cm/s] and 5.1498 [cm/s] respectively.

Fig. 5. Experimental result of our controller applied to the temporarily handicapped
AMOSII. (a) The ground reaction forces during the movement of AMOSII whose
middle legs were disabled temporarily. (b) Picture of AMOSII with the deactivated
middle legs. (c) Gait diagram and duty factors (βi) corresponding to the highlight
district in (a) after ignoring the middle legs. The blue bars refer to no ground contact
during swing phase. We encourage readers to also see the video of this experiment at
http://www.manoonpong.com/SAB2014/S4.mpg.

5.4 Coordinated Locomotion for a Collaborative Task

Coordinated locomotion between legged robots through local sensory feedback
is an interesting aspect. This mission is difficult for a conventional nonadaptive
locomotion control system. The is because the synchronization and coordination
between the robots need to be achieved in order to generate combined locomo-
tion. In addition, even if the locomotion is fulfilled, any minor perturbation can
yield irregular gaits. According to this, an adaptive locomotion control system
is required. Fig. 6 illustrates the ability of our adaptive control system for coor-
dinating the locomotion of the two connected robots holding a sphere weighted
200 g (Fig. 6b). The coordinated locomotion is fulfilled by deploying only the
physical interactions during the movement. Note that we implemented the same
controller on these two robots and the two legs of each robot are fixed together.
The average walking speed of these two robots was approximately 4.495 [cm/s].
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Fig. 6. Experimental result of locomotor coordination between two AMOSII. (a) The
ground reaction forces detected by the foot contact sensors. The orange highlight sector
represents the initial state, at which the local sensory feedback mechanism was not
activated. The blue highlight area represents a sample of the GRFs after introducing
the feedback mechanism. (b) Two connected robots holding a sphere. (c) Gait diagram
and duty factors ((βij) where i = 1, 2 indicates the robot, i.e., i = 1 denotes the fore
robot, i = 2 denotes the rear robot, and j = 1, ..., 6 refers to the legs). The gait
diagram and duty factors match the blue highlight area in (a). The blue bars indicate
no ground contact during swing phase. The video clip of this experiment can be seen
at http://www.manoonpong.com/SAB2014/S5.mpg.

6 Conclusion

We presented an artificial bio-inspired walking system which is controlled by
multiple decoupled CPGs. Besides, deploying the ground reaction forces (GRFs)
as local sensory feedback allows for: 1) the modulation of CPGs’ output signals,
2) the modification of the phase differences among CPGs. Due to a combination
of biomechanics (body and leg structures), neural control (multiple decoupled
CPGs), local sensory feedback, and their dynamical interactions through the
environment, AMOSII can autonomously adapt its gait from irregular to regular
gaits after a few steps. It is also able to perform suitable gaits corresponding
to biological findings in the case of multiple stepping of the front legs, and
to deal with morphological change as well. In addition, this approach can also
coordinate locomotion between two connected robots for a collaborative task
and realize a special functionality of the front legs such as pushing an object.
While this approach can generate adaptive locomotion, it cannot achieve specific
gaits due to the lack of neural connections among CPGs. In the future, we will
further introduce the proper connections for specific gait generation. We will
also apply this approach to our real hexapod robot AMOSII and test it in a real
environment.



Adaptive Locomotion Behaviors 75

Acknowledgments. This research was supported by Emmy Noether grant
MA4464/3-1 and BCCNII grant 01GQ1005A (project D1).

References

1. Ambe, Y., Nachstedt, T., Manoonpong, P., Wörgötter, F., Aoi, S., Matsuno, F.:
Stability analysis of a hexapod robot driven by distributed nonlinear oscillators
with a phase modulation mechanism. In: IEEE/RSJ International Conference on
Intelligent Robots and Systems, pp. 5087–5092 (2013)

2. Aoi, S., Yamashita, T., Tsuchiya, K.: Hysteresis in the gait transition of a
quadruped investigated using simple body mechanical and oscillator network mod-
els. Physical Review E 83(6), 061909 (2011)

3. Campos, R., Matos, V., Santos, C.: Hexapod locomotion: A nonlinear dynamical
systems approach. In: IECON 2010-36th Annual Conference on IEEE Industrial
Electronics Society, pp. 1546–1551 (2010)

4. Canavier, C.C., Butera, R.J., Dror, R.O., Baxter, D.A., Clark, J.W., Byrne, J.H.:
Phase response characteristics of model neurons determine which patterns are ex-
pressed in a ring circuit model of gait generation. Biological Cybernetics 77(6),
367–380 (1997)

5. Dickinson, M.H., Farley, C.T., Full, R.J., Koehl, M.A.R., Kram, R., Lehman, S.:
How animals move: An integrative view. Science 288(5463), 100–106 (2000)

6. Fujiki, S., Aoi, S., Kohda, T., Senda, K., Tsuchiya, K.: Emergence of hysteresis
in gait transition of a hexapod robot driven by nonlinear oscillators with phase
resetting. In: 2012 4th IEEE RAS & EMBS International Conference on Biomedical
Robotics and Biomechatronics (BioRob), pp. 1638–1643 (2012)

7. Grabowska, M., Godlewska, E., Schmidt, J., Daun-Gruhn, S.: Quadrupedal gaits
in hexapod animals-inter-leg coordination in free-walking adult stick insects. The
Journal of Experimental Biology 215(24), 4255–4266 (2012)

8. Graham, D.: The effect of amputation and leg restraint on the free walking co-
ordination of the stick insectCarausius morosus. Journal of Comparative Physiol-
ogy 116(1), 91–116 (1977)

9. Hesse, F., Martius, G., Manoonpong, P., Biehl, M., Wörgötter, F.: Modular Robot
Control Environment Testing Neural Control on Simulated and Real Robots. In:
Frontiers in Computational Neuroscience, Conference Abstract: Bernstein Confer-
ence (2012), doi:10.3389/conf.fncom.2012.55.00179

10. Ijspeert, A.J., Crespi, A., Ryczko, D., Cabelguen, J.M.: From swimming to walking
with a salamander robot driven by a spinal cord model. Science 315(5817), 1416–
1420 (2007)

11. Manoonpong, P., Parlitz, U., Wörgötter, F.: Neural control and adaptive neural
forward models for insect-like, energy-efficient, and adaptable locomotion of walk-
ing machines. Frontiers in Neural Circuits 7, 12 (2013)

12. Owaki, D., Kano, T., Nagasawa, K., Tero, A., Ishiguro, A.: Simple robot suggests
physical interlimb communication is essential for quadruped walking. Journal of
the Royal Society Interface 10(78) (2013)

13. Shim, Y., Husbands, P.: Chaotic exploration and learning of locomotion behaviors.
Neural Computation 24(8), 2185–2222 (2012)
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Abstract. Postural adjustments are acquired compensatory and antic-
ipatory motor responses maintaining balance and equilibrium against
self-induced or external perturbations. It has been proposed that the
cerebellum could be involved in issuing such predictive motor actions.
However, it remains unclear what strategy is adopted by the brain in
order to make such prediction and how anticipatory and compensatory
components are integrated into a single response. Within this study we
are interested in the computational mechanisms underlying the acquisi-
tion of anticipatory responses in a postural task. We compare two alter-
native architectures representing two different hypotheses: anticipation
either as sensory-to-motor association or as sensory-to-sensory associa-
tion. We propose to use a cerebellar model to control the acquisition of
an adaptive motor response in a simulated robotic setup. We devise a
scenario where a cart-pole robot is trained to predict a perturbation and
issue an anticipatory action to minimize the disturbance on its state of
equilibrium. Our results show that a cerebellum based architecture can
efficiently learn to reduce errors through anticipation. We also suggest
that a sensory-to-sensory prediction could be less expensive in terms of
energy cost and more robust when events violate the acquired prediction.

Keywords: Postural adjustments, cerebellum, sensory prediction, bio-
mimetic, robotics, simulation.

1 Introduction

When learning to perform a skillful motor task such as skiing, one has to be able
to resist perturbations issuing appropriate motor actions in order to maintain
constant balance and equilibrium and avoid falls. The novice skier would tend to
correct a disturbance, due to wind or irregularity of the slope, at the time it is
experienced. However with practice and exercise, he would be able to recognize
an incoming disturbance and to trigger a preparatory motor action in order to
minimize the effect of the perturbation on his body configuration, his balance
and ultimately on his performance. Postural adjustments are described within
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the realm of motor control as small muscular responses which constantly adjust
the body configuration to maintain barycenter position and equilibrium while
walking, lifting objects or during collisions with obstacles [1,2].

Experimental studies found that healthy subjects involved in motor tasks,
such as catching a ball [3], or lifting objects of different weights [4], rely on
progressively acquired motor patterns that enhance performance. Electromyo-
graphic recordings show that compensatory muscular activity posterior to the
experienced perturbation is increasingly coupled with preparatory responses,
possibly driven by the adaptation to the disturbance. Such results suggest that
a preparatory action can be learnt and initiated in advance, and that postural
adjustments can be decomposed in two elements: compensation and anticipation.
Similar studies conducted on cerebellar patients show that they lack predictive
anticipatory actions and correct response magnitude scaling when tested in pos-
tural tasks, such as standing still on a sliding platform [5,6] or minimizing the
arm vertical shift while catching a falling object [7,8]. These findings would make
the cerebellum an ideal candidate as neural substrate involved in the acquisition
of adaptive postural motor responses.

Despite several mechanisms underlying postural control have been widely
studied, it remains unclear what strategy is adopted by the brain in order to
issue predictive motor responses. Moreover, it is poorly understood how antic-
ipatory and compensatory components are integrated into a single response. A
possible explanation is that these responses are both the result of an association
between a sensory signal and a motor response. The former would be triggered
by a sensory signal co-occurring with the perturbation, while the latter would
be initiated by a sensory signal preceding the perturbation. The total motor
response would therefore be the sum of the two components separately acquired
and combined in more peripheral areas such as the spinal cord [9]. However re-
sults on the topographic organization of sensory and motor representations of
the hand in the human cerebellum show that, unlike the neocortex, sensory and
motor patches for the same finger do not overlap systematically, but are closely
interdigitated in a nearly unrelated fashion [10]. The suggested close interaction
between sensory and motor cerebellar circuits leads to an alternative explana-
tion. It is indeed possible that compensatory and anticipatory responses are the
result of the interaction of two predictions of different nature. Compensation
could be achieved by mapping a sensory input into an adaptive motor response.
Differently, anticipation could be achieved by associating a sensory signal an-
ticipating the perturbation with the sensory signal perceived at the moment of
the perturbation. This sensory prediction would then trigger the compensatory
action in an anticipatory way.

With these hypotheses in mind we propose an adaptive control architecture
formed by a compensatory and an anticipatory layer. The former acts as a fast
feed-forward controller that corrects the effect of a perturbation after it has been
experienced. The latter is responsible for anticipating the incoming perturbation
and initiating an action in advance. We compare two alternative hypotheses to
test the nature of anticipation: 1) a sensory to motor prediction, which associates
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a sensory event preceding the perturbation with an adaptive motor response,
and 2) a sensory to sensory prediction, which associates a sensory signal with
the expected sensory outcome of the perturbing event and, in turn, triggers a
motor response. In addition we explore the role of cerebellar adaptive properties,
proposing a learning strategy based on a model of the cerebellum where both
compensatory and anticipatory components can be acquired by two independent
instances of the same cerebellar controller [11,12,13] .

Coherently with human equilibrium tasks [6], we devise a simulated cart-pole
setup in which a robot has to minimize the error provoked by a perturbation
directed to the pole. Similarly to [13], where a real robot had to maintain con-
stant speed anticipating the effect of the collision with an obstacle, the agent is
equipped with sensors that allow to measure impact force and proximity. The
former provides a sensory signal at the moment of the impact with an object
allowing fast compensation. The latter perceives the distance from the object
allowing anticipation. We propose an experimental procedure to compare the
two architectures in terms of learning curve, error minimization and motor cost.
Results suggest that an agent relying on an anticipatory sensory prediction can
remarkably reduce the error with less effort. Moreover, this architecture appears
to be more robust in case of ambiguity of the stimulus, as shown in trials where
a sensory signal previously associated with a perturbation is no more reliable.
Finally we discuss the obtained results in the light of recent physiological and
behavioral evidences supporting the versatility of the cerebellum in learning as-
sociations outside the scope of motor control. Implications for bio-mimetic robot
control are also taken into account.

2 Methods

Setup. In order to study the possible role of cerebellum in anticipatory responses
to postural perturbations we devise a simulated physics based setup implement-
ing the cart-pole dynamics (Fig. 1, left). A simulated agent has to resist a pos-
tural perturbation through anticipation in order to minimize error and energy
cost. The agent is able to slide on a horizontal surface controlling one degree
of freedom with the goal of maintaining the pendulum in a constant vertical
equilibrium performing control against force of gravity and external perturbing
forces. The agent is equipped with a proximity sensor and a pressure sensor
detecting the distance to external bodies and eventually the magnitude of the
force produced by the collision with them. A colliding object is directed to the
extremity of the pendulum with a given constant velocity and force, therefore
provoking a perturbation that affects the pendulum position and the state of
equilibrium of the agent. The goal of the agent is to learn to associate sensory
inputs to finely tuned motor responses in order to firstly compensate and sec-
ondly anticipate the perturbing event both in terms of magnitude and timing,
therefore minimizing the pendulum deviation from the state of equilibrium with
the minimum effort.
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Fig. 1. Left. Cart-pole setup. Cart represented in equilibrium position (pendulum at
90 degrees) and incoming perturbation. Sensors are represented in green, actuators
in red. Right. Computational Architectures. A. Sensory-to-motor and B. Sensory-to-
sensory hypotheses. Sensory signals are represented in green. Motor signals are repre-
sented in red. Adaptive components are represented by two cerebellar modules (CRB1
and CRB2 respectively). Note the different input-output configuration for CRB2 in
A, where the proximity signal is associated to a motor response and B, where the
proximity signal is associated to the impact force. Mossy fibers (mf) represent the mi-
crocircuit input stage, while Climbing fibers (cf) provide the teaching signal (dashed
line) via Inferior Olive (not displayed). K represents the gain of the reactive propor-
tional controller that converts the sensory input into motor output.

Learning Algorithm. The bio-mimetic learning algorithm at the core of the be-
havior of the agent is based on an analysis-synthesis adaptive filter implemen-
tation mimicking the learning strategy of the cerebellar microcircuit [14,12].
The cue signal, representing the input conveyed by mossy fibers, is decomposed
into several signals mimicking the expansion of information into cortical basis
occurring within the cerebellar granular layer. The signal of the cortical ba-
sis is generated producing a fast excitatory component and a slow inhibitory
one. Each component consists of a double exponential convolution with time
constants randomly drawn from two flat probability distributions (a fast time
constant, ranging from 5 to 50 ms and a slow one ranging from 50 ms to 2.5 s
controlling the raise and the decay of the basis respectively, coherently with the
physiological range of the time constants of the slow currents in the granular
layer [15]). The value obtained after the two convolutions is then thresholded
and scaled for each basis.

The output of the cerebellar controller is given by: CR(t) = [p(t)Tw(t)] where
w(t) is the vector of weights and p(t), the vector of basis, both in column form.

The weights are updated using the de-correlation learning rule: Δwj(t) =
β E(t) pj(t − δ) where β is the learning rate and E(t) is the error signal, com-
puted by the inferior olive output. δ provides the latency of the nucleo-olivary
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inhibition. The value of δ determines how much the adaptive action anticipates
the reactive one, and how much it has to exceed the feedback delay [16].

Finally, the error signal for the cerebellar system is computed as the difference
between the scaled cerebellar output and the unconditioned stimulus (US) signal
as follows: E(t) = US(t)− knoiCR(t− δ)

Computational Architecture. The agent implements a control architecture com-
posed by three modular layers (Fig. 1, right, A, B).

The first layer implements a feedback reactive controller which computes the
difference between a given target angle (equilibrium point at 90 degrees with
respect to the horizontal axis) and the actual angular position of the pole. The
error, multiplied by a gain, is mapped into a reactive motor response which
moves the cart accordingly, therefore readjusting the position of the pendulum
with respect to the target.

The second layer implements an instance of the cerebellar microcircuit, and
it is responsible for acquiring compensatory responses. The cue signal is given
by the force input resulting from the collision with the perturbing object. The
signal to be learned (teaching signal) is given by the output of the reactive
controller, encoding the action necessary to compensate for the pendulum error.
The output of the controller is an acquired compensatory motor response acting
in a feed-forward manner and summing to the output of the reactive controller.

The third layer of control, implementing a second instance of the same cere-
bellar microcircuit, is responsible for anticipatory responses.

In order to study how anticipation is performed within the context of antici-
patory postural responses we propose two possible configurations which reflect,
at the implementation level, the alternative hypotheses on the nature of such
responses.

On one hand we propose a sensory-to-motor (S2M) configuration (Fig. 1,
right, A) which takes the input from the proximity sensors as cue signal and
the output of the reactive controller as error signal. The output is represented
by a feed-forward anticipatory motor response which is summed to the motor
response of the compensatory and reactive layer.

Alternatively we test a sensory-to-sensory (S2S) configuration (Fig. 1, right,
B). In this case the cue signal is given by the proximity sensor value while the
teaching signal is given by the force input resulting from the collision with the
perturbing object. This controller outputs a predicted sensory signal anticipat-
ing the sensory consequences of the collision. The prediction is subtracted with
a small delay from the real incoming sensory signal coherently with neurophys-
iological data on sensory integration between cerebellar driven prediction and
actual somatosensory feedback [17]. The net force signal finally inputs the com-
pensatory controller, which in turn triggers an action preceding the perturbation,
therefore producing both an anticipatory and a compensatory motor output.

Experimental Design. The experimental session proceeds on a trial by trial base,
having the agent set at a given position in a state of equilibrium at the beginning
of every trial.
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During each trial (5 seconds duration), a colliding object (25 kg) is directed
to the extremity of the pendulum with a velocity equals to 1 m/s, therefore
provoking a perturbation of 25 N affecting the pendulum position and the state
of equilibrium of the agent.

We run a set of experiments to primarily test the effectiveness of such layered
architecture in associating sensory inputs to finely tuned motor responses. The
goal is learning to predict the perturbing event both in terms of magnitude and
timing, issuing a motor action that minimizes the pendulum deviation from the
state of equilibrium with the minimum effort.

We therefore compare the learning performances of the two alternative antic-
ipatory configurations both in terms of learning capabilities and robustness to
events that violate the acquired associations. In the first experiment we run a
session of 50 trial for each of the two proposed architectures with the goal of
comparing the dynamics in the acquisition of the compensatory and anticipatory
responses. We are particularly interested in error minimization and efficiency in
motor action cost. In the second experiment we test the acquired responses un-
der a condition in which the perturbing object is still activating the proximity
signal but is not provoking a perturbation anymore. We test both architectures
under this condition for 10 trials looking at the robustness and flexibility of the
architecture when events violate the acquired prediction.

3 Results

Experiment 1. The goal of this experiment is to test the learning capabilities of
the proposed computational architecture under S2M and S2S conditions.

We train the agent to co-acquire both a compensatory and an anticipatory
response with the goal of minimizing the deviation of the pendulum from a
given target angle. The training session lasts 50 trials for both S2M and S2S
architectures, during which a perturbation of constant magnitude of 5 N is sent
to the pendulum with a delay of 1 sec from the beginning of the trial.

This perturbation magnitude provokes the sole feedback controller to reac-
tively adjust the position of the pendulum (Fig. 2, left) showing a prominent
oscillatory pattern which reduces the error over time but never stabilizes the
pendulum to the desired position during the whole duration of the trial.

Under both S2M and S2S conditions, at the end of the training the robot is
able to issue both an anticipatory and a compensatory response that minimize
the effect of the incoming perturbation on the position of the pendulum (Fig. 2,
left). We notice that a small deviation from the target is introduced by the agent
itself as a consequence of the anticipatory response approximately 0.3 seconds
before the perturbation. This well timed response allows the minimization of the
perturbing force provoked by the collision, and therefore stabilizes the normalized
cumulative error around a value of 0.05 (Fig. 2, right). If compared with the
early trials, the intervention of the reactive controller at the end of the session
is greatly reduced (Fig. 4, right) minimizing therefore the amount of energy
required to stabilize the pendulum in a correct position.
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Fig. 2. Left. Pendulum Angle. Right. Normalized mean cumulative error. Colorcode :
Blue dashed: reactive controller only (mean 10 trials). Red thick: S2M trained con-
troller (mean 10 trials). Green thin: S2S trained controller (mean 10 trials). Black:
perturbation onset.

The adaptive motor response at the end of the training experiment can be
decomposed into two different elements.

Under the S2M (Fig. 3, left) condition we observe that a motor response
triggered by the sensed impact with the colliding object is issued at the moment
of the collision. It peaks before the response of the sole reactive controller, and
allows a faster compensation. An additional motor response triggered by the
proximity signal is issued before the perturbation onset, and it is added to the
total motor response allowing anticipation.

Fig. 3. Left. S2M adaptive responses. Magenta thin: anticipatory motor response.
Red thick: compensatory motor response. Black dashed: perturbation onset. Right. S2S
adaptive responses. Green thin: anticipatory sensory prediction. Red thick: anticipatory
and compensatory motor response. Black dashed: perturbation onset.

Under the S2S condition we notice that a single adaptive motor response is
issued accounting for both compensation and anticipation (Fig. 3, right). One
single motor response is acquired at the level of the compensatory controller
where, similarly to the S2M architecture, a force sensory input signaling the
impact with the perturbing object triggers a fast motor response. However the
anticipatory response is achieved by predicting the force sensory input from the
proximity signal in a sensory to sensory fashion. The predicted signal then inputs
the compensatory module which triggers a motor response in an anticipatory
way.

Both architectures perform almost equally, with similar performance in terms
of error minimization and learning curve slope (Fig. 4, left). However the total
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Fig. 4. Left. Learning curve during the training session (normalized cumulative error).
Red thick: sensory-to-motor architecture. Green thin: sensory-to-sensory architecture
Right. Total motor energy (sample of 10 trials per condition). We compare significance
between S2M and S2S architectures at early learning stage and advanced learning stage.

adaptive energy produced by the S2M architecture is significantly higher than
the one produced by the S2S architecture (Fig. 4, right).

Fig. 5. Left. Sensory prediction - sensory input mismatch in catch trial. Blue dashed
thick: sensory prediction output of CRB2. Red dashed thin: sensory prediction error.
Green solid: net sensory input to CRB1. Filled green area: positive part of net sensory
input triggering a partial motor response. Right. Normalized cumulative error (sample
of 10 trials per condition). We compare significance between S2M and S2S architectures
at advanced learning stage and during catch trials (experiment 2).

Experiment 2. The goal of the second experiment is to test the reliability
and flexibility of the architecture in case of unexpected conditions, namely the
amount of self induced error in the case that a cue signal previously anticipating
the collision is providing no perturbation.

Once both anticipatory and compensatory responses are acquired we run a
short session of 10 trials for each architecture setting the mass of the colliding
object to 0g, and therefore producing a null perturbation.

Both controllers introduce an error triggered by an erroneous anticipatory
response. However we observe that the self-induced error in the case of the S2M
architecture is significantly higher and varying than the one introduced by the
S2S architecture, which in turn appears to be more stable and more resistant to
unexpected conditions (Fig. 5, right).

This difference could be due to the comparison between predicted sensory
signal and real sensory signal found in the sensory to sensory architecture (Fig. 1,
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right). Here the predicted sensory input is subtracted from the real incoming
sensory signal with a delay of 200 ms. The resulting net signal inputting the first
cerebellar module rises according to the erroneous prediction and subsequently
decays to negative values as a result of the mismatch between expected and real
perturbation (Fig. 5, left). Such signal triggers just a partial adaptive motor
response, avoiding the full execution of the action and therefore introducing less
error and less variability to the motor response.

4 Discussion and Conclusion

Within this study we are interested in the computational mechanisms under-
lying the acquisition of anticipatory responses in a postural task. We compare
two alternative architectures representing two different hypotheses: anticipation
either as an acquired sensory-to-motor association or as an acquired sensory-
to-sensory association. We also propose that cerebellum could be the neural
substrate responsible for the acquisition of both anticipatory and compensatory
responses.

Both hypotheses would be consistent with cerebellar learning mechanisms.
Avoidance learning studies [18,19] indeed show how animals learn to produce a
predictive motor action triggered by a sensory cue in order to avoid a noxious
stimulus. This view suggests that the output of purkinje cells, the sole output of
the cerebellum, would be directly contributing to motor responses. This would
therefore be coherent with the sensory-motor association hypothesis which has
been shown capable of efficiently perform in terms of error minimization within
a postural task. According to this view the integration of two independent motor
responses might take place at a peripheral stage, such as the spinal cord [9]. How-
ever the overall performance of the sensory-motor controller is not completely
satisfying in terms of energy costs and robustness to unexpected conditions.

Postural control can be considered a complex task involving several sensory-
motor interactions [1]. We suggest that with increasing complexity of the task,
more sophisticated learning strategies might need to be applied by the brain.
Interestingly, recent studies on the non-motor functions of the cerebellum [20]
suggest that it would be capable of predictions outside the scope of adaptive
motor control. Neuroimaging studies have shown that the human cerebellum
is active during somatosensory processing [21] as well as visual and auditory
perceptual tasks [22]. It has been also shown that cerebellar patients perform
poorly in pure perceptual associative tasks where the prediction of a sensory
signal is required to be learned from a second sensory signal [23,24]. Finally,
anatomical studies show that the cerebellum has distinct projections to brain
areas important for perception [25].

These findings could support the hypothesis which considers anticipatory re-
sponses in the brain as the result of the interaction among a pure sensory-
to-sensory prediction and a sensory-to-motor prediction. This view would not
contradict the well established findings on the cerebellar direct contribution to
motor control, but would extend its adaptive properties to a more perceptual
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domain. We hypothesize that a possible advantage of relying on sensory predic-
tions is the tendency to minimize the amount of action performed to achieve
some motor goal. As we show in our results the sensory-to-sensory architecture
achieves error minimization in a more efficient way compared with the sensory-
to-motor one. Our assumption is that learning to produce one adaptive response
driven by an expected sensory signal requires less energy than producing two,
eventually antagonist, motor responses with different temporal profiles.

This may not be the only advantage. We show indeed that the sensory-to-
sensory architecture is more stable and robust within conditions in which an
ambiguous stimulus is suddenly provided. This result could be incongruous with
findings from conditioning studies and avoidance learning. According to this
paradigm a subject tested on catch trials would trigger a full motor response
as result of a sensory-motor association, where diminished response would be
gradually expected during the extinction phase. This view would therefore be
more congruent with the sensory-motor hypothesis.

However behavioral results have suggested that healthy subjects trained to
resist an expected perturbation tend to minimize self induced error in case of
unexpected conditions, reducing the acquired motor response since the first trial
[26]. This view is incongruous with the previous one, possibly requiring a more
complex explanation. We propose that relying on a sensory prediction for antic-
ipation could have an advantage in terms of performance, and eventually safety
for an individual. As also proposed in [26], this could indeed be a mechanism that
weights a sensory expectation with an actual sensory signal, partially preventing
ambiguous stimuli to trigger inappropriate motor responses. The direct interac-
tion between sensory and motor predictions in the cerebellum could be supported
by physiological data showing a scattered an interdigitated topographic organi-
zation of sensory and motor areas in the cerebellar cortex [10]. As suggested
by the authors such an arrangement may enable the cerebellum to quickly form
new, and often context dependent, sensory-motor associations . This would ul-
timately be an important computational feature for learning new motor tasks,
in which sensation and action might take on novel relationships.

The advantages above described could finally benefit robotic architectures.
The proposed bio-mimetic approach would allow a more efficient adaptive con-
trol of posture in humanoid robots and, in general, a minimization of errors
during navigation and manipulation tasks. The importance of learning to an-
ticipate, as found in humans and animals, can therefore be directly applied to
agents able to learn useful sensory-motor contingencies from the interaction with
the environment. The proposed learning strategy represents indeed a model-free
approach where physical properties of the environment are not assumed but pro-
gressively acquired. This could imply more flexibility and ability for an agent
in adapting to its surroundings and learning appropriate motor responses from
experience.
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Abstract. A new agent-based modelling tool has been developed to al-
low the modelling of populations of individuals whose interactions are
characterised by tightly timed dynamics. The tool was developed to
model male frog calling dynamics, to facilitate research into what local
rules may be employed by individuals to generate their observed popu-
lation behaviour. A number of existing agent-modelling frameworks are
considered, but none have the ability to handle large numbers of time-
dependent event-generating agents; hence the construction of a new tool,
RANA. The calling behaviour of the Puerto Rican Tree Frog, E. coqui,
is implemented as a case study for the presentation and discussion of the
tool, and results from this model are presented. RANA, in its present
stage of development, is shown to be able to handle the problem of
modelling calling frogs, and several fruitful extensions are proposed and
motivated.

1 Introduction

In many cases, modelling interaction of agents in a population at the level of the
agents themselves requires an ability to manage timing constraints. For example,
calling frogs emit their calls at times which are influenced by what they hear, and
the time at which they hear emitted calls from other frogs are determined by the
physical process of sound propagation in their environment. In the current state
of the art there is a lack of agent-based simulation tools able to support such
precise time-based models of large populations of agents; we therefore describe
RANA, a new tool we have built with that goal in mind.
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Agent-based modelling offers an interesting way of performing biologically in-
spired simulations. Agent based social interactionmodels have been constructed[3],
and biomimetic modelling is supported by various tools including the Netlogo
framework[15], which contains a good number of ready-to-run biomimetic mod-
els. An example of biomimetic agent-based behaviour modelling has been pub-
lished on Caribou herds in the Arctic[9]. However, simulating male frog calling
behaviour dynamics has a different set of requirements from agent-based models
such as these: male frog calling simulation requires the ability to perform simu-
lation of high precision timing based emission and processing of events, taking
physical constraints such as the speed of sound and neural processing time into
account. What is proposed here is an agent modelling framework that is flexible
and powerful enough to enable both advanced behavioural design and the preci-
sion required to achieve results from simulated agents consistent with observation
of the natural creatures. Our solution offers flexible agent implementation using
an existing high-performance scripting language[5], which interfaces with a user
configurable event processing framework— events in this case being any external
action taken by the agents in the simulation, such as calling out or moving.

The main purpose for the suggested agent modelling framework is to en-
able the design of agent behaviour that mimics observed behaviour in natural
agents so as to further the understanding of the natural agents’ interactions and
how group behaviour might be affected by individual agent attributes. Taking
physical constraints such as neural processing time and sound propagation into
account.

2 Frogs as a Case Study for Agent Based Modelling

Male frog mating call dynamics is a complex subject. Frogs have through evolu-
tion been physically shaped to optimize their chance of survival and procreation
through highly specialized calling behaviour. The evolution of each subspecies
of frog is strongly influenced by the success of male frogs in attracting females
while using minimal energy in the presence of competing calls from other males
and interference from other environmental factors. It is not just a matter of op-
timizing the call strength, duration and frequency of the individual male frog.
Different species employ different algorithms that take both physical and en-
vironmental constraints into account when choosing when to emit a call: for
instance, a poorly timed call might alert predators and enable them to locate
the unlucky individual.

It is worth mentioning that there are generally two types of calling behaviours,
antiphonal (asynchronous) and chorusing (synchronous). E.g the Natterjack cho-
rus while the E. coqui perform their calls asynchronous with two to three neig-
bouring callers.

It would be interesting to uncover what external attributes a male frog can
consider for utilization in order to achieve optimal performance in the highly
competitive environment during mating seasons, and how the choices of the
individuals affect the dynamics of the whole frog population. To enable the
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simulation of male calling dynamics a high-performance agent-based modelling
tool is warranted; A tool that allows for very high precision, optimized for event
broadcasting rather than peer to peer interaction.

Simulating the Asynchronous Calling Behaviour of E. coqui. Simu-
lations of the Puerto Rican Tree Frog E. coqui have been described in the
literature[2]. In that project, simulations were constructed based on models of
two or three frogs. The project also determined that each male E. coqui only
reacts to a maximum of three neighbouring callers.

Only involving a couple of individuals in a simulation is questionable since
E. coqui populations generally have a very high density of male individuals per
acre (up to 133,000 [8]). It would be interesting to simulate a much larger pop-
ulation to check how population size and density might affect each individual’s
behaviour.

Population Wide Stochastic Modelling. Previous work modelling whole
populations has taken the approach of stochastic modelling [10], which allows
the setup of an efficient population-wide model that can take several attributes
into account as well as the different states the male frog can be in during mating
season. The model deals with the four different states listed below.

– Calling: the frog emits calls and expends energy doing so.

– Foraging: the frog does not call but charges up energy instead.

– Satellite: the frog does not call, but attempts to intercept females attracted
by nearby male callers. This is typically a behaviour used by weaker males,
where they attempt to save energy by using the call of another male frog to
attract mates.

– Hiding: the frog can neither mate nor recharge energy.

The only stochastic variable in the model is the rate at which the frog’s energy
level replenishes.

Neural Network Decision Model. An alternative approach to the problem
of modelling the frog’s decision process is to use a neural network[11] where
relevant attributes both dynamic and static — such as refractory period, energy
level and neighbouring call strength — are presented as inputs to a network that
determines the frog’s actions.

A neural network approach has been successfully implemented a related case
to determine female frog response biases to male frog calling[13], of the Túngara.
The neural network managed, successfully, to recognize the males mating calls
and with great degree of precision capable of determining how well females gen-
eralized to many novel calls.
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3 Utilization of Agent-Based Simulation to Improve the
State of the Art

The existing modelling techniques mentioned above allow the construction of
rather advanced simulations; however the models are either limited in scope or
do not take individualism directly into account. Agent-based modelling is flexible
in that agents are modelled as individuals, and may all differ. Their decisions
are based on locally available information, so can reflect rather more specific
or sophisticated modelling assumptions than population-based models; for in-
stance, multi-species interactions can easily be handled in an individual-based
framework. It becomes possible to experiment with the relationship between lo-
cally available information, local descisions and emergent global behaviour of the
agent population in a wider range of circumstances than population models typi-
cally allow. Agent-based modelling is, depending on the modelling language, very
flexible and is agnostic about the implementation of the local decision model,
enabling for instance neural network representations or state-based models that
describe an agent’s behavioural profile. Advanced swarm behaviour achieved
through agent-based modelling has previously demonstrated in Reynolds graphic
behavioural model[14].

3.1 State of the Art Modelling Frameworks

Several existing agent-based modelling frameworks were considered for frog call-
ing behaviour simulation, to determine whether they were usable as-is, or with
reasonable extension and modification. The following frameworks were reviewed.

– NetLogo: Even though there exist many examples of Netlogo models of
biomimetic behaviour, the Nlogo modelling language is limited in scope, and
Nlogo is not designed for high-precision time-based simulation.

– Repast[12], in its various configurations, supports Nlogo, Java and C++
agents. However, modelling options such as C++ and Java, necessary for
time-based event management, will require framework recompilation.

– GAMA[4]: The GAML modelling language is limited in scope, making the
necessary modelling primitives hard to realise, and GAMA is tied to the
heavy Eclipse development environment.

– JADE[1], Java based agent design, requires sophisticated programming
knowledge. It supports a very limited number of agents, and is not suited
for high-precision simulations.

While it might have been possible to adapt one of the frameworks to suit
the problem domain, none of them naturally or natively support the simulation
of large numbers of agents interacting via events whose timing is critical and
determined by environmental physics. We therefore decided to develop a new
framework from scratch. This enables the creation of a platform independent
framework specifically designed towards high-volume high-precision simulations,
thereby offering good performance on agent handling without compromising
agent design complexity or simulation integrity.



92 S.V. Jørgensen et al.

It also gives the opportunity to develop a lightweight framework, which at its
core is independent of heavy components such as Eclipse and the Oracle Java
Virtual Machine.

3.2 Agent Design Using Lua

The developed simulation framework, RANA[6] (Reproduction of Artificial and
Natural Agents), uses Lua[5] as its principal agent modelling language, though
models can also be coded in C++. Instead of inventing a new agent design
language, Lua is chosen as the main modelling language. Lua is widely used as
a scripting language for embedded systems, and is compact, efficient and easy
to interface with lower level languages such as C or C++. Furthermore, it is a
powerful modern language with a clean design, making it simple to learn. Using
Lua makes it possible to offer several flexible template agents that regular users
can utilize to design their own agents while allowing advanced users to design and
implement complex agent behaviour. The only constraint on models is that they
implement the predefined functions for event handling and processing through
which the event-handling core of the simulation interacts with the models.

Advanced users can choose to implement their agent designs in C++, and
compile the agents into the framework. Compilation time is not significant on
modern platforms since RANA is a lightweight framework, and C++ agents
carry a significant performance advantage, but the implementation complexity
is significantly greater for a given behaviour complexity than constructing the
model using Lua.

RANA offers an easy to learn agent modelling framework that comprises a
powerful but efficient programming language, Lua. By providing a number of
template agents the modelling threshold is set to a point where it should be pos-
sible for non-programmers to design complex biomimetic interactive behaviour
simulations. There is no requirement to run a heavy duty development environ-
ment, or have knowledge of software development tools: a simple text editor is
all that is needed. Nevertheless Lua enables the design of advanced agents with
attributes and functions that can help the researcher uncover the underlying
mechanics of the simulated agents through careful experimentation.

Lua was chosen as the design language as it provides a fast and easy to use
API to the native language of RANA, C++. Futhermore it is possible to reach
a very high level of abstraction through the development of species specific Lua
libraries.

3.3 Agent Mechanics

The RANA agent has several functions available to it during a simulation run.
Mainly there are two different event-handling functions, one for handling events
issued by fellow agents and one that allows the agent to perform an internal
action at a clearly defined time. The agent also has an init function that will be
called on simulation start-up, were they can set up their behavioural attributes.
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There is also a simulation-end function which allows the Agent one final action
enabling agent-specific data-collection.

At the start of a simulation run each agent is initialized. The simulator then
moves time forward until an agent decides that it is time to initiate an event.
Fellow agents register the event and calculate when it will arrive locally, taking
into account environmental physics, i.e. a call event will propagate with the speed
of sound. The agent can also take neural processing time and other internal
factors into account when responding to the event, and thus a group dynamic
begins, where agents respond to each others’ events depending on their internal
and external state. The agents can then output the results of their individual
behaviour to the console or write it to a binary data file which can be used for
post processing.

4 Model Testing

Example models have been designed in an attempt to build agents that mimic
behaviours described in the aforementioned literature on frog modelling.

4.1 The E. coqui Male Calling Behaviour

The modelled E. coqui has, aside from position and an ID provided by the
simulator, the attributes listed in Table 1.

Table 1. Attributes of the template frog and their distribution

Attribute (value) Description

intensityThr (0.8) Minimum Sound intensity to trigger response, in-
tensity level at source is 1.0

CallStrength (35–50) How far a call travels before reaching intensity
level 0.5

EnergyLvl (0.0–1.0) Amount of energy a frog starts out with
EnergyRegenRate
(0.01–0.0125)

Amount of energy a frog regenerates every second

CompelRegenRate
(0.02–0.04)

If the frog has not registered any neighbouring
calls for a while it will perform a spontaneous call
once the Compellevel goes to 11. The regenrate
determines how much the compel level regener-
ates every second, and any call made will reset
the compel level. This attribute determines how
bold the frog is.

The model will actively attempt to avoid call overlap with its two strongest
neighbours, which is a normal E. coqui male behavioural pattern taking on an
asynchronous behaviour. The duration of the E. coqui call is 375[ms]; the model
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takes this into account, as well as the frog’s neural processing time of approx.
35[ms].

The frogs are placed in a grid, with equal distance to one another.
The distribution function for the call events sound intensity is defined as an

exponential decreasing function, which outputs a sound intensity level between
0 and 1 as a function of distance from origin. The frogs in the simulation will
ignore any intensity level below 0.8 (calls made more than 6 to 8[m] away).

The model registers, via a special data collector agent, how many calls it has
made with no neighbouring overlap, with overlap from a single neighbour and
how many calls it has attempted to make with no overlap.

The simulation area size is 10x10[m], and three simulations with increasing
density is run, with 15, 35 and 63 frogs. Each simulation is run 5 times.

Results. In a sparse environment with 15 frogs, all frogs managed to expend
their energy as fast as it regenerated. Thus they performed optimally from an en-
ergy point of view. 82–87% of all calls were made asynchronously with the chosen
neighbouring callers the rest were performed with overlap. The frog managed to
anticipate when neighbouring callers would call in more than 98% of the cases.

With 35 frogs, the average percentage of success rate is 80–82%, the call
frequency falls as a consequence of the density increase, the anticipation rate
remains as 98%.

At 63 frogs, the average success rate is 79–80%, again the call frequency falls
slightly, anticipation rate stays above 98%.

Discussion. We observed that the proportion of calls overlapping with a chosen
neighbour changes slightly with increasing density of frogs, for the range of
densities tested. It was hoped that over time the model would cause the frogs
to settle into a regular rhythm, and they did manage that reasonably well. The
Model did not achieve complete antiphonal success though. The reason for this
is probably that while one frog might consider another a neighbour, the vice
versa is not necessarily true due to the variance in call strength.

Since agents were not able to move in this simulation, the individuals were
forced to remain where initially placed, rather than being able to move to a more
favourable position as a real frog might. The implementation of the states identi-
fied in the stochastic model could also give a more dynamic calling environment,
and possibly decrease the overall call overlap.

It is worth noting the simulation results are heavily dependent on how likely
the frogs are to initiate a call spontaneously and how advanced their call antic-
ipation algorithm really is. Further observation into E. coqui calling behaviour
could give a more precise view of how bold these frogs generally are.

4.2 Modelling Female Mating Call Response

For some species of frog females will perform courting calls[16]. These calls serve
to entice nearby males to perform courting calls of their own. In this simulation
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we designed a female frog that move around the environment at random. When-
ever she comes within the vicinity of a strong male caller, as determined by the
sound intensity, she will begin responding with a courting call. This will cause
every male in the females vicinity to increase their call frequency and intensity.
After a couple of seconds of courting, the female then moves to another location,
looking for another group of males to entice.

Results. The movement and calling of the frogs in this simulation is visualized
via a separate piece of software developed to enable visualization of the agent
event activity[7]. The visualizer showed that the model was successfull. The
females courting call will incite nearby males and they will then increase their
call frequency either until the female stops courting or they run out of energy.
Once the female stops courting the courting males fall silent, while their energy
replenishes. Once replenished the males resume with regular mating calls.

Discussion. Simulating movement and its effect on results, is something that
still needs to be researched properly. This simulation merely demonstrates that
it is something the simulation core will support. However more advanced models
will need to be designed in order to achieve proper results that are applicable to
real behaviour of the simulated animal.

5 Further Work

There are also many possibilities for further study of the simple frog model
described above: a full investigation of the effects of the various parameters on
the population behaviour is the most pressing. Extension of the decision model
to improve its abilities to desynchronise with its neighbours is also indicated.
For instance, one might include a random back-off interval after a call, as is used
in algorithms for coordinating access to shared media such as ethernet links or
wireless spectrum.

Performing biomimetic modelling has proven to be no simple task. The E.
coqui model’s relatively simple behaviour requires several hundred lines of script
coding. If the tool is to be used more generally by non-programmers, a lot of
the functionality needed to make a model must be implemented in a library of
building blocks of some kind. Fortunately, Lua allows several straightforward
ways to accomplishing this. Alternatively, a domain-specific modelling language
could be devised, though by its very nature this restricts the freedom of the
modeller while simplifying the expression of models that are supported by the
language.

There are also many possibilities for expansion of framework, both in regards
to model features and expansion of the simulation core. While the modelling
capabilites meet our basic requirements of scalability to large numbers of agents
(tests with thousands of agents and hundreds of thousands of events have been
run), there are some extensions that would strengthen the behavioural modelling
capabilites of RANA.
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The frog taxonomy is very diverse, and the communication algorithms each
sub-species employ varies greatly, due to environmental factors and the phys-
iology of the animal. Unfortunately, documentation of frog communication al-
gorithms is quite sparse, and to enable the modelling of individual agents it is
important to perform species specific field work which entails setting up listening
arrays to localise individual frogs while providing data on call timing and call
characteristics. Furthermore, unobtrusive observation on the habitat may un-
cover movement patterns of males and females and general behaviour patterns.
Other aspects such as mating success rate of satellites versus callers could also
be uncovered better. This fieldwork will allow improvements to be made to the
basic model frogs as further significant factors influencing calling are identified
and taken into account.

The agent should also be able to query relevant factors of its local environ-
ment, such as temperature, humidity and lighting level. To enable this the sim-
ulator should include some environment simulation; as a minimum, a map of a
habitat could be loaded into the simulator along with some known environmental
parameters. Frog models could them employ movement to find ebvironmentally
favourable spots from which to call.

6 Conclusion

A new modelling tool, RANA, has been presented which supports high-volume
and high-precision agent-based modelling in which environmental physics plays a
significant part in the interaction of agents. The simulation core handles the ex-
change of events with micro-second timing precision, while agents employ models
coded as Lua scripts to initiate, receive and respond to events. The tool was de-
veloped to support agent-based modelling of calling frogs and is illustrated with
a simple simulation of the ansynchronous calling behaviour of the Puerto Rican
Tree Frog.

The simulator incorporates features that allow the modelling of individual
decision processes dependent on local environmental factors and internal state
as well as communication from other agents. As such, it can be used for other
simuation tasks in addition to the frog-modelling which provided the primary
motivation for the work. Multispecies simulations are straightforward, as each
agent acts as an individual with its own decision model.

Several proof of concept simulations have been performed using RANA, such
as doing a template frog simulation that include females traversing the environ-
ment inciting males with courting calls. As well as predation and elimination of
species based on call performance.
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Abstract. The insect has a navigation ability to estimate the direction
to their habitat using visual information after finding their food. It is
known that many insects including ants can use visual snapshot around
them for homing navigation. Inspired by this navigation ability of insect,
many navigation algorithms have been suggested. One of the navigation
algorithms is the average landmark vector (ALV) algorithm to calcu-
late the direction to the target location relative to the current location.
This algorithm is based on the observation of landmarks from visual in-
formation. Observing and identifying landmarks in real environment is a
challenging problem. For the snapshot model, the feature extraction from
the visual image plays an important role. Segmentation or clustering over
color pixels may not provide a robust solution to find landmarks in the
snapshot model. In this paper, we suggest that a vertical edge features
with neighbor pixel colors can be a very efficient and effective solution
to identify landmarks. These vertical edge features are not warped by
the movement of camera, and they maintain the characteristic for the
movement of a robot. We test a new algorithm of detecting these verti-
cal edge features as landmarks and finding the correspondence between
those landmarks at the nest and at the current location. As a result, the
algorithm easily determines the homing direction.

1 Introduction

Collett et al. has studied the navigation capability of insects [1]. They mainly
observe the navigation behavior of honeybees and ants. These insects use their
visual information to find the direction to the target location. It is reported that
the bees and ants not only use their visual information to navigate, but also
can learn about the location of landmarks. Identifying landmarks is a key in the
navigation algorithm[2].

From this navigation ability, the “snapshot hypothesis” has been suggested [9].
This hypothesis claims that the insect can find target direction by comparing
scenes at the target location and at the current location. With this hypothesis,
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many navigation algorithms have been suggested [8]. Lambrinos et al. apply
this navigation method of insects to the real robot [13]. Their work provides
an algorithm called the Average Landmark Vector (ALV) [3]. This algorithm is
based on landmark vectors which are defined by unit vectors from its location to
observed landmarks. The difference of average landmark vectors at the target and
the current location directs the target direction relative to the current location.
This algorithm needs identifying landmarks in the visual snapshots [15]. We
suggest that detecting vertical edge features as landmarks and their ALV vectors
can easily determine the homing direction.

Interestingly, the concrete line can be a landmark in the insect behavior [4].
From this idea, we use the vertical edge features as landmarks. To confirm the
correspondence between the edge lines, we apply the histogram of oriented gra-
dient (HOG) descriptor technique. The histogram of oriented gradient descriptor
generates descriptors for lines. This feature has been used to detect human be-
ings [5] [12], and it is a good candidate for landmark discrimination. In our
approach, a set of the HOG feature over vertical edges can determine the sig-
nature of a landmark. The signature of landmarks in the home snapshot and
compare to those in the snapshot taken at the current location, and then a set
of valid landmarks can determine the homing direction using the ALV algorithm.

2 Method and Material

2.1 Experimental Environment

We construct an environment to obtain the image information. In this environ-
ment, there are many kinds of objects in the environment like cabinets, chairs.
Front and rear view of the environment is in figure 1(c), (d). We set the testing
area in the environment, and we divide the area into grid, and obtain the images
from the points. The distance between adjacent grids is about 20 centimeter.
We set a point at the center of grid as the target location. The top view of the
environment is given in figure 1(b).

2.2 Image Processing

In the environment, we take images to find the target location relative to current
location by comparing image from two locations. We use the omni-directional
camera to obtain visual information around the camera. An example of omni-
directional camera is in figure 1(a). This image is warped by spherical mirror.
We warp this image into a panoramic image. We use the nearest interpolation
rule to warp this image. The result image is in figure 1(e).

These panoramic images are still warped along the y-axis. This is the reason
why we choose the vertical edges as landmarks. We can calibrate this warping
effect, but this procedure may include loss of information by interpolation.
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Fig. 1. (a) Omni directional image, (b) Overall environment, (c) Front view and a
robot, (d) Rear view of the environment, (e) Converted panoramic image

2.3 Line Detection

First, we obtain the edge of image, and mapping this into the Hough coordinate.
Example of this is in figure 2. We apply the canny edge detection, and the
result image is in figure 2(a). This edge image can show the edge image well.
This includes many line segments. With this image, we map this image into
the Hough coordinate. The relationship of the Hough transform for an edge
point is shown in the figure 2(b). In this figure, the distance from the origin
and the tangential angle are the axis of the Hough coordinate. For this mapping
relationship, an edge point is mapped into a curve on the Hough coordinate. The
mapping result is in figure 2(c). Each curve implies one edge point. Crosses on
the figure are representing the local maximum points of this graph. We can find
many line segments in this graph. The result of line detection is in figure 2(d).
This includes too many line segments to use landmarks. The landmarks need
to have its own characteristic, but the many lines are much overlapped or are
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Fig. 2. (a) Edge detection of a panoramic image, (b) Mapping relationship (c) Mapping
result and clustering, (d) Detected lines, (e) Detected vertical lines

not located in the right place. To refine this result, we filter those lines by
choosing the appropriate angle θ (−20◦ 20◦) degree as shown in figure 2(c). In
the figure 2(e), we can obtain vertically oriented edges will be the candidate of
landmarks.

In figure 3(a) (left), we detect vertical lines in the panoramic image at the
current location and target location. For these the detected lines, we need to find
the correspondence between lines. Some of lines at the current location disap-
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Fig. 3. (a) (left) Detected vertical lines at the current location and target location. The
blue box is the window to build the descriptors, (right) Descriptors for each window
(b) Distance between descriptors.

pears or popped up at target location. This difference of observations is caused
by changed observing locations and different point of views towards objects. This
observing location difference cause the difference of observing angle of objects.
To find out the correspondence between landmarks at both locations, we apply
the histogram of oriented gradient (HOG) technique. This technique generates
the descriptors of each landmark. We set a window for each detected line. The
width of window is 40 degree, and the height of this window is the same with
the height of panoramic image. An example of this window is the blue box in
figure 3(a). For this window, we apply the R-HOG filters to generate the de-
scriptors for each vertical line. We calculate gradients for each pixel on window
along x-axis, and y-axis. We also calculate an orientation from the gradients.
Binning of these orientations on the window is the HOG descriptor. An example
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of the descriptors for the edge of line at edge features is shown in figure 3(a)
(right). These descriptors at the corresponding line are similar. For one line edge
at the current location, we compare the HOG feature to that for each candidate
line at the target location. The distance between a pair of the HOG features
for all candidate line edges is shown in figure 3(b). We can confirm the right
corresponding line at target location has minimum distance.

2.4 Refining Processing

To improve the performance, there is a refining process available. The correct
matching of edge features has no much change of angular position in the omni
directional image while wrong matching has large displacement. We calculate
the amount of landmark shift along the x-axis in the panoramic image for a
matching, and filtering it. If there is a matching of edge features whose displace-
ment along the x-axis is over than a threshold, no correspondence of matching
is found. We use a window to build the HOG descriptor, but we can divide this
window into many sub windows to expand the descriptor. We divide this win-
dow into 3 by 3 sub-windows. We have total 48 dimension descriptors for each
edge. For a detected vertical edge at the current location, we compare this to
all candidates in the target location, and find the edge feature which has the
minimum difference of signatures.

This processing is weak to occlusion. This occlusion problem causes serious
degrade of performance. We need to solve this problem with additional pro-
cessing. After finding the corresponding edge feature at the target location, we
compare this edge feature to those of all detected vertical edges at the current
location. For the correspondence matching of edge features, we calculate the
matching distance between the HOG descriptors and find the minimum distance
to determine the correspondence of landmarks. Here, we only allow one-to-one
correspondence. If there are multiple candidates over the target landmark, we
take the best candidate with the minimum matching distance.

3 Result

In the experiments, a robot takes snapshot images at each location and deter-
mines homing direction. The robot extracts vertical edges by the Hough trans-
form, and initially uses these as landmarks. We apply the HOG descriptors to
find the correspondence between landmarks. With these landmarks, we apply
the ALV method to estimate direction toward the target location at the center
of test area in figure 1(b).

Figure 4(a) shows estimated homing direction toward the target location from
the current location. This result shows the performance using a window with 40
degrees (−20◦ 20◦) around the vertical edge. To find the optimal size of window,
we tested the performance depending on the window size in figure 4(b). The
performance is evaluated by the average angular error over all tested points,
and its standard deviation. This result implies that a window of 60 degrees
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Fig. 4. (a) Estimated target(center of area) direction from current location(start point
of vector) before refining process. (b) Average angular error by different size of window
for the HOG descriptor.

Fig. 5. Estimated target direction after refining process

(−30◦ 30◦) around the vertical edge is most suitable for the environment, but
its computational cost is increased proportionally. For this reason, we use a
window of 40 degrees with similar performance to find the target direction. We
use the R-HOG filter to build the HOG descriptor of window around the vertical
edge.

We apply the refining process, and its result is in figure 5. These processes
are much complex than using just the HOG descriptor, but the performance is
drastically improved. In this process we use a window of 40 degrees for the HOG
descriptor, 9 sub-windows, and 50 degree cut-off threshold for correspondence
matching. The average angular error of this algorithm is 12.58 degrees, and its
standard deviation is 9.73 degrees for all the grid points in the testing area.
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Fig. 6. Performance Comparison.(a) Using Difference of the Gaussian feature extrac-
tion, (b) Maximally stable extremal regions feature extraction. (c) Lukas-Kanade opti-
cal flow, (d) Horn-Schunk optical flow (e) Average angular error and standard deviation
for each algorithm.
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4 Discussion

Many insects find their way, even though they have relatively a small size of
nervous system. The ALV algorithm requires observing or identifying landmarks.
We suggest detecting vertical edges can be a solution to identify landmarks rather
than extracting segmentation of an image. It is reported that ants use edges for
landmark detection [4]. We apply the Hough line detection to find the vertical
line in an image. For these vertical edges, we use the HOG descriptors for each
edge feature. With these edge features, we find the correspondence between
landmarks at the current image, and at the target image. Then the refining
process helps filter out noisy edge features or wrong matching.

We compare our method with another method [7]. Those methods use the
feature extraction techniques, the different of the Gaussian(DoG), and the max-
imally stable extremal regions(MSER) feature extraction. Those algorithms gen-
erally provide robust feature points. Here, we take extracted feature points as
landmarks, and then apply the ALV algorithm over the landmarks. We tested
those methods in our environment, and calculate estimated target direction for
each grid point The optical flow algorithm is also available to find the landmark
correspondence [10]. They apply the block matching algorithm to find the op-
tical flow, but we apply the Lukas-Kanade method [11] and the Horn-Schunck
algorithm to calculate optical flow. Similar to the above methods, we estimated
homing direction for all test points. The vector maps for homing are shown in
figure 6. When we compare the angular errors of homing direction, our method
with edge features shows significantly better performance.

5 Conclusion

The ALV (Average Landmark Vector) algorithm estimates the direction toward
the target location relative to the current location. This requires identifying land-
marks, but this has difficulty in the image processing in terms of robustness and
efficiency. Thus, a holistic approach like image distance method has been attrac-
tive for homing navigation. In this paper, we suggest a robust landmark detection
based on edge features. The method shows a quite effective homing navigation
in real environment. Many landmark-based methods experience much difficulty
in landmark extraction. The suggested method uses vertical edges which are
mostly invariant to warped images and the edge feature over neighbor pixels
can be good candidates of landmarks. It is not known yet what kind of visual
processing or landmark extraction process insects use. Our method may possibly
provide a hint of understanding landmark-based navigation for insects.

Acknowledgments. This work was supported by the National Research Foun-
dation of Korea(NRF) grant funded by the Korea government(MEST) (No.
2012R1A2A4A01005677).
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Abstract. Ants, bees and wasps are central place foragers. They leave
their nests to forage and routinely return to their home-base. Most are
guided by memories of the visual panorama and the visual appearance of
the local nest environment when pinpointing their nest. These memories
are acquired during highly structured learning walks or flights that are
performed when leaving the nest for the first time or whenever the insects
had difficulties finding the nest during their previous return. Ground-
nesting bees and wasps perform such learning flights daily when they
depart for the first time. During these flights, the insects turn back to
face the nest entrance and subsequently back away from the nest while
flying along ever increasing arcs that are centred on the nest. Flying
along these arcs, the insects counter-turn in such a way that the nest
entrance is always seen in the frontal visual field at slightly lateral po-
sitions. Here we asked how the insects may achieve keeping track of the
nest entrance location given that it is a small, inconspicuous hole in the
ground, surrounded by complex natural structures that undergo unpre-
dictable perspective transformations as the insect pivots around the area
and gains distance from it. We reconstructed the natural visual scene ex-
perienced by wasps and bees during their learning flights and applied a
number of template-based tracking methods to these image sequences.
We find that tracking with a fixed template fails very quickly in the
course of a learning flight, but that continuously updating the template
allowed us to reliably estimate nest direction in reconstructed image se-
quences. This is true even for later sections of learning flights when the
insects are so far away from the nest that they cannot resolve the nest en-
trance as a visual feature. We discuss why visual goal-anchoring is likely
to be important during the acquisition of visual-spatial memories and
describe experiments to test whether insects indeed update nest-related
templates during their learning flights.
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1 Introduction

Many insects, in particular ants, bees and wasps, are competent navigators and
are known to heavily rely on vision to memorize places and routes (reviewed in
[1,2]). The landmark panorama [3,4], the sun, the pattern of polarized skylight [5]
and even the Milky Way [6] provide them with an external compass reference.
For visual homing, insects acquire scene memories at their nest or at newly
discovered feeding sites during highly structured learning flights or learning walks
[7,8]. There is evidence that insects acquire locale memory during this learning
process, in particular visual information that allows them to subsequently return
to the goal [9,10,1]. A common feature of learning flights and learning walks is
the way, in which the insects carefully control where they see the nest entrance
as they pivot around and back away from the nest (see references in [1]). This
appears to be a crucial element of acquiring views for homing, most probably
because it allows insects to memorize the visual panorama always in association
with the goal direction. In ground-nesting wasps, the nest entrance position is
clearly under visual control, because the insects track a small patterned disk
when it is moved away from the nest entrance [10]. In contrast, ants use path
integration information when they turn back and look across the nest during
their learning walks [8].

For flying insects, there are several options to keep track of the nest entrance
position: they may continuously update their position relative to the nest, based
on estimates of their own movements, that is, use path integration information,
like ants do [8]. However, it is not clear how accurately flying insects could employ
path integration in this task, considering that they operate in three dimensions
and at high speed. Learning flights have also been considered and modelled as a
procedure akin to SLAM (simultaneous localization and mapping) [11], which,
however, would appear to be quite computationally demanding.

Our aim here is to explore the possibility that insects visually track the nest
entrance and its immediate visual environment (see [9,10,12]). We pay particular
attention to the problem of tracking a location in the natural environment of
ground-nesting wasps and bees that undergoes complex visual transformations as
the insects pivot around it and gain distance from it. We will show that the nest
direction can be estimated by means of a dynamic template update procedure,
even in situations in which the nest entrance itself cannot be resolved due the
limited resolution of the insect eye.

We proceeded in two steps: First, we used an existing data bank of recon-
structed views during the learning flights of bees and wasps (e.g. [13,14,15]) and
remapped these images according to an equidistant fisheye projection. In the
second step, we developed and tested seven different template tracking meth-
ods and analysed how well each kept track of the nest location in these image
sequences. We find that tracking is robust, provided templates are dynamically
updated and suggest that the comparison of nest-registered snapshots with what
a homing insect currently sees can in principle be used to predict the movement
direction required to reach the goal position.



110 N. Samet et al.

a
0 100 200 300 400 500 600

−60

−40

−20

0

20

40

60

80

100

120

140

[d
eg

re
es

]

frame numberb

Fig. 1. a) The trajectory (blue curve) of a ground-nesting bee’s learning flight, over-
laid on a frame recorded with the downward looking high-speed camera. Black arrows
indicate head orientation, plotted every 5th frame, i.e. every 20ms; red dots highlight
positions where the nest is ”head-on”, i.e. at 0◦ azimuth in the bee’s visual field). The
red cross indicates the nest position. The green dots highlight metal pins in the ground
that were used to determine the transformation between the high-speed stereo system
and the computer model of the environment. b) Head orientation (black curve) and
azimuth angle of the nest in the visual field (green). The red dots (as in a) and the
dashed vertical lines indicate 0◦ nest azimuth angle.

2 Reconstruction of the Visual Input Perceived by
Insects

For this study we used existing learning flight data of three ground-nesting wasps
(Cerceris australis) and of one ground-nesting bee (species not identified). In the
following we describe briefly our approach for reconstructing the visual input the
insects perceived during these flights, which forms the basis for the evaluation
of our nest tracking hypothesis.

2.1 Recording and Path Reconstruction of Learning Flights

Wasps and bees were filmed with high-speed stereo cameras at 250 fps. The
angle between the two cameras was about 90◦: while one camera was viewing
the recording area from above, the second camera was positioned close to the
ground, viewing the scene from the side. The 3D flight path and the head yaw
orientation were determined frame-by-frame using custom-made software (see
[13,16] for details).

As example we show in figure 1 the flight path and the head orientation for the
learning flight of a ground-nest bee. Interestingly, the nest is rarely seen directly
in front (at 0◦ azimuth in the visual field) but is kept most of the time at 20◦-
50◦ in the lateral visual field. Furthermore, head orientation does not change
smoothly but abruptly. Between these fast turns, which are called “saccades”,
the head orientation is kept virtually constant.
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a b

Fig. 2. a) Rendered image showing the part of scene that is seen by the downward
looking high-speed camera (see figure 1 a). b) Panoramic image (covering 360◦ × 180◦

in equi-rectangular projection) rendered with 2 pixels/degree at a position of the learn-
ing flight (frame 216, see figure 1 b), where the bee faces the nest entrance, which is
highlighted by a red arrow.

2.2 Generating Computer Models of the Local Environment

We generated 3D models of the environments in which we had recorded the
learning flights of insects. For the bee environment (Mount Majura Nature Park,
Canberra, Australia; flight recorded January 2012) we used a combination of 3D
reconstruction tools [14]. An area around the nest entrance covering about 1m2

was reconstructed using bundle adjustment with sub-sequential dense pairwise
stereo processing on a set of 40 photos that were taken with a 10 mega-pixel
camera with ”locked focus” setting. This high resolution local model was com-
plemented with point clouds acquired with a laser-range finder colour camera
combination (Z+F IMAGER 5006). The different parts of the model were aligned
using a set of large metal pins (some of them are visible in figure 1 a). Examples
of rendered images are shown in figure 2.

The wasp learning flights were recorded in 2006, when we had no reconstruc-
tion equipment available. We thus modified our approach for generating a 3D
model of that environment. Local models covering the nest entrances and their
neighborhood (in an area of about 35 cm×45 cm) were created by manually iden-
tifying about 270 corresponding points in stereo images and determining their
3D coordinates. The resulting 3D points were then triangulated and a video
frame of the downward looking camera was mapped to the resulting wire-frame.
In addition a 3D model of the surrounding scene was generated using the Z+F
IMAGER 5006 in 2011. While the fine structure of the local scene had changed
noticeably, the overall depth structure of scene remained, even after 5 years,
basically the same. The model acquired with the laser-range finder and the lo-
cal model were registered using nails hammered into the ground (which had
remained there for more than 5 years).

2.3 Rendering Insect Views

After determining the transformation between the stereo camera system and
the computer model by means of markers in the ground, images can be rendered
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along insect flight paths. We use six virtual cameras oriented along the six nor-
mal vectors of a cube to cover the large field of view of insect eyes. The rendered
views were converted to grey-level images and then remapped to a single pla-
nar image according to an equidistant fisheye projection (“f-theta lens”) with
radial resolution of either 1◦/pixel or 2◦/pixel (see examples in figure 3). The
optical axis of this virtual fisheye lens was pitched by −45◦ with respect to the
horizontal, which helped to reduce distortions in the image regions relevant for
tracking. For the learning flight of the ground-nesting bee we used in addition
also a pixel mapping that resembles the spatial sampling of the eyes of a worker
honeybee [17]. Although not necessarily an exact eye model for that particular
species, this representation allowed us to study the “hand-over” of the tracked
region between the two eyes (see figure 6).

3 Methods for Nest Tracking

In this section we introduce our methods for testing the nest tracking hypothesis.
We use a comparatively simple template-based approach, which we consider bio-
logically plausible because it shares similarities with current view-based models
of insect navigation [2,18].

Suppose that we have the image sequence of a learning flight {In} where
n = 1, 2, 3, ... is the frame number. We attempt to track the nest through the
learning flight sequence by extracting an initial square template T from the first
frame I1 with the nest in the centre. We then search for the region in the following
frame(s) that matches the current template best. Assuming a reasonably high
frame rate, the nest cannot change its location much from frame to frame and
the search can be restricted to an area centred around the best matching region
in the previous frame.

We used two different similarity functions for determining the best match
between the template and image regions within the search area. We select the
position (xopt

n , yoptn ) either of the minimum of the Sum of Squared Differences
(SSD),

SSDn(x, y) =
∑
x′,y′

(Tn(x
′, y′)− In(x+ x′, y + y′))

2
,

or of the maximum of the Normalized Correlation Coefficient (NCC),

NCCn(x, y) =

∑
x′,y′(Tn(x

′, y′)− T̄n) · (In(x+ x′, y + y′)− Īn(x, y))√∑
x′,y′(Tn(x′, y′)− T̄n)2 ·

∑
x′,y′(In(x + x′, y + y′)− Īn(x, y))2

.

With n indicating the frame number and T̄n, Īn(x, y) the mean pixel value of
template and image region.

We tested seven variants of template-based methods (M1-M7) for nest track-
ing that differ in the way the template is updated:

M1: No Template Update.We use the template extracted from the first frame
of the learning flight to find matches in all the subsequent frames: Tn+1 = T1

for all n ≥ 1.
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M2: Template Update (in each frame). M1 is likely to fail when the insect’s
distance to the nest entrance increases. As a simple solution to this problem we
update the template continuously in order to keep the similarity high between
the template and the current nest region: Tn+1 = crop(In, x

opt
n , yoptn ) for all

n ≥ 1, where ’crop(I, x, y)’ describes the extraction of the template from image
I at position (x, y).

M3: Template Update on Rotated Image. Due to the rapid changes in
head orientation (see figure 1 b), even a template that is updated in each frame
can give a poor match after a saccade and can cause significant deviation of
the best matching image region from the image part containing the nest. How-
ever, saccadic head movements are initiated by the insects themselves and pure
rotations, so that the image shifts they generate are predictable and can be ac-
counted for by, for instance, an efference copy command. M3 is an extension of
M2: It compensates for turns by counter-rotating both the previously updated
template (as described for M2) and the centre of the search region.

M4: Template Update on Rotated Image with Contour Detection. A
problem with M2 and M3 is that the area of best match tends to drift away
from the nest region due to the accumulation of small errors with each update.
In order to remove this template drift, at least as long as the nest is visible in
the image, we added, as an extension of M3, a contour detection stage. Contours
are determined around the position of the best match. Then, assuming that the
contour closest to the position of the best match belongs to the nest, the tem-
plate is updated with the image region centred at this contour.

M5: Template Update on Rotated Image with Rotation Angle Thresh-
old. An alternative approach, in particular in case the nest entrance is not
detectable at later stages of the learning flight, is to try to limit the number of
template updates. M5 is a variation of M3: we compensate for rotations but keep
the current template unless the rotation angle is larger than a defined threshold
value.

M6: Template Update on Rotated Image with Cumulative Angle
Threshold. Instead of considering just the turn angle between consecutive
frames as in M5, we now update the template only if the cumulative turning
angle, i.e. the change of head orientation since the last update, exceeds a certain
threshold.

M7: Template Update on Rotated Image with Matching Score Thresh-
old. This method is similar to M5 and M6. However, instead of the rotation
angle we consider the matching score. The template is updated only if the sim-
ilarity between the current template and the current best match falls below a
certain threshold (for the dis-similarity measure SSD we update the template
only if the matching score raises above a certain threshold).

Each of these tracking algorithms was implemented in C++ using the tem-
plate matching methods provided by the OpenCV library (http://opencv.org).
The implementation uses 40 by 40 pixel templates and the search area was re-
stricted to a 70 × 70 pixel region. For M5 and M6, threshold angles for head
rotation were fixed to 5◦ and 10◦ (cumulative angle), respectively. The matching
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1 130 261

Fig. 3. The first, an intermediate and the last frame of wasp learning flight 1. The
dashed rectangle overlaid on frame 1 depicts the central part of the image used to
display the tracking sequences in figure 4. Red arrows point to the nest position.

score threshold of M7 was set empirically to 3 × 106 for SSD and to 0.70 for
NCC.

4 Experiments and Results

In this section, we will first show detailed results for the different tracking meth-
ods focusing on wasp learning flight 1. We will then present results of the tracking
methods for different learning flights and investigate the effects caused by reduc-
ing the resolution of the images and the precision with which the rotation angle
is known.

Figure 3 shows three example frames from wasp learning flight 1 which con-
sists of 261 frames reconstructed at 50 fps (i.e. at every 5th position of the
recorded flight path that was filmed at 250 fps). The red box in the first frame
highlights the image region centred around the nest entrance that is used as
initial template. The green square depicts the search area for the next frame. As
can be seen from figure 3, apparent size of the nest entrance becomes smaller
and eventually invisible. Images were rendered with 1◦/pixel, which is still higher
than the resolution of most insect eyes, including those of wasps and bees [19].

As illustrated in figure 4, the performance of individual tracking methods is
quite different. We defined a tracking method to fail when the true nest position
is located outside the best matching image region (depicted by the red box).
The frames where this happened first are marked by a red cross in the lower
right corner. For the results presented in figure 4 SSD was used as similarity
measure. M1 has no template update and fails, as expected earlier than all other
methods, at frame 56. The continuously updating template method M2 can
track the nest region more than twice as long as M1, but fails at frame 138 due
to drifts because of rotation induced template mismatches. M3 and M4, which
both compensate for rotations, are successfully tracking the nest region for the
entire learning flight. M4 has almost perfect tracking performance until about
frame 150 after which the nest entrance is too small to be detected by the contour
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M1 ×

M2 ×

M3

M4
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56 115 138 220 236 261

Fig. 4. Frames were some tracking methods fail while others succeed for wasp learning
flight 1. Each row shows results for a different method, indicated by labels M1-M7 on
the left. Frame numbers are given below. Insets in the upper right corner of each frame
show the respective template. Red crosses in the lower right corners mark frames were
individual tracking methods failed first. Blue dots mark the true nest position. Red
boxes with a red dot in their centre show the best matching image regions. The green
rectangle defines the search area.
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finding algorithm. M5, M6 and M7 fail earlier because of the accumulating error
between updates, which causes the best matching region to drift over time.

In figure 5 a we plot the pixel error, i.e. the distance (in pixels) of the centre
of the best match from the true nest position in the image, for all methods over
the full duration of the recorded flight. On average, tracking can be slightly
enhanced by using the normalized cross correlation (NCC) instead of the sum of
squared differences (SSD) for calculating the matching score (compare figure 5 a
and b).

The proposed tracking methods were tested with 3 more learning flights in-
cluding a bee learning flight. Wasp learning flight 2 and wasp learning flight 3
consist of 164 and 220 frames, respectively, reconstructed at 50 fps. The bee learn-
ing flight has 610 frames reconstructed at full frame rate of 250 fps. As shown in
figure 5 c, tracking methods that regularly update the template and compensate
for rotations performed also best for wasp learning flight 2 due to the presence
of structures with high contrast close to the nest. On average, tracking methods
had the smallest error for wasp learning flight 3 (figure 5 d), most likely because
the entrance hole presented the only high contrast feature in the vicinity of the
nest (see inset in upper left corner).

Tracking results for the bee learning flight are shown in figure 5 e,f. Most
likely due to the higher frame rate, which reduces the amount of change between
consecutive frames, the simple continuously updating tracking method 2 is per-
forming much better for this flight (see yellow curve and compare with results
for wasp learning flights in figure 5 a-d that were reconstructed with 50 fps).

In order to see the effect of image resolution we also tested the tracking meth-
ods with half resolution images, i.e. 2◦/pixel instead of 1◦/pixel. As shown in
figure 5 f, error does not increase significantly despite the reduced image reso-
lution. The same conclusion can be drawn from the results with half resolution
images for wasp learning flights (data not shown).

Tracking methods M3-M7 compensate for head rotations by counter-rotating
the template and the centre of the search region (see section 3). For the results
presented so far we used the exact value of the turning angle. However, the
insects may not be able to predict saccade-induced image shifts accurately. We
confirmed that turning angles do not have to be known exactly, because adding
10% noise to the turning angles did not significantly affect performance (data
not shown).
Nest Tracking on Bee Eye Views. So far we considered images with a fisheye
projection that covered the full viewing sphere and thus the large field of view of
both insect eyes combined without the discontinuity introduced by having two
eyes. For modeling visual tracking of the nest in a more realistic way we created
views according to a model that resembles the spatial sampling of the eyes of a
worker honeybee [17]. Due to the binocular overlap, the nest, when located in
the frontal visual field, will be visible in both eyes (see left side of figure 6), which
may facilitate switching the tracking of the nest from one eye to the other.1 For

1 Interestingly, the binocular overlap is larger in the lower visual field (the region onto
which the image of the nest will be projected) than in the frontal visual field.
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Fig. 5. Performance of different template tracking methods for three wasp learning
flights (a-d) and one bee learning flight (e,f). SSD was used as similarity with the
exception of b) which shows results for NCC. Insets in the upper left corners show the
central part of the first frame of the respective learning flight; red boxes highlight the
initial tracking template. f) Angular error for half image resolution.

implementing tracking on bee eye views we extended the search area to both
eyes whenever the best match region found in the previous frames is close to the
inner border of an eye. The right side of figure 6 shows six example frames from
tracking method M2. The true nest location is kept within the region of the best
match for the whole sequence of 610 frames.
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1 75 145

310 410 600

Fig. 6. Tracking on bee eye views. Left: First frame of the bee learning flight. The
arrows highlight the nest entrance, which is seen in both eyes. The blue dotted curves
illustrate how the nest position moves across the visual fields of both eyes during the
learning flight, red dots highlight positions where the nest is seen by one eye only. The
dashed rectangle depicts the part of the image used for displaying tracking results on
the right side. Right: Example frames (with frame number below) illustrating tracking
results using method M2.

5 Discussion

Ground-nesting insects acquire a visual representation of their nest environment
during learning flights on departure. As the insects pivot around the nest en-
trance and back away from it, they carefully control where in the visual field they
see the nest. This cannot be achieved by a simple position servo, because the
visual appearance of the nest entrance and its immediate environment changes
as the viewing direction and the distance of the insect changes during these
flights. We have shown here, that we could track the image location of the nest
in the reconstructed views that insects experience during learning flights, using
updated template matching and a version of predictive tracking that accounts
for the image shifts generated by the saccadic head movements of insects.

The possibility that wasps and bees use template matching when keeping track
of the nest location can be tested by modifying high-contrast, artificial patterns
around the nest entrance during learning flights. It is already known that the
insects track such patterns when they are shifted [10] and a break-down of nest
position control in the visual field in the presence of rapid pattern changes (not
shifts) would indicate that the insects do employ template matching during their
learning flights.

Why is visual goal-anchoring so important during the acquisition of visual-
spatial memories? We suggest that it allows the insects to continuously form
a strong association between changing views and the direction to the nest. Af-
ter all, the purpose of this learning process is to ensure that sufficient information



Ground-Nesting Insects Could Use Visual Tracking 119

has been acquired to allow the insect to pinpoint its nest on subsequent returns.
The systematic, periodic structure of learning flights (in terms of the temporal
sequence of bearing and orientation changes) indicates that the insects have
several opportunities during these flights to check and re-check what they have
learnt for consistency.
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Abstract. The goal-directed navigational ability of animals is an essen-
tial prerequisite for them to survive. They can learn to navigate to a
distal goal in a complex environment. During this long-distance naviga-
tion, they exploit environmental features, like landmarks, to guide them
towards their goal. Inspired by this, we develop an adaptive landmark-
based navigation system based on sequential reinforcement learning. In
addition, correlation-based learning is also integrated into the system to
improve learning performance. The proposed system has been applied to
simulated simple wheeled and more complex hexapod robots. As a re-
sult, it allows the robots to successfully learn to navigate to distal goals
in complex environments.

Keywords: Goal-directed behavior, Sequential reinforcement learning,
Correlation based learning, Neural networks, Walking robots.

1 Introduction

Attempts to create autonomous robots that can move around and navigate to-
ward a (distal) goal have been ongoing for over 20 years [12]. A lot of effective
robotic navigation systems have been proposed. Some of them use internal repre-
sentations (e.g. generalized voronoi diagrams [9], place cells [10], etc). Others use
potential fields [11]. Reinforcement learning (RL) has been widely used for nav-
igation learning [2,10]. The learning process of RL systems is guided by reward
signals and based on a trial and error mechanism. This mechanism gives the
system an adaptive property to cope with different situations and unexpected
scenarios. However, RL systems require many learning trials to solve problems
that have large state spaces.

In this paper we present an adaptive navigation system based on sequen-
tial reinforcement learning. It is inspired by animal navigation behavior where
animals including gerbils [13] and ants exploit environmental features (land-
marks) to find the right direction. The presented system treats environmental
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landmarks as subgoals that guide the navigation process. In contrast to other
subgoal-based navigation systems [7,8], the presented system relies on exploit-
ing the local property of radial basis function networks to solve subgoal-based
tasks. These networks enable the system to perform such tasks efficiently in large
continuous spaces while keeping the system structure simple. Furthermore, the
special feature of our approach is the integration of correlation-based learning
(ICO learning) into the system. ICO learning acts here as adaptive exploration
which improves learning performance. The proposed system is tested on a sim-
ple wheeled robot and a more complex hexapod robot. It allows the robots to
effectively navigate to distal goals in complex environments.

2 Sequential Learning Strategy

The presented navigation system operates based on a sequential learning algo-
rithm which treats environmental landmarks as subgoals. By learning to reach
these subgoals in the right order, the system learns an entire trajectory which
leads to the final goal. This is done by performing a sequence of RL learning
phases. The term “learning phase” is given to a learning process that enables a
robot to move from one subgoal to the next. The robot receives a positive reward
each time it reaches a subgoal in the correct order. This order is defined by the
system designer. The system’s behavior is checked after a fixed number of trials
in a special test trial in which no exploration signals are produced to test the
learned policy. The policy improvements stop and the exploration signals are
turned off after a test trial for each learning phase that its related subgoal was
reached in the right order during the test trial (see Algorithm 3.3).

Using a normal RL system is insufficient for sequential learning. This is be-
cause it uses the same representation of the state space for different learning
phases. This causes the system during a learning phase to overwrite what has
been learned in other learning phases. Our approach to overcome this problem is
to feed the index of the current targeted subgoal as an additional input called the
Subgoal Definer (SD) input to the RL system. This enables the system to become
aware of the change that happens after reaching a subgoal. One dimension in the
input space is sufficient to enable the system to cope with any number of sub-
goals. Using this additional input gives a better representation of the state space
where the same state of the robot in the environment is represented differently
for different learning phases.

3 Adaptive Landmark-Based Navigation System

The learning process of the presented navigation system is an actor-critic method
[1], a special type of temporal difference (TD) RL. This method has an ability
to produce a smooth control signal because of its ability to handle continuous
action spaces. In addition, it is based on a biological learning model [6].

The proposed system consists of the following four units: 1) the actor 2) the
critic 3) the exploration unit 4) the final output policy unit. (see Fig. 1a).
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Fig. 1. (a) The proposed system’s structure and units. The TD error effect on the
system’s structure. (b) The upper/lower picture shows the effect of using an insufficient
big/small value respectively for the exploration unit’s parameter (w0,ico). (c) The input
signals’ ranges of the ICO exploration system.

3.1 The Actor and Critic

The actor is responsible for the policy. The critic estimates the expected total
payoff (V) value. During learning, the TD error drives the learning process by
guiding the actor’s policy and improving the critic’s estimation. The TD error
is calculated by:

δt = rt + (γVt)− Vt−1, (1)

where δ is the TD error. γ is the discount factor ∈ [0, 1]. V is the expected
total payoff value (V value). rt is the received reward at time step t.

Radial basis function (RBF) networks are used as function approximators to
give the system the ability to handle continuous spaces and to produce a smooth
control signal. Each RBF network consists of two layers. The first layer consists
of hidden neurons that have radial basis activation functions. The second layer
consists of output neurons. The output of each output neuron is calculated as
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the weighted linear combination of the hidden neurons’ outputs and given by:

yj(x(t)) =

H∑
i=1

wi,jvi(x(t)), (2)

where yj is the output of the j-th output neuron. x(t) is the presented input
signal at time step t. wi,j is the weight that connects the i-th hidden neuron with
the j-th output neuron. H is the number of hidden neurons. vi is the output of
the i-th hidden neuron which is constructed from the normalized Gaussian basis
functions as:

vi(x(t)) =
ai(x(t))

H∑
j=1

aj(x(t))

, (3)

ai(x(t)) = e−||ST
i (x(t)−Ci)||2 . (4)

Si is the diagonal matrix of the inverse covariance of the RBF neural network.
Ci is the function center of the i-th hidden neuron.

The RBF centers and variances don’t get modified during learning. However,
the network’s weights get updated according to a specific learning rule. Updating
a certain weight connected to a hidden neuron will have an effect on a local
area in the input space that is dominated by that neuron. Because of this local
property, our system is able to perform multiple learning phases by using only
one RL structure. RBF networks are used to implement the actor and the critic.
Using nonlinear approximators for both enables the system to cope with any
environment configurations. The weights of the critic RBF network are updated
by [1]:

dwi,cr(t)

dt
= λδvi,cr(x(t)), i = 1, 2, 3, ..M (5)

where λ is the critic learning rate. vi,cr(x(t)) is the output of the critic net-
work’s i-th hidden neuron. M is the number of hidden neurons in the network.

The actor improves the policy by learning previous taken actions that yielded
good outcomes. A class of algorithms called CACLA is used to update the actor
[3]. CACLA helps RL systems to perform stable learning in continuous action
spaces with a good convergence property. It exhibits better performance in com-
parison to other update rules. The actor network’s weights are updated by:

dwi,ac(t)

dt
= η(afinal,t − at)vi,ac(x(t)), i = 1, 2, 3, ..N (6)

where η is the actor learning rate ∈ [0,1]. afinal,t is the actual (final) action
value of the system at time step t. at is the actor’s output (action value) at time
step t. vi,ac(x(t)) is the output of the actor network’s i-th hidden neuron. N is
the number of hidden neurons in the actor RBF network.

The goodness of a taken action can be assessed by checking the TD error sign
at the next time step. Here, a positive TD error indicates that the previously
taken action was good while a negative TD error indicates that it was bad. This
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way, the actor learns towards a taken action only if the TD error is positive. On
the other hand, the previously taken action is ignored if the TD error is negative.

3.2 The Exploration Unit

This unit is responsible for producing an exploration signal. This signal is com-
bined with the actor’s output during learning to produce the system’s final out-
put (action value). It allows the system to discover new areas in the state space.
The function shown in Eq. 7 is used to produce the exploration signal [1].

εt(v) = ζΦtmin[1,max[0,
Vmax − Vt

Vmax − Vmin
]], (7)

where εt(v) is the exploration signal at time step t. ζ is a scale factor. Φt is
a Gaussian distribution noise with the mean of zero and the standard deviation
of one. Vt is the V value at time step t. Vmax and Vmin are the maximum and
minimum observed V values and they are assigned dynamically during learning.

A new exploration unit is integrated into the system to improve the perfor-
mance. This unit is added based on the idea of using landmarks as attraction
locations since they lead to the right direction. It produces a continuous signal
which pulls the robot towards a nearby landmark if it is located within a certain
range. Correlation-based learning, called input correlation learning (ICO learn-
ing) [4], is used to implement this unit. ICO exploration unit takes two input
signals: a predictive signal and a reflex signal and both are the relative angle
between the robot and the nearby landmark. However, they are received at dif-
ferent times. The predictive signal is received first then the reflex signal comes
later (see Fig. 1c). The output of the ICO exploration unit is given by:

εico = pw1,ico + r0w0,ico, (8)

where p is the predictive input. w1,ico is the plastic synapse of the predictive
input. r0 is the reflex input. w0,ico is the synaptic strength of the reflex input.

ICO learning correlates between these two input signals which gives the system
after learning the ability to predict the reflex signal before it happens and to
prevent it from happening. w1,ico changes according to the ICO learning rule:

dw1,ico(t)

dt
= μp

dr0(t)

dt
, (9)

where μ is the learning rate ∈ [0, 1]. The learning stops when the system is
able to pose the robot directly towards a nearby landmark within the predictive
range. The robot enters the reflex range after learning with the relative angle of
zero degree from the landmark to the robot (no learning occurs).

The reflex signal represented by r0w0,ico in Eq. 8 is able by itself to produce
this behavior. However, this is possible only if w0,ico is tuned carefully. The
tuning should enable the system to produce an output which is suitable for the
range of the input control signal and also for the frequency with which it is fed
to the robot. Choosing a bad value for w0,ico causes undesirable behaviors (see
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Fig. 1b). Tuning this parameter requires detailed information about the robot’s
structure. In addition, fixing it causes the loss of the adaptivity property and the
lack of flexibility against changes. ICO learning provides a powerful mechanism
to tune the system. w0,ico is fixed to a constant value1 and w1,ico is modified by
ICO learning until it converges to an optimal value which generates the desired
behavior while avoiding bad situations.

This unit could pull the robot blindly towards a wrong landmark because it
is not able to assess the quality of performing this behavior [2]. On the other
hand, the RL system assesses each action before it gets learned by the actor. The
assessment process is done using the received TD error. Based on that and since
the ICO system learns faster than the RL system, the unit’s output signal is
used as an additional exploration signal which aids the system during learning.
However, it doesn’t contribute in the final output of the system after learning.

3.3 The Final Output Policy Unit

The way the exploration signal is being used has a profound impact on the per-
formance. This unit combines other units’ outputs to produce the final output
(action value) of the system. The final output is determined as shown in Al-
gorithm 1. The algorithm produces the final output during learning. However,
after learning the actor’s output is the only one considered as a final output.

Algorithm 1: Determine the final output of the system

if a landmark is in the predictive or reflex range then afinal,t ← εico,t
else if the trial number mod 2 = 0 then afinal,t ← εt(v) + at

else afinal,t ← εt(v)
return afinal,t

4 Experimental Results

The proposed system has been applied to two simulated robots: the wheeled
robot NIMM [2] and the hexapod robot AMOS [5].

4.1 Experiment 1: NIMM in an Environment with Three Subgoals

The goal of this experiment is to investigate the system’s efficiency and to assess
the benefit of using the ICO exploration unit. The robot should learn to reach
two subgoals (1 and 2) and the goal (3) in the right order sequentially (see Fig.
2a). The robot receives +1 reward at each subgoal if it is reached in the correct
order. The robot receives four input signals: the relative angle from the three

1 Based on the range of the input control signal, the system designer specifies a rea-
sonable value for w0,ico. Even if this value is not optimal and causes undesirable
reflex behavior, this will not affect the ICO system final output after learning. This
is because this reflex signal will be eliminated when the ICO learning process ends.
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Algorithm 2: Sequential reinforcement learning algorithm

Initialization: the exploration is ON for all learning phases.
set wi,ac, wi,cr and w1,ico to 0.0
repeat

SD ← 0
repeat

x(t) ← sensory inputs & SD
if a test trial OR

the exploration is OFF for the current learning phase then

afinal,t ← at ←
N∑

i=1

wi,acvi,ac(x(t))

else

at ←
N∑

i=1

wi,acvi,ac(x(t)), Vt ←
M∑

i=1

wi,crvi,cr(x(t))

εt(v) ← ζΦtmin[1,max[0, Vmax−Vt
Vmax−Vmin

]], εico,t ← pw1,ico + r0w0,ico

if a landmark is in the reflex range then
w1,ico ← w1,ico + μp(r0,t − r0,t−1)

afinal,t = determine the final output of the system (Algorithm ??)
δt = rt + (γVt)− Vt−1

wi,cr = wi,cr + λδtvi,cr(x(t− 1))
if δt > 0 then wi,ac = wi,ac + η(afinal,t−1 − at−1)vi,ac(x(t− 1))

if the next subgoal is reached then SD ← SD + 1

until the termination of the current trial
if a test trial then turn the exploration off for all achieved learning phases

until the actor’s policy converges to an optimal one (i.e. the exploration is off
for all learning phases)

(sub)goals to the robot and the SD input. The system produces one control
signal to control the robot. The sign and the amplitude of the control signal
determine the steering direction (left or right) and the steering angle of the
robot, respectively. The number of hidden neurons in the actor and critic RBF
networks is set to 625. The number of bases on each input dimension of the actor
and critic is set to 5. The width of the Gaussian basis functions is set to twice
the distance between its center and the center of its nearest neighbor. The actor
learning rate η is set to 0.02 and the critic learning rate λ to 0.05. The discount
factor γ is set to 0.9999. For the ICO learning parameters, the ICO learning
rate μ, the predictive range and the reflex range are set to 0.4, 0.06 and 0.023,
respectively. For the exploration function parameters, the scale factor ζ is set to
0.5. Vmin is set to 0 and Vmax is assigned dynamically during learning.

The results shown in Figs. 2b and 2c show that the system is reliable and
effective to allow the robot to perform the sequential navigation task. It can be
observed in Fig. 2c that using the ICO unit has a significant impact on the system
performance. Based on this result, this unit will be integrated into the system
and used as an essential element of the system for any further experiments. The
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Fig. 2. (a) The set up of experiment 1. (b) The actor RBF network’s weights during
learning until the policy converges to an optimal one after 32 trials. (c) The average
number of trials needed until an optimal policy is obtained. The experiment was per-
formed 60 times. In 30 of them, the system operates without the ICO exploration unit
and 30 of them with it.

speedup factor of using the ICO exploration unit is calculated as follows:

The speedup factor =
learning time (trials) without ICO

learning time (trials) with ICO
=

180

63
= 2.85

4.2 Experiment 2: NIMM Robot in a Complex Environment

In this experiment a more complex environment is used where the subgoals are
placed far from each other. In addition, obstacles are installed between them to
make them harder to be reached. The robot should learn to reach all subgoals
(1, 2 and 3) and the goal (4) in the right order (see Fig. 3a). The robot gets
rewarded with +1 at each subgoal if it is reached in the correct order and with
-1 if it hits an obstacle. The robot detects obstacles using its infrared sensors.
The sensors’ signals are not used as inputs to the system. However, when the
sensors are activated, a negative reward signal is sent to the system. This usage
of the sensors’ signals is sufficient to enable the system to achieve the task. The
system produces one control signal to control the robot and it receives four input
signals: two inputs as the distance between the robot and the two transmitters
T1 and T2. One input as the relative angle from T3 to the robot and the SD
input. Determining the type of the input signals and the locations of the signal
transmitters is not arbitrary. These signals provide for the system a representa-
tion of the robot’s states in the environment. To perform a successful learning
process, this representation must be sufficient to cover all states and it must be
unique for different states. In the presented experiments, these conditions are
fulfilled. The number of hidden neurons in the actor and critic RBF networks is
set to 875. The number of bases on each input dimension of the actor and critic
is set to 5, 5, 5 and 7, respectively. The width of the Gaussian basis functions is
set to twice the distance between its center and the center of its nearest neigh-
bor. The actor learning rate η is set to 0.025 and the critic learning rate λ to
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0.06. The discount factor γ is set to 0.9999. For the ICO learning parameters,
the ICO learning rate μ, the predictive range and the reflex range are set to 0.6,
0.055 and 0.025, respectively. The exploration function is modified to produce
more curvy exploration trajectories as follows:

εt(v) = ζΦt(min[1,max[0,
Vmax − Vt

Vmax − Vmin
]])2, (10)

The scale factor ζ is set to 23. Vmin and Vmax are assigned during learning.
As observed from Figs. 3b and 3c the system successfully enabled the robot to
perform the navigation task even in a complex environment.

(a) (b) (c)

Fig. 3. (a) The set up of experiment 2. (b) The ICO exploration unit weight
during learning. It converges to an optimal value after 144 trials. (c) The ac-
tor RBF network’s weights during learning until the policy converges to an
optimal one after 183 trials. The average number of trials that are needed
until an optimal policy is obtained is 258±161. A video of this experiment
can be seen at [http://www.manoonpong.com/SAB2014/SVideo1.mpg]. In addi-
tion, another experiment for long-distance navigation learning can be also seen at
[http://www.manoonpong.com/SAB2014/SVideo2.mpg].

4.3 Experiment 3: AMOS in a Multiple-Goal Environment

The proposed system is used to control the simulated hexapod robot AMOS
[5]. AMOS’s walking ability relies on the movements of its six legs which are
controlled by signals received at the legs’ joints and produced by a two neurons
oscillator (CPG)[5]. The presented system produces one output signal. The sign
and the amplitude of this signal determine the steering direction (left or right)
and the steering angle of the robot, respectively. This signal is used to modify
the amplitude of the oscillator’s signals and thus it enables AMOS to turn left
or right. The robot should learn to reach all subgoal and the goal in the right
order which is 1, 2, 3, 4, 5 (see Fig. 4a). The robot receives four input signals:
two inputs as the distance between the robot and the two transmitters T1 and
T2. One input as the relative angle from T3 to the robot and the SD input. The
robot receives +1 reward at each subgoal if it is reached in the correct order
and with -1 if the robot hits an obstacle. The robot detects obstacles using its
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ultrasonic sensors. The number of hidden neurons in the actor and critic RBF
networks is set to 1512. The number of bases on each input dimension of the
actor and critic is set to 6, 6, 6 and 7 respectively. The width of the Gaussian
basis functions is set to twice the distance between its center and the center of its
nearest neighbor. The actor learning rate η is set to 0.03 and the critic learning
rate λ to 0.05. The discount factor γ is set to 0.9999. For the ICO learning
parameters, the learning rate μ, the predictive range and the reflex range are
set to 0.6, 0.13 and 0.07, respectively. For the exploration function parameters,
the scale factor ζ is set to 0.04. Vmin and Vmax are assigned dynamically during
learning. Figs. 4b and 4c demonstrate that the system successfully enabled the
hexapod robot to perform the navigation task.

(a) (b) (c)

Fig. 4. (a) The set up of experiment 3. (b) The ICO exploration unit weight dur-
ing learning until it converges to an optimal value after 109 trials. (c) The weights
of the actor RBF network during learning until the policy converges to an opti-
mal one after 172 trials. The average number of trials that are needed until an op-
timal policy is obtained is 346 ±265. A video of this experiment can be seen at
[http://www.manoonpong.com/SAB2014/SVideo3.mpg]

5 Conclusions

In this paper a powerful landmark-based navigation system is proposed. It is
based on sequential reinforcement learning. The experimental results show that
the system enables robots to successfully learn to navigate in complex scenarios
with high performance and a 100% success rate. The system is flexible to cope
with different environments as well as transferable to different robots. The in-
tegration of the ICO exploration unit into the system shows an impressive and
profound impact on the system performance.

In fact, using sequential RL provides a proof of concept template to solve
tasks that have a sequential nature (e.g. teaching a robot arm to make a cup of
coffee). A sequential task is a task that can be divided into smaller assignments
that should be performed in a specific order. In the future work, we will test the
navigation system on our real wheeled and legged robots. Furthermore, we will
look into the possibility of extending the system to give it the ability to determine
an optimal sequence of subgoals among different valid sequences. In addition, we



Adaptive Landmark-Based Navigation System 131

will investigate using new methods that enable the system to overcome partially
observable MDP cases (e.g. using recurrent neural networks[14]).
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Abstract. In this paper, we study a robust multi modal compass for
a vision based navigation system. The model mimics several aspects of
the head direction cells found in the postsubiculum of the rat. Idiothetic
information is recalibrated according to the learning of visual stimuli
associated to robust landmarks. The model is based on dynamic neural
fields allowing building attractors associated to the compass direction.
The novelty of the model relies in the way the decision of the sensor fusion
is re-injected in the visual compass allowing a robust decision-making.
Robotics experiments show the capability of the model to merge different
sources of information when their predictions are coherent. When the
information become incoherent because the inputs propose quite different
directions, the system is able to bifurcate on one coherent solution in
order to maintain the temporal coherency of its behavior.

Keywords: Autonomous and bio-inspired robotics, Navigation and map-
ping, multimodal sensors, action selection.

1 Introduction

One of the central problem, shared by most algorithms for autonomous mobile
robot navigation, is to obtain an estimate of the robot orientation. Except for
a few cases [21], [9], almost all the algorithms (SLAM, GPS algorithms, snap-
shot model derivations [5], appearance-based approaches ...) have to solve this
problem. Idiothethic information such as odometry, accelerometers, or inertial
systems can be used to estimate a homing vector but they are subject to cumu-
lative error. Hence, mobile robot navigation have been guided by the need to
introduce allothetic cues (occupancy grid, SLAM algorithm, appearance-based
approaches). SLAM approaches generally try to jointly estimate the position
and the orientation by means of EKF (Extended Kalman Filter) [26][4][17] or
PF (Particle Filter) [26]. The estimation of the orientation can even be derived
from the estimation of the position (two successive positions provide an estima-
tion of the orientation) but then the direction accuracy is directly linked with the
precision of the position estimation. In visual SLAM approaches, the position of
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the visual cues are generally considered as some variables of the state vector but
can also be used during a correction phase [18].

Neuro-ethological studies have highlighted that the capability of path inte-
gration in animals relies on allothetic (vision, audition, touch, smell) and idio-
thetic information (proprioception of the actuator and vestibular information)
[8]. These two sources are supposed to be merged in a global path integration sys-
tem. In parallel, neurobiologists have also shown the existence of head direction
cells (HD-cells) in different areas of the brain [19]. Cells in the postsubiculum
area (PoS) seem to provide an allothetic estimation of the head direction based
on visual cues extracted by visual cortex, whereas cells in the anterodorsal tha-
lamic nucleus (ATN) rely on idiothetic information from lateral mammillary
nuclei (LMN) which merges HD-Cells with angular head velocity (AHV) Cells.
[23] proposes a complete review of the biological models of HD-cells until [20]
& [2]. Merging several allothetic and idiothetic modalities seems to be a good
strategy to obtain a reliable estimate of the robot orientation and develop ro-
bust exploratory behaviour [22]. Inspired by neuro-ethological data, [2] proposed
a hippocampal model of the place cell in which the vision (of a distant light for
example) enables to reset the idiothetic integrator. More recently, [3] showed
optical flow is also used to build HD-Cells. Head movements provoke optic field
flow signals affected the directional firing of HD neurons. However, the problem
of the integration of idiothetic information with allothetic cues has in fact rarely
been highlighted ([20] is a rare example). [12] proposes a generic architecture
called the PerAc architecture can learn a sensory motor dynamics approximat-
ing a given behaviour and has been used in many navigation tasks [11], [7]. [16]
proposed to use a parallel PerAc loop in order to center the gaze on a partic-
ular object by associating visual features with their angular distance from the
center of the object. [13] proposed a model of visual compass derived from this
system by associating landmarks with their angular distance from a given lo-
cal reference. This paper also investigated how the visual compass can be used
as a calibrator for a vestibular/proprioceptive integration. However, the system
remained at the level of the proof of concept.

In the general frame of a neurobiologically plausible model [12]we propose
here to study an architecture, inspired by the functionning of HD-Cells, merg-
ing several allothetic and idiothetic modalities to provide a reliable and resilient
orientation system. The interest of our approach relies in the feedback of past
information in a dynamic neural field allowing averaging different sources of in-
formation or bifurcating on one source of information according to their angular
distance and their temporal stability.

2 Our Model to Tackle Navigation Tasks

We propose a model based on the PerAc architecture [12]. It uses a place cells
recognition model described in [6] to learn place-action associations. This model
is based on a bio-inspired visual processing system extracting the ”What” (land-
mark) and ”Where” (azimuth) signals from images provided by an active camera
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mimicking the head. Fig 1 summarizes the processing implemented on our robot.
Focus point are computed as the local maximal of a difference of Gaussian filter
(DOG) applied on the gradient image. Local views are extracted around each
focus point [10]. A log-polar mapping is used to transform the local-view, pro-
viding some robustness to scale and rotation variations. The global ”Where”
information is provided by adding the horizontal position of the landmark in
the image to the agent orientation. ”What” and ”Where” information are then
merged in a 2-dimensional map of neurons corresponding to the perirhinal and
parahippocampal cortex (PrPh). To avoid computational explosion the matrix
is not explicit, only the encountered products are learned on the Pi units rep-
resenting PrPh. These neurons are activated if their inputs from ”What” and
”Where” pathways are co-activated. A place is completely characterized by the
activity in this matrix. This activity is learned in a last neuronal group modeling
EC (Enthorinal Cortex). A winner take all (WTA) mechanism is used in EC to
select the most active ”Place Cell”.

The association of a given Place Cell and an action is performed by linking
the Place Cell with the direction of movement that has been performed. This
simple associative learning between places and actions enables to generate a
sensory-motor dynamics approximating a homing or a route following behaviour
[12].

One to All m odifiable conne ctions

One to one conne ctionsFocus Points

DOG convolution

Grayscale image

Gradient extrac tion

+180-180
Azimuths

Ac tion

Landmarks EC WTA
PrPh

Current Orientation

Fig. 1. Block diagram of the global navigation architecture for visual navigation. It
is composed of a visual system that focuses on points of interest by extracting small
images in log-polar coordinates (landmarks), then a layer merging ”What” (landmarks)
and ”Where” (azimuth) information, a place recognition layer (EC followed by WTA)
and finally a sensory-motor layer (action) which associates the place cell with the
direction performed.

The complete architecture requires measuring angles either according to an
absolute direction or one reliable landmark. Next section proposes a model in-
spired by HD-Cells allowing the merging of visual cues with proprioceptive in-
formation, to create a resilient and reliable orientation system.
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3 Multimodal Compass

The model presented in fig.2 is inspired by the interaction loop between the post-
subiculum (PoS) and the anterodorsal thalamic nucleus (ADN) studied in rats.
PoS maintains HD-Cells activity using visual cues from the visual cortex while
ADN uses idiothetic information from the lateral mammillary nuclei (LMN).
LMN merges activity of HD-Cells with angular head velocity (AVH) Cells be-
fore discharging to ADN. The absolute orientation of the head of the animal
would be obtained thanks to recurrent activity between PoS and ADN [23]. In

our model, a ”Visual Compass” (VC) learns to predict the head orientation θ̂H
by associating the landmarks and their angular position θL in the visual field to
the head angular position θH . Predictions of θ̂H are used to feed a Fusion Sensor
model (FS). Using a dynamic neural field, FS merges Allothetic (visual compass

θ̂H and magnetic compass θM ) and Idiothetic (proprioceptive orientation θP )
information and constructs the absolute orientation of the head of the robot θH .
The robustness of the system comes from the interaction loop between VC and
FS. The proprioceptive orientation θP is constructed using the robot odometry
and the position of the head relative to its body. A magnetic compass is used
to improve the system robustness. From the viewpoint of the biological system,
the magnetic compass could be a real magnetic compass (as found in the mole
brain for instance) or a distant landmark more stable than the landmarks in the
foreground. Moreover the magnetic compass gives a simple way to test our ar-
chitecture (it can be disturbed by a simple magnet simulating strong landmark
shift in the visual fields).

The previously introduced place recognition architecture provides a robust
gradient of localization (an activity level which decreases monotonically with the
distance to the learned location). We deduce from this result that the features
extracted by the visual system are really pertinent to characterize the location.
Figure 3 presents the model of ”Visual Compass”. For a landmark L, a reference
θL/H is computed by shifting the current orientation θH of the robot head with
the position of the landmark θL in the visual field. A LMS algorithm following
Widrow & Hoff learning [27] is used to learn θ̂L/H when a landmark is visible :

wij(t+ dt) = wij(t) + ε · (Sj(t)− Ŝj(t)) · SL
i (t) (1)

With wij the synaptic weight between the jth neuron of the group θ̂L/H and

ith landmark. Sj(t) is the activity of the jth neuron of the group θL/H and Ŝj(t)

is the activity of the jth neuron of the group θ̂L/H . SL
i (t) = 1 if the landmark

i is the winner and 0 otherwise. The prediction of the shifted θ̂L/H(j) is simply
computed as :

θ̂L/H(j) =

NL∑
i

wij · Li (2)

where wij is the synaptic weight learned in eq. 1, Li is the activity of the
ith neuron landmark and NL the number of landmarks. The construction of the
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Visual Compass

Allothetic

Idiothetic
Motor Control
Action Selection 
Place Cells/Action

Sensors Fusion

Fig. 2. Block diagram of the orientation system. 1) ”Visual Compass” learns to predict
θ̂H the head orientation of the robot by associating the landmarks and their positions
θL in the visual field with the head position θH . 2) ”Sensors fusion” merges allothetic
(Visual and Magnetic compass) and idiothetic information to compute the orientation
of the head θH . θH is propagated to Visual Compass and the rest of the system.

Landmarks

Shift

Short term memory

Sensors Fusion

One to All m odifiable conne ctions

One to one conne ctions
Shift operator

Shift

Fig. 3. Diagram of the Visual Compass. Visual Compass receives Landmarks and their
position θL in the visual field. For landmark L, a reference θL/H is computed by shifting
the current orientation θH of the robot head with the position θL. A classical condi-
tioning following the LMS algorithm of Widrow & Hoff is used to learn θ̂L/H when
a landmark is visible. Shifting this prediction with the position θL enable to build a
prediction θ̂H of the head orientation of the robot. The prediction of landmarks from
a given image are summed in a short term memory before being sent to the sensors
fusion model.
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Motor Control
Action Selection 
Place Cells/Action

Allothetic

Idiothetic Dynamic 
Neural Field

Shift WTA

Visual Compass

Shift

Fig. 4. Block diagram of the Sensors fusion model. Sensors fusion merge allothetic
information with idiothetic to compute a reliable θ̂H . The shift between Allothetic and
Idiothetic modalities is sent as input to a Dynamic Neural field driven by the amari
equation. Properties of the DNF allow to keep a consistent measure of this shift. A
winner takes all (WTA) competition retains the best estimation which is shifted by the
idiothetic modality to construct the head orientation θH of the robot.

prediction θ̂H of the global orientation does not use θL/H or θH . After learning,

the system predicts the head orientation θ̂H by adding the prediction of the shift
θ̂L/H(j) to the landmark position θL. The learning rate ε controls the speed at

which the system learns to predict θ̂L/H . We want a model able to predict
reliable orientations just after learning new place cells and also able to adapt
the recognition to changes of the environment. We set ε to a high value (ε = 1 or
0.5) when learning the landmark and let it adapt slowly otherwise, with a small
value (ε = 0.1 or 0.05) to adjust the recognition. The system proceeds image by

image with 5 landmarks per image. Prediction θ̂H of landmarks from a given
image are stored in a short term memory before discharge to the fusion model,
then the memory is reset ready to treat a new image.

The figure 4 describes in details the different operations performed by the
”Sensors Fusion” model. Allothetic information are first summed in a neural
group. Then the network computes the shift between the allothetic and idiothetic
information which is sent as input to a Dynamic Neural field (DNF) driven by
the Amari equation [1] :

τ · u(x,T)
dT

= −u(x,T) + I(x,T) + h +

∫
z∈Vx

w(z) · g(u(x− z,T))dz (3)

where I(x, T ) are the inputs to the system from main behaviour. τ is the
relaxation rate of the system. w(z) is the interaction kernel in the neural field
activation. These interactions are modeled by a difference of Gaussian (DOG)
on-center 1 Vx is the lateral interaction interval. g(u(x− z,T)) is the activity of
neuron x according to the potential u(x,T).

1 DOG equation : w(z;μ, σ1, σ2) =
1

σ1
√

2π
exp(− (z−μ)2

2σ1
)− 1

σ2
√

2π
exp(− (z−μ)2

2σ2
) .
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DNF performs the temporal integration of the difference between modalities
and winner take all (WTA) competition retains the best estimation of the shift.
By shifting (shift−1 neural group in fig.4) the prediction (the winner of the
competition) and the idiothetic information, we obtain the head orientation θH
of the robot. Neural groups contain 360 neurons, leading the system to a precision
of one degree, sufficient for navigation tasks. To keep a single activity peak (the
robot has only one head orientation), the lateral interaction is applied to the
entire neural group (Vx = 360), with a large lateral inhibition : σ2 = 120 (σ of
the negative Gaussian of the DOG w(z)). σ1 (σ of the positive Gaussian of the
DOG w(z)) was determined experimentally (see figure 6.a) : energy predictions

θ̂L/H of the stable landmarks is included in an interval of 20 degrees. With
σ1 = 10, DNF averages inputs with an angular distance lower than 20 degrees
(2σ1)

4 Results

Figure 5 illustrates the dynamic properties of the multimodal compass. The
robot learns a Place Cell with only two salient objects in the visual field (the
coat racks on images 1 and 2). Figure 5.1 shows the location of the coat racks
when learning the Place Cell. After a while, the coat racks are moved (Figure
5.2). The experiment was conducted two times, one with and one without the
magnetic compass. Figures 5.a to 5.f show the evolution of the system during the
experiment, each includes the following information : small blue curves represent
orientation predicted by landmarks and the magnetic compass, red dashed curves
show the DNF input (sum of the small blue curves) and large black curves are
the DNF output. Figures 5.a, 5.b and 5.c show the results of the experiment
with the magnetic compass, whereas figures 5.d, 5.e and 5.f show the results
without. Figures 5.a and 5.d show the state of the system after learning the
Place Cell. Modalities predict close orientations, driving DNF to converge to
the average of activities. Figures 5.b and 5.e show the state of the system after
moving the coat racks. The predictions of the landmarks are shifted, driving
the DNF to select an new orientation. On figure 5.b, the magnetic compass
is stable enough to maintain the orientation and inputs from VC are filtered.
On figure 5.e, DNF selects one of the two predicted directions and filters the
second. Figures 5.f and 5.c show the state of the system after VC updated θ̂L/H

predictions. This experiment is similar to experiments conducted in rats with
the cue card ([25], [24]), where a rotation of this salient visual landmark leads
to a corresponding shift in the preferred firing direction of HD cells. Moreover
in case of competition between two salient visual landmark, our model is able to
bifurcate on one coherent solution in order to maintain the temporal coherency
of its behavior.

A second experiment was performed showing the capabilities of the system dur-
ing a route following task. Robot learns online a set of 8 place-action associations
during the guidance of the robot by the human teacher (see figure 7.1). The robot
navigates for 10 laps. Visual compass uses ε = 0.5 during learning phase and
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Fig. 5. Dynamic properties of the multimodal compass. Learning a Place Cell with only
two salient objects in the visual field (the coat racks on images 1 and 2). 1) shows the
location of the coat racks when learning the Place Cell. 2) After a while, the coat racks
are moved. The experiment was conducted two times, one with and one without the
magnetic compass. a) to f) show the evolution of the system during the experiment, each
include the following information : small blue curves represent orientations predicted
by landmarks and the magnetic compass, red dashed curves show the DNF input (sum
of the small blue curves) and large black curves are the DNF output. a), b) and c) show
the results of the experiment with the magnetic compass, whereas d), e) and f) show
the results without it. a) and d) show the state of the system after the convergence of
learning. Modalities predict close orientations, driving DNF to converge to the average
of activities. b) and e) show the state of the system after moving the coat racks. The
predictions of the landmarks are shifted, driving the DNF to select a new orientation.
b) the magnetic compass is stable enough to maintain the orientation and inputs from
VC are filtered. e) DNF selects one of the two predicted directions and filters the
second. f) and c) show the state of the system after VC updated θ̂L/H predictions.

ε = 0.05 when the robot is performing task. Figure 6.a shows 2 characteristic
profiles of stable landmarks with a reliable prediction of θ̂L/H . Energy predictions

θ̂L/H is included in an interval of 20 degrees. Figure 6.c shows the profile of land-

mark that is not characteristic of the place. The prediction θ̂L/H is dispersed over
several orientations. Figures 6.b and 6.d shows the ability of the system to adapt
to environmental variations. On b we can see the prediction of θ̂L/H at the 5th
lap. Then an object (the coat rack) is moved in the environment. The graph 6.d
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Fig. 6. Result of visual compass on 10 laps round. ε = 0.5 when learning landmarks
then ε = 0.05. a) shows 2 profiles characteristic of stable landmarks with a reliable
prediction of θ̂L/H . The prediction accuracy is about 20 degrees. c) shows the profile of

a landmark that is not characteristic of the place, the prediction θ̂L/H is dispersed over
several orientations. b) and d) show the ability of the system to adapt to environmental
variations. In b) we see the prediction of θ̂L/H at the 5th lap. Then an object (the coat

rack) is moved. The graph d) shows prediction of θ̂L/H at the 10th lap. We see the

system has corrected the prediction of θ̂L/H .

shows prediction of θ̂L/H at the 10th lap. We see the system has corrected the

prediction of θ̂L/H . Figure 7 shows the response to various perturbations of the
compass and the resulting behavior of the robot. We placed electromagnetic per-
turbations (blue circle on figure 7.a) in the environment (using a magnet when
the robot enters into the area). Figure 7.b shows the trajectory performed by the
robot using only a magnetic compass (multimodal compass turns off) : robot is
not able to cross the perturbations areas. Figure 7.c shows the result with the
multimodal compass turn on : the behavior of the robot is not affected by mag-
netic distortions, the path conforms to the expected trajectory. We see, on figure
7.e the perturbations on the magnetic compass (red curve), but θH (blue curve)
remains consistent during the crossing of disturbed areas. On figure 7.d, the allo-
thetic inputs are inhibited while navigating. Orientation is calculated only using
odometry and DNF memory. After one lap, the orientation of the robot drifts due
to odometry cumulative error, leading the robot to deviate from its path (the red
dotted curve). We see, on figure 7.f, odometric (green curve) and θH (blue curve)
signals remain consistent when VC is off. When VC is restarted, we see the gap
between θH and VC signals corresponding to odometry cumulative error, then θH
is quickly recalibrated by the VC.

5 Conclusion

We have presented a resilient and reliable orientation system inspired by Head
Direction Cells. The network computes an absolute orientation of the head as a
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Fig. 7. a) Route following tasks performed by the robot. Blue circles represent pertur-
bations area, Place Cells are represented by green arrows b) Trajectory performed by
the robot using only a magnetic compass (multimodal compass turns off), robot is not
able to cross perturbations area. c) Trajectory performed by the robot with multimodal
compass, its behavior is not affected by magnetic distortions. e) Evolution of different
signals during the navigation (Magnetic compass in red, Odometry in green and θH
in blue), θH remains consistent during the crossing of disturbed areas despite of the
perturbation on the magnetic compass. d) During the round, the allothetic inputs are
inhibited. Orientation is calculated only using odometry and DNF memory. After one
lap, the orientation of the robot drifts due to odometry cumulative error, leading the
robot to deviate from its path (the red dotted line). Then the allothetic inputs are re-
activated, the robot returns quickly on the learned trajectory (the thick black line). f)
Evolution of different signals during the navigation (Visual compass in red, Odometry
in green and θH in blue) Odometric and θH signals remain consistent when VC is off.
When VC is restarted, we see the gap between θH and VC signals corresponding to
odometry cumulative error. θH is quickly recalibrated by the VC.

result of modules inspired by the postsubiculum and the anterodorsal thalamic
nucleus. The merging of allothetic and idiothetic information requires a shift-
ing mechanism which is not detailed in this paper but which could be based on
Ullman and Koch model [15] or on the attractor based solutions proposed by Re-
dish [20] and other numerous authors. The visual information drives the system
([28], [24]). In the absence of visual information, our model continues working
but errors are accumulated. The system can automatically recalibrate the inte-
grated internal signal from the visual information as soon as they are present
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and reliable. The robot can dynamically learn to use new visual landmarks and
automatically adapt its predictions to improve its long-term navigation capa-
bilities. The multimodal compass is really efficient in already known areas. The
integrated information allows generalization to new areas. However, the robot
needs to recruit new landmarks for each new visited place, which could be prob-
lematic for scaling to large environments. A good solution would be to filter
ineffective landmarks in order to maintain a reasonable number when scaling.

Furthermore, we used a simple strategy to control the learning rate, leading
the system to a lack of reactivity to adapt to environmental variations. Future
works will use self-assessment to detect failure in the orientation system and to
regulate the learning rate more efficiently. [14].

Finally, the fusion model is not limited to the context of multimodal orienta-
tion. It could be seen as an elementary building block for intelligent data fusion.
Future works will focus on testing its ability to generalize to other modalities.
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Abstract. Developmental studies have suggested that infants’ action is
goal-directed. When imitating an action, younger infants tend to repro-
duce the goal while ignoring the means (i.e., the movement to achieve
the goal) whereas older infants can imitate both. We suggest that the
developmental dynamics of a Recurrent Neural Network with Paramet-
ric Bias (RNNPB) may explain the mechanism of infant development.
Our RNNPB model was trained to reproduce six types of actions (2 dif-
ferent goals x 3 different means), during which parametric biases were
self-organized to represent the difference with respect to both the goal
and means. Our analysis of the self-organizing process of the parametric
biases revealed an infant-like developmental change in action learning:
the RNNPB first adapted to the goal and then to the means. The differ-
ent saliency of these two features caused this phased development. We
discuss the analogy of our result to infant action development.

Keywords: Cognitive developmental robotics,Infant action development,
Recurrent neural network, RNNPB.

1 Introduction

It is known that infants can understand and imitate adults’ goal-directed actions
as reported in previous empirical studies [1,2]. The study of Carpenter et al. [3]
compared an ability of imitation of a goal-directed behavior between 12-month-
old and 18-month-old infants when an adult demonstrated actions with two
different goals and two different motion styles. Their results demonstrated that,
younger infants achieved the goals of the actions while ignoring the motion styles
(i.e., the means). Older infants, however, reproduced the both without ignoring
them.

Why is there a difference in the ability between younger and older infants
in terms of two aspects of the goal-directed action? A perspective of cognitive
developmental robotics has suggested computational approaches to understand-
ing the internal mechanisms of cognitive developmental process of humans [4,5].
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Tani and Ito [6] suggested a neural network model called a Recurrent Neural
Network with Parametric Bias (RNNPB). The key feature of an RNNPB is that
it can encode multiple dynamic patterns into a static activity of the parametric
bias (PB) units and the representation of the PB units is self-organized during
learning process. It is also known that the RNNPB has biological plausibility
such as mirror neuron property [6, 7]. Hence, this architecture has been used in
robotic experiments for goal-directed action imitation [6, 8]. The study by Ito
et al. [9] showed that a self-organized representation of the PB units exhibits a
generalization capability in case of simple action learning.

Our study investigates how PB units are gradually self-organized during learn-
ing of an RNNPB in order to represent the two aspects of goal-directed actions
(i.e., the goal and means). It can be expected that the PB units would be or-
ganized to be able to distinguish all trained actions, as previous studies have
shown. The dynamical changes in learning process, however, cannot be predicted
because there have not yet been any studies of that. If there are meaningful
relation between the dynamic changes of the PB units and the two aspects of
goal-directed actions, it would provide new insights into the mechanism of infant
development of goal-directed behavior.

2 Goal-Directed Behavior

A virtual robot arm, which consists of two joints, is defined in a simulated
environment as illustrated in Fig.1(a). In this environment, each joint (θ =

[θ1, θ2]
T
) moves from 0 to 180 degrees in a two dimensional space. Inspired by

the experiment of Carpenter et al. [3], goal-directed actions are designed to reveal
two aspects of reaching behavior: the goal and the means. The goal of an action
is moving the arm from the initial position to one of two goal positions (A, B).
The means of an action is matching the trajectory of the movement.

(a) (b)

Fig. 1. (a) An overview of task and simulation environment. (b) The sequence of joint
angles.

As shown in Fig. 1(b), the motor behavior consists of three parts. In the first
part, the arm waits at the initial state for Tstart time steps, and then moves to
the goal state for Tmeans. Finally, it stays at the goal state for Tend. Hence, a
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Table 1. Lists of reference behaviors

Goal Period Amplitude Goal Period Amplitude

A0 A - - B0 B - -
A1 A Tmeans α B1 B Tmeans α
A2 A 0.5Tmeans α B2 B 0.5Tmeans α

reaching behavior appears in the form of time sequence of joint angles Θ whose
length is L = Tstart + Tmeans + Tend.

For each goal position (A, B), there are three different types of movements
to achieve the goal (see Fig.2). Thus, there are totally six reference motor be-
haviors (2 simple movements + 4 hopping movements) as explained in Table
1. A0 and B0 are simple movements, which have straight trajectories of the
joint angles from the initial posture to the goal posture (see Figs.2(a) and (d)).
A1, A2, B1 and B2 are, in contrast, hopping movements, which add a sinu-
soidal perturbation with a different period (see Figs. 2(b), (c), (e) and(f)). In
our experiment, the agent is supposed to experience a desired motor behavior
Θref ∈

{
Θ{A0,A1,A2},Θ{B0,B1,B2}

}
through, for example, kinesthetic teaching.

(a) (b) (c)

(d) (e) (f)

Fig. 2. Three different movements for two goal positions. (a) to (c) are reaching for
the goal A, and (d) to (f) are for the goal B.
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3 An RNNPB Model for Learning Agent

The main feature of an RNNPB [6] is that it can encode multiple dynamics of
input/output relationships using static activation of PB units, where PB units
are self-organized through learning process. The agent can be modeled to build
its own internal memory for goal-directed actions based on its own experiences.

3.1 Architecture of the Model

As modified version of Jordan-type recurrent neural networks [10], an RNNPB
basically consists of input/output units in a three-layered structure and context
units with closed feedback. In addition, it has PB units in the input layer, which
enable the network to learn multiple actions. (see Fig. 3(a)). The parameters of
the network are Ψ = {W21,W32,b2,b3} , where W21 and b2 are the connecting
weight and the bias between the first and hidden layers, and W32 and b3 are
the same between the hidden and third layers.

(a) (b) (c)

Fig. 3. (a) An RNNPB model consists of three layers: input layer, hidden layer, and
output layer. (b) and (c) indicate the PB space before learning and after learning,
respectively. The six goal-directed actions Yref are encoded as different PB values
xrecog, which are illustrated as markers in the space.

In our experiment, the activity of input/output units represent normalized
joint angles of the virtual robotic arm θ. Hence the number of input/output
units is 2, and the activity of input/output units is denoted by y = [y1, y2]

T . PB
units have two elements because it is easy to visualize and analyze them in a two-
dimensional space. The number of the context and hidden units is empirically
set to be able to represent all the reference behaviors.

3.2 Learning Procedure

The main rule of learning is to update the network parameters Ψ to enable the
agent to generate desired motor behaviors. The agent initially has randomly
initialized network parameters Ψ0. When the agent experiences a desired motor
behavior Yref ∈

{
YA{0,1,2} ,YB{0,1,2}

}
as a form of a normalized time sequence

Y = [ŷ1, · · · , ŷL], the network parameters Ψn at the n-th iteration are updated
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to minimize errors Eout
t between the desired values ŷt and the outputs predicted

by the network yt for all time steps (1 ≤ t ≤ L). Back Propagation Through
Time (BPTT) [11] is used for updating Ψ .

Eout
t = ŷt − yt (1)

During the BPTT process, the back-propagated delta values for the hidden
units δhid, the input units δin, the output units δout, the context units δcxt, and
the PB units δPB are calculated from the error of the outputs Eout

t from 1 to T

time steps. Especially values of PB units (x = [x1, x2]
T ) are updated by Eq. (2).

Δρ
(i)
PB = kbp

T∑
t=1

δ
(i)
PB,t

x(i) = sigmoid(ρ
(i)
PB) (2)

After the value of the PB units x
(n)
i is determined for behavior i at the n-th

iteration, it is used for calculating the forward dynamics and updating ψn+1 in
the (n+ 1)-th iteration.

3.3 Recognition and Generation Procedure

When the normalized reference behaviors Yref are given in the recognition
phase, the RNNPB firstly finds corresponding PB values xrecog based on the
BPTT algorithm. Unlike the learning procedure, only PB values are updated in
the recognition phase.

In the generation phase, the RNNPB generates new motor behaviors Ygen

based on the PB values xrecog recognized in the previous phase. The activity of
the output units at t time step is calculated using the network parameters Ψ . As
the output is directly used as the values of the input units at t+ 1 time step, a
sequence of motor behavior is generated step by step.

3.4 Role of PB Values

A set of static PB values represents a corresponding action as a characteristic
of the RNNPB model. The PB values, which range from 0.0 to 1.0, are self-
organized through learning so as to represent all the experienced actions. Thanks
to linearity (not globally but locally) in the PB space, the RNNPB can also
represent novel behaviors by combining experienced actions. Figs. 3(b) and (c)
illustrate how the PB space is self-organized through learning. Before learning
(see Fig. 3(b)), the six goal-directed actions are not separated from each other.
The RNNPB at this stage would thus produces only one type of motion. The
PB values for the six actions gradually change during learning. After learning
(see Fig. 3(c)), the six actions will be discriminated as six different PB values,
which can generate the desired actions.
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4 Experimental Results

We trained an RNNPB model to reproduce the six goal-directed actions de-
scribed in Section 2.

4.1 Learning Curve

The ability of an agent with the RNNPB model was assessed in terms of two
viewpoints. The first point of view is whether the agent successfully reaches
the desired goal posture from the initial posture. An error Egoal was calculated
by taking the average of two error values at the initial posture Estart and the
end posture Eend. The two error values (Estart and Eend) were obtained by

calculating Euclidian distance between the reference motor behaviors yref
t ∈

Yref and generated motor behaviors ygen
t ∈ Ygen at tstart and tend, respectively

(see Fig. 1(b)).

Estart =
∥∥∥yref

tstart
− ygen

tstart

∥∥∥ , Eend =
∥∥∥yref

tend
− ygen

tend

∥∥∥
Egoal =

Estart + Eend

2
(3)

The second point of view is measuring how accurately the agent traces the
style of movements. An error of the means Emeans was defined as the averaged
error over Tmeans time steps, where Euclidian distance between the reference
motor behaviors yref

t and generated ones ygen
t was applied.

Emeans =
1

Tmeans

∑
t∈Tmeans

∥∥∥yref
t − ygen

t

∥∥∥ (4)

Fig. 4 shows the average value of Egoal and Emeans for 100 RNNPBs with
different initial parameters Ψ0. As the RNNPB models have been trained, the
error values also have decreased. The average error for the goal became smaller
than the average error of the means when the networks had been trained enough.

4.2 Dynamics of PB Space and Generated Output

To investigate the developmental dynamics of the PB space and its relation to the
action generation, Emeans was examined for all possible PB values. Additionally
a recognized PB value xref for each reference action Yref and generated output
Ygen were calculated. Three iteration points (0, 10,000 and 200,000) were picked
up based on the error curves to show the dynamical self-organization of the PB
space. Fig. 5 shows the result for an RNNPB among the 100 trained RNNPBs.
On the left-side of this figure (see Figs. 5 (a), (c) and (e)), the direction and the
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Fig. 4. The transition of errors in terms of the goal Egoal and the means Emeans. The
two curves plot the average of 100 networks with different initial parameters.

color of triangular markers indicate which types of actions (Sx) have a minimum
error value with the corresponding PB values.

Sx = argmin
S∈{A0,··· ,B2}

{
Emeans

∣∣
Yref=YS

}
(5)

On the right-side of the figure (see Figs. 5 (b), (d) and (f)), the reference
behaviors Yref (thick lines) and the generated outputs Ygen (thin lines) are
plotted for the six different actions. Recognized PB values for each reference
behavior xrecog are painted as a circle with a triangular marker in (a), (c), and
(e).

The result shows that the agent has gradually improved the ability to repro-
duce the reference actions as it increases experiences. Meanwhile, the PB space
is gradually self-organized to represent the actions. When the agent has no ex-
perience of the reference behaviors (0 iteration), it cannot produce the desired
actions due to the undifferentiated PB values (see Figs. 5 (a) and(b)). When the
agent has been trained for 10,000 iterations, it generates simpler behaviors (i.e.
A0 and B0) well, while producing larger errors for the hopping actions (i.e., A1,
A2, B1, and B2) (see Figs. 5 (c) and (d)). The PB space separates only between
A and B but not within A and B, indicating that the goal of the actions has
been acquired but the means has not yet. When the agent is fully trained, it
finally generates the six actions in terms of both the goal and the means. The
well-organized PB values enable the agent to discriminate the actions (see Figs.
5 (e) and (f)). Taken all together, phased learning (i.e., first learning the goal of
the actions and then the means) has been achieved through the development.

5 Discussion

Empirical studies of infant action development have shown that only older infants
can imitate both of two aspects of the adults goal-directed actions. Our result of
the self-organizing dynamics of the PB space also showed similar characteristic
of the infant development. In terms of the trajectory of the reference behavior
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(a) (b)

(c) (d)

(e) (f)

Fig. 5. Dynamics of PB space and results of action generation. (a) (c) and (e) illustrate
which reference actions (from A0 to B2) have a minimum error in the PB space. The
direction and the colors of triangular markers indicate the goal and the style of motion,
respectively. The size of the markers indicates the amount of error Emeans: The larger
a marker is, the smaller the error is. Recognized PB values xrecog are illustrated as a
circle with triangular markers inside. (b) (d) and (f) represent Ygen (thin lines) for all
reference actions Yref (thick lines) in the time domain. The red and green lines are
the first and second joint angles, respectively.
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Yref and the generated action Ygen (see Fig. 5), the immature agent that was
trained 10,000 iterations reproduced the goal position well and only the simple
trajectories without sinusoid movement. The mature agent, on the other hand,
reproduced both of the goal postures and the shapes of the trajectories. As a
result, it was found that the RNNPB model first adapted to the goal and then
the means among the two aspects of motions through learning process.

As reported in the studies by Carpenter et al. [3] and Bekkering et. al [12],
infants imitate adults action differentially based on the salience of the actions.
For instance, Carpenter et al. [3] compared two different types of movements:
(a) sliding an object and (b) bouncing the object several times. Both 12- and 18-
month-old infants tended to ignore the means of motions when a toy house was
given as the goal position (House condition). In contrast, when the goal position
was not indicated (No house condition), infants imitated well the means of the
motions (sliding and hopping) as ignoring the goals.

In case of the RNNPB model, the error function used for the BPTT learning
(see Eq. 2) seems to be a key rule for the phased development of the two aspects of
the actions. The internal parameter of the network Ψ is updated at one iteration
and the amount of the update is calculated based on the error values for the
whole action sequence and for all the reference behaviors. Hence, the effects of
error values are averaged for all the reference behaviors. That is, it makes the
error of the transition part (i.e., the means) diminish while relatively enhancing
the error in the initial and the goal states of the actions. The errors of the means,
however, become a salient feature after the errors of the goal decreased enough.
Another characteristic of the RNNPB model is that more than one behavior can
be encoded into the PB values by the one network parameter.

An interesting point is that the change of the salient features of actions in the
RNNPB model is due to its internal maturing procedure without changing the
capacity of the network or giving any external signal. This could be one of possi-
ble explanations for the development of infants’ ability for goal-directed actions.
However, there is still a small gab between our model and infant mechanism in
terms of the representation of behaviors. Therefore, we intend to improve our
model by including multimodal representation such as visual information and to
examine whether it can better simulate infant experiments.

6 Conclusion

In this study, we trained the RNNPB model to reproduce the six goal-directed
actions using the virtual robot arm. The goal-directed actions were composed
of the two different goal positions and the three different means of motions.
While the network was gradually trained, the organization of the PB space and
the generated actions were analyzed. As a result, the agent trained for 10,000
iterations could generate the simple actions well as fulfilling the goal but not
the hopping actions. The agent trained for 200,000, in contrast, could generate
both the simple and the hopping actions accurately. Taken together, our RNNPB
model first adapted the goal and then the means during learning process. Finally,
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we discussed that these self-organized developmental changes in the RNNPB may
explain the mechanism of infant development of goal-directed actions.
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Abstract. In this paper, we propose a bio-inspired and developmental
neural model that allows a robot, after learning its own dynamics dur-
ing a babbling phase, to gain imitative and shape recognition abilities
leading to early attempts for physical and social interactions. We use
a motor controller based on oscillators. During the babbling step, the
robot learns to associate its motor primitives (oscillators) to the visual
optical flow induced by its own arm. It also statically learn to recognize
its arm by selecting moving local view (feature points) in the visual field.
In real indoor experiments we demonstrate that, using the same model,
early physical (reaching objects) and social (immediate imitation) inter-
actions can emerge through visual ambiguities induced by the external
visual stimuli.

Keywords: Visuomotor learning, developmental learning, neural net-
works, human robot interaction.

1 Introduction

For future interactive robots, expected to cohabit with us in social environments,
the ability to perceive, recognize and learn human actions remain a difficult
but crucial question. These new artificial agents must be capable of detecting
and of predicting human movements to adapt their behaviors in social contexts.
Consequently, it seems important to understand the human development process
that leads to early physical and social cognition in order to build bio-inspired
robots permitting safe and intuitive human robot interactions.

One of the first rising issue is how to perceive biological motion which is
an important primitive for communication, learning and imitation in human-
human interactions. The human ability to perceive biological motion (movements
of living beings) is remarkably robust. We can consider that the widespread
recognition of biological movements are based on specific characteristics but
the exact nature of these features remains not clearly defined, scientists being
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divided between shape (ventral pathway in the brain) and kinematics (dorsal
pathway in the brain) [1]. The roles of each pathway is still confused. A fairly
complete neural model summarizing a possible integration of the two pathways
for biological motion detection can be found in [2].

Additionally, this remarkable capacity to perceive biological motion seems to
appear at early stages of infant development. In fact, psychological studies point
out the neonate’s capacities to imitate simple facial expressions as demonstrated
by the studies conducted by Meltzoff and Moore [3]. Considering the very ba-
sic visual perception abilities of the newborns we may question the reason of
this early emergence (or presence) in human development, of a particular sen-
sibility or competence for human motion perception. In [4], Meltzoff suggested
in his ”Like Me” theory that humans tend to recognize cross-modal equiva-
lence between perceived actions and self representation of their own movements.
The author argued that this way of recognizing self in others could be a prime
step for social cognition as it can be used to analyze, imitate and learn bio-
logical movements (other’s actions). Consequently, biological motion detection
can be defined as ”resonance measurement ” system that compares propriocep-
tion (perception of our own motor dynamics) and exteroception (perception of
other’s movements). The evidence of the motor controllers influence on learning
and perceiving motion was described by numerous other psychological studies.
In [5], Viviani and Stucchi showed the coupling between motor and perceptual
processes while perceiving dotted points moving with trajectories respecting the
two third power low. Recent studies point out the strong link between perceiving
and executing movements [6]. This resonance between producing actions and
perceiving others movements was also highlighted by the importance of syn-
chrony during human social interactions. Developmental studies acknowledged
synchrony as a prime requirement for interaction between a mother and her in-
fant. An infant stops interacting with her mother when she stops synchronizing
her movements [7]. These observations also imply the importance of a dynam-
ical loop of treatment between motor production (proprioception) and visual
perception.

Keeping in view the importance of motor resonance in social interaction, it
has also been widely studied and used to improve human robot communications
in particular through the notion of learning by imitation [8][9]. Numerous differ-
ent works used motor babbling as a starting point to obtain imitative behaviors
[10][11]. A possible bio-inspired approach is to rely on mirroring systems which
constitute one of the main way to explain imitation behavior [12]. However, many
of these works are based on internal models dedicated to specific behaviors. Fur-
thermore, assessing whether there is imitation or not (goal directed imitation vs
simple immediate movement imitation), and consequently guessing what should
be the underlying mechanism still a challenging question for developmental stud-
ies. Our approach will tend to examine very early mechanisms leading to imi-
tation and reaching behaviors without any use of a specific pre-defined internal
model. We will demonstrate that these capacities could emerge through visual
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ambiguities as proposed in [13] or [14]. Additionally, we will question a possible
use of a set of oscillators as motor primitives.

Inspired by the above state of the art, we will investigate in this paper the
two main following questions: i) How can a robot gain, from a developmental
learning, a cross-modal knowledge linking motor production and visual percep-
tion? ii) How the robot can use this self-expertise to acquire an early social
cognition: emergence of imitative capacities and interaction possibilities with
the surrounding physical word (humans, objects etc.)? The precise theoretical
and experimental context of the presented work is defined in the next section.

2 Theoretical and Experimental Context

To answer the above theoretical questions, we wish to explore the recognition
and the imitation of actions or gestures as a filter that could be built during early
interaction (learning to recognize the motor dynamics of self in the perception of
other’s movements) and not as a pre-defined cascade of ad-hoc filters, leading to
the building of the notion of self and others through actions. We defend the idea
that intuitive interactions can be seen as an emergent function of sensori-motor
dynamics.

To confirm our assumptions, we propose here to simulate, on a robotic plat-
form, the behavior of infants aged approximatively from 0 to 3 months in the
specific context of early simple gestures imitation and reaching trials triggered
by a visual stimulus. Infants competences regarding the pre-cited context can
be coarsely summarized by the following development schedule extracted from
[15]:

– Pre-Natal: Grasp reflex on tactile feedback, Proprioceptive-motor mapping
(Arm babbling)

– 1 month: Learning of saccade mapping (Moving Eyes and head to targets),
Initial mapping of movements and vision (directed but unsuccessful hand
movements), Initial goal directed reaching triggered by a visual stimulus
without using visual feedbacks to mid-reach movement correction

– 3 months: Reach and miss (with contacts) triggered by visual stimulation,
Initial learning of eye-hand mappings, Reaches are visually elicited but with-
out continuous feedback (the gaze still focused on the target and not the
hand)

– 4 months: Primitive hand-eye mapping : Successful visual goal directed
reaching appears around 3-4 months after birth

We invite the reader to refer to [15] for a complete detailed and referenced
development calendar.

We use a minimal setup including a Katana arm, a pan tilt camera, different
objects (for reaching trials) and a human partner. Our objective here is to sim-
ulate the above behavioral development process by giving the robot the ability
:
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– to obtain a cross-modal visuomotor knowledge from a babbling step using a
very coarse motor controller (oscillators) and low level visual features (optical
flow)

– to imitate the human partner on the basis of visuomotor resonance
– to learn its arm shape and to focus its visual attention on it through statis-

tical integrations of visual saccades during the babbling
– and finally to initiate an emerging reaching trial directed by an external

visual stimuli (attractive objects) through visual ambiguities

We will experimentally show that all these early capabilities could emerge from
very low level visuomotor learning. The developed neural model will be detailed
bellow after presenting, in the next section, the considered motor and visual
primitives.

3 Motor and Visual Primitives

3.1 The Motor Controller

Recent studies suggested that the motor cortex responses during reaching con-
tain a brief but strong oscillatory component, even if the movement itself is not
oscillatory [16]. Inspired by these recent neurobiological findings, in this study
we will investigate the notion of rhythmic patterns and motor control using os-
cillators. The other underlying reason behind this choice is to avoid the use of
complex motor controllers implying a substantial refined proprioceptive knowl-
edge which is not expected to be found during the early stages of development.

Our motor controller is illustrated in figure 1. Each articulation of the Katana
arm is fed by a set of oscillators. Each oscillator is based on a simple model made
of two neurons N1 and N2 [17]. The frequency of the oscillator depends on the
three parameters α1, α2 and β :

N1(n+ 1) = N1(n)− βN2(n) + α1 and N2(n+ 1) = N1(n) + βN2(n) + α2 (1)

The control signal feeding each articulation is then obtained by a weighted
sum of the different oscillators :

θj(t) =

n∑
i=1

wj
i .Oi(t). (2)

Oi(t) is the output signal of the oscillator i and wj
i is a weight representing the

contribution of the oscillator i to the control signal θj(t) of the articulation j.

3.2 Motion Direction-Selective Neurons for Low Level Visual
Features Extraction

Neurobiological records of cells from V1 and MT brain areas showed that the V1
neurons and most of the MT neurons are sensitive to preferred motion directions,
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these neurons were called component direction-selective neurons by Movshon
[18]. A smaller part (20%) of the MT neurons respond best to pattern’s direc-
tions, they are called pattern direction-selective neurons.

To simulate these motion selective neurons, we first estimate, for each pixel of
the image, the velocity vectors induced by movements in the robot visual field.
We used a hierarchical implementation of the classical Horn & Shunk optical flow
algorithm [19] based on the works of Amiaz et al [20]. Using the extracted optical
flow, we will now define the component direction-selective neurons. The firing of
each of these neurons (Ai) is proportional to the angular distance between the
visual stimulus (optical flow) and its preferred direction weighted by the motion

intensity as : Ai = exp
−(

(β−βi)
2

2τ2
1

)
·(1− exp

−( V 2

2τ2
2
)
).

β is the direction of the computed optical flow,βi is the preferred direction of
the direction-selective neuron i, V is the motion intensity, τ1 and τ2 are the
coefficients regulating the dynamic of the neuron activation respectively for the
motion direction and the motion intensity. τ1 and τ2 are experimentally set to a
value of 20 to optimize the neurons dynamics reacting to the observed range of
motion intensities.

Further studies on selective-directional neurons showed that the reactivity
range (around the preferred direction) of these neurons is about 40 to 60 degrees
[21]. Consequently, we defined 6 different classes of selective neurons reacting
for the given preferred motion direction : 00, 600, 1200, 1800, 2400 and 3000. As
we are using image coordinates, the Y axis is directed to the south (900). For
high motion intensities, this type of neuron will respond with a value of 1 if
the optical flow direction is equal to its preferred one, its firing will decrease
gradually for lower motion intensities and optical flow directions far from the
preferred one. Each velocity vector computed (for each pixel of the image) by the
optical flow algorithm is then coded by 6 neurons sensitive to different motion
directions. As a result, for an image of 640x480 pixels we will obtain 6x640x480
direction-selective neurons.

Pattern direction-selective neurons are then introduced to integrate the re-
sponses of the direction-selective neurons. For simplicity and to insure a real time
interaction, we define only 6 pattern direction-selective neurons corresponding
to the above preferred motion directions (see Figure 1). To obtain the response
of a pattern direction-selective neuron sensitive to the motion direction i we in-
tegrate the activations of all the direction-selective neurons sensitive to the same
motion direction i. A video illustrating the direction selective neurons responses
to different movements can be found on our website 1.

4 Visuomotor Learning and Low Level Imitation

In previous studies, we have proposed that a low-level imitation (imitation of
meaningless gestures) can be an emergent property of a simple perception-action

1 http://www.etis.ensea.fr/ neurocyber/Videos/lowLevel Reaching/video

directionSelectiveNeurons.avi

http://www.etis.ensea.fr/~neurocyber/Videos/lowLevel_Reaching/video_directionSelectiveNeurons.avi
http://www.etis.ensea.fr/~neurocyber/Videos/lowLevel_Reaching/video_directionSelectiveNeurons.avi


Simulating the Emergence of Early Physical and Social Interactions 159

homeostat based on perception ambiguity [13]. Based on this assumption, we
present in this section a neural network model (see figure 1 A) that allows a
robot to learn its own perceived motion and to imitate a human partner owing
to visual ambiguities.

Fig. 1. Global Architecture, Part A : Neural model for motion learning and immediate
imitation, Part B : Neural model for object and arm learning and recognition

Here, the motor controller is composed by 9 oscillators with 3 different fre-
quencies and 3 different phase shifts. The control signal for each robot joint j is
obtained by summing the different oscillators output modulated by the weights
wj

i (see equation 2). As a first trial, the weights wj
i are randomly chosen, the

robot starts to move according to this set of parameters. Unfortunately, even
with this small number of oscillators, most of the obtained actions were diffi-
cult to analyze, and not really biologically plausible (in particular because of
the mechanical characteristics of the Katana arm). For the sake of simplicity, in
this experiment we decided to settle the weights wj

i to obtain only 3 different
rhythmic actions : a horizontal motion (A1) and two diagonal ones (A2 and A3).

The model illustrated figure 1-A works in two phases :
Firstly, during a very simple babbling step the robot learn its own dynamics.
The robot starts moving by altering randomly the three actions A1,A2 and A3.
A Selective Adaptive Winner (SAW, an ART-based neural networks) is fed by
the time integration of the 6 pattern direction-selective neurons responses which
react differently to the perceived robot’s arm actions. Depending on the vigilance
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parameter of the SAW, if the new inputs are too different from the neurons
encoding the previous ones, new encoding neurons are recruited. A Winner Takes
All (WTA) is then used to select the relevant SAW neurons encoding at best the
inputs from the pattern-directional neurons. These selected neurons represent
the unconditional inputs of an LMS (Least Mean Square) network which learn
to associate the encoded visual stimuli (optical flow) with the motor actions
represented by the sets of wj

i parameters.
After the learning phase, when a human starts moving in the visual field of

the robot, the selective-direction neurons are activated accordingly to the dif-
ferent motion directions present in the visual stimuli. The integration made by
the 6 pattern selective-direction neurons are then representative of the human
motion visual pattern. As stated before, we suppose that the arm controller is
a homeostatic system trying to maintain the coherence between the produced
and the perceived actions, whether those perceived actions are performed by the
robot itself or a human. If the visual pattern induced by the human movements
is close to one of the previously learnt movements, the LMS triggers the cor-
responding oscillator’s parameters wj

i . Thus, the robot will start launching the
corresponding action and consequently imitate the human movement. A video
of this experiment can be found on our website2.

5 Learning the Arm Shape during the Babbling Phases

As detailed in section 2, we are aiming to simulate the emergence of a visual
goal directed reaching (section 6). We will start, in this section, by explaining
how to obtain the initial learning of eye-hand mappings using eye saccades. Our
objective is to make the robot recognize its arm shape and to focus its visual
attention on it. For doing that, we will use and define a neural model for object
recognition inspired by the works in [22] and [23]. The general principal of this
model is to learn local views of the objects in the basis of point of interest
detection (focus points simulating eye saccades). As illustrated Fig. 1-B, the
spatial gradient information is first extracted from the grayscale images. The
resulted image gradient is then convolved by a DOG (Difference Of Gaussian)
filter. The output of this process is a saliency map which highlight regions in
the image having a local structure shape like corners. Local maxima are then
selected from this saliency map.

Local views collecting the pixel around each detected interest points (here on
a radius of 20 pixels) are then extracted and filtered by a log polar transform in
order to be robust to scale changing and rotational variations. The filtered local
views feed the Selective Adaptive Winner (SAW), if the new inputs (local views)
are too different from the previous ones, new encoding neurons are recruited. A
Winer Take All (WTA) is then used to select the winning local views.

The model presented in (Fig. 1 B) can be divided into two parts. The recog-
nition of what is the object, and the localization of ”where” is the object. A first

2 http://www.etis.ensea.fr/ neurocyber/Videos/lowLevel Reaching/video

lowLevelImitation.avi

http://www.etis.ensea.fr/~neurocyber/Videos/lowLevel_Reaching/video_lowLevelImitation.avi
http://www.etis.ensea.fr/~neurocyber/Videos/lowLevel_Reaching/video_lowLevelImitation.avi
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LMS (Least Mean Square) algorithm is used for the ”what” pathway to learn
the local views associated to each object. The number of neurons in the LMS
is then corresponding to the number of possible objects to learn. In the where
pathway, two LMS are used to associate the object center position respectively
on the x and y axis relative to the local views belonging to it. As presented figure
2, after the learning phase, each selected local view (point of interest) has its
own prediction of the object center. If most of them predict the same position,
the object is well recognized. In the opposite case, several positions of the object
center will be predicted without a majority vote permitting to identify a winner
(see figure 2). If an object is learned at a given position and detected in another
one, the output of the LMS shift the learn position relative to the actual position
allowing to predict the object position.

The previous model is then used to learn the robot its own arm shape without
any added a priori knowledge. To do so, during the babbling phase, the robot
also starts to detect feature points in the visual field using the general model
for object recognition previously described. Additionally, the saliency maps re-
sulting from the DOG filtering is modulated by the motion intensities (optical
flow). Thus, if we assume that the robot will be able to perceive its moving
arm during the whole babbling step, statistically, the detected feature points (or
focus points) will mostly belong to the arm of the robot. The robot will conse-
quently ”statistically” learn the shape of its arm rather than other objects from
the background.

Fig. 2. Schematic example of object position estimations

6 Visual Ambiguities and Emergence of a Visual Directed
Reaching

After the learning phases (babbling), our robot is able to recognize its arm
and to locate its visual focus of attention on it. Lets now consider, besides
the robot arm, the presence of an added visual stimulus attracting the robot’s
visual attention. To simulate that, we will first simply and similarly use the
previous shape learning neural model to make the robot learn a new object.
The considered object is then ”shacked” in front of the robot while its arm is
not moving, consequently the learned local views will statistically belong to this
newly added object. As explained in the previous section, the model we used for
object recognition can locate objects positions relative to the center of the image.
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Thus, if an object (or the robot’s arm) is located in the images, we can use its
predicted position to shift the pan-tilt camera to center the recognized object in
the image using a neural field. If two recognized objects are seen (shared visual
attention) by the robot, its pan-tilt camera move alternatively from an object
to another, this process simulate human eye saccades.

As a consequence, if the robot can perceive its arm and focuses its visual
attention on it, and if simultaneously a human shows a learned object somewhere
in the visual field, the camera starts moving alternatively from the arm to the
object. An optical flow is then generated because of this shared visual attention.
By using the neural model for imitating actions (see section VI and figure 1),
this induced optical flow will be coded by the directional and pattern selective
neurons leading the LMS to trigger the corresponding motor primitive which
produces an oscillatory arm movement in the direction of the located object.
An experimental example is illustrated in figure 3. After the learning steps,
the robot can perform and imitate 3 different movements as described section
VI. It also learned to perceive and focus its attention on its arm and another
external object (here, an Aibo robot). 3-A represent three snapshots from the
experiment; 3-B illustrates the activities of the LMS neurons dedicated to object
recognition (green for the arm and red for Aibo), a threshold decids if an object
is recognized or not is represented by the dotted straight line; 3-C and D shows
the X and Y neural fields activities (blue line) and the Pan and Tilt camera
movements (dotted green line); 3-E highlights the 6 pattern selective directional
neurons firing; 3-F illustrate the activities of the LMS neurons dedicated to the
3 actions recognition (doted green, red and blue lines), the plain green, red and
blue lines represent the launched actions triggered when the LMS activity is over
the threshold (straight black dotted line); finally on 3-G and H we can see the
evolution of the arm pliers real cartesian x and y positions deduced from the
Katana physical model.

Lets now consider the whole scenario. First the robot perceives only its arm.
The arm is recognized and located in the center of the image. The learned object
(Aibo) is then presented by a human interactant on the left upper side of the
image. Consequently, the arm and the object are simultaneously recognized and
located (brown area of the figure 3 B). Because of this shared visual attention,
the pan-tilt camera (controlled by the Neural Fields) starts moving toward the
recognized object (figure 3 C and D) inducing an optical flow in the visual field.
This optical flow is then encoded by the pattern direction selective neurons
(figure 3 E). As the camera is moving from the right to the left upper side
(toward Aibo), it generates an inverted optical flow directed to the right and
down side (Oo and 60o because of the inversion of the Y axis). The directional
neurons trigger the corresponding learned oscillatory arm movement (action 2
on figure 3 F). Consequently, as proved in figure 3 G and H, the robot’s arm
starts moving toward the detected learnt object (Aibo): left direction on the x
axis and upward on the y axis.
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This behavior simulates an emerging visual goal directed reaching trial in-
duced by visual ambiguities. A video of this final experiment can be find on our
web site3

Fig. 3. Experimental results

7 Conclusion

We presented here a developmental approach for investigating the emergence of
early physical and social interaction from a learning stage of visuomotor cross-
modal knowledge by using a neural network model. We simulate, on a robotic
platform, the developmental behavior of infants aged approximatively from 0 to
3 months in the specific context of initial simple gestures imitation and early
reaching trials triggered by an external visual stimulus. First, during a babbling
step, the robot learns to associate its motor primitives to the optical flow in-
duced by its own arm. In parallel, the robot statistically learn its arm shape,
by modulating the feature points detection and the local views learning with
motion intensities (optical flow). Similarly, if the arm stops moving, the robot
can learn new shacked external objects. After the learning phase if a human

3 http://www.etis.ensea.fr/ neurocyber/Videos/lowLevel Reaching/video

LowLevelReaching.avi

http://www.etis.ensea.fr/~neurocyber/Videos/lowLevel_Reaching/video_LowLevelReaching.avi
http://www.etis.ensea.fr/~neurocyber/Videos/lowLevel_Reaching/video_LowLevelReaching.avi
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starts moving in the visual field, his movements induce visual ambiguities which
make the robot starts imitating the human as it tries to maintain the balance
between the visual stimuli and the motor controller as learned during the bab-
bling step. Finally, if the robot locates its arm and another learned object in
the visual field, its camera starts moving to the center of alternatively the arm
and the detected object, simulating ocular saccades. As for immediate imitation,
the camera oscillations induce ambiguous optical flow making the robot initiat-
ing arm movements toward the located object. The efficiency of the proposed
neural architecture is demonstrated by experiments in a real indoor and non
constrained environment using a Katana arm and pan-tilt camera.

Hence we showed that low level imitation and early reaching behaviors can
emerge through ambiguous visuomotor perception. Additionally we demonstrated
a possible bootstrapping of these behaviors using a very coarse motor controller
based on a simple set of oscillators. Despite the obtained interesting results,
numerous outstanding questions remains. For example, how to fill, from a devel-
opmental approach, the gap between this early coarse oscillatory motor control
and a more refined one leading to more precise interactions and imitation games
(object grasping)? How to gain a better knowledge about spatial information and
peripersonal space leading to social cognition? These harsh problematics among
others related to physical and social development remains, obviously, open ques-
tions. Nevertheless, our experimental approach demonstrates that early simple
physical and social interactions could be mediated by visual ambiguities through
visuomotor learning rather than complex representations of ”self” versus ”Other”
especially at an early stage of development.

Our short-term future works are aiming to use this model on a hydraulic robot
in order to obtain a realistic force controlled arm leading to more ”natural”
movements. In order to maintain the interaction and to give the capabilities
to a robot to learn new and more complex movements, we are also planing to
introduce the notion of synchrony detection between the oscillators controlling
the arm and the visual stimuli as proposed in our previous work on simple
oscillatory movements [24]. Thus, a refined interaction can be obtained during
immediate and differed imitation games. More precisely, the weights modulating
the influence of each oscillator on the arm joints (set to a fixed value in this
article) must be learnt during bidirectional imitation games.
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Abstract. Goal-driven agents are generally expected to be capable of pursuing
simultaneously a variety of goals. As these goals may compete in certain cir-
cumstances, the agent must be able to constantly trade them off and shift their
priorities in a rational way. One aspect of rationality is to evaluate its needs and
make decisions accordingly. We endow the agent with a set of needs, or drives,
that change over time as a function of external stimuli and internal consumption,
and the decision making process hast to generate actions that maintain balance
between these needs. The proposed framework pursues an approach in which
decision making is considered as a multiobjective problem and approximately
solved using a hierarchical reinforcement learning architecture. At a higher-level,
a Q-learning learns to select the best learning strategy that improves the well-
being of the agent. At a lower-level, an actor-critic design executes the selected
strategy while interacting with a continuous, partially observable environment.
We provide simulation results to demonstrate the efficiency of the approach.

1 Introduction

Goal-driven models of agency focuse on how agents set several goals, make decisions
about how to achieve those goals, and act on these decisions [1]. There have been sev-
eral contributions on goal-driven models, including goal management in cognitive ar-
chitectures [2], goal-driven autonomy [3], meta-reasoning [4], goal generation [5] and
multi-strategy learning [6]. While these approaches may perform well in simple cases,
they will face many difficulties in more complex real-world environments. Due to re-
source limitations (computation, energy), partial information of the environment and
time-varying goal importance, the designer is required to anticipate what discrepan-
cies can occur, define what goals should be pursued and constantly set new priorities
for these goals. To increase autonomy of goal-driven agents, we are investigating the
role of motivation in the decision making process. A typical motivational framework
would possess an internal motivational system, a priority mechanism to adjust the rel-
ative urgency of the drives, and an efficient decision-making process [7]. Under this
perspective, we introduce a biologically inspired learning architecture that takes into
account internal needs and external stimuli to decide what should be learned in a par-
ticular situation. The concept is based on fundamental mechanisms of animal behavior.
Animal research suggests that behaviors are governed by two distinct processes of de-
cision making: a goal-directed and a habit process [8]. The goal-directed process often
relies on anticipated outcomes, that are motivationally meaningful –i.e., pleasurable or
important for survival. The habit process, on the other hand, entails association between
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situations and actions that are learned from experience, for example through reinforce-
ment learning. The interaction between these two systems has recently been argued to
be hierarchical [9]. The goal-directed process selects a goal, and decides which habitual
actions should be executed to reach that goal. Thus, in this paper, we aim to deliver a
hierarchical reinforcement learning framework for intrinsically motivated goal-driven
agents. The proposed learning system is depicted in Fig. 1. Similar to [10], we endow
the agent with drive dynamics (motivational model) that are related to survival, such
as eating, drinking, and avoiding harmful stimuli. According to the options framework
[11], we predefine a set of fixed strategies (options) to form what we call the repertoire
of learning strategies. Each strategy gives priority to one or more drives by changing
their motivational weights. At a higher level, we design a goal-directed system as a Q-
learning that iterates through all available strategies keeping a record of the expected
outcome for each, and chooses the one that best improves the agent’s well-being. As
in [12], the well-being is considered as a weighted combination of the drives using the
motivational weights. At a lower level, the habit system executes the selected strategy
while interacting with a continuous, partially observable environment. Similar to [13],
the habit system is implemented as an actor-critic design (ACD). The critic, in this im-
plementation, is a reservoir computing (RC) network [14]. Since the current application
requires the simultaneous satisfaction of multiple drives (objectives), the proposed RC-
ACD has to be extended to the multiobjective case. A single reservoir estimates the
value functions J1,2,3 related to the drives, and provides their gradients to the actor.

The rest of the paper is organized as follows. After giving some background infor-
mation about our motivational situated agent, we describe the multiobjective RC-ACD.
Next, we introduce the motivational decision maker, and we provide some simulation
results.

2 Motivational Situated Agent

2.1 Motivational Model

We endow the agent with three drives hunger,thirst, and safety. Each drive is character-
ized by the attributes Ds

i , Dg
i , Dt

i , D
l
i and Dp

i . The attribute Ds
i indicates the current

strength/intensity and takes values between 0 (satisfied) and 1. At each time step Dl
i,

this strength varies with a factor Dg
i until a total duration of Dt

i . The importance of each
drive is Dp

i . The dynamics of a drive can be described as follows [12]:

Ds
i (k + 1) =

{
Ds

i (k) +Dg
i − αj · Uj(k) if Dl

i > Dt
i

0 if Dl
i ≤ Dt

i

(1)

where αj is a step factor.

2.2 Situatedness

The agent is situated, since it is completely dependent on online, simulated sensor data.
We consider interaction between the agent and its environment as one dynamical system
described by

s(k + 1) = F [s(k), a(k)] (2)
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Fig. 1. Overview of the goal-driven hierarchical reinforcement learning

where s(k) is the state, a(k) denotes the action, i.e. the agent’s heading ϕ, and F is a
nonlinear function. The state estimation ŝ ∈ R3 is performed using distances ei to three
stationary landmarks.

ei(k) = dl · ‖li‖, (i = 1, 2, 3). (3)

where dl is a scaling factor, and li is the distance between the agent and the landmark i.

3 Multiobjective RC-ACD

Suppose one associates with the coupled agent-environment (2) the performance index
Jl for each drive l.

Jl[s(i)] =

∞∑
k=i

γk−iUl[s(k), a(k)], (4)

where Ul is the utility function for objective l and γ is a discount factor with 0 < γ < 1.
According to Bellman [15], the optimal cost-to-go function for each objective l is

Ĵl[s(k)] = min
a(k)

{
Ul[s(k), a(k)] + γĴl[s(k + 1)]

}
(5)

and the corresponding action a(k) that achieves this optimal cost at time k is

a(k) = argmin
a(k)

{
Ul[s(k), a(k)] + γĴl[s(k + 1)]

}
(6)
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We consider a continuous environment containing two regions for resources (food and
drink) with different values. These regions are to be acquired. The environment also
has a dangerous region, which has to be avoided. These regions could be represented
by any utility functions. In this paper, we create a three-objective optimization prob-
lem represented by three utilities U1, U2 and U3, related to hunger, safety and thirst,
respectively. The choice of these functions is inspired from the multiobjective objective
problems analyzed in [16], and projected on the two dimensional environmental space
(x,y). They are desined as

U1(x, y) = 2 · exp
(
−
(
(x − 50)2

2 · 252 +
(y − 104)2

2 · 252

))
(7)

U2(x, y) = −2 · exp
(
−
(
(x − 50)2

2 · 132 +
(y − 80)2

2 · 132

))
(8)

U3(x, y) = 2 · exp
(
−
(
(x− 50)2

2 · 252 +
(y − 56)2

2 · 252

))
(9)

Due to the curse of dimensionality, i.e. computational complexity increases exponen-
tially with dimensionality of the application or the size of the state space, obtaining a(k)
is a hard task. The framework of ACD addresses this porblem by using a system called
“critic” that approximates Ĵl and adapts a(k) such that Ul is optimized in the long run.
In almost all efforts the critic’s training uses feedforward networks [17]. A drawback
here is that feedforward networks work well in problems that require computation of
static functions. In real world however, one encounters many problems which cannot be
solved by learning a static function because the function being computed changes with
each input received. This situation can be rectified by the introduction of feedback (re-
current) connections in the network. In this paper, we implement a recurrent reservoir as
a critic [14], but adapted to a multiobjective reinforcement learning problem. A single
reservoir estimates the three utilities Jl simultaneously, and provides their gradients to
the actor.

3.1 Multiobjective RC Critic

The core idea of RC consists of using a large recurrent network as a “reservoir” of
excitable complex neural dynamics, from which readout neurons can learn to map the
reservoir state to a target output. The activation of internal neurons of RC is updated
according to

X(k + 1) = f(WinUin(k + 1) +WX(k)) (10)

where the inputs Uin(k) = (s(k), a(k)), X is the reservoir state, and f = tanh(). The
input and reservoir weights (Win,W ) are generate randomly such that the “echo state”
property is met [18]. In this case, only weights connections from the reservoir to the
outputs W l

out are to be adjusted. According to (5), each output weight W l
out will be

trained forward in time by minimizing the quadratic error measures

‖El‖ =
∑
k

Elk =
∑
k

[Ĵl(k)− Ul(k)− γĴl(k + 1)]2, (l = 1, 2, 3) (11)
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One simple way to train W l
out is to use the recursive least square method as following

W l
out(k) = W l

out(k − 1) + L(k)Elk (12)

The gain vector L(k) is updated as

L(k) = P (k)X(k) = P (k − 1)X(k)
(
1 +Xt(k)P (k − 1)X(k)

)−1
(13)

and
P (k) =

(
I − L(k)Xt(k)

)
P (k − 1) (14)

P (k) is usually referred to as the covariance matrix.
After each adjustment of W l

out(k), the estimation output Ĵl is calculated as

Ĵl(k) = W l
out(k)X(k)). (15)

3.2 Action Selection

As in [12], the well-being is considered as a weighted combination of the drives. Thus,
the action control aims at maximizing the combination Ĵ of performance indexes Jl:

Ĵ(k) = whunger(k) · Ĵ1(k) + wthirst(k) · Ĵ2(k) + wsafety(k) · Ĵ3(k) (16)

where the motivational weights{whunger, wthirst, wsafety} represent the selected learn-
ing strategy by the goal-directed Q-learning (see paragraph 4).

The actor uses a simple gradient descent search that maximizes Ĵ .

a(k + 1) = a(k) + δ
∂Ĵ(k)

∂a(k)
(17)

where δ is the learning rate. The gradient of Ĵ with respect to a(k) can be computed
using the chain rules

∂Ĵ(k)

∂a(k)
=

∂Ĵ(k)

∂X(k)

∂X(k)

∂a(k)
(18)

where
∂Ĵ(k)

∂X(k)
= W out(k) (19)

and

W out(k) = whunger ·W 1
out(k) + wthirst ·W 2

out(k) + wsafety ·W 3
out(k) (20)

Assuming that Win = [WaWs] concatenation of action and state input weights we
obtain

∂X(k)

∂a(k)
= (I −X2(k))WT

a (21)

where I denotes the column vector of 1. Hence

∂Ĵ(k)

∂a(k)
= W out(k)(I −X2(k))WT

a (22)
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Equation (22) shows that the partial derivative of Ĵ with respect to a depends only on
the Wout update and on the current reservoir state. Thus, in contrast to a typical layered
neural networks, RC structure offers a simple way to calculate the gradient of Ĵ . From
(17) and (22) we obtain

a(k + 1) = a(k) + δW out(k)(I −X2(k))WT
a . (23)

4 Motivational Decision Making

We first performed a series of optimization runs of the Multiobjective RC-ACD for
different motivational weights {whunger , wthirst, wsafety}, and selected several strate-
gies to form the repertoire of learning strategies. A strategy Π is represented through
its motivational weights as

Πi = [wi
hunger , w

i
thirst, w

i
safety ] (24)

We design the goal-directed process as a Q-learner that iterates through all available
strategies keeping a record of the expected outcome for each, and then chooses the
strategie that best improves the well-being. The well-being Wb(k) at time k is defined
as

Wb(k) = Wbideal −
∑
i

Dp
i ·Ds

i (k) (25)

The ideal well-being Wbideal is the motivational state, where all drives are satisfied,
i.e. when Ds

i = 0 for all i. In the simulation, we set Wbideal = 3. At each iteration,
the Q-learner receives the levels of the drives Ds

i , and the expected utilities Ĵl from the
external environment as the state, and Wb as the reward signal. The Q-value for each
conrol strategy Πi is formulated as follows

QΠi(k) = R(k) + γQ · max
Πj∈Π

(QΠj (k + tepi)) (26)

where R(k) is the well-being Wb, γQ is the discount factor and tepi is the episode
time steps. These values are adapted according to the following equation

QΠi(k) = (1− β) ·QΠi(k) + β ·
(
R(k) + γQ · max

Πj∈Π

(
QΠj (k + tepi)

))
(27)

where β ∈ [0, 1] is the learning rate, i.e the forgetting factor. To learn the Q-values,
a one-hidden layer feed-forward neural network is utilized. Depending on the motiva-
tional state represented by the drivesDi and the external state represented by the learned
utilities Ĵi, the neural net approximates the Q-value for each control strategy Πi.

5 Results

We set the parameters of RC critic as follows. The spectral radius α = 0.4, the reser-
voir units N = 40 and the reservoir connectivity cdr = 20%. The training is performed
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in a sequence of 500 episodes (max episode length: 100 iterations). The Q-learning
decision maker uses a feed-forward network with one hidden layer of 100 neurons, a
discount factor γQ = 0.7, a learning rate β = 0.35 and the time steps of an episode
tepisode = 15 iterations. The repertoire of learning strategies contains Five (5) con-
trol stragies (options): Π1 = [1.0, 0.0, 0.0], Π2 = [0.0, 0.0, 1.0], Π3 = [1.0, 0.5, 0.0],
Π4 = [0.0, 0.5, 1.0],Π5 = [1.0, 0.0, 1.0]. We performed several experimental tests; two
of them are reported here. In each experiment, the learning process goes through two
phases. During the exploration phase, the Q-learner randomly selects strategies from
the repertoir of learning strategies, in order to train the feed-forward network. After this
phase, the Q-learner uses the well-being as a reward signal to select more systemati-
cally a desired strategy. Table 1 presents the dynamics parameters of the drives for each
experiment. In experiment 1, the hunger drive is characterized by a low growth factors
Dg

i = 0.006 comparing with that of thirst Dg
i = 0.015. This means that thirst needs

more attention than hunger. However, the drive of hunger will increase immediately
after satisfaction (Dt

i = 0). In contrast, the drive of thirst remains unsatisfied during
Dt

i = 60 time steps. Therefore, in the time interval [0, 70] the Q-learner favorises more
the strategy Π2 that gives more importance to the drive of thirst (Fig. 2(a)). After sat-
isfying thirst, we can observe how the Q-learner mainly switches his decision between
the two strategies Π4 and Π1. These strategies give more importance to thirst, but also
to either to safety or to hunger. Thus, the type of motivational decision making, we
are advocating, is continuously reevaluated according to the motivational state of the
agent. Figures 2(c) and 3(a) show the temporal evolution of the drives and the global
well-being during the first 200 episodes, respectively. Fig. 3(a) illustrate the well-being
during the whole experiment. It should be noted that during exploration, the average
of the well-being is 1.5421, and during exploitation it is increased to 1.9520. In the
experiment 2, the growth factors Dg

i of hunger and thirst are almost similar (Table 1).
This may increase the conflict between these drives. During the first 80 episodes, the
Q-learning gives more importance to hunger and safety than thirst. We can observe how
it keeps his decision for Π3 more than Π4 (Fig. 2(b)). This explains why in that period
thirst was not well optimized (Fig. 2(d)). Due to the limited number of strategies, the
learning process has needed significantly longer time than in the previous experiment
to find a possible compromise between all drives (Fig. 3(b)). During exploration, the
average of the well-being is 0, 8453, and during exploitation it it is increased to 1.8346.

Table 1. Dynamics parameters of the drives

Experiment 1 Experiment 2

Ds
i Dg

i Dt
i Ds

i Dg
i Dt

i

Hunger 0.5 0.006 0 0.5 0.013 60

Safety 0.5 -0.005 0 0.5 -0.004 0

Thirst 0.5 0.015 60 0.5 0.012 150
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Fig. 2. Temporal evolution of the decision, the drives and the well-being during the first 200
episodes. Left pannels (experiment 1) and right pannels (experiment 2)
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Fig. 3. The temporal evolution of the well-being during the whole experiments
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6 Conclusion

The work presented here is intended to contribute to the field of situated learning agents,
by exploring what Parisi called “internal robotics” [19]. Parisi proposed this term to
emphasize the importance of the internal state in determining the robot’s behaviour.
We introduced a biologically inspired learning architecture in which the motivational
state guides the decision process by assigning values to various control strategies for
suitable trade-offs between the agent’s needs. If an strategy-outcome is devalued, for
example the agent begins to reach a satiety state, the goal-directed system switches to
a different strategy. The habit system employs RC-ACD to interact with the continuous
environment. This implementation is much easier and has a much lower computational
complexity compared to other ACD models.

In this paper, we considered two requirements for situated learning [20]: (1) the state
space must be acquired from raw sensory, and (2) learning should take place in a reason-
able time relative to the agent’s lifespan. Promising preliminary results are presented,
but can still be improved. The most obvious next step is to test this architecture in a
real-world scenario.
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An Anti-hebbian Learning Rule to Represent Drive
Motivations for Reinforcement Learning

Varun Raj Kompella, Sohrob Kazerounian, and Jürgen Schmidhuber

IDSIA, Galleria 2, Manno-Lugano, Switzerland
{varun,sohrob,juergen}@idsia.ch

Abstract. We present a motivational system for an agent undergoing reinforce-
ment learning (RL), which enables it to balance multiple drives, each of which is
satiated by different types of stimuli. Inspired by drive reduction theory, it uses
Minor Component Analysis (MCA) to model the agent’s internal drive state, and
modulates incoming stimuli on the basis of how strongly the stimulus satiates the
currently active drive. The agent’s dynamic policy continually changes through
least-squares temporal difference updates. It automatically seeks stimuli that first
satiate the most active internal drives, then the next most active drives, etc. We
prove that our algorithm is stable under certain conditions. Experimental results
illustrate its behavior.

Keywords: Motivational Drives, Reinforcement Learning, MCA, Animats.

1 Introduction

Reinforcement Learning (RL) methods [1] have proven quite powerful in endowing
agents with the ability to learn to achieve goals across a wide variety of settings. Typ-
ically however, within any given setting, the agent lacks a motivational system that
would allow it to differentially value various types of simultaneous (possibly
conflicting) goals and actions [2,3]. We introduce a novel method inspired by drive
theory [4,5,6], which enables an agent to learn from multiple types of rewarding stim-
uli [7,8], even as its preferences for those stimuli change over time. Importantly, this
method achieves behavioral success under these conditions, while learning online.

Although definitions of drive and motivation abound across a number of interdisci-
plinary fields, including psychology, neuroscience, and artificial intelligence, we follow
that of Woodworth [4], who suggested hunger and thirst as prototypical bodily drives.
As the levels of hunger and thirst change in time, an agent is motivated to initiate behav-
iors that satisfy one or the other drive. There are two primary methods by which such
drives are typically represented in the artificial intelligence literature: The first makes
use of homeostatic drive regulation, wherein actions that push a physiological state
variable towards its equilibrium are rewarded, while actions that push the state variable
away from that equilibrium are punished [9,3]. The second, following Hull [10,2] makes
use of drive states that vary from “fully satiated”, to “fully unsatiated”, with actions that
satiate active drives being rewarded.

A.P. del Pobil et al. (Eds.): SAB 2014, LNAI 8575, pp. 176–187, 2014.
c© Springer International Publishing Switzerland 2014
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Hullian and homeostatic drive reduction are highly dependent on physiological pa-
rameters however, and are therefore not always ideal in modeling robotic agents. Rather
than explicitly model time-varying drive states and the changes to those drive levels re-
sulting from various types of rewarding behavior, our method instead attempts to bal-
ance the various types of rewarding stimuli an agent has received. Doing so allows an
artificial or robotic agent to successfully modulate its behavior in response to active
drives, without making its successful behavior dependent on careful parameter selec-
tion. In this system, an agent’s drive towards a particular stimulus depends, in part,
on how much of that stimulus it has acquired in its recent history, weighed against
how much it desires alternative stimuli. When the agent receives one type of rewarding
stimulus, its drive for that particular stimulus should decrease, while its drive for other
types of stimuli should increase. One elegant method for modeling this input-dependent
drive switching, is to note that as the agent experiences a changing distribution in its
input stimuli, estimating the covariance of this distribution yields a minor component
(MC; [11]) which points in the direction of the least received stimuli. In order to com-
pute the minor component, we use Peng’s Minor Component Analysis (MCA; [12])
algorithm, which uses a low-complexity, online, anti-hebbian updating rule, making it
suitable for open-ended learning. Moreover, such a representation system, allows us to
incorporate intrinsically rewarding behaviors as just another drive of the agent. As dis-
cussed by White [13], there is no simple way to reconcile curiosity driven behaviors,
with drive reduction theory. As we show in simulations however, it is rather simple to
do with an MCA based drive representation.

On its own, this enables an agent to represent drives. It does not however, explain
how an agent can learn which actions bring about the desired types of input stimuli. To
this end, we propose an online, model-based least-squares policy iteration technique,
called MCA-PI, to combine our MCA based drive-representation and action selection
for a simulated robotic agent. We prove that MCA-PI is stable under certain conditions
and present experimental results to demonstrate its performance.

The rest of the paper is organized as follows: Sec. 2 presents details of represent-
ing drives using MCA. Sec. 3 discusses our MCA-PI algorithm and an analysis of its
dynamical behavior. Sec. 4 presents experimental results and Sec. 6 concludes.

2 Representing Drives with MCA

We present a method to represent drive motivations using Minor Component Analysis
(MCA):

(a) Input Stimuli Vector: The input stimulus is an n-dimensional real-valued vector
ξ = [ξ1, ..., ξn]

T , where each dimension represents a particular type of stimulus. For
example, let food (ξ1; ) and water (ξ2; ) be two types of stimuli for an agent.
When the agent receives only ξ1 = 2 units of food, the corresponding input stimulus
vector is ξ = [2, 0].

(d) Stimulus Priority Vector: A stimulus priority vector ρ = [ρ1, ..., ρn], ρi ∈
(0, 1] determines a priority weighting for each stimulus type. A high-value of ρi indi-
cates that the agent takes longer time to satiate stimulus ξi.
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(b) Drive Vector: The agent’s drive at any time t is represented by an n-dimensional
unit-vector D(t) = [d1(t), ..., dn(t)]

T , where each dimension di(t) ∈ [0, 1] represents
an individual drive component for the stimulus ξi. A high value of di(t) indicates that
the agent desires the corresponding stimulus ξi.

(c) Drive-Vector Update: The drive vector is updated incrementally using Peng’s
MCA learning rule:

D(t) = (1− η) D(t− 1) − η (D(t− 1) · Λξ(t))Λξ(t) (1)

D(t) ← D(t)/‖D(t)‖ (2)

where η is a constant learning rate, Λ is a n×n diagonal matrix with ρ−1
i as its entries.

The normalization step in (2) is required to make it adaptive to non-stationary input
data [14].

(e) Scalar Reward: The scalar reward r(t) given to the agent is computed by pro-
jecting the input stimulus on to the current drive vector:

r(t) = D(t) · Λξ(t) (3)

The agent gets higher scalar rewards if it receives a stimulus-vectorξ(t)whose direction-
cosine (DC) w.r.t D(t) is close to one. That is to say, the more closely the stimulus
vector matches the drive vector, the more rewarding that stimulus will be. The agent,
driven by higher rewards r, will be motivated to visit and then remain in the places
where it is getting the currently rewarding stimuli. However, as the agent continues to
remain in those places, the recent history of the MCA comes to be dominated by samples
of the current stimulus distribution, which drives the minor component away from the
current drive direction (see Figure 1). As a consequence, the longer an agent continues to
receive the same stimulus, the less and less rewarding it becomes (i.e., the agent becomes
satiated)

ξ ξ

ξ1/ρ1

ξ2/ρ2

ξ1/ρ1

ξ2/ρ2

ξ1/ρ1

ξ2/ρ2

ξ ξ

Fig. 1. The MCA drive-vector (D(t), indicated by the bold arrow) points to the direction of
stimuli that it received least in its recent history (anti-hebbian like behavior). (a) D(t) at some
arbitrary time t. (b) When the agent receives water stimulus (ξ2), d2(t) decreases and d1(t)
increases, therefore D(t) slowly turns toward the “hunger” drive-direction. (c) Similarly, when
the agent receives food, the vector slowly turns toward the “thirst” drive-direction.
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Algorithm 1: MCA-PI (S,A,P )

// Ξ : Stimulus function (|S||A| × n) matrix
// R : Reward function (|S||A| × 1) vector

// φS×A : State-Action basis function
// D : MCA drive vector

// Λ : Diagonal matrix with {ρ−1
1 , ..., ρ−1

n } entries

1 for t ← 0 to ∞ do
2 st ← current state
3 at ← action selected by policy πt in state st

4 Take action at, observe next state st+1 and stimulus ξ(t+ 1)

//Update Stimulus Function

5 Ξ(st, at) ← Ξ(st, at) + ηstim
t+1

(
ξ(t+ 1)− Ξ(st, at)

)

//Update MCA Drive Vector
6 D ← (1− η) D − η (D · Λξ(t+ 1))Λξ(t+ 1)

7 D ← D/‖D‖
//Update Reward Function

8 R ← |ΞΛD|
// Update Policy

9 πt+1 ← LSTDq-Model-Update(φS×A,P , R, γ, πt)
10 end

3 Action Selection: MCA-Based Policy Iteration (MCA-PI)

Unlike previous implementations that represent drives independently in an RL frame-
work [2,15], an MCA-based drive representation takes all drives into consideration and
computes a resultant unit drive-vectorD(t). D(t) does not necessarily indicate the level
of satiation, instead it optimally points in the direction of stimuli that the agent received
least in its recent history. Based on the drive at time t, the agent needs to shape its
behavior to acquire the least received stimuli. However, to learn an optimal behavior
(policy), in principle, one needs to take into account the internal drive vector compo-
nents (d1, ..., dn) as a part of the agent’s state-space, along with the external world state.
This makes the resultant state space large - exponential in the number of drive compo-
nents. Konidaris and Barto [2] have used a multi-goal RL approach with SARSA(0) [16]
instead, to learn a composite value function for action selection. In a similar way, the
MCA drive vector can be combined with SARSA(0), where each drive-componentdi(t)
corresponds to a particular goal. However, a drawback of this approach is that since the
internal drive-function changes quite quickly over time, the resulting decision process
is non-Markovian. Therefore, single-step on-policy SARSA(0) algorithm that requires
a decaying exploration rate for optimal performance [17], may not converge to an op-
timal policy. This problem can be overcome if a transition model of the external world
environment is known.
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Algorithm 1 shows the pseudocode of MCA-PI algorithm. Given a transition model for
the external worldP : S×A×S → [0, 1], for each time-step the algorithm incrementally
updates its estimate of the stimulus function Ξ (a matrix of size (|S||A| × n)), MCA-
drive vector D, and the reward functionR (a vector of size |S||A|× 1). It then evaluates
the current policy for the new reward functionR using simulated samples (s, a) fromP ,
and generates a policy for the next time-step based on the updated value-function.

3.1 Dynamical Analysis

In this section, we study the dynamical behavior of MCA-PI algorithm. The main goal
here is to show that the algorithm makes the agent balance between multiple drives in
an uniform manner.

Outline: We first define policy-sets, such that for any arbitrary trajectory of policies
within each set, the reward function converges to a unique fixed point (Definition 1).
We then show that the policy-sets are non-empty in Theorem 1. Since MCA-PI is an
approximate policy-iteration technique, we show in Theorem 2 that the error between
the approximate value-function and the true-value function is bounded. Finally, in The-
orem 3 we show that the sequence of policies generated by the MCA-PI algorithm,
shifts between the policy-sets in a cyclical manner.

Conditions: The following conditions are necessary for the rest of the analysis:
(1) The learning rate of MCA satisfies: ηλ1 < 0.5, 0 < η ≤ 0.5, where λ1 is the largest
eigenvalue of the expected covariance matrix C (=E[ξξT ] ) of the input stimulus data
(ξ ∈ R

n).
(2) C is a symmetric nonnegative definite matrix. This condition is initially met by
the agent’s exploration using Gaussian optimistic-initialization [18], and later by the
algorithm switching dynamics.
(3) The columns of stimulus-function matrix Ξ are not all-ones or a constant multiple
of all-ones vector1. This condition, which is trivial, says that the agent does not receive
equal amounts (or zero) of a particular stimulus at all world states. In which case, there
is no planning required for that stimulus and the drive-vector dimension can be reduced
to (n− 1).

Using Condition (2), C can be factorized into V LV −1, where V is the eigenvector
matrix (columns representing unit-eigenvectors vi) and L is a diagonal matrix with cor-
responding eigenvalues (λi). In addition, the eigenvectors {vi|i = 1, 2, ..., n} (sorted
according to λ1 > λ2... > λn) form an orthonormal basis spanning R

n, where v1 is the
principal-component and vn is the minor-component. Therefore, the drive vector D ∈
R

n can be represented as a linear combination of the basis-vectorsD(t) =
∑n

i=1 wi(t)vi,
where wi(t) are some coefficients. Lemma 1 shows that the drive vectorD(t) converges
to the component with the least-eigen value vn (minor-component).

Lemma 1. If Conditions (1)&(2) are satisfied, the following limits of the coefficients
wi hold true:

lim
t→∞

wi(t) = 0, ∀i ∈ 1, ..., n− 1 and lim
t→∞

wn(t) = 1

1 All-ones vector is a vector where every element is 1.
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Proof. The proof follows from Lemma 3 in [14]. ��
Definition 1. Let Πi, ∀i ∈ {1, ..., n} denote sets of stationary policies (π : S × A �→
[0, 1]) defined over the underlying irreducible Markov chain, s.t., for any trajectory
ζ = {πt ∈ Πi, ∀t > 0},

lim
t→∞

Rζ(t) = ΞΛvi (4)

Theorem 1. If condition (3) is satisfied, Πi, ∀i ∈ {1, ..., n} are non-empty disjoint
sets.

Proof. Since, Ξ does not contain scalar multiples of all-ones column vectors (Condition
(3) and Lemma 1), there exists at least one trajectory ζ of policies where E[ξξT |π; ∀π ∈
ζ] has the minor-component vi. Since, each vi, ∀i ∈ {1, ..., n} are orthonormal, the
policy-sets are disjoint. ��
Theorem 2. At any time t, let πt, πt+1, ..., πt+m be any arbitrary sequence of policies,
such that, πm ∈ Πi, ∀m = t, t+1, ...,. Let Q̃πt , Q̃πt+1 , ..., Q̃πt+m be the corresponding
sequence of approximate value functions as computed by LSTDQ. Then, there exists a
positive scalar δ that bounds the errors between the approximate and the true value
functions over all iterations:

‖Q̃πm −Qπm‖∞ ≤ δ, πm ∈ Πi, ∀m = t, t+ 1, ...,

Proof. The Least-Squares fixed-point approximation [19] of the value function for a
stationary transition model P and reward function R can be written as Q̂π = AπφTR,
where Aπ = φ

(
φT (φ− γP πφ)

)−1
. For a given stationary reward function R, there

exists a positive scalar ε that bounds the error between the least-squares fixed-point
approximation and the true value function :

‖Q̂πm −Qπm‖∞ ≤ ε, ∀m = t, t+ 1, ..., (5)

From Theorem 1, we have since πm ∈ Πi, ∀m = t, t + 1, ...,, there exists a fixed
point R∗ to the sequence of reward functions. Therefore, ‖Rm − R∗‖∞ ≤ ν =⇒
‖AπmφTRm−AπmφTR∗‖∞ ≤ ν =⇒ ‖Q̃πm −Q̂πm‖∞ ≤ ν. Using (5) and triangle-
inequality we get, ‖Q̃πm −Qπm‖∞ ≤ ε+ ν (≡ δ), πm ∈ Πi, ∀m = t, t+1, ..., ��
Theorem 3. Let πt, πt+1, πt+2, ... be a sequence of policies generated by the algorithm
at any arbitrary time t. Then, ∃N ∈ N

+, such that:

{πt, πt+1, ..., πt+N} ⊆ Πi, {πt+N+1, πt+N+2, ...} ⊆ Πj , j �= i, i ∈ {1, ..., n}

Proof. Since, MCA-PI is an approximate policy iteration algorithm, it follows from
Theorem 2 that the generic bound on policy iteration applies (See Theorem 7.1 [19]).
Therefore, the value-function converges toward the true value function Q∗ correspond-
ing to the current reward function (ΞΛvn). However, a policy π∗

vn based on Q∗ max-
imises expected cumulative rewards, i.e. E[γtΞΛvn], which is maximal only when the
principal component of E[ξξT |π∗

vn ] is equal to vn. Since MCA by definition computes
the minor component, it follows that π∗

vn ∈ Πj , j �= i. This implies that there exists a
positive integer N , where the policies {πt+N+1, πt+N+2, ...} ∈ Πj . ��
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Fig. 2. Figure best viewed in color. See text for accompanying details.

Theorems 1, 2 and 3 explain the switching dynamics of the algorithm between multiple
drives.

4 Experimental Results

4.1 Experiment 1: Hallway

We evaluate our algorithm here on a classic example of a 50 state closed Markov Chain
(Fig. 2(a); [19]). The agent at each state can take three deterministic actions: left, right
and stay, except for the boundary states 0 (right and stay) and 49 (left and stay). At state
10, the agent receives a stimulus (food) ξ1 = [6 0]T + N (μ = 0, σ = 2) and at state
40, it receives a stimulus (rest) ξ2 = [0 6]T + N (μ = 0, σ = 2). N (μ, σ) represents
an additive Gaussian noise with mean μ and standard deviation σ. The agent has equal
priority towards both stimuli (ρ = [1, 1]).

We use a constant learning rate (η = 0.01) for the MCA update, a discount factor
γ = 0.95, and indicator basis functions (φS×A) to represent each state. An initial policy
(π0) and a drive-vector (D) are set arbitrarily. The approximate stimulus function Ξ is
optimistically-initialized [18] to N (μ = 0, σ = 0.3) for all states and dimensions.

As a baseline comparison, we evaluate the performance of an agent carrying out
brownian exploration vs. an agent carrying out MCA-PI. The agent using brownian
exploration would also continually visit both the stimulus sources over time. Figure
2(b) shows the cumulative reward with respect to time, averaged over 20 trials for the
two models (shaded region represents the standard deviation). It is clear from the figure
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that the MCA-PI approach results in a deliberative behavior in comparison with the
standard brownian motion (with a mean velocity equal to 4 states/timestep). Figure
2(c) shows the changing MCA drive-vector over time for a single run. The drive-vector
periodically switches between v2 → v1 → v2, as derived in Theorem 3. The LSTDq
error ‖Q̃πt − Q̂πt+1‖ peaks momentarily (see Fig. 2(d)) whenever the agent switches
between the policy sets Πi of one stimulus, to the other. However, the error drops down
quickly thereby resulting in the next switch. The red dashed line indicates the average
error for 20 different runs. Figure 2(e) shows the variation of the state-values (mean and
the standard deviation over 20 runs) with the changing reward values at states 10 (blue
triangles and cyan error bars) and 40 (red circles and yellow error bars). It is clear from
the figure that the value of state 10 is higher whenever the projection ‖r‖ = ‖Ξ · Λv2‖
is higher, which makes the agent shift to state 10. It stays there until the drive reduces
and the value of state 40 becomes higher. The constant switching between the sources
balance both drives in an uniform manner. The video for the experiment can be found
at URL: http://www.youtube.com/watch?v=Mk_wyJ8mQcU

4.2 Experiment 2: Three Room Maze

Here, we evaluate MCA-PI on a larger discrete-state three room maze environment.
There are in total 200 reachable states and two door-ways as shown in Figure 3(a).
The agent can take 5 deterministic actions: left, right, north, south and stay, except at
the states next to the room boundary. Each room has a distinct stimulus source placed
arbitrarily. The agent has equal priority towards all the stimuli (ρ = [1, 1, 1]).

We use a constant learning rate (η = 0.01) for the MCA update, a discount factor
γ = 0.85, and 30 Laplacian eigen-map features (Proto Value Functions; [20]) as basis
functions (φS×A) to represent each state. An initial policy (π0) and a drive-vector (D)
are set arbitrarily. The approximate stimulus function Ξ is optimistically initialized to
N (μ = 0, σ = 0.3) for all states and dimensions.

Figure 3(b) shows the cumulative stimulus over time for 20 runs of the experiment.
We see that the agent accumulates each of the sources nearly equally. The drive vectorD
switches periodically between v1, v2 and v3 (Fig. 3(c)), and is stable with a low LSTDq
error over time (Fig. 3(d)). It can be seen in Figure 3(c) that the switching starts after a
delay t � 1000 time-steps. This is due to the updating estimate of the stimulus function
(Ξ) upon exploring via optimistic initialization. Figure 3(e)-(g) shows three sets of
value functions and corresponding policy plots at different time instants, directing the
agent to each of the stimulus sources. The video for the experiment can be found at
URL: http://www.youtube.com/watch?v=ZbvSSmZrOzc

4.3 Experiment 3: Extrinsically and Intrinsically Motivated Agent

In this experiment, we consider an agent that is both extrinsically and intrinsically mo-
tivated. Intrinsically motivated (curious) agents not only focus on potentially externally
posed tasks, but also creatively invent self-generated tasks that have the property of cur-
rently being still unsolvable but easily learnable. The theory of Artificial Curiosity (AC;
[21]) introduces a mathematical formalism for describing curiosity and creativity in ar-
tificial agents. A creative agent needs two learning components: an adaptive encoder of

http://www.youtube.com/watch?v=Mk_wyJ8mQcU
http://www.youtube.com/watch?v=ZbvSSmZrOzc
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Fig. 3. Figure best viewed in color. See text for accompanying details.

the growing history of observations and a reinforcement learner. The learning progress
of the encoder becomes a curiosity reward for the reinforcement learner. For the sake
of consistency as well as simplicity, we use of another instance of the MCA algorithm
coupled with Robust Online Clustering (ROC; [22]) an as an encoder2. We refer to it as
intMCA for the rest of the paper.

The agent is in an environment with two extrinsic stimulus sources {ξ1 =food,
ξ2 =bed} and two different learnable signal sources (represented by a book and music
as shown in Figure 4(a)) that constitute two sources for curiosity-stimulus (ξ3). When
the agent is at the states corresponding to book and music, it receives a 2-dimensional
input signal xbook (Figure 4(b)) and xmusic (Figure 4(c)) given by:

xbook :

{
x1(t) = sin(t) + cos(11t)2

x2(t) = cos(11t)
, xmusic :

{
x1(t) = sin(2t+ π

3 )− cos(11t)2

x2(t) = cos(11t)
(6)

These signals are expanded into a five-dimensional polynomial space ([x1, x2, x2
1, x2

2,
x1x2]) and normalized (whitened) to have unit-variance. MCA when applied to the
derivative of the normalized signals (approximated by backward-difference), learns the
underlying slowly changing driving forces [23], which are sin(t) (Figure 4(d)) and
sin(2 t + π/3) (Figure 4(e)). When the intMCA feature outputs become stable, the
intMCA-error (ε) decreases. This decrease results in a proportional curiosity stimulus:

ξ3 = Clip(−ε̇, 0, 12) (7)

2 Note that this implementation is not strictly limited to the MCA and can easily be replaced
with any other adaptive learning machine.
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Fig. 4. Figure best viewed in color. See text for accompanying details.

ξ3 is clipped to lie in the range [0, 12] to keep it bounded and comparable with the
other stimuli (ξ1, ξ2). The agent’s drive-vectorD is a 3-dimensional vector representing
hunger, rest and curiosity drives. The agent has equal priority towards all the stimuli
(ρ = [1, 1, 1]). The approximate stimulus function Ξ is optimistically initialized to
N (μ = 0, σ = 0.3) for all states and dimensions. The agent can take 5 deterministic
actions: left, right, north, south and stay, except at the states next to the room boundary.

Similar to the earlier experiments, the agent quickly learns the model for the stim-
ulus function Ξ . However, in this case it is non-stationary since ξ3 vanishes when the
learning of the intMCA completes (Eq. (7)). The initial behavior of the agent is simi-
lar to the extrinsically motivated agent, which sequentially switches between the states
corresponding to the stimuli. However, since ξ3 decreases, the agent continues to seek
the stimulus ξ3 further. This allows it to completely learn the signal. Once the error ε
drops down close to zero, intMCA module is saved for future-use and a new intMCA
is created. The agent is again initialized with optimistic values to allow it to explore.
Now since, the agent no longer receives any curiosity stimulus ξ3 at the state where the
earlier intMCA module was learned, it goes to the other signal source to get ξ3. Figures
4(f)-(i) show localized state-value functions learned for stay action. Figure 4(j) shows
the estimation error plot over execution time showing two decaying peaks for each of
the signal sources. Figure 4(k) shows cumulative reward averaged over 20 trials (shaded
region represents the standard deviation) for the EM+IM agent and the EM-only agent
from the earlier experiment. From the plot it is clear that the method works similarly to
the EM-only experiment. Figure 4(l) shows individual cumulative stimulus components
averaged over 20 trials. The curiosity stimulus is lower compared to the other stimuli.
This is because of its vanishing nature. Figure 4(m) shows the state-action history for
each module learned averaged over 20 Trials. The video for the experiment can be found
at URL: http://www.youtube.com/watch?v=cqvw-MxZkOA

http://www.youtube.com/watch?v=cqvw-MxZkOA
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5 Discussion

We showed MCA-PI’s performance on a simple and a relatively large discrete state-
space maze environment. MCA-PI has a computational complexity of O(k2) where k
represents the number of basis-functions used however, it is sample efficient. The al-
gorithm can be applied to much larger discrete state and continuous domains by either
using factored MDP approaches or continuous extensions of Laplacian methods [20].
At a qualitative level, these simulations show that the behavior of an agent undergoing
MCA-PI mirrors the behavior one expects from appropriately constructed Hullian, or
homeostatic drive reduction based agent. In particular, we desire an agent to be able
to seek out stimuli that satiate its currently active drives, and to switch to behaviors
that seek out new stimuli when satisfied with prior ones. Unlike Hullian and homeo-
static systems however, our model achieves this without explicit need for modeling and
parameterizing individual time-varying drive states, which makes it a more elegant so-
lution in situations wherein the agent only needs to balance its behaviors, rather than
maintain pre-defined physiological state variables.

6 Conclusions

The canonical RL literature tends to ignore that robotic agents and animats operating
in real-time, complex, and changing environments typically have to monitor several
continuous, time-varying reward types in an online fashion. While some methods have
attempted to address this by developing motivational frameworks which make use of
Hullian drives, or homeostatic drive theory, these methods tend to focus on physiolog-
ical state variables as found in biological agents. Instead, we present a method that is
motivated by drive theory, but which represents an agent’s drive by means of Minor
Component Analysis. Doing so enables an agent to balance between competing drives
in a manner which doesn’t depend on physiological parameters, but rather, the relative
levels of the various rewarding stimuli it seeks.

Acknowledgments. This work was funded through SNF grant #138219 (Theory and
Practice of Reinforcement Learning II) and #270247 (NeuralDynamics project).
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Abstract. Adaptive behaviour of animats largely depends on the processing of
their sensory information. In this paper, we examine the estimation of robot ego-
motion from visual input by unsupervised online learning. The input is a sparse
optical flow field constructed from discrete motion detectors. The global flow
field properties depend on the robot motion, the spatial distribution of motion
detectors with respect to the robot body and the visual environment. We show
how online linear Principal Component Analysis can be applied to this problem
to enable a robot to continuously adapt to a changing environment.

Keywords: adaptive behaviour, source separation, feature learning, neural net-
work, optical flow, primitives, redundancy, representation learning, sensor array,
unsupervised, vision.

1 Introduction

Moving around in the world is the prime ability agents need for accomplishing things in
a physical world. Many organisms have evolved to use some form of vision for sensing
the motion of their bodies with respect to the environment and in relation to their own
motor signals. The reason this works so well for animals also holds for robots. Their
vision is fast, lightweight, passive and reliable through a large amount of redundancy.

Our approach to adaptive robot control is defined by learning data-driven primitives
from raw sensorimotor channels [1]. These can be used for synthesis of behaviour in
real world scenarios. We are motivated in this approach by the likely presence of similar
organizational principles in biological nervous systems [2], [3].

The sensory information considered here is vision. A vision sensor is, at a fundamen-
tal level, an array, not necessarily homogenous, of photosensitive elements. This is true
for both biological and technical systems. Motion is reflected in such an array as the
propagation of a stable structure yielding spatio-temporally correlated excitation of the
single elements. The role of motion detection in the visual sense, its implementation in
early vision and the neural mechanisms underlying motion detection have been studied
extensively in the literature [4]. Inspired by these ideas, many algorithms and circuits
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have been proposed that are able to locally detect elementary visual motion. An array
of Elementary Motion Detectors (EMDs) comprises an Optical Flow (OF) field. While
elementary motion is always local and planar, full egomotion can be estimated through
wide-field integration. This is the reconstruction of the full 6 Degree of Freedom (DoF)
motion parameters of the vision sensor (traveling with the animal or robot) in R

3.
The problem can be solved through analysis of geometric properties of the sensor

and environmental statistics. While the first part of this approach is straightforward [5],
the latter part is not so easy to deal with because of large environmental variabilities.
Another approach could be the computational modeling of known biological egomo-
tion circuits and the implantation of these models [6] into an appropriate sensorimotor
system (robot). We propose to follow an unsupervised learning approach on optic flow
fields to solve this problem which make use of the high redundancy in the visual input
to extract the underlying regularities which are imprinted on the raw sensory stream by
camera geometry, viewing direction, motion type and environment all at once.

The paper is structured as follows: In section 2 we review related work. We go into
more detail about the methods used for motion detection, signal acquisition, basis field
extraction and recombination in section 3. We pick one method suitable for online learn-
ing and apply it in section 4 in simulation and on a real robotic car equipped with an
onboard camera. We briefly discuss the results in section 5 and conclude with a sum-
mary in section section 6.

The main contribution of this paper is a demonstration of general unsupervised on-
line learning of optical flow subspaces and respective component estimation on both
real and simulated monocular cameras on different robotic vehicles.

2 Related Work

There are several research directions that contribute with respect to this problem, neu-
robiology, biorobotics, computer vision and machine learning. We will roughly group
our quick survey of existing work according to these categories.

2.1 Biology and Biorobotics

Above we have mentioned neurophysiological work on decoding parts of the vision
apparatus of insects leading to the concept of Elementary Motion Detectors (EMD). A
summary on the topic is given in [4]. Here we are interested in properties of the global
flow field, the total combined output of all EMDs in a vision system. In [7] the question
of the principal resolvability of arbitrary 6 DoF motion through the visual input alone
is brought up and answered affirmatively. The existence of specialized channels (prim-
itives) in biological vision for basic orthogonal flow field components is hypothesized.

The question of ambiguity in motion fields is considered in [8] and found to be
non-critical for practical concerns. Other work later expanded on these results [9] and
compared the ideal motion field and the optical flow field. Their main argument is,
that while quantitative equivalence can hardly be accomplished, its is only qualitative
similarity which is of practical interest. The qualities there refer to the attractors of
planar dynamical systems, which are used to model the basis flow fields.
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In [10] a mapping and activity analysis of the role of interneurons in the fly’s motion
processing pathway is presented. Neurons specializing in specific flow field subspaces
are identified and wide-field integration is found essential for ambiguity resolution re-
sulting from local motion detection. The receptive field organization of these integrating
neurons has been shown to resemble self-motion induced optical flow fields. They are
hypothesized to implement matched filters on the input stream. This is corroborated in
[11], and in [12] the notion of environmental distance distributions is picked up.

2.2 Feature Learning for Vision

We now move our focus from biological analysis to learning based approaches. While
the geometry of vision with regard to projection and motion is in general analytically
tractable, this is not so with environmental statistics. This justifies the need to learn flow
field decompositions from the vision data of a situated agent.

Several approaches have been proposed. The most relevant one to our approach is
[13]. Although egomotion is not explicitly considered there, other more complex motion
phenomena are examined and a general methodology is proposed for parsing these
flow fields. Detection of specific motions is realized by finding linear combinations
of orthogonal basis flow fields,

F (x,c) =
n

∑
j=1

c jBF j(x) (1)

with coefficients c j corresponding to the strengths of the motion components. The
applicability of Principal Component Analysis (PCA) to learning the basis flow fields
is established and the general notion of motion features (as compared to static image
features) is introduced. This is taken further in [14] by including mechanisms for stabi-
lizing the motion perception through inclusion of models which help in outlier rejection
and anomaly detection.

Other egomotion related work is not as directly connected but still worth mentioning.
For example [15] presents an active vision mechanism that measures motion parallax
and uses that to point the camera into the direction of motion. In [16] the detection and
classification of externally observed motion of other agents is investigated. [17] used
an evolutionary approach to optimize an artificial compound eye for obstacle distance
estimation based on motion parallax. In [18], on the other hand, the viewing direc-
tion of discrete MDs is calibrated by comparing the vision input with Inertial Mea-
surement Unit data during random body motions. [19] also investigates optimal visual
sensor topologies in relation to the sensor/environment interaction patterns and in [20]
a plenoptic (multi-camera) setup which also exploits the cross-redundancy in multiple
visual channels to estimate egomotion is considered.

Apart from specifically vision related work, an even larger body of work exists that
is concerned with the general issue of representation learning. A comprehensive review
is given in [21]. Another directly related line of research is that of autonomous mapping
of sensorimotor configurations. These works are more general with respect to modality
but otherwise contain more explicit reasoning regarding the interaction of several learn-
ing processes [22–24] or are focused on finding the sensorimotor dimensionality alone
[25].
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3 Methods

3.1 Problem Statement

We first restate the problem. We have an array E of n EMDs that generate a field
of quasi-local 2-dimensional motion vectors. We want to find a set of p orthogonal
basis flow fields {BFi}i=0,...p−1, each corresponding to, and induced by, a single basic
motion type. The BFi can be used both for matched filtering of the combined input
or can be linearly combined to yield a resulting flow field. An example expansion of
Equation 1 is given below, as

c0 · + c1 · =

(2)

with c0 ∝ translational velocity and c1 = [1.2,0.6,0.25] ∝ rotational velocities, each
for a single body axis respectively. Each arrow corresponds to the output of one EMD
and the placement is taken from 1(a).

(a) EMD placement on the real robot. (b) Random EMD placement in simula-
tion.

Fig. 1. 1(a) shows the EMD placement within the camera frame and an example activation for
forward translation. The camera is mounted upside down on the robot, which is why the inline
EMD numbering is upside down too. In this image the inhomogenous depth distribution is clearly
visible. An analogous example for the simulated camera is given in 1(b).

3.2 Preprocessing

The most important step in preprocessing is the computation of motion components
from the raw pixel input. The resulting flow field components are the input to the learn-
ing system. Thus, we compute the optical flow for the n manually or randomly placed
regions (EMDs) of interest within the camera image and sum the u and v image plane
motion components of the dense flow field for each region. This results in 2n signals
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representing the spatial average of the u and v image motion components in the image
subregions. No other processing is applied to the motion signals. On the real car we use
the non-pyramidal Lucas-Kanade method and in the simulation experiments we use the
Farneback method, both taken from the OpenCV [26] library.

Earlier experiments have shown that it is difficult to compute the optical flow for the
entire image at frame rates exceeding 30 Hz, while we would like to use the 60-100 Hz
the camera is capable of delivering. Computing the OF for discrete subregions (EMDs)
helps to alleviate this problem.

3.3 Autoencoder and Principal Component Analysis

The Autoencoder (AE) [27] is an instructive way of looking at dimensionality reduction.
Linear autoencoders have been shown to be equivalent to PCA [28] thus in the following
we focus on that latter technique. PCA transforms the correlated inputs into a set of of
uncorrelated output signals that are ordered by the amount of variance they explain in
the original data. The PCA transformation matrix is the matrix of eigenvectors of the
covariance matrix SZ = ZZT of the concatenated input column vectors Z. The result
of the transform has the same dimensionality as the original input but the dimensionality
can now be reduced by selecting only a subset of the principal components. Empirically,
batch PCA on our data showed very good results. In order to extend the system for
online learning, we used the Generalized Hebbian Algorithm [29] (GHA, also: Sanger’s
rule). GHA provides the following weight update rule, in matrix form

Δw = η
(
h ·zT −LT[hhT ]w

)
(3)

Here, η is a learning rate parameter, z is the network input, h is the hidden unit
activation (the features) and LT is the lower triangular matrix operator. We used an
η = 0.02 throughout all the experiments.

4 Experiments

In the experiments we use three types of rigid body robots. One is a real R/C model car
with onboard forward facing camera and onboard computing for realtime estimation of
optical flow. The others are an ATRV, a six-wheeled differential drive car-like vehicle
and a quadrotor. The latter two are used in simulation. The simulated vehicles also
have a camera mounted whose output is computed within the simulation. The general
procedure is to apply a suitable motor pattern to the actuators of the robot and collect the
signals from the motion detectors implemented in the visual system. We then apply PCA
to the input stream and compare the derived motion components with the motor pattern
and analyze the resulting basis fields embedded in the respective weight matrices. The
network size (number of hidden neurons) is chosen equalling the number of expected
DoF of motion for each particular robot, two for the cars and six for the quadrotor. The
visual scenery is assumed to be static and contain no moving objects.

In all experiments we design a simple motor pattern to generate all motion types
of interest. In the case of the car, both possible motions occur simultaneously, in the
quadrotor case angular and translatory motion is combined for each body axis (as dic-
tated by the underacutation) and sequenced over the three axes.



Unsupervised Learning of Sensory Primitives from Optical Flow Fields 193

4.1 Two Motion Components from Real Robot Data

In this scenario we recorded optical flow information from four regularly placed EMDs,
motor output and other sensor information while writing a randomly modulated pattern
to the motors. This results in 8 channels of interleaved ui j,vi j local motion information.
We assume 2 external motion components, translation along x-axis and rotation around
z-axis (yaw). We perform batch PCA on the visual motion data alone. The results can
be seen as a temporal trace in Figure 2 and as extracted basis fields for two different
episodes in Figure 3.

Fig. 2. A typical episode of our experiment. The car is undergoing motion generated by the motor
signals in the bottom graph. “trans” effects translation and “yaw” effects turning of the car. They
are only active together. The amplitudes of both components are randomly modulated but fixed
for each pair of forward and reverse translation. In the top graph all eight raw motion signals
are plotted (the network input). In the center graph the hidden unit activation, that is, the global
motion of the robot as given by the first two principal components is drawn.

Looking at the weight matrices for different runs consisting of separate recordings
of the R/C car moving back and forth in the same environment we can extract the basis
flow fields, some of which are rendered in Figure 3. The acquired flow field differs from
an ideal (isotropic) environment flow field due to the environmental statistics. In Figure
1(a) we saw that the EMDs in the lower half-image generally see much smaller depths
than those in the upper half-image and thus get saturated from translation alone. This is
reflected in the acquired basis fields. This means, that the environmental circumstances
can contribute to particular kinds of separation of the two motion types.

Fig. 3. Basis flow fields corresponding to the two possible motions of the car: translation (basis-
field 1) and turning (yaw, basisfield 2). Note how the different depth levels seen by the upper and
lower motion detectors are exploited for separation.
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4.2 Online PCA on Two Motion Components

Here we use a small car-like vehicle (the ATRV) from the MORSE [30] simulator robot
library. The images are provided as a ROS image stream. Here we use random and
dynamically changeable positions for the EMDs in order to emulate both different sen-
sor configurations as well as a changing environment (EMD position induces different
depth to surface). An example configuration is displayed in Figure 1(b).

A variation of the experiment consists in changing the position of the EMDs during
learning. As expected, GHA recovers from that and relearns the new mapping. Figure 4
shows two respective basis fields at two points in time, each taken from a subepisode
during which a particular EMD position configuration was active. Clear translation and
rotation patterns are visible in both cases as well as the corresponding EMD positions
for the episodes. The adaptative response of the GHA is tied to its convergence proper-
ties and has to be set trading off speed and reconstruction MSE using η . Practically the
response is on the order of 60 samples (2s at 30 fps) with no considerate tuning of η .

We extended the procedure to a quadrotor with a downward facing camera and 6
DoF motions. Graphical results are omitted due to space constraints. In this experiment
we used a pair of step functions of fixed and equal positive and negative amplitudes
as motor output driving a standard attitude controller (pitch/roll angles, yaw rate). The
three angular DoFs were addressed sequentially, with pitch and roll resulting in both
rotations and subsequent horizontal translation. Vertical translation was present all of
the time as a byproduct of the PID altitude controller with noisy measurement input.
Applying the GHA to the output of six EMDs (12 inputs to the network) resulted in six
basis fields corresponding to the helicopter’s six DoF of motion.

Fig. 4. Adaptation to changing environment (emulated by changing EMD position) on the ATRV.
Due to the presence of the sky, here we only consider the lower half-image ranging from 120
to 240 pixels on the y-axis. The left column shows the basisfields for the translational motion
component and the right column those for the rotational one. The rows correspond to two different
times, before and after a change in EMD positions.

5 Discussion

In this section, we discuss the role of the motor signals and the number of principal
components. We disregard the scale estimation problem in our approach as we are not
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aiming for metrically precise motion control. Rather, as pointed out earlier, we are only
interested in the qualitative adequacy of the basis fields.

It is possible to integrate additional sensory channels such as the motor and gyro sig-
nals to improve the egomotion estimation. While for the gyros this is straightforward,
the robot responds as a delayed first order system to the motor commands. That means,
the response is delayed and temporally smeared. This requires the use of a model ca-
pable of handling the dynamics. The question remains then, what is the optimal point
at which to introduce such an internal model. Another perspective on motor signals is
that the as yet unidentified features can be assigned relations with particular actions by
correlation.

The number and order of the extracted principal components in our case depends
only on the vision input, but exactly that signal is generated by a particular motor signal.
In general there is a relation between variance in the motor signal and variance in the
sensory consequences. This relation might be linear or include e.g. integrating effects.
We do not in any way treat here the question of how to autonomously establish a suitable
motor pattern.

6 Conclusions

We have presented a simple and lightweight robotic vision system can be set up such
that the egomotion parameters can be reconstructed from wide-field optical flow de-
tectors in an unsupervised manner. During learning, the basis flow fields are extracted
with PCA techniques which correspond to the matched filters model proposed for fly
vision and which match the characteristic flow fields induced by basic robot motions.
A requirement for this to happen is of course that a suitable motor pattern is provided
which actually elicits all the basic motions that the robot is capable of. The environ-
mental statistics are seamlessly integrated into the extracted basis fields, thus producing
overall an environmentally tuned system. Two dominating, grossly different depth lev-
els in the scene are exploited for separating translational and rotational optical flow.
Finally, by the use of a learning rule for PCA, the system is able to adapt itself online
to changing circumstances and learn transient mappings for different environments.

Future work will be concerned with using these sensory primitives in closed-loop
motor learning tasks. An interesting extension includes consideration of dynamic place-
ment of the EMDs.
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Abstract. We present here a simulated model of a mobile Kuka Youbot which
makes use of Dynamic Field Theory for its underlying perceptual and motor con-
trol systems, while learning behavioral sequences through Reinforcement Learn-
ing. Although dynamic neural fields have previously been used for robust control
in robotics, high-level behavior has generally been pre-programmed by hand. In
the present work we extend a recent framework for integrating reinforcement
learning and dynamic neural fields, by using the principle of shaping, in order to
reduce the search space of the learning agent.

Keywords: Neural Dynamics, Elementary Behaviors, Reinforcement Learning,
Shaping.

1 Introduction

In the past few years, there has been a renewed interest in Dynamic Field Theory (DFT)
for robust control of robotic agents [32,28,25]. In DFT, attractor dynamic based behav-
iors stably deal with noisy and time-continuous sensory input. making it a desirable
candidate for a method of sensory processing and motor control.

To enable an agent to perform high-level, goal-directed action sequences, the behav-
ioral repertoire of an agent can be organized into Elementary Behaviors (EBs). Each EB
has an “intention”, a stable attractor state persisting during the behavior, and a “condi-
tion of satisfaction” (CoS; the desired perceptual outcome of a behavior), a stable attrac-
tor state which destabilizes the intention, and therefore sits between EBs. EBs can be
chained together to perform action sequences. Although preprogrammed behavioral se-
quences may suffice in certain environments, a more general autonomous agent should
be able to learn new rewarding behavioral sequences, and adapt to different environ-
ments, online and in real-time.

In order to show how goal-directed sequences of EBs could be learned from reward,
we recently introduced a model [17] which blended Dynamic Neural Fields, and the
Reinforcement Learning (RL; [37,16]) algorithm, SARSA(λ). This system could au-
tonomously learn sequences through random exploration, and the model operated in
real-time, continuous environments.

A.P. del Pobil et al. (Eds.): SAB 2014, LNAI 8575, pp. 198–209, 2014.
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One drawback with our previous model is that, as the number of available behaviors
increases, waiting for such an agent to randomly explore action sequences in real-world
environments becomes untenable. Building upon our previous framework, we introduce
here a study of how the concept of shaping [35,22], from the field of animal learning
can be used in order to speed up training time for robotic and artificial agents oper-
ating in our learning framework. Shaping has elsewhere been applied to robot learn-
ing [13,20,2,30,5], but not before within a DFT-based framework. DFT-based EBs pro-
vide a robust interface to noisy and continuous environments, RL provides autonomous
learning through exploration, and shaping accelerates learning without abandoning our
inspiration: a developmental narrative that goes back to Piaget [23].

2 Background

2.1 Dynamic Field Theory

While classical neural network architectures make use of computational units at the
level of individual neurons, Dynamic Field Theory (DFT; [32]) is a framework built
on Amari dynamics [1], which mathematically describe the continuous-time dynamics
of activitions over a field of neurons. The activity of any given Dynamic Neural Field
(DNF) is defined over continuous dimensions (e.g., color or space), which characterize
the sensorimotor systems and task space of the agent. Fields aggregate neural activity
by simulating excitatory inputs, as well as lateral patterns of connectivity, such as local
excitatory, and long-range inhibitory connections. As a result of the non-linearities in
the DNF’s dynamics, and the lateral interactions within the fields, stable localized peaks
of activation emerge from distributed, noisy, and transient input. These activation peaks
represent perceptual objects or motor goals in the DFT framework.

This ability to form and stabilize robust categorical outputs, makes DFT architectures
particularly well suited for robotic control systems. Multiple coupled DNFs spanning
different perceptual and motor modalities can be composed into complex DFT architec-
tures to organize robot behavior. The building blocks of these architectures are known
as Elementary Behaviors.

2.2 Elementary Behaviors and Behavior Chaining

An Elementary Behavior (EB) is an organizational structure in DFT which not only
defines the actions associated with a behavior, but also the mechanisms for initiating
and terminating that behavior.

The key elements in a DFT EB are the intention and the condition of satisfaction.
Both the intention to act and the associated condition of satisfaction are represented
by attractor states within dynamic neural fields. Because the amount of time needed to
complete an action may vary unpredictably in dynamic and partially unknown environ-
ments, the intention to achieve the behavior’s goal is maintained as a stable state until
completion of the goal is signaled, so it is not necessary to model how long it is ex-
pected for the behavior to take. The condition of satisfaction is a neural representation
of the sensory conditions that index that an intended action has been completed. The
CoS serves two roles: 1. it terminates the associated intention, and 2. as a stable state,
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it serves as a breakpoint between behaviors — once satisfaction is achieved, the agent
can decide what behavior to do next.

A standard DNF-based EB [27] consists of a set of DNFs, as well as intention and
CoS nodes. While the nodes play a role at the level of inter-behavior dynamics (i.e.,
switching between behaviors by initiating and terminating a given EB), the DNFs in
the EB determine the intra-behavior dynamics (e.g., how the motor system responds in
real-time, to changing perceptual stimuli).

In previous work, we have shown how EBs may be chained according to rules of
behavioral organization [25,27], serial order [29,7,6], or the value-function of a goal-
directed representation [17]. Multiple EBs can be composed into chains [28], where
a sequence of behaviors execute one after another, in parallel and/or in response to
sensory information [27].

In order to introduce learning into the scheme, adaptive weights can be placed be-
tween CoS nodes and intention nodes, representing transitions between a just completed
behavior (CoS), and possible next behaviors (intention). These weights serve as values
in the RL sense.

2.3 Dynamic Neural SARSA

The recently introduced Dynamic Neural SARSA(λ) [17] model integrates the well
known SARSA(λ) model of reinforcement learning [26,37] with the mathematical lan-
guage of neural dynamics. The model makes use of EBs for sensorimotor control, while
simulating the eligibility traces (λ) of the SARSA model with an Item and Order Work-
ing Memory [11].

Although the model successfully learns behavioral sequences from delayed rewards,
random exploration with the fully connected search space (any EB can transition to any
other EB) can become prohibitively time consuming. Not only does random exploration
lead to a combinatorial explosion of the search space with increasing numbers of be-
haviors, but because each behavior is a continuous real-time action, any given action
will require a variable amount of time to terminate before exploration can continue.
For such a learning mechanism to work in a more efficient, and time-friendly manner,
shaping is used.

2.4 Shaping

Shaping, introduced by B.F. Skinner [35,22], is well-known in both the psychological
and reinforcement learning literature as a method of conditioning. Shaping involves
teaching a desired behavior by successive approximations, where the teacher or trainer
invents and rewards subgoals, which bring the agent’s behavior closer to that of the
desired behavior. For example, in a classic shaping experiment, Skinner trained a pi-
geon to strike a wooden ball, by successively rewarding the pigeon turning towards
the ball, then stepping towards the ball, then moving within a certain distance of the
ball, etc. Skinner described the effect of shaping as “altering the general distribution of
behavior”, noting “in this way we can build complicated operants which would never
appear in the repertoire of the organism otherwise”. Critically, one of the defining char-
acteristics in shaping, is successive and shifting positive rewards, rather than the use of
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negative punishments (which can certainly also be used to “alter the general distribution
of behavior”).

With respect to artificial agents, RL researchers realized that difficulties could arise
from some reward functions, such as those with a single goal state in a large search
space, when combined with undirected exploration methods, such as ε-greedy or purely
random search [38,37]. Undirected exploration methods rely on random actions, result-
ing in 1. redundancy in the search due to lack of a memory structure and 2. search
bias centralized on the starting position, making it more difficult to discover far away
rewards. Informed, directed exploration methods (such as optimistic initialization or
artificial curiosity [31]) are more effective in accelerating learning. But the learning
speed with directed exploration pales in comparison to guided learning, wherein one
knowledgable about how to achieve rewards is able to transfer this knowledge to the
agent. Guided learning manifests in RL under various guises and names, some of which
are, sometimes (but not always), referred to as shaping. These include chaining [39] or
chunking of actions into macro-actions [21], manipulating the reward function to guide
the agent [13,20], and knowledge transfer over tasks [33,18].

Reinforcement learning is, in theory, an attractive framework for autonomous learn-
ing. Autonomous robots present difficulties however: they are slow, and prone to break-
age [8], and, of course, they have to operate in real-time. Undirected and even di-
rected exploration presents prohibitive challenges for autonomous robots, especially
with larger state spaces. Dorigo and Colombetti [5] introduced the term robot shaping,
wherein a trainer, providing guidance and support, was found to be greatly effective in
speeding up the robot’s learning. Various methods have been introduced to allow the
teacher to reinforce the robot in a timely and useful manner, such as a reinforcement
sensor [4], “good” and “bad” buttons [41], as well as related methods such as Learning
from Easy Missions (LEM; [2]).

3 Methods

Robot and Environment. The Kuka Youbot was our experimental robotic platform
for our system, implemented in the Webots simulator [40]. The Youbot combines a
omnidirectional mobile base (via Mechanum wheels [14]) with a one degree of freedom
(DOF) rotating base platform, upon which is a standard three DOF RRR arm [36] with
a two pronged gripper, with force feedback. The Youbot provides flexibility to move
around untethered on a flat surface, and to reach for and grasp small objects. It is a
good “far-ranging” pick and place robot, compared to an arm with an immobile base.
The Youbot was enhanced with a RGB and kinect sensor on the front, to detect and
localize targets for reaching, and infrared range (IR) sensors around the robot, to detect
obstacles. The Youbot is placed in an environment with a few differently colored blocks
upon boxes, some obstacles, and a deposit location — the container near the oven. A
reward is given when the robot transports a object of a specific color into the container
at the deposit location. See Fig. 1. Our implementation used seven different elementary
behaviors, which we will discuss further below. First we describe EBs in general in
terms of attractor dynamics and neural fields.
Attractor Dynamics EBs. As modeled by Bicho, Mallet, and Schöner [3], each EB
involves controlling one or more behavioral variables (e.g., heading direction), which
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Fig. 1. Left. The YouBot. Right. The environment.

represent the state of the system, particular to that EB. The behavioral variable values
are continually mapped to control the robot’s effectors. The behavioral dynamics are
differential equations updated via attractive and repulsive forcelets. The attractor solu-
tions are the asymptotically stable states, and the achievement of one of these is the
goal of the behavior. Example attractive forces are changing the alignment of heading
direction until a target is directly in front of the robot, and diminishing the distance
between the robot and the target until it is below a threshold. Example repulsive forces
are from obstacles, which effectively perturb heading direction and distance so that the
robot moves away from them. The definitions and strengths of the attraction, repulsions,
and their ranges are hand-selected.
Field-Based EBs. The above attractor dynamics approach is effective but limited. In
some cases, such as with a real robot using information from its sensors to represent
its world, the necessary variables (such as the target location) are not directly available;
instead the robot needs to leverage its sensory information into usable representations.
Dynamic neural fields are used to overcome this limitation. Instead of behavioral vari-
ables, DNFs use behavioral dimensions (i.e., a selection of sensory input), over which
there is a field of activation. Field activations have input from the environment, lateral
input (self-excitation, and a localized activation kernel), and EB-specific “top-down”
biases (certain dimensions are boosted, to preferably choose a target associated with
those dimensions). Stable peaks emerge as output from the activation dynamics, and
those peaks are used as de facto behavioral variables.

The activation level of a DNF uses the following differential equation (analyzed by
Amari [1])

τu̇(x, t) = −u(x, t) + h+ S(x, t) +

∫
ω(x− x′)σ(u(x′, t))dx′, (1)

over spatial dimension x at each time t, where h < 0 is a negative resting level and
S(x, t) is the sum of external inputs, for instance from sensors or other DNFs. The local
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activation kernelω(Δx) determines the lateral interaction within the field, e.g., local ex-
citation and long-range inhibition. There is also self-excitation, in the form ofσ, an output
function, typically a sigmoid. A high output value leads to a stable peak of activation,
the unit of representation in DFT. Field-based EBs use three fields, namely perceptual,
condition of satisfaction, and motor, and include a perceptual field bias (for target repre-
sentation), and a CoS field bias (for goal representation).
EBs used.

– Visual search is a field-based behavior, which controls the robot’s base, and which
stabilizes when the target object is central in the robot’s vision. The perceptual
field’s input is a color dimension at all input image columns [29]. The target’s
color is biased in the perceptual field, such that only that color’s appearance in the
field can produce an output peak. The perceptual output feeds into the CoS and
motor fields (which controls heading direction). The CoS bias is over central image
columns, and the CoS only creates a peak if the target is centered. If the target is
not visible, a default pseudo-random movement behavior takes over.

– Approach target moves the robot towards the target, which must have been found
with visual search beforehand (as a precondition [25]) Behavioral variables are
heading direction and speed. The IR sensors provide repulsive forces. The CoS is
that the distance between the target and robot is small.

– Orient arm to target rotates the arm platform until that the angle between the
base-gripper vector and the base-target vector becomes nearly zero. This provides
an excellent angle of approach for grasping.

– The reaching EB uses the Jacobian (which relates joint angle changes to the veloc-
ity of the end effector) of the three DOF RRR arm to continually move the point in
between the gripper prongs to a point just above the target (a closed form inverse
kinematics solution exists for such a manipulator, but does not suit an attractor
dynamics framework).

– The close gripper EB closes the gripper prongs until the force feedback, resulting
from the gripper pressing on the object, surpasses a threshold.

– The open gripper EB moves the gripper prongs in the opposite direction until the
joint limits are reached.

– Approach deposit location has the same dynamics as approach target, but uses
the deposit location as the target.

Failure State. These behaviors can fail, either due to the lack of a precondition, or
something going wrong during execution (like the object not being grasped properly
and falling down). We added a failure state for such cases. To detect failure, conditions
of dissatisfaction (CoD) were built into each EB. All behaviors used timer-based CoD’s,
set to 200 time steps, where each time step in simulation lasted 64 ms. After failure, the
robot pose is reset, as is the environment’s state (e.g., any displaced objects are placed
back in their starting positions).
Reinforcement Learning. We use a particular RL method, called T-learning [10], in
which value is associated with transitions between states, instead of states or state-
action pairs. Assigning value to transitions is appropriate in our framework because an
elementary behavior itself is an attempted transition between two stable states (attrac-
tors), and the agent’s decision constitutes choosing the next elementary behavior when
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it is in one of these stable states. In other words, the agent needs to pick its next ideal
transition. T-learning is the simplest RL method for this type of setup. With T-learning
and EBs, there is no need to define a separate action set.

Further, T-learning is a more efficient learning method than standard SARSA or Q-
learning when some actions are failure-prone, as is the case in many robotic learning
environments. In our setup, the rewarding transitions are reinforced when accomplished
successfully, but when they fail (e.g., the object slips out of the robot’s gripper during
an attempted grasp), a different transition is credited — one which goes to a “failure”
state. If state-action values were used, and if “grasp” were an action, a failure would
de-value this action. T-learning suits the learning of “skilled” behavior, where learning
to make difficult transitions is highly rewarding. By difficult, we mean that only a small
percentage of possible actions reliably transition to a state associated with high reward.
The T-learning agent will continue to try to make that transition after experiencing it
just once.

The T-learning update rule is

T (s, s′) ← T (s, s′) + α [r + γT (s′, s′′)− T (s, s′)] (2)

where s, s′, and s′′ are three successive stable states (either CoS of an EB, or the failure
state), r is a reward, α is the learning rate, and γ is the discount factor. In our implemen-
tation, T-learning is combined with eligibility traces, in the same way SARSA becomes
SARSA(λ) [37].

4 Experimental Results

In the sort of behavioral chaining task we are considering here, we need to reinforce
a sequence of behaviors, which led to a reward. This is not a Markovian setup. In the
rewarding sequence A → B → C, the reward is delivered after C, but C is only a
valuable behavior to select after B and A. If we reinforce the selection of C, the robot
will often wrongly select it. One way to deal with this is to use composite states such
as AB, BC, or ABC, which causes an explosion in the number of states, but can be
tractable if we know the necessary chaining limit. Another way is to use an eligibility
trace [19,15], which is what is done in our implementation.

In our previous implementation, using DN-SARSA(λ), the agent needed to discover
the rewarding sequence, through random search, before any reinforcement, i.e., learning
of the value node weights, could be done. For n behavior nodes, the chance that a
sequence of length m is discovered randomly is 1/(nm), which becomes prohibitively
small as the number of EBs and/or the length of the sequence increases. Learning, while
theoretically guaranteed, becomes too slow for real world agents.

With shaping, the teacher’s input modifies the reward function by providing posi-
tive reinforcement for successfully completed intermediate steps. We expect shaping
decreases both the search time to discover the rewarding sequence (i.e., perform it for
the first time), and to learn the policy that allows the robot to accomplish the sequence
reliably. To test this, we compared two RL setups, in which 100 learning trials were run
in each. In both, there were four behaviors, and the rewarding sequence was 5 items
long (e.g., A → D → C → B → A). In one case (with shaping), the agent received
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rewards after each step in the sequence (besides the first was completed). In the other
(without shaping), the agent only received a reward after the entire sequence was com-
pleted. In each case, ε-greedy action selection was used, and we tested two exploration
settings of ε = {0.999, 0.996}, where the random action chance starts from ε = 1
(100%) and is multiplied by ε after each behavioral transition. In all cases, the learning
rate for T-learning α = 0.1, the eligibility trace parameter λ = 0.6, and the discount
factor γ = 0.9.
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Fig. 2. Shaping improves the speed of policy learning, with an appropriate exploration setting

In order to measure policy correctness, we measured the deviation of the optimal
policy from the policy at every time step. To do this, the maximum valued action of
each state was compared with the correct action. If they matched, the agent scored 0.25
points. A perfect policy, where the agent does the best thing in each state, scores 1, and
the worst policy scores 0. Mean policy correctness for the four methods at each decision
point, or behavior transition point, are shown in Fig. 2. One can see that on average, the
two variants with shaping learn much faster. The variants with a quicker decreasing
exploration factor are more prone to catastrophic failure runs, where the agent never
learns the rewarding sequence. If one can tolerate a chance of failure, the variant with
shaping and quicker exploration decrease can learn a bit faster than the other shaping
variant. The variant without shaping and quick exploration decrease is very prone to
failures.

In Table 1, we can see the average time each variant first discovered the rewarding
sequence. We also try a few different learning rates, here. The number to the left of the
dash in each table cell shows the mean sequence discovery time, while the number to the
right of the dash shows the mean time, if all failure runs are removed. In parentheses is
how many failure runs there were (out of 100). One can see the shaping variants usually
find the sequence first. The variant without shaping and fast exploration decrease fails
more often than not, but the runs that don’t fail find the sequence very quickly. This
however, is simply due to sampling bias (namely, by throwing out all long-run trials
that do not complete). The only way this variant can learn the correct sequence is if it
gets lucky with the random number generator, and finds the correct sequence early on.
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Table 1. Format: a-b (c). (a): Mean number of decisions before the rewarding five-item sequence
was first discovered. (b) Each run was stopped after 2000 decisions, and “catastrophic runs” never
find the sequence. The second number shows the average without including catastrophic runs. (c):
The number of catastrophic runs, out of 100.

Learning Rate
0.1 0.25 0.5

With Shaping
ε = 0.999 401 - 401 (0) 372 - 372 (0) 400 - 400 (0)
ε = 0.995 311 - 259 (3) 391 - 270 (7) 390 - 287 (6)

Without Shaping
ε = 0.999 597 - 507 (6) 670 - 539 (9) 600 - 511 (6)
ε = 0.995 1280 - 197 (60) 1291 - 182 (61) 1233 - 173 (58)

We successfully applied the shaping-based RL system to the Youbot, to produce
the behavior of depositing a yellow target object in the periwinkle container. A video
of the youbot performing the rewarding sequence is at http://www.idsia.ch/
˜luciw/videos/youbotreward.avi. A few behavior transition failures can be
seen at http://www.idsia.ch/˜luciw/videos/youbotfail1.avi (the
robot tries to reach an object out of range), and http://www.idsia.ch/˜luciw/
videos/youbotfail2.avi (the robot tries to go to a target it has not located vi-
sually, yet).

5 Discussion and Conclusions

Without shaping, the robot had to explore, either randomly, or over every possible se-
quential path. Although this could be effective in discovering and reinforcing basic or-
ganizational constraints between behaviors, the speed of learning the overall goal would
be significantly slower. With shaping, the goal was reached faster. Both of these modes
could be appropriate in different situations. While a naive robot may need to explore
broadly to discover what it can and cannot do at a low level (assuming it is protected
from harming itself [8]), it can be desirable to allow a teacher to guide learning for par-
ticular tasks. In such scenarios, shaping becomes an efficient and effective method of
learning.

A potential drawback of imposing shaping or some other guided learning method on
an autonomous agent is that the agent loses some autonomy by being guided. In other
words, the agent might not only learn to do what we want it to do, but also how to do it.
Skinner’s pigeon could not be directly programmed, but our robots can be. What is the
utility of learning? Why don’t we just program the robot to do what we want?

The same arguments supporting RL over direct programming apply to shaping, ex-
cept at a lower level of granularity. Shaping, in the form suggested by Skinner’s experi-
ments, involves constructing “waypoints”, in the reward function, without imposing the
exact path to get to each waypoint. Adaptive algorithms can take advantage of unfore-
seen environmental quirks and find surprising (to the teacher) paths. And some agent-
environments are not straightforward to hand-program (i.e., bicycle [24], cart-pole [9]).

Further, shaping does not have to be the only method of learning available. Shaping
can be an important piece of the learning repertoire of any autonomous agent that will

http://www.idsia.ch/~luciw/videos/youbotreward.avi
http://www.idsia.ch/~luciw/videos/youbotreward.avi
http://www.idsia.ch/~luciw/videos/youbotfail1.avi
http://www.idsia.ch/~luciw/videos/youbotfail2.avi
http://www.idsia.ch/~luciw/videos/youbotfail2.avi
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interact with teachers/trainers in real time. The robot can use other forms of learning
(i.e., curiosity-driven exploration) when it has time to do so, and when it won’t hurt
itself. In other cases, the teacher can play a very important role.

Future Work. A deficiency of our architecture is that it cannot learn a sequence with
multiple instances of the same item in it, such as A → B → A → C. This is a known
issue of sequence learning with an Item and Order working memory [12], which is what
we used for the eligibility trace. Any method where a temporal sequence becomes a
spatial pattern via decay will be unable to represent a sequence with repeated elements,
without using duplicated but unique elements, sometimes called rank cells (e.g., A− 1,
A− 2 can represent two instances of A [34]).

A simple method to deal with the repeated items problem, in the context of this
work, is to ensure that no rewarding sequence includes repeated elements. Of course,
this will diminish the sequence space that is searched over. It is sensible that, given
such a shortcoming, we should not allow exploration of sequences with repeated items
either, but our current system has no such restrictions. We are currently exploring neu-
ral dynamics mechanisms for disabling exploration over repeated items. We note this
will improve the learning speed of the current system, as the probability of randomly
getting the right sequence of m items in n possibilities increases greatly, from 1/(nm)
to 1/(n!/(n−m)!).

Acknowledgments. This work was funded through the 7th framework of the EU in
grant #270247 (NeuralDynamics project).
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Abstract. Planningmovements for humanoid robots is still a major chal-
lenge due to the very high degrees-of-freedom involved. Most humanoid
control frameworks incorporate dynamical constraints related to a task
that require detailed knowledge of the robot’s dynamics, making them im-
practical as efficient planning. In previous work, we introduced a novel
planning method that uses an inverse kinematics solver called Natural
Gradient Inverse Kinematics (NGIK) to build task-relevant roadmaps
(graphs in task space representing robot configurations that satisfy task
constraints) by searching the configuration space via the Natural
Evolution Strategies (NES) algorithm. The approach places minimal re-
quirements on the constraints, allowing for complex planning in the task
space. However, building a roadmap via NGIK is too slow for dynamic en-
vironments. In this paper, the approach is scaled-up to a fully-parallelized
implementation where additional constraints coordinate the interaction
between independent NES searches running on separate threads. Paral-
lelization yields a 12× speedup thatmoves this promising planningmethod
a major step closer to working in dynamic environments.

Keywords: Robotics, planning, parallel search, NES.

1 Introduction

The difficulty in planning coordinated motion for high-DOF robots, like the
iCub humanoid (see figure 1), is that while the trajectory, of say the right
hand, connecting point a to point b in the 3D operational workspace, P , may
be easy to compute, the trajectory in n-dimensional configuration space, Q,
(41-dimensional in the case of the iCub upper-body) that produces the hand
movement by controlling the joints is generally not known. Determining the
configuration q ∈ Q for each pose p ∈ P along the trajectory requires solving
the Inverse Kinematics (IK) problem which is ill-posed due to the many-to-one
nature of the forward kinematics, f : Q → P , i.e. there are an infinite number
of joint configurations that produce the same pose. Therefore, in order to solve
the IK problem, the space of functions f ′ : P → Q must be constrained so that
each pose maps to a unique configuration.

A.P. del Pobil et al. (Eds.): SAB 2014, LNAI 8575, pp. 210–219, 2014.
© Springer International Publishing Switzerland 2014
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In previous work [17], a method called Natural Gradient IK (NGIK) was
introduced that solves the IK problem by using Natural Evolutionary Strategies
(NES; [7]) to search for configurations that minimize arbitrary cost-functions.
NGIK is applied repeatedly to incrementally build a Task-Relevant Roadmap
(TRM): a collection of configurations whose corresponding poses uniformly fill
a user-defined task space, where poses related to a particular task are easily
represented. Starting with a single configuration (point), new points are added
by searching in the neighborhood of points already in the map.

While this approach yielded TRMs for the 41-DOF iCub (upper-body) that
could then be used to plan sophisticated motion, the amount of time it takes to
build a map limits its use to static environments. If the state of the world changes,
for example because an object in the workspace has moved, some points may now
violate hard constraints (they now collide the with object), or soft constraints
(the repositioning of the object has altered the task). If the map cannot be rebuilt
or repaired efficiently before the world undergoes more change, the planner will
not be able to keep up.

In this paper, TRM construction is sped up by implementing it in paral-
lel so that the map is grown from many points simultaneously (one for each
processing core). Parallelization requires more than just a multi-threaded re-
implementation; the independent NES searches must be coordinated by incor-
porating additional constraints (fitness terms) that prevent them from interfering
with each other in task space if their search distributions overlap.

The ultimate goal is to accelerate the map building process to the point where
the map can be reconstructed fast enough to cope with dynamic environments.
Our preliminary experiments show that a significant speedup can be achieved
that, while not yet at the level necessary to deal with dynamic environments, is
still encouraging given the potential to increase the level of parallelization in the
future.

The next section discusses the concept of a task space and TRMs. Sections 3
and 4 describe how TRMs are evolved using NGIK, and how coordinated parallel
version is realized, respectively. Finally, section 5 presents our preliminary results
using the simulated iCub robot.

2 Task-Relevant Roadmaps

Well known robot planning methods [14], such as Rapidly Exploring Random
Trees [9] and Probabilistic roadmap planning [12] are able to build non-colliding
motion plans by randomly sampling configuration space. However, the plans they
produce often generate unnatural movement, especially with high-DOF robots,
because they are not constrained.

Recent work has acknowledged the lack of control over how the configuration
space is searched, and that to gain control the notion of a task space is required:
a specialized coordinate system that often reduces the dimensionality of how
poses are defined and provides a way of easily comparing poses in terms of the
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Fig. 1. The iCub Humanoid Robot. (left) the iCub, simulated in MoBeE, shown in
itshome pose. (right) an example task space designed to inspect an object from different
angles and distances, formed as {α, β, δ} = t ∈ T , where δ is the distance to the point,
and α and β are angles that the head makes with respect to the object.

Table 1. Several examples of task-maps

Type Task Space Dimension(s) Formula

Position The position of a body part. Can be
masked to select only a certain dimen-
sion of the position.

gposition = vbodypart

Rotation The rotation of a body part. Can be
masked to select only a certain rota-
tion.

grotation = ubodypart

Distance The distance between a body part v1
and another body part or object v2.

gdistance = ‖v1 − v2‖

Angle The angle of the vector from a body
part v1 to another body part or ob-
ject v2, projected on a plane defined
by udim1 and udim2.

gangle = arctan(uT
dim1(v1 −

v2),u
T
dim2(v1 − v2))

features (angles, distances) that are most relevant to the task (see figure 1).
Formally a task space is defined by a real-valued map of the form:

g : P ×Q×W → T ⊆ Rm,

where P , Q, W are the poses of the body parts, the configuration space, and the
world state respectively. T is a task space of m dimensions. Examples of task-
maps are shown in Table 1. The task space guides the search to a sub-space of
configurations that correspond to poses which relate to a given task. For example
if the task is to hold an object at a fixed distance from the head.

The STOMP algorithm [10] allows for flexible, arbitrary cost-functions and
plans a path that minimizes these costs. However, it plans directly in the con-
figuration space, without considering how a selected path maps to task space.
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CBiRRT [4] uses a rapidly exploring random tree on a constrained manifold;
a subset of the configuration space defined by constraints, and can create im-
pressive movements. While CBiRRT has been augmented with the concept of
task space regions [5] to focus the search to feasible regions of the configuration
space, it can only use a restricted set of constraints that are projectable to task
space. Berenson et al. [5] mention that they use a direct sampling algorithm that
allows for “arbitrarily complex” constraint parameterization, but only use it to
sample goals and not to plan paths as it “can be difficult to generate samples in
a desired region”.

Clearly it is desirable to have a maximum flexibility in the defining constraints
and task spaces, but current approaches either cannot handle such flexibility,
use it only in a part of their algorithm, or find only one posture and not a full
movement. Recently several methods have approached both IK and planning,
aiming to be generic and flexible to use [3, 8, 11, 16]. These methods have
impressive results, but always put certain restrictions on constraints that can be
used and often have difficulty with high degrees of freedom.

In [17], we tackled complex IK and planning at the same time, by combining a
sample-based inverse kinematics solver with an iterative roadmap construction
strategy. The resulting Task-Relevant Roadmaps (TRMs) provide a graph of
poses that are evenly spread over the task space, and can be used to plan natural,
constrained motions. The next section describes how TRMs are evolved using
NGIK.

3 Evolving TRMs

The goal of the method is to build a map of between configurations and points in
task space: {(q1, t1), (q2, t2), .., (qk, tk)} ⊂ M that have a maximum coverage of
the task space T . TRMs are constructed incrementally by repeatedly applying
Natural Gradient Inverse Kinematics (NGIK) to discover configurations which
satisfy task constraints, and adding them to an initially empty map. NGIK
searches the configuration space, using Natural Evolution Strategies (NES;[7]),
in a neighborhood around points already in the map to minimize a cost or fitness
function:

h(p, q, w) =
∑
i

αihi(p, q, w), (1)

where hi : P × Q × W → R+ is the i-th cost-function which has as input the
poses of all body parts p, the joint-state vector q, and world state w, and outputs
a non-negative cost. Each function is weighted by αi.

The NES family of black-box optimization algorithms use parameterized prob-
ability distributions over the search space, instead of an explicit population (i.e.
a conventional ES). Typically the distribution is a multivariate Gaussian pa-
rameterized by θ = (μ,Σ), where μ is the mean vector, and Σ is the covariance
matrix. Each generation, a set of samples is taken from the distribution and
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evaluated. The distribution is then updated the direction of the natural gradient,
in order to minimize/maximize the expected fitness of the distribution.

Algorithm 1 describes the map building procedure in pseudo-code. First, the
empty map is initialized and the map-building constraint,

hmap =
∑

{q′,t′}∈NN(m,t,M)

|d− ‖t− t′‖|︸ ︷︷ ︸
construction

+ c‖q − q′‖︸ ︷︷ ︸
smoothness

, (2)

is added to the given constraints h which describe the desired task for the par-
ticular robot in question, where t is the task-vector calculated by the task-map
t = g(p, q, w), and NN(m, t,M) calculates the m nearest neighbors to t in map
M. The first term constructs the map by pulling the solution close to the previ-
ous points in task space, but keeps it at a certain distance d, growing the map.
The second term enforces smoothness by minimizing the change in joint angles
over neighboring points in the map, where c is a weighting constant.

Each iteration through the while loop attempts to search for a new config-
uration to add to the map, starting from an existing point that is selected by
SelectProportional(·). If the map is empty, the configuration of the home
posture (see figure 1) is used. The returned configuration in the map, qstart,
becomes the starting point for the evolutionary search conducted by NES.

At each generation, NES takes λ samples from the current search distribution
over the configuration space (the 41-dimensional joint-space, in the case of the
iCub). Each sample (candidate configuration), qi, i = 1..λ, is evaluated by first
computing its corresponding pose, p, in operational space, using the forward
kinematics, f , and then plugging x, p, and the state of the world, w into fitness
function h() (equation (1)). After all samples are evaluated, the distribution
parameters, θ, are updated.

The cycle terminates, returning a proposed configuration, q′, when the search
distribution has converged according to some pre-defined criteria. A converged
distribution means that the search is in a local minima. q′ is then mapped to task
space by g(·) and added to the map if t′ is outside the current map and is a non-
colliding posture. These hard constraints must be checked because, even though
they form part of the fitness function, they only penalize violations numerically,
but do not prevent NES for accidentally converging to an unfeasible configuration.
The process of adding points continues until the algorithm fails to generate a new,
acceptable configuration after a predefined number of attempts, k.

Once the map is constructed, edges are added between elements using an n-
nearest-neighbor connection strategy in the configuration space, which then can
be used to plan motion using, e.g. an A∗ planner (see [17] for further details).

4 Parallelizing E-TRM

Parallelizing E-TRM is not a simple matter of distributing Algorithm 1 over
multiple cores. The independent searches in configuration space must be coor-
dinated in order ensure that they do not duplicate work or interfere with each



Rapid Humanoid Motion Learning 215

Algorithm 1: E-TRM(h, k)

i ← 0
M ← {} // initialize an empty map

h∗ ← h+ αmaphmap // add the map-build cost function

while i < k do
qstart ← SelectProportional(M) // choose element from map

q′ ← NES(h∗, qstart) // minimize h∗, return optimized config

t′ ← g(q′) // compute corresponding point in task space

if Check(q′, t′) then // check hard constraints and if t′ not in map
M ← M ∪ (q′, t′)

else
i++

end

end

Procedure selectProportional(M)

if Empty?(M) then
return qhome

end
scores ← {}
for p ∈ M do

scores ← scores ∪ CountNeighbours(M, p) +fails[p]
end
selection ← {}
for p ∈ M do

if scores[p] = minp scores then
selection ← selection ∪ p

end

end
return SelectRandom(selection)

other in building the map. This coordination is implemented by introducing an
additional repulsion constraint for each of the active NES searches:

hi
repel =

∑
i
=j

max[0, d− ‖g(μj)− g(μi)‖], (3)

which penalizes the fitness of an individual from the i-th NES if the center of
the distribution from which it was drawn, μi, is close to other centers μj , i �= j.
This constraint pushes the separate NES distributions away from each other so
that they move into uncharted parts of task space rather than search in the
same region. Algorithm 2 shows Parallelized E-TRM in pseudocode. The most
important differences from the non-parallel version (Algorithm 1) are lines 4,
where the repulsion constraint is added, 6-10, where the separate NES algorithms
are initialized, and 11-12, where the NES searches are updated (one generation)
in parallel.
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Algorithm 2: Parallel E-TRM(h, k, P )

1 M ← {} // initialize an empty map

2 S ← {} // initialize an empty set of NES algorithms

3 h∗ ← h+ αmaphmap // add the map-build cost function

4 h∗ ← h∗ + αrepelhrepel // add repulsion cost function

5 while i < k do
6 while size(S) < min(P , size(M)) do
7 qstart ← SelectProportional(M)
8 Initialize (s,qstart) // start a new NES

9 S ← S ∪ s // add it to already active set

10 end
11 parallel foreach s ∈ S do
12 Update(s)
13 endfor
14 foreach s ∈ S do
15 if Converged?(s) then
16 S ← S \ {s} // remove s from the set

17 q′ ← getMean(s)
18 if Check(q′, t′) then
19 M ← M ∪ (q′, t′)
20 else
21 i++
22 end

23 end

24 end

25 end

5 Experiments

5.1 Setup

The iCub robot [18], with the full 41 degrees-of-freedom, was simulated using
MoBeE [6] which performs fast forward kinematics calculations and collision
detection, using the SOLID 3.5.6 [2] collision detection library. Parallelization
was implemented using the Threading Building Blocks library, which is respon-
sible for spawning threads and assigning them to each core [15]. The constraints
rely on fast nearest neighbours searches, thus we use the Approximate Nearest
Neighbors library, which uses kd-trees for efficient search [1].

The method was evaluated on a reaching task, where the task space is formed
by the (x, y, z) coordinates at the center of the right-hand palm of the iCub.
A collision constraint and homepose constraint prevent the iCub from hitting
itself and guide the robot into more natural postures. Two more constraints are
added to keep the left hand oriented straight and close to a certain position,
to keep it out of the way of the right hand (see [17] for complete details). The
distance parameter d was set such that the points in the constructed map are
spaced roughly 2.5cm from each other in task space.
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Fig. 2. Parallel speedup. The curves show the speedup achieved for each number of
cores when building a map with 200 points (upper curve), and 400 points (lower curve)

The population size for every NES, λ, was set to 30 and the covariance ma-
trices were initialized with values of 0.03 on the diagonal. In other words, NES
initially searches using a standard deviation of 0.03 for every joint. For the very
first point of the map, different values are used as there is no other point to start
from, and thus the search needs to be more thorough. We use a population of
150 and a standard deviation of 0.15 in this case.

The stopping criterion (the Converged?() function in Algorithm 2) used to
decide when an individual NES should stop searching and return a new point,
works by maintaining two moving averages, one averaging the last 20 fitness
values of an individual at the center, μ, of the distribution, and one averaging
the last 40. If the average of the last 20 is higher than the that of the last 40, the
search is considered to have stagnated, and is terminated. The parameters were
determined experimentally to lead to a good tradeoff between quality of results
and speed.

A set of 10 simulations was run for each of six levels of parallelization:
1, 2, 4, 8, 16, and 32 cores. All simulations were run until the map contained
400 points, on a 64-core Dell PowerEdge C61451.

5.2 Results and Discussion

Figure 2 shows the average performance gain afforded by Parallel E-TRM over
(serial) E-TRM . The graph on the left plots the speedup for each number of cores
for reaching the first 200 and 400 points. The black diagonal line represents the
ideal, where speedup equals the number of cores. The graph on the right shows
the performance in terms of the amount of real time required to reach 200 and
400 points, for a given level of parallelization. Parallelization at 32 cores reduces
the time to generate a 400-point graph from 2267 seconds (≈ 37 minutes) to
186 seconds. While this is a far cry from what would be required to allow for
planning in even very slowly changing dynamic environments, the speedup of
12× is significant. Moreover, the difference between the speedup for 200 and

1 with 4 AMD Opteron 6376 16-core CPUs running at 2.3 GHz, and 128 GB of RAM
(16× 8 GB modules).s
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Fig. 3. Evolved TRM. The plot shows one for the evolved TRMs plots in 3D task
space (see figure 1). Each point int the graph represents a pose in which the right hand
of the robot is at location (x, y, x).

400 was not found to be statistically significant (ρ = 0.05), which indicates that
the rather modest parallel efficiency is not due to the increasing size of the map.
Instead, the hardware architecture seems to suffer from a memory hierarchy that
is not well suited to high-throughput parallel access [13] Future experiments will
migrate the system to new hardware with substantially larger L3 caches.
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Abstract. Programmable self-assembly of chained modules holds poten-
tial for the automatic shape formation of morphologically adapted robots.
However, current systems are limited tomodules of uniform rigidity, which
restricts the range of obtainable morphologies and thus the functionalities
of the system. To address these challenges, we previously introduced “soft
cells” as modules that can obtain differentmechanical softness pre-setting.
We showed that such a system can obtain a higher diversity of morpholo-
gies compared to state-of-the-art systems and we illustrated the system’s
potential by demonstrating the self-assembly of complex morphologies. In
this paper, we extend our previous work and present an automatic method
that exploits our system’s capabilities in order to find a linear chain of soft
cells that self-folds into a target 2-D shape.

Keywords: Self-Assembly, Soft Robotics, Modular Robotics.

1 Introduction

Modular robots have the potential to adapt their morphologies to achieve desired
behaviors upon command [1]. Compared to fixed-morphology robots, modular
robots offer greater adaptability and versatility. However, a major challenge for
modular robots is to have constituent modules interact in such a way that they
self-assemble into a target morphology.

Programmable self-assembly of chained modules is a promising strategy for au-
tomatically generating complex robot morphologies. Inspired by protein-folding,
it provides a means of constructing morphologically and functionally diverse
structures from a minimal set of building blocks. This method has several bene-
fits. First, it is superior to other self-assembly strategies in terms of yield1 and the
range of achievable morphologies [2,3]. Second, modules can be relatively simple
because there is a permanent connectivity constraint between all modules, which
reduces hardware complexity (e.g. for communication or attachment/detachment
between modules) [4]. Third, because of the system’s intrinsic modularity, it is
especially well-suited for in-silico optimization of morphology and functionality
using stochastic meta-heuristics such as evolutionary algorithms [5].

1 Yield being the difference between actual and desired outcome [3].
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Programmable self-assembly of chained robotic modules has previously been
investigated by Griffith [6], who suggested a two-dimensional system composed
of serially connected square tiles. These tiles could move around their connection-
points, resulting in a flexible chain that could fold into different geometric con-
figurations. Through the use of four tile-types with different magnetic patterns,
their system could approximate any two dimensional shape. More recently, this
work was extended to three dimensions, along with algorithms to approximate
any three dimensional shape [7]. Inspired by this work, Knaien et al. [8] devel-
oped a system called “MilliMoteins” that consisted of a chain of electroperma-
nent magnetic motors that could dynamically fold into different configurations.
In another work [9], it was shown that serially connected soft cubes could self-
assemble into a previously designed 3-D shape by being stretched by an external
tension. Finally, Risi et al. [10] presented software results of a custom “printer”
that folds a long ribbon of material bearing additional elements such as virtual
motors and sensors. The authors evolved and optimized robots that had different
morphologies and could perform different forms of locomotion.

All of these systems have demonstrated the potential of programmable self-
assembly for robotics. However, the use of modules with pre-defined shapes and
uniform rigidity has limited the range of morphologies that these systems could
produce. In our previous work, we combined the concepts of programmable self-
assembly and soft robotics [11]. We showed that by introducing components that
can obtain different softness states, the diversity of achievable morphologies at
a given resolution is enhanced. Also, we demonstrated that such a system could
programmatically self-assemble into complex and curvilinear morphologies that
other systems would require significantly more modules to produce. However,
the increased design space of potential morphologies made available by this sys-
tem has, as of yet, been unexplored.

In this paper, we present an automatic method that solves the problem of how
to exploit this newly available design space when a target 2-D shape is given. In
order to approximate any shape with high accuracy, we put emphasis on match-
ing a 2D hamiltonian path of target shapes. As the search for a hamiltonian
path through shapes is part of other research [7], we avoid this step and focus on
surface shape matching here. Hence, we provide an algorithm that can approxi-
mate the surface of any 2-D shape with high accuracy using a programmatically
self-assembling system composed of soft modules.

In the following, we start by briefly introducing our previous work before pre-
senting the newly developed algorithm in detail. Subsequently, we explain the
methods and experimental setup used. Finally, we characterize the performance
of the implemented algorithm on randomly generated 2-D benchmark shapes.

2 Soft Cells

In our previous work [11], we introduced a model system composed of “soft cells”
that can obtain different mechanical softness pre-settings. These soft cells are ini-
tially interconnected at permanent points and arranged as a linear chain. Every
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Fig. 1. (a) The basic working principle of programmable self-assembly of linear chains:
modules are aligned in series and connected through permanent pivot joints. Local
interactions determine the folding of the chain. (b) Design of soft cells: each cell has
four magnetic sections. According to the distribution of the magnetic regions, four
different cell types have been designed. (c) Schematic representation of local folding
of adjacent soft cells at their initial configuration (left), at the final configuration for
three hard cells (middle), and at the final configuration for three soft cells (right).

cell possesses specific characteristics in terms of softness and magnetic proper-
ties. The specific characteristics of individual cells in a sequence determines their
local interactions, and ultimately defines how the self-assembly process develops.
Figure 1 displays an example of the basic self-assembly or self-folding process:
cells fold about each joint once the system is released from the initial state. Joint
A specifies the direction of the fold to be counterclockwise and joint B specifies
the direction of the fold to be clockwise. Hence, by setting the folding sequence
to be AAB the system self-assembles into the structure shown on the right of
Figure 1(a).

Soft Cells: For simplicity, we model a soft cell as a two dimensional object.
A cell consists of a thin flexible membrane with an operating inner pressure,
which defines its softness.

Local Interactions: Each cell’s membrane features specific connection areas
that allow the cell to interact with other cells. In our system, these local interac-
tions depend on magnetic connection areas. A minimal set of four different cell
types has been designed, with four connection areas per cell type (Figure 1(b)).

Folding Process Assuming a frictionless environment, self-assembly occurs
as a consequence of the equilibration of magnetic interaction forces and contact
mechanics between adjacent cells (Figure 1(c)).

Contact Area and Folding Angle: Due to contact mechanics the con-
tact area in equilibrium after folding between two highly soft cells will be larger
compared to the contact area between two harder cells (Figure 1(c)). As a conse-
quence, the angle between three adjacent cells after folding in equilibrium is also
influenced by the softness of the cells (Figure 1(c)). Hence, the system’s equilib-
rium state and final morphology is controllable through varying the softness of
the cells.
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3 Algorithm Description

Assumption - Sequential Folding
The contact mechanics of mechanically soft, self-assembling components are typ-
ically highly non-linear [11]. In our system, composed of chains of soft cells, the
non-linear effects are further compounded if the self-assembly process happens
in parallel, i.e. all the local interactions between all components occur at the
same time. However, in order to develop a robust algorithm that is capable of
predicting the folding of a system with many components, it is essential to find
a way to cope with these non-linear interactions.

One way of reducing the effects of these non-linear interactions is to force
the folds to occur sequentially, e.g. by using a time-delay or a printing system
such as the one presented in [6]. Because the cells then assemble one-by-one, the
folds are isolated in time and cannot influence each other. This greatly limits
the extent of non-linear interactions.

Modeling
Previously, we investigated and quantified the relation between cell softness, con-
tact area and folding angle α (Figure 1(c)) of adjacent folding cells. Here, in order
to predict the outcome of a single fold, we make use of these previously obtained
results. We use a cubic spline interpolation to model the interplay between the
contact area and the softness of a pair of folding cells.

In order to compare the algorithm to state-of-the-art systems, we also model
a system comprised of cells with uniform hardness. In this system, the contact
area between adjacent cells is always constant.

Algorithm Overview
The main goal of the algorithm is that for a desired resolution (i.e. number of
cells or cell dimension) the cell centers match a given 2-D path as closely as pos-
sible after folding. As we assume sequential folding for the self-assembly process,
we have developed an iterative search algorithm, which aims to set one soft cell
after the other on the given path. In the following, we provide a more detailed
description on the algorithm.

1. Read in a 2-D image. For simplicity we assume that this image contains a
single shape, which can be approximated with a Hamiltonian path.

2. Process the image and extract the surface path. The surface path is extracted
using common image processing techniques: canny edge detection, boundary
tracing and smoothing using a 5-point moving average [16].

3. Set the softness and magnetic pattern of the first two cells: the first cell
is placed at a random position on the surface path and is given a random
magnetic pattern. The orientation of the first cell is set in such a way that the
second cell’s center is on the surface path as well. According to the distance
between the two cell centers, the softness of these cells is determined. The
magnetic pattern is set depending on the folding direction of the second cell.
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Fig. 2. Example of the algorithm intermediate steps: (a) Placement of the first two
cells; (b) Finding the properties of the next cell: ’A’ represents the search direction
vector, ’B’ depicts potential cell positions when folding counter clockwise, ’C’ depicts
potential cell positions when folding clockwise, ’D’ = minDistCounterClockwise and
’E’ = minDistClockwise. See text for details. (c) Output of the algorithm: a sequence
of cells that matches the given surface.

4. Loop over the entire surface path in order to find the softness and magnetic
pattern of the remaining cells. This step is further described in the next
section “Algorithm details”.

5. Once all of the cells have been set, i.e. their softness and magnetic patterns
defined, the algorithm is finished. The result is a 1-D sequence of cells with
specified softnesses and magnetic patterns.

Algorithm Details
In order to find the softness and the magnetic pattern of the next cell such that
its center comes as close to the surface path as possible, the following steps are
executed (see Figure 2):

1. All possible cell positions for the next cell are computed based on the softness
of the previous cell. Varying the potential properties of the next cell (softness,
magnetic pattern) can lead to a range of cell positions (Figure 2(b)).

2. For all potential cell positions the shortest distance to the discretized surface
path is computed.

3. Two cell positions are retained: the one with the shortest distance to the
surface when folding clockwise (minDistClockwise), and the one with the
minimal distance to the surface when folding counterclockwise (minDist-
CounterClockwise)(see Figure 2(b)).

4. Check if the found cell positions are in the search direction of the surface
path (see Figure 2(b)). The search direction is defined as the vector that
spans from the last cell (pivot point on surface path) to the point on the
surface path that is one cell diameter away. A potential cell center is assumed
to be in the search direction if the angle between the surface direction vector
and the vector from a cell position to the closest surface path point is smaller
than 90◦. If one of the two positions is not in line with the search direction,
its corresponding minimal distance is set to infinite.

5. Check for the cell position with the smallest minimal distance to the surface
path and return that position.
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(a) (b) (c)

Fig. 3. Randomly generated Gaussian mixture models. Two Gaussian density points
(a) shown in 3-D, (b) shown in 2-D. (c) Thresholding at an arbitrary level yields a
non-uniform shape.

4 Methods

Implementation and Testing
The algorithm as described in the previous section is implemented in MATLAB R©

(Matlab). In order to test the algorithm, its output is tested both in Matlab as
well as in our custom developed physics-based simulation tool “Soft Cell Sim-
ulator” (SCS) [12]. Using our simulation framework enables us to assess the
performance in a physically more plausible and accurate way.

Experimental Setup
In order to evaluate the performance of the algorithm in a fair manner, we gener-
ate randomly shaped benchmarks upon which the algorithm is tested. Random
but plausible robot shapes can be obtained when using Gaussian Mixture Mod-
els [13]. In this method, a 2-D workspace contains a list of Gaussian points. Each
point has an associated density and standard deviation. In order to generate a
2-D shape, the linear sum from all Gaussian points is taken and thresholded.
Figure 3 illustrates an example of the method. Two Gaussian points result in
a non-uniform shape. In our experiments, up to five Gaussian points are used,
whereas the points may have different standard deviations. This choice of pa-
rameters typically leads to smooth, freeform shapes that potentially could be
robot morphologies, as has been shown in [17].

Analysis
For assessing the correctness of the algorithm’s output, we compute the geomet-
rical accuracy between a resulting morphology and a target shape (similar to
the geometric accuracy of 3-D printed models [14]):

Geometric Accuracy =
Atarget −Aerror

Atarget
× 100% (1)

where Atarget is the surface-area of the target object and Aerror is the surface
between the centers of the folded cells and the target object. See Figure 4 for an
illustration of this computation.
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In order to validate the physical plausibility of our approach, we feed the
algorithm’s output into SCS and test the self-assembly of the cell sequence. We
then determine the error between the algorithm’s prediction and the physical
simulation by computing the Euclidean distance between the corresponding cell
centers (see Figure 7). The individual errors εi are then summed up such that:

Accumulated Error =
n∑

i=1

εi (2)

5 Results

Ten complex 2-D shape models, which were first created by Gaussian mixture
models and then processed using common image processing tools, were tested
to validate the effectiveness and robustness of the developed algorithm.

Geometric Accuracy for Randomly Generated Benchmarks
Figure 4 plots the geometric accuracy of the algorithm output for the randomly
generated benchmarks obtained at different resolution settings (number of cells).
As can be observed in the figure, the accuracy generally increases with a higher
number of cells. This is because, if resolution is low, the cell centers may lay
close to the desired path, but many details of the actual given shape are lost.
An example of this effect is shown in Figure 5, where the approximation of the
snail shape is illustrated at different resolution settings.

In order to illustrate the advantages of our system composed of cells with
non-uniform softness settings, we also run the algorithm with uniform softness
settings (which is the case in state-of-the-art systems [6-10]). This result is also
plotted in Figure 4(b). As this plot makes clear, the geometric accuracy of the
output with uniform softness settings is always lower compared to the case with
non-uniform softness settings. This demonstrates the increased capabilities of
the system with non-uniform softness settings to approximate shapes at lower
resolution and with higher geometric accuracy.

Algorithm Validation in Physics-Based Simulation
To further validate the output of the algorithm in a physically more accurate en-
vironment, we feed the obtained cell sequences for the ten benchmarks into SCS.
We then asses the error between the Matlab prediction and the physics-based
simulation. Figure 6 shows an example of the difference between Matlab and
SCS output. Figure 7 plots the quantified accumulated error when increasing
the number of cells. As the figure makes clear, there is a linear increase of the
accumulated error with each added cell. This error has two potential sources.
First, because of the non-linear interactions between folding cells and the in-
terpolation used to approximate this process in Matlab, some error occurs with
each fold. Second, because of energy drift in the physics-engine (i.e. there is a
gradual change in the total energy of a closed system over time, due to numerical
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Softness dist.:
    Uniform
    Non-uniform

Cell center

Geometrical 
error

Target

(a) (b)

Fig. 4. (a) Calculation of geometric accuracy, (b) geometric accuracy of the algorithm’s
output for ten randomly generated benchmarks when allowing either a uniform or a
non-uniform cell softness distribution

(a)

Target 50 Cells 200 Cells

(b) (c)

Fig. 5. Algorithm output to match the target shape of a snail. (a) Target, (b) output
with resolution of 50 cells, (c) output with resolution of 200 cells

(a) (b) (c)

Fig. 6. Example of difference between Matlab prediction and physics based simulation
environment. (a) Target, (b) Matlab prediction, (c) SCS simulation.

integration artifacts that arise with the use of a finite time step [15]), there is
additional error introduced at every computational step.

Finally, we compute the geometric accuracy of the result of the self-assembly
process in the physics-based simulation. The result is plotted in Figure 7(c).
Despite the linear increase of accumulated error between Matlab and SCS, the
geometric accuracy of the physics-based simulation remains high and follows the
same profile as the Matlab prediction. Thus, from this result we conclude that
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Environment:
    SCS
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Fig. 7. (a) Calculating the error between the Matlab prediction and the SCS simula-
tion, (b) accumulated error for an increasing number of cells, (c) geometric accuracy
of benchmarks in SCS for different resolutions (number of cells)

the algorithm, despite its simplistic modeling, is capable of predicting sequences
that fold with a relatively high accuracy into desired target shapes.

6 Conclusion

In this paper, we have presented an iterative search method that finds a linear
chain of soft cells that self-folds into a target 2-D shape. We evaluated the algo-
rithm’s capability of approximating diverse shapes by measuring the geometric
accuracy for randomly generated benchmarks. As we have shown, the algorithm’s
output reaches high geometric accuracy both in Matlab and in a physics-based
simulation environment.

The algorithm presented here is well-suited to be combined with a space-
filling algorithm such as the one presented in [7]. Then, a robot’s morphology
may be automatically constructed by approximating its surface using the method
described here and by specifying the required filling of the body (for instance ac-
cording to functional constraints such as weight, etc.). In the future, by stacking
2-D building blocks on top of each other, this principle could be further extended
to the third dimension.

The results in this paper present a cornerstone in our progression towards
an automatic method to design and self-assemble complex soft modular robots,
because this allows for automating the step of finding a cell sequence for a tar-
get morphology while exploiting the soft characteristics of our system. As this
method allows one to obtain robotic structures with high morphological com-
plexity from a small number of components, we believe that it will be possible
to create functionally complex, self-assembling robots that are well-adapted to
a given task or environment.
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Abstract. The Voxbot is a cubic (voxel) shaped robot actuated by ex-
pansion and contraction of its 12 edges designed for running evolutionary
experiments, built as cheaply as possible. Each edge was made of a single
10ml medical syringe for pneumatic control. These were connected to an
array of 12 servos situated on an external housing and controlled with
an Arduino microcontroller from a laptop. With twenty motor primitive
commands and the slow response of its pneumatics this robot allows real
time controllers to be evolved in situ rather than just in simulation. With
simple combinations and sequencing of motor primitives the Voxbot can
be made to walk, rotate and crab crawl. The device is available in kit
form and is very easy to build and replicate. Other morphologies can be
built easily.

Keywords: Arduino, Soft Bodied Robotics, Evolutionary Robotics, Ro-
bustness.

1 Introduction

Traditional robots are typically composed of hard fixed components linked to-
gether by hinges, joints and powered by motors and gears. These have success
in may areas but lack the adaptability and robustness to perturbations, lesions,
and construction errors, that we see in the natural world. In recent years work
has progressed on a new range of ’soft body’ robots that use new composite ma-
terials and manufacturing methods to create more biologically inspired robots.
The most notable of these is the robot tentacle [1] with potential use for bomb
disposal, surgery, cleanup tasks in hazardous environments. As impressive as this
design is, it is still crafted and controlled by the human hand and can only ever
be as good as it’s human inventor.

A parallel line of research evolves soft body robots in virtual worlds [2]. These
are able to utilise a number of simulated materials and produce designs opti-
mally evolved for a given fitness function within their environment. Karl Sims
is probably the father of this field producing evolved creatures back in 1994 [3].
Hardware and software have moved on since then and recent techniques use the
VoxCAD voxel simulator as a testbed [4]. A voxel is a 3D simulated cube that
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can be given particular material properties (stiffness, stretch, periodic inflation)
these voxels are stacked together and due the the periodic inflating nature of
some of these voxels the whole structure can move. Simple controllers modify
the volume of each voxel and using evolved morphologies to alter the structure of
the creature different motion can be produced. Voxels within a simulated envi-
ronment can be created to perform a range of motion tasks and can be tuned via
a fitness function to generate designs optimised for speed, energy use or specific
environmental factors.

However, as advanced as these virtual worlds have become they can never
replicate the complexity and variance of the real world. There have been several
examples of real world voxel robots, these have either used fixed voxel con-
nections producing motion through actuating servos and motors [5], [6], or self
assembling cubes that can move independently of each other or join up to form
new shapes [7]. However even the most advanced of these self contained cubes
’Cubli’ [8] which can step and hop on a single corner still has a fixed rigid
shape, locomotion of these devices at their current scale will never resemble the
movements of living creatures.

We set out to design a simple-to-build soft robot that still presented a suf-
ficient range of motor actions that would be robust enough to run for long
periods. As a demonstration we begin with a single cubic morphology. A cube
might not seem the most logical design for a locomotion robot however the shape
does have some intriguing properties, with twelve independently expandable and
retractable edges it has twelve degrees of motion. In addition a cube has eight
corners each composed of three edges, six faces composed of four edges and three
planes (x, y, z) again composed of four edges, and finally the entire cube com-
posed of all twelve edges (see figure 2). The ability to fully expand, retract, relax
or oscillate any of these regions provides a repertoire of twenty primitive motor
action controls. These actions can be combined to produce a single synchronous
motion of the cube, or sequenced to provide a complex range of movements.

2 Materials and Methods

Our goal was to produce voxel like device cheaply with easily obtainable parts.
These are to be made available to the general public in kit form, and there-
fore need to be simple to construct and without the need for any special tools or
equipment. These constraints together are not trivial to satisfy. The final Voxbot
design fulfils almost all of these requirements with most components connect-
ing with push fit joints and only rudimentary hardware skills required to build
the Voxbot and its external servo control system. From the kit manufacturing
perspective the design has the advantage that it uses a limited number of com-
ponents and the required parts can be manufactured in bulk using a 3D-printer.

A variety of prototypes were designed. The project consisted of two main
design areas; the robot and the servo control system. The first design for a
robot ”SpongeBot” is shown in Figure 1a. The control system containing 12
servo syringe modules each of which would be connected to a voxel cube edge
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Fig. 1. Development stages of the robot cube and servo control system. Left: SpongeBot
and original servo control system. Right: Voxbot and smaller updated servo controller.

was very bulky and had a Heath Robinson flavour. Each servo syringe module
followed an old fashioned Texas oil rig design however the arm was extended to
provide better power transfer. To allow for easy wiring, all of the twelve modules
were attached together to form a 3 x 4 cube. All of the servos were connected to
an AdaFruit servo controller board and from there to an Arduino Mega control
board. The control system now allowed twelve hydraulic syringes to be powered
simultaneously and with adjustment of the servo timing and rotation rate a
smooth motion of all syringes could be maintained. One issue that did arise
was if a servo got stuck or drew to much current then all other servos would
behave erratically until the mechanism freed itself. The system also continually
looked for the weakest point with screws, nuts and Lego parts often working
loose. SpongeBot in the foreground was constructed not with pneumatics but a
hydraulic dual syringe set up for each edge, the corners were made from plumbing
parts to give stability, and the edges were made from car wash sponges to allow
each edge to bend and flex as required. Video 1 in Supplementary Material shows
SpongeBot in operation.

Voxbot, see Figure 1b. is an attempt to make the robot more robust for con-
tinual use and easy to store, move and assemble. The corners were replaced with
injection moulded 3 way 90 degree joints which fitted perfectly into a standard
off the shelf 19mm flexible PVC tube. This tubing provided enough stability to
hold the syringes firmly yet allowed the flexibility required in the robot during
motion. With the use of these components there was a substantial reduction in
weight from 700g to 300g, this allowed Voxbot to be run pneumatically mak-
ing assembly quicker, easier and much less messy. The updated version of the
servo control system was reduced in size, used a much sturdier support frame to
hold everything firmly in place, and the syringes could be easily removed from
the cube if necessary (especially useful when using hydraulics). It also used two
AdaFruit servo control boards instead of just one as this allowed two power sup-
plies to be installed which gave much better servo responses if all Voxbot edges
were active simultaneously.
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The dynamics of the pneumatics are slower and less accurate than that of the
original hydraulic system, however this inaccuracy did present some unexpected
and useful dynamics. To extend or retract an edge the servos needed to make
a rapid movement from fully extended to fully retracted, or vice-versa, it could
then take over a second for the Voxbot syringes to finish reacting. By initiating
a subsequent move before this was complete we could significantly change the
robots movements, equally a longer pause would allow gravity to take effect
and modify the shape of the Voxbot so again producing alternate movements
when the following action commands were executed. The final property of the
pneumatics actually became one of the primitive motor action sets. A reset mode
was built into the original software to rotate the servos to a fixed central start and
end position, this prevented rapid movements and current drain during power up
and initialisation stage. In this central servo position we found the corresponding
edges of the Voxbot were able to expand and contract with relative ease when
being pulled by adjoining edges, this in turn allowed even greater flexibility of
movement within the Voxbot. Video 6 in Supplementary Material shows Voxbot
in operation.

Fig. 2. Schematic view of Voxbot regions; edges (A-L), corners (1-8), faces (1-6) and
planes (x,y,z). Pneumatic tubing to servo control system lay across edge B.

2.1 Control Architecture

The Voxbot project was conceived as a way of providing a real world, real time
robot for developing evolving systems. For this reason we wanted to hide all com-
plexities of the servo control from the researcher and instead provide a number
of motor actions that could be called from any development language (C++,
Python, etc.). The use of the Arduino Mega control board means that all com-
munication can take place over a serial connection (via usb cable, or wifi with
extra hardware). The Arduino processes a simple text based language composed
of custom words and scripts. The twenty primitive motor actions (called words)
are subdivided into four motor classes; expand, contract, reset/relax and oscil-
late. Each of these can determine which cube type is referenced; edges, corners,
faces, planes or whole cube. The word defines which of these is to be acted
upon, for example if you wish to expand corners 5, 6 you would write the word
<xc|56>or to oscillate edges 1 and 12 you would write <oe|AL>(see Figure 2).
Although this allows you to modify more than one edge in a single command it
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would not allow you to expand some edges while contracting others, to do this
the words can be combined into a script tag ”{...}” all word commands within
the script are performed synchronously. For example {<re|*><xe|AD><se|B>}
would relax all edges apart from extending edges 1 & 4 and contracting (shrink)
edge 2 (Within a script word commands to the right will overwrite preceding
commands relating to the same edge).

With the move from hydraulics to pneumatics the delay between subsequent
command scripts became very important. By default there is a one second delay
from the servos completing the current movement and processing the next. As
this may be a useful parameter to adapt while creating evolutionary systems
the ability to change these settings was built into the language. To change the
delay between scripts you simply write <ds|3000>i.e. update default script de-
lay to three seconds. There is a similar command for the delay a servo will wait
while oscillating, this also ensures all oscillating edges which were started simul-
taneously will remain synchronised at the start of the subsequent movements
(<do|4000>). This now allows the researcher to build a complex set of com-
mands that can be constructed in the their native programming language and
then sent to the Voxbot. A multi-script example: {<se|*><xc|46><ds|3000>}
{<op|X><ds|60000>} {<re|*>} which will: contract all edges, wait 1 second;
extend corner 4 & 6 then wait 3 seconds; oscillate the cubes x plane for 1 minute;
then finally reset/relax all edges.

The Arduino software will reply over the same serial communication channel
(usb cable) with a simple confirmation code when the current actions have been
completed on the servo control system. In case of errors the Arduino will return
either a single character code or a detailed messages describing the error.

3 Results

The primary aim of the project was to build a robot robust enough to perform
evolutionary algorithms on a real world model. Simply put, the Voxbot and servo
control system should stand up to continual experimental use. This was overall
achieved successfully and by performing a sequence of relax, extend and contract
of all edges between each experiment the Voxbot also managed to maintain a
true cubic shape without excessive human interaction.

From manual experiments we knew that the cube could be walked forward by
adjusting individual edges but this was slow and hardly biological. These initial
experiments performed without the servos but by hand squeezing the appropriate
syringes did however show that it was possible to shift the centre of weight of
the cube such that the opposing corner could be lifted and then freely moved
forward. Video 2 in the Supplementary Material shows the (very) slow motion
of the cube one edge at a time. Although one syringe movement is possible,
and was successfully repeated with the servo control system connected it did
not make for particularly interesting dynamics. To begin full testing we began
by generating random movements by setting out of phase oscillations in the
cube edges. This provided the first evidence that synchronous movement of the
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Fig. 3. Sample of Voxbot positions and edge orientations during random out of phase
edge oscillations

cube edges could provide real, easily repeatable locomotion. These movements
produced the required shift in the cube’s centre of gravity and the extension
and contraction of edges allowing corners to move while they were relieved of
weight. However due to the out of phase oscillations the movement produced
would first move in one direction and then oscillate in a new direction, or non
at all, changing as the oscillation dynamics of the cube altered. Figure 3 shows
examples of the cube positions and edge orientations that were exhibited while
executing random movements. Video 5 in Supplementary Material shows a full
example of one of the random movement experiments.

In the second batch of experiments we wished to show that more precise
and reliable movements could be produced before attempting to execute an
evolution algorithm. Using intuition and trial and error we manually configure
edge alignments and oscillations that could produce a basic set of movements.

The first reliable movement to be produced was achieved by simply contract-
ing all cube edges and then expanding corners 1 & 7 (see Figure 2), after a short
delay all edges were made to oscillate. The initial configuration forced corners 2
& 4 to take most of the cube weight, during the first oscillation edge B would
contract and edge D extend moving corners 1 & 3 forward, on the next oscillation
the process was reversed moving corners 2 & 4 forward. This produced a fast
efficient crab like movement diagonally across the table. Due to the beautiful
symmetry of the cube it was possible to quickly change the direction of the di-
agonal walk in any of the four directions. Clip 2 in video 6 of the Supplementary
Material shows the cube moving in one diagonal direction and then a seamless
change of direction of the crab crawl.

Rotation, or more precisely a reverse pirouette around a base corner, was
accomplished by expanding two base corners and a corresponding top corner.
For a clockwise rotation corners 1, 2 & 7 should be expanded, for anticlockwise
simply expand the adjacent top corner giving corners 1, 2 & 8. This rotation
was significantly slower than the crab crawl managing only a few degrees each
iteration. Again using symmetry corners 2, 3 & 5 also produced rotation, in this
case it was slightly faster, however this may simply be due to the additional
weight of the pneumatic cables on the edge while rotating around the original
corner. Video 6 of Supplementary Material clip 3 shows the rotation.

The final manual movement produced was a step or hop in the direction of a
cube face, again by expanding just three corners the Voxbot could be moved any
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of the four directions. Corners 1, 3 & 5 produced a right side step as shown in
the final clip of video 6 in Supplementary Material. The oscillations produced a
synchronous movement of edges B & D which combined with the reverse move-
ment in the top edges H & F to produce a slow but effective mini hop of the
Voxbot in the given direction.

Fig. 4. Voxbot movement after ten generations of the microbial genetic algorithm ex-
periment. Although slow the Voxbot has sufficient power in this gait to pull the pneu-
matic tubes behind it.

The Voxbot had proved that locomotion and a variety of gaits was possible
through manual manipulation. It was essential to show that it was also possible
to run real time genetic algorithms (GA) on the platform. A simple interactive
microbial genetic algorithm [9],[10] experiment was carried out, with fitness being
attributed by hand to each controller. Two controllers were evaluated and the
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best controller chosen to overwrite the loser with mutation. The human observer
chose the controller that produced the most displacement over the table surface.
A GA program was written in C++ that generated the Voxbot script code to
be sent to the Arduino, it then prompted the human experimenter to enter the
distance traversed. The genome consisted of simple twelve integer array defining
the start position of each edge (0-relaxed, 1-extended, 2-contracted) followed by
a command to oscillate all edges with state 1 or 2. In the first experiment even
after ten generations very little movement had been accomplished. The Voxbot
did establish a large shift in its centre of gravity which enabled it to lift corner 3
significantly off the ground and a movement on edge D did make a small rotation
possible but the genome never discovered a reciprocal movement on the other
cube face to move it forward. An inspection of the genome at each generation
showed that the best fitness was created when more of the edges were oscillating
(i.e. in state 1 or 2). In many of the generations the genomes would only encode
oscillation of seven or eight edges. To resolve this issue on the second experiment
we made a minor adjustment to the C++ program such that all edges would
be instructed to oscillate, this provided three oscillation states that a cube edge
could be in. After ten generations the displacement of the Voxbot increased from
virtually no forward motion to 7.5cm within the one minute experiment. This
movement was as efficient, if not better, than the previous side step motion
discovered during manual configuration. The final generation did not produce
a direct forward motion but would slowly bare to the right during the run, as
can be seen in Figure 4 as it slowly approaches the camera. Interestingly the
gait produced for this stepping motion was completely different to that of the
manual configuration, in this instance the nearside horizontal edges C & G are
synchronised and opposite to the vertical edges J & K, while the far-side edge
oscillations are the reverse, this shows an opposing left / right gait seen in many
natural systems. Video 7 of the of Supplementary Material shows the full motion
produced by the winning genome of the 1st, 5th and 10th generations.

4 Discussion

The Voxbot robot was designed to perform evolutionary experiments in the real
world. Our first trials of this new device show that not only is it able to run for
extended periods of time with little human interaction, but even when configured
into a cube one of the least mobile and least naturally inspired shapes it is still
able to produce interesting locomotion and show a variety of complex gaits. The
evolutionary experiment although only run for ten generations shows a noticeable
progression towards a more efficient design and this was accomplished with the
most basic of genomes. With the addition of a more complex genome of multiple
cube orientations and the use of delay constraints already built into the Voxbot
language even more sophisticated movements should be possible.

The core design works well however the servo controller still needs some re-
finement. The current control system uses a metal frame and wooden supports
for the syringes and servos, although this allowed for easy construction and was
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useful during prototyping the connection between the pull arm and the syringe
pistons did occasionally wear loose or get stuck. The next generation of the de-
vice will use 3D printed parts producing much more accurate alignment of the
components. These changes should in turn allow the new version to use cheaper
plastic gear servos rather than the more expensive metal gear high torque servos
required for the original hydraulic robot. Each development iteration intends to
make the Voxbot both cheaper to manufacture and easier to construct. The con-
tinual project aim is to develop a system that can not only be used for effective
research into soft body robots in our own lab but also as an educational tool
cheap and reliable enough to be used to introduce a new generation of researchers
and students to; computer hardware interfaces, software languages and artificial
intelligence techniques.

Soft robotics are slowly making an impact into the mainstream robotics com-
munity as new materials and manufacturing techniques become available. The
recent publicity of the soft NASA ’Super Ball Bot’ [11] shows there is a real
need and use for these soft robots. Our Voxbot provides an easily replicable and
durable experimental platform for those organisations without a NASA space
mission budget.
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Abstract. In future space missions, versatile, robust, autonomous and
adaptive robotic systems will be required to perform complex tasks. This
can be realized using modular robots with the ability to reconfigure to
various structures, which allows them to adapt to the environment as
well as to a given task. As it is not possible to program beforehand the
robots to cope with every possible situation, they will have to adapt au-
tonomously. In this paper, we introduce a novel framework which allows
modular robots to adapt physically (i.e., to change the structure) as well
as internally (i.e. to learn the behavior) to achieve high-level tasks (e.g.
’climb-up the cliff’). The framework utilizes evolutionary methods for
structure adaptation as well as to find a suitable behavior. The main
idea of the framework is the utilization of simple motion skills combined
by a motion planner to achieve the high-level task. This allows to achieve
complex task easily without need to optimize complex behaviors of the
robot.

1 Introduction

In space missions such as colonization of planets, robots are envisaged to set a
foundation for human expeditions [7]. Flexible and robust autonomous robotic
systems are required to operate in these hostile environments with low temper-
atures and high radiation. As not all the tasks can be pre-programmed before
a mission, nor the robots can be designed to cope will all possible situations,
an ability to autonomously adapt for a given task and environment is necessary.
The robots have to adapt both physically (i.e., to change the structure) as well
as internally (i.e., to adapt the behavior).

Modular Self-reconfigurable Robots (MSR) are potential candidates for such
missions. These robots consist of basic building blocks, which themselves are
fully functional robots [13]. Each module can move by its own or more modules
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can be connected into a robot organism. The high reconfigurability of MSRs
makes them very flexible for different tasks as they can adapt their structure
to better fulfill a given goal. Furthermore, broken modules can be exchanged,
which increases the robustness of the robots.

In this paper, we present a novel framework for the task-driven evolution of
MSR systems. The core of the proposed framework is an evolutionary method
combined with a planning process. The evolutionary part provides candidate so-
lutions, i.e. robot structures and possible behaviors. To estimate quality (fitness)
of a candidate solution, motion planning is utilized to create a plan to achieve
the desired high-level task using these behaviors. The fitness of a solution is then
computed as the cost of the plan. The utilization of the planning process allows
to use simple motion skills and combine them to achieve the given task, instead
of evolving a single behavior specialized for the task. These simple skills can be
learned faster, than learning the single complex behavior. Furthermore, such an
approach is more robust, as possible disturbances or imprecision of command
execution can be easily compensated by the planning process, that runs on the
robot.

1.1 Related Work

The evolution of structure and behavior can be done simultaneously or sepa-
rately. Due to many parameters to be optimized, usually genetic or evolutionary
algorithms are employed for these tasks. In first case, a single genotype con-
tains both structure of the robot as well as parameters of the controllers [15,14].
However, such a co-evolution only allows to evolve one behavior and not several
behaviors. Moreover, run-time of these methods may be considerable high espe-
cially when a complex behavior is required. Such an approach is thus suitable
especially for simple robots with simple behaviors.

In the second approach, where the structure and behavior are evolved sep-
arately, first the structure is evolved and then, the motions are optimized. A
motion of a modular robot can be realized using pattern generators. A Central
Pattern Generators (CPGs) [5] producing periodical signals for the actuators
are widely used. CPGs can model various types of locomotion such as crawling
or walking and they have been employed also for humanoids or legged robots.
To achieve a desired locomotion, parameters of the CPGs need to be optimized,
which can be solved using genetic algorithms [12], genetic programming [3], evo-
lutionary approaches [16,10] or meta-heuristics [2].

As the methods for simultaneous evolution of structure and behavior can be
time consuming and computational intensive, they are not suitable for space mis-
sions, where the computational power is limited. Therefore, separated evolution
of structure and behavior is preferred. While many papers have been presented
for structure evolution, motion is usually realized as a single behavior such as
crawling of walking in a desired direction. Such methods may become ineffective,
when a complex task such as ’climb-up the cliff’ has to be achieved.

To evolve a robot suitable for a given high-level task, we propose the frame-
work for Evolved Learning Organisms (ELO), which adapts the structure and
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the behavior separately. The framework is based on the idea, that a complex
high-level goal can be achieved using simple motion patterns combined by a
high-level planning technique.

2 The Framework

The ELO framework is motivated by the Mars mission, where modular robots
will operate on the landscape. They communicate via a radio channel with the
main station, which solves computationally intensive tasks. Let us consider a
situation, where a robot needs to traverse into a valley, as depicted on Fig. 1b.
The base station is asked to suggest a new structure and plan to fulfill the goal.
The ELO utilizes a physical simulation with a terrain model to find a suitable
robot organism, its behavior and a plan to achieve the goal.

The schema of the framework is depicted of Fig. 1a. Here, an evolutionary
engine is used to find new robot structures. To evaluate the fitness of a candidate
solution, two main aspects need to be considered: a) the cost of reconfiguration
from actual structure to the new one; b) the cost of achieving the desired goal.
The cost of the reconfiguration is estimated using a reconfiguration planner,
which is described in [1] in details. To evaluate the second part of the fitness,
simple motion primitives are first optimized. These primitives represent basic
skills such as ’move-left’ or ’stand-up’ and they are then combined using a motion
planning to find a feasible plan to achieve the desired goal.

The found solution (i.e., robot structure with suitable motion primitives, re-
configuration and motion plan) is sent to the robot, which reconfigures to the
target structure. Due to possible reality gaps of the simulation, the robot may
behave differently when controlled directly by the primitives evolved in the sim-
ulation. Therefore, before the plan is executed, the simulated primitives are first
verified on the real robot. The on-board planner is then used to revise the plan
considering the real performance of the primitives. The plan, which consists of
sequence of motion primitives, is then executed. When the robot deviates from
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Fig. 1. The schema of the ELO framework (a). Example of a Mars scenario: the robot
needs to descend into the crater (b). The Organism evolution component test many
candidate robot structures (e.g. the snake-like robot). The Motion planning component
creates a plan (green) to reach the goal, which is then used to compute the fitness.
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the plan, e.g. due to slippage or imprecise execution of the primitives, a new
plan is generated on-board. The process is terminated if the high-level goal is
achieved, or when the on-board planner cannot find a feasible plan to achieve it.
In such a case, the base station is asked to provide a new structure and plan.

2.1 Organism Evolution

The task of organism evolution is to generate feasible robot structures. These
structures are described by a string (a RFL word) which follows the Robot
Formation Language (RFL) notation [8]. It consists of symbols for module types,
symbols for the spatial relationship between two modules and symbols describing
the beginning and the ending of a branch. Let X be a module type which denotes
a CoSMO robot [6]. This robot can dock at four different sides, which are denoted
as A, B, C and D and they can be rotated to each other with a multiple of 90◦.
These rotations are denoted by 0, 1, 2 and 3. In most cases, 0 may be omitted.
To describe the beginning and the ending of a branch, the symbols [ and ]
are used. For example: XABX describes an organism with two modules which
are connected with their A respectively B side to each other. X [ABX ][BCX ]
describes a module to which two other modules are connected.

RFL words can be easily modified, e.g the connection between two modules
can be altered or a sub-organism can easily be extracted from or attached to an
RFL word. Hence, these words are ideal as genomes for individuals in an Evo-
lutionary Algorithm [9]. In the organism evolution task different mutation and
crossover operators are applied on these RFL words to create a new generation.
For mutating an organism, the spatial relationship between two organisms is
changed, a module or a branch is removed from the organism or a new module
is attached to the organism. The crossover operator takes two branches from
two organisms and attaches them together to create a new organism. While
applying these operators it is necessary to ensure that the resulting genome de-
scribes a valid organism structure, e.g. that two modules are not connected to
the same side of the same module. Therefore, a parser (which is based on the
RFL grammar) is used to check this structural integrity. A second test is based
on the geometry of the organism and is used to ensure that the modules in this
organism are not colliding with each other.

To evaluate the fitness of the evolved structures, its suitability for a given
high-level task needs to be estimated. The fitness has to consider a cost of re-
configuration into the new structure, which is computed in the reconfiguration
planner [1]. To estimate the suitability of the candidate structure for the given
high-level task, simple motion primitives are first learned and then used in a
motion planning.

2.2 Locomotion Learning

The locomotion learning component has the task to develop different motion
behaviors for a given organism using a physical simulation. Motion of the mod-
ular robots can be realized using CPGs. By finding parameters of the CPGs,
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various motion primitives can be prepared. Depending on the robots structure
and a selected CPG, many parameters need to be tuned, which can be solved
using an evolutionary approach. This requires to define fitness function for each
of the motion primitives. As the primitives being learned are further utilized in
a motion planner, they can be relatively simple, i.e. they should provide motion
of a robot in its vicinity, For example, to achieve ’move-forward’ behavior, the
fitness can be computed using traveled distance. If the organism needs to rotate,
the fitness is based on the angle of the rotation. To learn climbing a stair, the
fitness function could count the number of steps the organism can climb.

As has been shown in our previous works [10,16], Particle Swarm Optimization
(PSO) can be used to find the parameters in a short time. In the PSO approach,
each particle represents the vector of CPG’s parameters. Fitness of the particles
is evaluated using the physical simulation, which simulates motion of the robot
driven by the selected CPG. As the fitness evaluation may be time consuming, an
extension of PSO called fPSO [4], that evaluates the particles less frequently, can
be used. In the fPSO, the fitness is estimated together with a reliability value. If
this value drops below a certain threshold, the particle is fully evaluated in the
simulation. As the estimations are much faster than an evaluation in simulation,
fPSO finds optima in less time than the standard PSO algorithm.

2.3 Motion Planning

The task of the motion planning module is to combine the motion primitives
learned by the above described approach to achieve the high-level goal. Motion
planning for modular robots can be solved using sampling-based methods such
as with Rapidly Exploring Random Trees (RRT). The RRT algorithm iteratively
builds a tree of feasible configurations, which is rooted in the initial configura-
tion. Each configuration contains 3D position and rotation of a pivot module
and angles between the connected modules. When the tree approaches the goal
configuration, the resulting path can be found in the tree. To find plans for mod-
ular robots equipped with the motion primitives, we have proposed the RRT-MP
(Rapidly Exploring Random Tree with Motion Primitives) [16] algorithm. Here,
the primitives are considered as atomic actions, which reduces complexity of the
planning task, as the planner does not need to derive the low-level control sig-
nals for the actuators. Fitness of an organism can be computed e.g. according
to length of the plan or it can be based on the consumed energy.

2.4 On-Board Motion Planning

The slowest part of the RRT-MP method is the physical simulation, which can-
not be run on the on-board computer. To enable fast on-board motion planning
with low computational and memory demands, the concept of of Simplified Mo-
tion Model (SMM) was proposed [17]. The SMM describes only final rotation
and translation of the robot without modeling intermediate states during the
motion. This approximation is useful, as the robot moves using short primitives,
therefore the details about the motion can be avoided. The SMM contains only
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a b c

Fig. 2. Difference between full motion model (jerky trajectories) and SMM (straight
lines) (a). The SMM assumes, that robot moves on a straight line when controlled by
the primitives (solid straight lines). This assumption is satisfied when the primitives
are applied for a short time. Examples of motion plans generated using SMM (b,c).

few parameters, that are estimated during the on-board locomotion adaption.
For each motion primitive, a single SMM is created. The evaluation of SMM
is very fast and it allows to create plans with hundreds of nodes even on slow
computers.

2.5 On-Board Locomotion Verification and Adaptation

Due to possible imprecision of the physical simulation (reality gap), the motion
primitives provided by the Locomotion learning component may lead to differ-
ent results when applied on a real robot. This could complicate reaching of the
desired goal, as the robot will not follow the plan exactly. Therefore, the prim-
itives derived in the physical simulation need to be verified on the real robot.
This requires to execute each primitive on the robot and measure parameters
of the SMM based on the change of robot’s state. The motion plans generated
on-board using the SMM are thus more realistic than the plans provided by the
physical simulation.

However, even utilization of SMM with real robot’s parameters cannot ensure,
that the execution of the plan will lead to exactly same states as is predicted
by the planner. This can be caused by imprecision of commands execution or
due to a slippage between the robot and the terrain. Small deviations from
the plan are not problematic, as they can be compensated by fast re-planning.
However, such a compensation might not be enough when behavior of the robot
significantly differs from the expected behavior. In such a case, the problematic
motion primitives should be optimized directly on the real robot.

Such an optimization can be realized similarly to the optimization described
in Section 2.2. The task is to find parameters of a selected CPG to control the
robot in a desired way. For the optimization, the PSO method can be utilized.
Contrary to the Locomotion learning, where the fitness is computed using physi-
cal simulation, here, the fitness is based on real motions of the robot. Depending
on the desired primitive, the fitness can be computed using global localization
(e.g. as a distances traveled by the robot) or it can be computed using the in-
ternal sensors (e.g. angles of the joints). The former case is useful for the rough
primitives (e.g. ’move-forward’ or ’walk-back’), while latter case can be used for
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fine motions such as ’rise-leg’ or ’stand-up’. After each iteration of the PSO al-
gorithm, new particles representing the primitives are evaluated and used in the
on-board planner to generate a new plan. The on-board adaptation is terminated
when the on-board planner provides a feasible plan to reach the goal.

3 Experiments

This section shows examples of current state of selected components of the ELO
framework. Due to space limit, we only show achieved goals and we refer to our
publications for technical details. The simulation part of the ELO is realized by
Robot3D simulator [11], which simulates CoSMO (Collective Self-Reconfigurable
Robot Organism) modular robots [6]. CoSMO consists of cube shaped modules
equipped with four docking mechanisms. They exhibit a powerful main hinge
capable of lifting up to four other modules. The modules also possess a 2D drive
with which they can move by their own. Furthermore, the robots can exchange
energy and can communicate via Ethernet with each other while connected.
They are equipped with a small PC with Blackfin BF561 processor, 30 MB of
RAM with μCLinux.

3.1 Organism Evolution

In the experiments each individual had 100 seconds to move. After that time
its fitness has been calculated. For a new generation, the best 10% are taken
unchanged as elitists from the previous generation, 20% of the individuals are
created by cross-over and the rest is mutated. For mutation, the probability to
add one module is 40%, to remove a module is 20%, to rotate a connection is
30% and to swap two branches on the same module is set to 30%. In former
experiments this setup was used for different selection strategies (i.e. Rank Se-
lection vs. Fitness Proportionate (FP)), on different terrain and with different
module behavior rules [9]. However, these experiments were realized for only 30
generations.

Though, good results have already been achieved after that time, it was not
clear, how many generations were required to find almost optimal solutions (due
to the huge search space, an optimal solution cannot be guaranteed). There-
fore, one of those experiments has been repeated with 200 generations and 20
experiments. In these experiments FP has been used as selection strategy, the
organisms had to move over uneven terrain, where the obstacles had the size of
a robot module and the fitness was measured by traveled distance. Furthermore,
the evolution was restrained by one rule: when attaching a new module to an
organism (i.e. to the parent module, which is part of that organism), the phase
of the module was set to φchild = φparent + 0.25. One goal of this experiment
was to figure out, if with this rule caterpillar like organism are evolved.

Figure 4 shows the fitness of the best solution found so far of those exper-
iments. There, the results of the experiments have been summarized as three
curves, which describe the median, the lower and the upper quartile. The high-
est maximum fitness in an experiment was 700 cm, the lowest was 410 cm, which
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was reached by most of the experiments after 60 generations. Figure 3 shows the
four best organisms in all these experiments. Most of those evolved organisms
exhibit caterpillar like structures with additional modules at their sides. These
modules prevent the organism from falling aside which would happen with a
pure caterpillar organism. Another result of this experiment is, that it is likely
that the evolution sticks in a local minimum, which can be prevented by raising
the mutation rate or running several evolution runs in parallel.

Fig. 3. Examples of evolved organisms
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3.2 On-Board Motion Planning and Motion Adaptation

The RRT-MP planner utilizing the SMM model was implemented for the Black-
fin CPU. Construction of a motion plan between arbitrary positions in an arena
of size 4x5 m takes ∼ 1 s. Comparing to the time required to execute the plan
(order of minutes), the on-board planning is fast enough. Example of a gener-
ated plan and screen shot from the navigation are depicted on Fig. 5. The video
record is available at: http://www.youtube.com/watch?v=fCy3grSRC9k.

http://www.youtube.com/watch?v=fCy3grSRC9k
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Fig. 5. The Cross organism described by string X[AAX][BAX][CAX][DAX] (left).
The plan (red lines) with actual position of the robot (blue circle) and with its real
performance (green curve) (right).

During the on-board motion adaptation, the desired motions can be learned
from scratch (particles in the PSO algorithm are initialized by random values) or
the best parameters obtained in the simulations can be used for the initialization.
The importance of the proper initialization has been verified for the snake-like
robot with three modules. The results are shown on Fig. 6. As can be seen,
the random initialization (Fig. 6b) led to longer optimization with final value
f

.
= 13 cm after 140 iterations, while the adaptation initialized with results

obtained in the simulation provided f
.
= 24 cm in 40th iteration (Fig. 6c).

In the 40th iteration, the randomly initialized solution was only f = 10 cm.
The adaptation with properly initialized particles is thus significantly faster.
The graphs also show, that the motion primitive obtained from simulation was
further improved from initial value f = 17 cm to final f = 24 cm.
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Fig. 6. A simple snake-like robot (the RFL string is XACXACX) (a) The progress
of fitness with randomly initialized particles (b) and with particles initialized with
solutions provided by the simulation (c)

4 Conclusion and Future Work

The experiments have shown, that both simulated as well as on-board parts of
the ELO framework can adapt structure and behavior of the robots. In the future
work, the remaining components have to be integrated into the framework and
then, the whole system will be tested on real robots.
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ular robots with local motion primitives. In: ICRA (2013)
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Abstract. Bacteria have demonstrated an amazing capacity to overcome envi-
ronmental changes by collective adaptation through genetic exchanges. Using a 
distributed communication system and sharing individual strategies, bacteria 
propagate mutations as innovations that allow them to survive in different envi-
ronments. In this paper we present an agent-based model which is inspired by 
bacterial conjugation of DNA plasmids. In our approach, agents with bounded 
rationality interact in a common environment guided by local rules, leading to 
Complex Adaptive Systems that are named 'artificial societies'. We have dem-
onstrated that in a model based on free interactions among autonomous agents, 
optimal results emerge by incrementing heterogeneity levels and decentralizing 
communication structures, leading to a global adaptation of the system. This or-
ganic approach to model peer-to-peer dynamics in Complex Adaptive Systems 
is what we have named ‘bacterial-based algorithms’ because agents exchange 
strategic information in the same way that bacteria use conjugation and share 
genome.  

Keywords: Complexity, Artificial Society, Bacterial-based Algorithms, P2P 
Society, Complex Adaptive Systems, CAS. 

1 Introduction 

Bacteria have demonstrated an amazing capacity to overcome environmental changes 
by collective adaptation through genetic exchanges. By using a distributed communi-
cation system and sharing individual strategies, bacteria propagate mutations as inno-
vations that allow them to survive in different scenarios [1,2,3,4,5]. Resilience is the 
capacity of a system to absorb changes in an environment, adapting its properties to 
disturbance but retaining its basic structure [6]. In this paper we will introduce our 
agents-based approach to model resilience in artificial societies. Even though similar 
approaches have been previously reported, such as MBFOA [7], MGA [8], OBBC [9] 
or BEA [10], we have developed a proof-of-concept inspired by bacterial conjugation 
that allows us to show how, in artificial societies based on interactions among agents 
with bounded rationality, optimal results emerge by incrementing heterogeneity levels 
and decentralizing communication structures [11]. Bacterial conjugation is a distri-
buted communication system used by bacteria to exchange strategies of survival, 
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implemented on genetic code. It matches the kind of dynamics we want to model 
because of several reasons. First of all, we conceive both natural and artificial socie-
ties as Complex Adaptive Systems (CAS) [12] which evolution depends on interac-
tions among autonomous agents. Secondly, we sustain that collective adaptation is 
related to decentralized communications [13], relying on information exchanges by 
using P2P networks to share codified blocks of information. Third, heterogeneity in 
population and variation (or mutation) of strategies is also a factor of evolution even 
though communication and P2P dynamics play an important role. 

2 Model 

2.1 Definition 

Following an agent-based modeling approach, we want to simulate and analyze the 
impact of both peer-to-peer connections and heterogeneity on strategies optimization, 
that is, on distributed generation of knowledge. In agent-based modeling, agents with 
bounded rationality interact in a common environment guided by local rules, leading 
to Complex Adaptive Systems that are named 'artificial societies' [14,15]. These sim-
plified models of biological societies grow from the bottom up in computational envi-
ronments and can be used as laboratories to test some hypotheses. In our case, we will 
use a special type of agent-based model, a bacterial-based algorithm that is inspired 
by bacterial conjugation and that matches with our purpose of simulating emergence 
of collective intelligence. In this model, we have a set A with N agents (ai). Each 
agent owns a genome that contains a specific strategy (si) to optimize a function. De-
pending on an agent's strategy, its knowledge level will be greater or lower. Then if an 
agent is able to optimize a given function in order to get a result with 70% of accuracy 
by using its own strategy, its knowledge level will be set to 70 and so on. Knowledge 
levels determine an agent’s position in a social structure. So agents with a more suc-
cessful genome will dominate the cultural life of society. 

During simulation agents move randomly through a bi-dimensional grid. When 
two agents have the same coordinates (x,y) they meet to each other and compare their 
knowledge levels. After that, the one with a lower knowledge (aa) tries to get a copy 
of genome from the more successful (ab). If the owner of the best strategy (ab) does 
not share its strategic knowledge we will say that conjugative machinery to send 
plasmids is inhibited. Otherwise ab will offer a plasmid with a copy of his genome to 
agents in the same coordinates and lower knowledge. Even though if the owner (ab) 
allows the other agent (aa) to get a copy of its genome and then improve its strategic 
knowledge, ab can impose two restriction policies to that copy:  

• Inhibit Reproduction: The receiver of a plasmid (aa) is allowed to use the strategy 
that is contained in the copy but it does not own the intellectual property of that 
strategy. Then plasmid cannot be sent to others once it is received. In this case the 
first owner (ab) is the only one with reproduction rights on that strategy. 

• Inhibit Mutation: The receiver (aa) can use the strategy but cannot modify it. Genome 
only can be used as a unit of privative software or as a behavioral dogma, following 
the exact strategy proposed by first owner (ab). Otherwise, if mutation is not inhibited, 
strategies may be modified or mixed with other ones by the receiver (aa). 
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With this model we want to show that centralized and homogeneous societies, those with 
greater number of agents that follow restrictive behaviors, lead to lower levels of know-
ledge and higher levels of inequality than distributed and heterogeneous ones. We will do 
it by comparing bacterial-based societies with different configurations and observing 
how inhibiting plasmid conjugation, reproduction or mutation modifies the statistical 
results. Only in a “P2P Society”, by sharing individual information among agents without 
communication constraints, optimal strategies and social development are achieved.  

2.2 Agent Genome 

As we have explained above, in our model each agent (ai) of the agents set A has its 
own strategy (si) coded as a part of its genome. Considering a set Sec containing sev-
eral strategies (si), its cardinality |Sec| (number of different strategies) will be equal or 
bigger than unity and equal or smaller than cardinality of A. We will denote it as:   ∀ ai ∈ A ∃ si ∈ Sec : 1 ≤ |Sec| ≤ |A| (1) 

If by default the value of |Sec| was one, simulation would start in a completely ho-
mogeneous society. If this value was near to |A| (number of agents) it would be a 
heterogeneous society. 

Agent genome has a segment denominated “S” which contains a coded strategy (si) 
of the set Sec. Genome also can include another three sequences (P, R and O) which 
are related to the three constraints that we have described: 

1. Inhibit original plasmid conjugation (P) 
2. Inhibit copy reproduction (R) 
3. Inhibit code mutation (O) 

Depending of the presence of each one of these three segments, agents behavior will 
catalyze or constraint the arrival of the optimal scenario, the one in which knowledge 
is generated in distributed societies with low inequality among agents.  

If there is P then the genome will not be released by conjugation, that is, that strategy 
will be private. So only the absence of P enables the first owner of the genome to act as a 
donor; that is, to send a copy of genome as a plasmid to another agent by using conjuga-
tion. If possibility of that P occurs is high then the society will follow a centralized para-
digm, that is, just some nodes will be able to send information. P implies that original 
genome will be never copied and sent to anybody else. Then, strategies of nodes without 
P and a successful strategy coded on S will dominate the culture. 

If there is R this means that receivers of a copy of a genome are not allowed to re-
send the replicated plasmid to another agent. It avoids decentralized propagation of 
strategies, considering that the original owners of a genome are the only ones which 
can distribute copies. High possibility of R implies a constraint to diffusion of re-
ceived strategies, because receiver will be able to use the successful strategy but will 
not be allowed to propagate them and share its knowledge with others. 

Decentralization is inversely related to these two parameters. High P and R rates 
imply centralized societies without P2P communication and without reproduction 
rights. Oppositely, low P and R rates lead to P2P exchanges of information without 
limits of copies. 
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Fig. 1. Social behavior of agents depending on their genome 

During a conjugation process, when one agent sends a plasmid to another, the S se-
quence (which contains a copy of the strategy of the donor) could be modified. This 
means that mutation of any strategy is allowed by default. But mutation can be inhibited 
if O is present in the genome. O sequence implies that a plasmid cannot be modified. So 
only low levels of O presence lead to an open society in which variation of bad strategies 
in short time is guarantee. However, high presence of O in the population genome im-
plies that strategies are closed and invariant. So once an agent follows a specific strategy 
it cannot change this until it receives another genome from a more successful agent. 

Differentiation of strategies is another important variable in this model. Cardinality 
of Sec is related to the number of different strategies by default, so if |Sec| is near to 
|A| and there is a low presence of O segments in population genome then it implies 
more heterogeneity.  

2.3 Local Rules and Complex Dynamics 

The main characteristic of complex phenomena is that it emerges from local interac-
tions among simple agents which have not global information about the whole  
system. In complex science, global dynamics are considered a result of local rules. 
Following that approach, our agents behave according to their own internal states by 
following single algorithmic rules.  

Each agent's decision takes into account two values, its own knowledge and neigh-
bors' knowledge. Each iteration agents compare both values by using their internal 
evaluator, which is the function that constitutes their bounded rationality. There is a 
different internal evaluator to every single agent, assuming variability of cognitive 
skills within a population. After positive evaluation, if it is worth to learn a new strat-
egy according to that internal criteria (and if any inhibitor impede it), conjugation 
between two agents occurs. When an agent receives a new genome it replaces the 
previous one. This replacement can be complete or not, depending of mutation inhibi-
tion. In this version of our model, mutation implies a recombination of 50% of both 
genomes. After replacement of genome, the receiver tests the new strategy by using it 
to optimize a fixed selection function. Accuracy of function optimization determines 
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the new knowledge level of the agent. The more knowledge an agent achieves, the 
more social reputation it obtains. Considering our model as a social network we can 
define each agent as a node linked to other nodes through information exchanges. 
Network analysis [16] can help us to evaluate which agent has been dominating the 
culture of our artificial society, so we have decided to build a directed graph with all 
the connections created by conjugation processes (Fig. 2). 

 

Fig. 2. Growing social structures. Four agents have decided to learn from a fifth one after comparing 
their knowledge levels. These conjugation processes have increased the node out-degree to 4. (B, C, 
D) Emergence of centralized social network with high presence of O, R and P segments in genome. 

3 Experimental Results 

3.1 Simulation Conditions 

In order to analyze the influence of specific variations on initial conditions, we have si-
mulated |Z|3 different environments considering the set Z = {0,1}. The focus of this study 
is how probabilistic distribution of Boolean genes (P, R, O) affects social structure, that 
is, the role of cultural constraints. We have fixed |Sec| ~ |A| and recombination to 0.5 
when mutation is allowed. For any of those |Z|3 setup configurations, we have ex-
ecuted our model during 104 iterations. Repeating each one of these experiments with 
random populations between 103 and 104 agents we have observed common patterns 
that are related to P, R and O presence in population genome. We have tested the 
emergence of different global configurations, from centralized societies with low 
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levels and unequal distribution of knowledge to "P2P societies" in which heterogenei-
ty and decentralization lead to collective success. We have used NetLogo 5.0.4 to 
implement our model and Java 6 to extend it. 

We have defined a selection function with ten variables. Every iteration agents re-
place each one of those variables with the values of the S segment. If these ten genes 
optimize the function and the result is equal or greater than 70, we consider that the 
owner of that Si segment has a good level of knowledge. Results between 50 and 70 
means a medium level of knowledge and lower than 50 a bad one. 

As we can see (Fig. 3) our artificial societies are Complex Adaptive Systems that 
evolves through agent interactions. The adaptive behavior of the system as a whole 
consists in increasing the distribution of good strategies and the elimination of bad 
ones. But the speed of that propagation is mainly related to P presence, that is, with 
the number of agents that are allowed to share strategies.  

 

 

Fig. 3. Propagation of strategies. Low P and R rates (P ~ 0.19, R ~ 0.24) in a population with 
103 agents leading to decentralization and vertical propagation of successful strategies. Red 
agents have knowledge levels lower than 70, otherwise they are colored with green. 

3.2 Emergence of Equality in Distribution of Knowledge 

After reproducing several scenarios with random initial knowledge-level distributions, 
we have observed that worse results are achieved in centralized and homogeneous  
societies; for example, a society with presence of O and R in the whole of population 
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genome. O presence means that we will not see strategy modifications, that is, the maxi-
mum level of knowledge will be static during the 104 iterations. Then the best strategy 
will depend only on initial configuration, when random Si segments are generated; this 
simulation will only take into account the propagation of those initial strategies. R im-
plies that there is not any reproduction of received genome, so only the original owner 
will be able to propagate it.  

 

Fig. 4. Evolution of knowledge levels. These results show how medium knowledge tends to 
grow slowly in centralized societies with P ~ 0.90 and R ~ 0.83. The number of agents per time 
unit that use strategies that satisfy a given selection function with less than 50 % of accuracy 
are plotted in red, those with more than 70% are in green, and others are in blue. Each picture 
reproduces a 103 agents simulation that has been executed during 104 iterations. Blue 
represents agents with strategic knowledge between 50 and 70, red means knowledge levels 
lower than 50 and green implies a knowledge level higher than 70.  

We have studied how P presence modifies the global behavior of this system. In 
order to compare two variations of that artificial society, one with P probability  ~  
0.90 (Fig. 4) and other with P probability ~ 0.19, we have repeated the experiment 
several times, testing that centralization leads to low results in knowledge generation 
(Fig. 5). We have also simulated scenarios with high heterogeneity and decentraliza-
tion levels by reducing P, R and O probabilities and we have seen that with a whole 
elimination of O sequences (O probability ~ 0), that is, activating mutation of strate-
gies, generation of knowledge not only is faster but also richer in variety. As picture 6 
shows, different focus of improvement are found in population when diversity occurs. 
In this heterogeneous scenario, good strategies come from different agents with dif-
ferent initial locations. Agents evolve in creative ways because of modification of 
strategies is allowed and innovative knowledge is propagated because of decentraliza-
tion, leading to an egalitarian and optimal artificial society. 
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Fig. 5. In these four simulations P probability ~ 0.19 rather than P probability ~ 0.90 (Fig. 4). 
This change produces an acceleration of knowledge propagation. Bad strategies are removed 
early and competition is between medium and good strategies. The best options reach almost 
the whole population in only 104 iterations. The colors applied are the same as in Fig. 4. 

 

Fig. 6. Distributed production of knowledge in a “P2P Society”. Low P, O and R rates  
(P ~ 0.03, R ~ 0.14, O ~ 0.27) in a population with 104 agents during 103 iterations. This Com-
plex Adaptive System evolves faster because of heterogeneity and connectivity. Through peer-
to-peer exchanges, reproduction and modification rights, bad strategies (red) are replaced or 
mixed with medium strategies (blue) that are recombined and distributed, leading to this map of 
successful strategies (green). Each picture represents a snapshot of the same simulation in time. 



258 D. Gonzalez-Rodriguez and J.R. Hernandez-Carrion  

 

4 Conclusions 

We have modeled complex social dynamics with bacterial-based algorithms. Inspired 
by microbial adaptation and conjugation of DNA plasmids, we have designed a com-
putational model to extend agent-based modeling. We have implemented agent-
bounded rationality in strategic genomes that can be shared by owners, reproduced by 
receivers, mutated and mixed. Finally, we have shown how in our artificial society, 
system optimization is limited by centralization and homogeneity. Based on experi-
mental results, we can infer that the best strategies of collective adaptation are related 
to O, R and P absence. That is, we conclude that Complex Adaptive Systems can 
achieve their optimal configuration only by incrementing decentralization and hetero-
geneity.  

Our purpose is to improve this model in order to test different hypotheses in future 
research by simulating several artificial societies and understanding their evolution, 
establishing the algorithmic basis to observe emergent properties such as cooperation 
and competition in societies guided by peer-to-peer dynamics. 
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Abstract. Dealing with high-dimensional input spaces, like visual in-
put, is a challenging task for reinforcement learning (RL). Neuroevolution
(NE), used for continuous RL problems, has to either reduce the prob-
lem dimensionality by (1) compressing the representation of the neural
network controllers or (2) employing a pre-processor (compressor) that
transforms the high-dimensional raw inputs into low-dimensional fea-
tures. In this paper we extend the approach in [16]. The Max-Pooling
Convolutional Neural Network (MPCNN) compressor is evolved online,
maximizing the distances between normalized feature vectors computed
from the images collected by the recurrent neural network (RNN) con-
trollers during their evaluation in the environment. These two interleaved
evolutionary searches are used to find MPCNN compressors and RNN
controllers that drive a race car in the TORCS racing simulator using
only visual input.

Keywords: deep learning, neuroevolution, vision-based TORCS, rein-
forcement learning, computer games.

1 Introduction

Most approaches to scaling neuroevolution to tasks that require large networks,
such as those processing video input, have focused on indirect encodings where
relatively small neural network descriptions are transformed via a complex map-
ping into networks of arbitrary size [4, 7, 10, 13, 15, 23].

A different approach to dealing with high-dimensional input which has been
studied in the context of single-agent RL (i.e. TD [25], policy gradients [24], etc.),
is to combine action learning with an unsupervised learning (UL) preprocessor or
“compressor” which provides a lower-dimensional feature vector that the agent
receives as input instead of the raw observation [5, 8, 12, 17, 19–21]. The UL
compressor is trained on the high-dimensional observations generated by the
learning agent’s actions, that the agent then uses as a state representation to
learn a value function.

In [3], the first combination of UL and evolutionary reinforcement learning
was introduced where a single UL module is trained on data generated by
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© Springer International Publishing Switzerland 2014



Online Evolution of Deep CNN for Vision-Based RL 261

entire population as it interacts with environment (which would normally be
discarded) to build a representation that allows evolution to search in a rel-
atively low-dimensional feature space. This approach attacks the problem of
high-dimensionality from the opposite direction compared to indirect encoding:
instead of compressing large networks into short genomes, the inputs are com-
pressed so that smaller networks can be used.

In [16], we scaled up this Unsupervised Learning – Evolutionary Reinforce-
ment Learning (UL-ERL) approach to the challenging reinforcement learning
problem of driving a car in the TORCS simulator using vision from the driver’s
perspective as input. The high-dimensional images were compressed down to just
three features by a Max-Pooling Convolutional Neural Network (MPCNN; [2,22])
that allowed an extremely small (only 33 weights) recurrent neural network con-
troller to be evolved to drive the car successfully. The MPCNN was itself trained
separately off-line using images collected previously while driving the car man-
ually around the training track.

In this paper, the feature learning and control learning are interleaved as
in [3]. Both the MPCNN, acting as the sensory preprocessor (compressor), and
the recurrent neural network controllers are evolved simultaneously in separate
populations, with the images used to train the MPCNNs being taken from the
driving trials of the evolving controllers rather than being collected manually a
priori.

The next section describes the MPCNN architecture that is used to compress
the high-dimensional vision inputs. Section 3 covers our method—the UL-ERL
framework applied to visual TORCS race car driving domain. Section 4 presents
the experiments in the TORCS race car driving, which are discussed in section 5.

2 Max-Pooling Convolutional Neural Networks

Convolution Neural Networks [6, 18] are deep hierarchical networks that have
recently become the state-of-the-art in image classification due to the advent of
fast implementations on graphics card multiprocessors (GPUs) [1]. CNNs have
two parts: (1) a deep feature detector consisting of alternating convolutional and
down-sampling layers, and (2) a classifier that receives the output of the final
layer of the feature detector.

Each convolutional layer �, has a bank of m	 × n	 filters, F 	, where m	 is the
number input maps (images), I	, to the layer, and n	 is the number of output
maps (inputs to the next layer). The i-th output map is computed by:

I	+1
i = σ

⎛⎝m�∑
j=1

I	j ∗ F 	
ij

⎞⎠ , i = 1..n	, � = 1, 3, 5...,

where ∗ is the convolution operator, F 	
ij is the i-th filter for the j-th map and

σ is a non-linear squashing function (e.g. sigmoid). Note that � is always odd
because of the subsampling layers between each of the convolutional layers.
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The downsampling layers reduce resolution of each map. Each map is parti-
tioned into non-overlapping blocks and a value from each block is used in the
output map. Themax-pooling operation used here subsamples the map by simply
taking the maximum value in the block as the output, making these networks
Max-Pooling CNNs [2, 22].

The stacked alternating layers transform the input into progressively lower
dimensional abstract representations that are then classified, typically using a
standard feed-forward neural network that has an output neuron for each class.
The entire network is usually trained using a large training set of class-labeled
images via backpropagation [18]. Figure 2 illustrates the particular MPCNN
architecture used in this paper. It should be clear from the figure that each
convolution layer is just a matrix product where the matrix entries are filters
and convolution is used instead of multiplication.

3 Method: Online MPC-RNN

The Online MPC-RNN method for evolving the controller and the compressor
at the same time is overviewed in figure 1. The controller is evolved in the
usual way (i.e. neuroevolution; [26]), but instead of accessing the observations
directly, it receives feature vectors of much lower dimensionality provided by the
unsupervised compressor, which is also evolved.

The compressor is trained on observations (images) generated by the actions
taken by candidate controllers as they interact with the environment. Here, un-
like in [16] where the compressor was pre-trained off-line, the loop is closed by
simultaneously evolving the compressor using the latest observations (images)
of the environment that are provoked by the actions taken by the evolving con-
trollers.

For the compressor, a deep max-pooling convolutional neural network
(MPCNN) is used. These networks are normally trained to perform image clas-
sification through supervised learning using enormous training sets. Of course,
this requires a priori knowledge of what constitutes a class. In a general RL
setting, we may not know how the space of images should be partitioned. For
example, how many classes should there be for images perceived from the first-
person perspective while driving the TORCS car? We could study the domain in
detail to construct a training set that could then be used to train the MPCNN
with backpropagation. However, we do not want the learning system to rely on
task-specific domain knowledge, so, instead, the MPCNN is evolved without us-
ing a labeled training set. A set of k images is collected from the environment,
and then MPCNNs are evolved to maximize the fitness:

fk = min(D) + mean(D), (1)

where D is a list of all Euclidean distances,

di,j = ‖fi − fj‖, ∀i > j,
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Fig. 1. Overview of the online TORCS controller evolution in the online UL-ERL
scheme. At each time-step, a raw 64×64 grayscale (saturation plane) pixel image,
taken from the driver’s perspective, is transformed to features by the Max-Pooling
Convolutional Neural Network (MPCNN) compressor. The features are used by the
candidate RNN controller to drive the car by steering, accelerating and braking. Two
evolutionary algorithms are interleaved to simultaneously optimize both the controller
and compressor. The current implementation uses the CoSyNE algorithm: CoSyNEk

for the MPCNN, CoSyNEc for the RNN controllers, using the best MPCNN found by
CoSyNEk.

between k normalized feature vectors {f1 . . . fk} generated from k images in the
training set by the MPCNN encoded in the genome.

This fitness function forces the evolving MPCNNs to output feature vectors
that are spread out in feature space, so that when the final, evolved MPCNN pro-
cesses images for the evolving controllers, it will provide enough discriminative
power to allow them to take correct actions.

4 Visual TORCS Experiments

The goal of the task is to evolve a recurrent neural network controller and
MPCNN compressor that can drive the car around a race track.

The visual TORCS environment is based on TORCS version 1.3.1. The simu-
lator had to be modified to provide images as input to the controllers (a detailed
description of modifications is provided in [16]). The most important changes
involve decrease of the control frequency from 50Hz to 5Hz, and removal of the
“3-2-1-GO” sequence from the beginning of each race.
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Fig. 2. Example Max-Pooling Convolutional Neural Network (MPCNN) with 8 layers
alternating between convolution (C) and downsampling (MP; using max-pooling). The
first layer convolves the input 64×64 pixel image with a bank of 10×10 filters producing
10 maps of size 63×63, that are down-sampled to 21×21 by MP layer 2. Layer 3
convolves each of these 10 maps with a filter, sums the results and passes them through
the nonlinear function f , producing 10 maps of 20×20 pixels each, and so on until the
input image is transformed to just 3 features that are passed to the RNN controller,
see Figure 1.

4.1 Setup

The MPCNN compressors and RNN controllers are evolved in a coupled system,
alternating every four generations between two separate CoSyNE [9] algorithms,
denoted CoSyNEk for the MPCNNs, and CoSyNEc for the RNN controllers.

The process starts by first evolving the controllers. In each fitness evalua-
tion, the candidate controller is tested in two trials, one on the track shown
in figure 1, and one on its mirror image. A trial consists of placing the car at
the starting line and driving it for 25 s of simulated time, resulting in a maxi-
mum of 125 time-steps at the 5Hz control frequency. At each control step a raw
64× 64 pixel image (saturation plane only), taken from the driver’s perspective
is passed through an initially random MPCNN compressor which generates a
3-dimensional feature vector that is fed into a simple recurrent neural network
(SRN) with 3 hidden neurons, and 3 output neurons (33 total weights). The
first two outputs, o1, o2, are averaged, (o1 + o2)/2, to provide the steering signal
(−1 = full left lock, 1 = full right lock), and the third neuron, o3, controls the
brake and throttle (−1 = full brake, 1 = full throttle). All neurons use sigmoidal
activation functions.

The fitness of the controllers use by CoSyNEc is computed by:

fc = d− 3m

1000
+

vmax

5
− 100c , (2)

where d is the distance along the track axis measured from the starting line, vmax

is maximum speed, m is the cumulative damage, and c is the sum of squares of
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0 1 10 50
Generation

Fig. 3. Evolving MPCNN features. Each plot shows the feature vectors for each of the
40 training images collected at the given generation of CoSyNEk on the unit sphere.
Initially (generation 0), the features are clustered together. After just a few generations
spread out so that the MPCNN discriminates more clearly between the images. The
features stabilize after generation 50.

the control signal differences, divided by the number of control variables, 3, and
the number simulation control steps, T :

c =
1

3T

3∑
i

T∑
t

[oi(t)− oi(t− 1)]2. (3)

The maximum speed component in equation (2) forces the controllers to ac-
celerate and brake efficiently, while the damage component favors controllers
that drive safely, and c encourages smoother driving. Fitness scores roughly cor-
respond to the distance traveled along the race track axis. Each individual is
evaluated both on the track and its mirror image to prevent the RNN from
blindly memorizing the track without using the visual input. The original track
starts with a left turn, while the mirrored track starts with a right turn, forc-
ing the network to use the visual input to distinguish between tracks. The final
fitness score is the minimum of the two track scores (equation 2).

After four generations of CoSyNEc, CoSyNEk starts. First, a population of
MPCNNs with 8 layers, alternating between convolution and max-pooling oper-
ations (see figure 2 and Table 1) is initialized with random kernel weights uni-
formly distributed between −1.5 and 1.5). The MPCNNs are then evolved for
four generations using 40 randomly selected images from the previous CoSyNEc

phase to compute the fitness function fk (equation 1).
Each 64× 64 pixel image is processed by a candidate MPCNN by convolving

it with each of the 20 filters in layer 1, to produce 20 63× 63 feature maps, each
of which is reduced down to 21× 21 by the first max-pooling layer (2). These 20
features are convolved again by layer 3, max-pooled in layer 4, and so on, until
the image is reduced down to just 3 1-dimensional features which are fed to the
controller. This architecture has a total of 3583 kernel coefficients (weights). All
MPCNN layers used scaled tanh transfer function.
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Table 1. MPCNN topology. The table summarizes the MPCNN architecture used;
type of a layer, where C is for convolutional, MP for max-pooling, dimensions of the
filter bank m and n, number of output maps and their resolution.

Layer Type m n #maps map size

1 C 1 20 20 63× 63

2 MP - - 20 21× 21

3 C 20 20 20 20× 20

4 MP - - 20 10× 10

5 C 20 20 20 9× 9

6 MP - - 20 3× 3

7 C 20 20 3 2× 2

8 MP - - 3 1× 1

Fig. 4. Evolved visual features. Each inset shows the image at a particular point on the
track and the 3-dimensional feature vector produced by the MPCNN after its evolution
finished.

At the end of the four generations, the best compressor in the population
becomes the compressor for the controllers in the next round of CoSyNEc.
CoSyNEk and CoSyNEc continue to alternate until a sufficiently fit controller
is found, with 20% of the training images being replaced by new ones selected
at random in each iteration of CoSyNEk. Both MPCNN compressors and con-
trollers are directly encoded into real-valued genomes, and the population size
of both CoSyNEs was 100, with a mutation rate of 0.8.

4.2 Results

We report just 2 runs because a single run of 300 generations of both CoSyNEc

and CoSyNEk takes almost 80 hours on an 8-core machine1 (running 8 evalu-
ations in parallel). The fitness, fc, reached 509.1 at generation 289 for run no.

1 AMD FX 8120 8-core, 16 GB RAM, nVidia GTX-570.
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Table 2. Maximum distance, d, in meters and maximum speed, vmax, in kilometers per
hour achieved by hand-coded controllers that come with TORCS which enjoy access to
the state variables (the five upper table entries), a million-weight RNN controller that
drives using pre-processed 64×64 pixel images as input, evolved indirectly in the Fourier
domain, MPC-RNN, where the MPCNN is trained offline from manually collected
images [16] and the Online MPC-RNN agent that collects the MPCNN training images
automatically.

controller d [m] vmax [km/h]

olethros 570 147

bt 613 141

berniw 624 149

tita 657 150

inferno 682 150

visual RNN [14] 625 144

MPC-RNN [16] 547 97

Online MPC-RNN 489 91

1 and 495.5 at generation 145 for run no. 2, where a generation refers to one
generation of each CoSyNE. Table 2 compares the distance travelled and maxi-
mum speed of the best controller with the offline-evolved MPCNN controller [16],
a large RNN controller evolved in frequency domain [14], and the hand-coded
controllers that come with the TORCS package.

The performance of Online MPC-RNN is not as good as its offline variant, but
the controllers still approach a fitness of 500, which allows them to complete a
lap and continue driving without crashing. The controllers with the pre-trained
MPCNN drive slightly better because of possibly two reasons (1) the MPCNN
compressor, that improves online does not reach the optimum and (2) as the
compressor evolves together with the RNN controller, the weights of the con-
troller have to be updated after each compressor change due to different features
that it provides. The hand-coded controllers are much better since they enjoy
an access to the car telemetry and features like distances to the track edges.

Figure 3 shows the evolution of the MPCNN feature vectors for each of the
40 images in the training set, in one of the two runs. As the features evolve
they very quickly move away from each other in the feature space. While simply
pushing the feature vectors apart is no guarantee of achieving maximally infor-
mative compressed representations, this simple, unsupervised training procedure
provides enough discriminative power in practice to get the car safely across the
finish line.

5 Discussion

The results show that it is not necessary to undertake the complicated procedure
of collecting the images manually by driving the car and training the compressor
beforehand. The MPCNN compressor, trained online from images gathered is
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good enough for a small RNN with 33 weights to be evolved efficiently to solve
the driving control task.

Another approach would be to combine the controllers and compressors within
a single directly-encoded genome, but one can expect this to run even longer.
Also, instead of using an MPCNN with fitness fk, the collected images could
be used to train autoencoders [11] that would be forced to generated suitable
features.

The presented framework is more general than just a TORCS driving system.
It remains to be seen whether the agents can be plugged into some other envi-
ronment, collect the images on the fly and train the controllers to perform the
desired task. The TORCS control signal is only 3-dimensional, future experi-
ments will apply Online MPC-RNN to higher-dimensional action spaces like the
41-DOF iCub humanoid, to perform manipulation tasks using vision.
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Abstract. Developing swarm robotics systems for real-time applica-
tions is a challenging mission. Task deadlines are among the kind of
constraints which characterize a large set of real applications. This paper
focuses on devising and analyzing a task allocation strategy that allows
swarm robotics systems to execute tasks characterized by soft deadlines
and to minimize the costs associated with missing the task deadlines.

Keywords: Soft deadlines, Time-constrained tasks, Swarm robotics,
Multi-agent systems.

1 Introduction

Considering the large number of real-world applications where swarm robotics
represents an efficient system to be investigated, real-time tasks represent a
remarkable category of these applications. Deadlines are often enough associated
with real-world tasks, such as data gathering in large sensor networks (data-
mules), recycling systems and pollution cleaning. A task is referred to as real-
time task, when the correctness of the task results is not related only to the
logical correctness, but also to the time at which these results are delivered.
The point in time before which the real-time task should be executed is referred
to as the task deadline. There are two main types of deadlines, as categorized
in traditional real-time systems [20]. Hard deadlines are deadlines, that when
missed, can lead to catastrophic consequences. Soft deadlines are deadlines, that
affect the quality of the results, if not met. Thus, missing this type of deadlines is
associated with specific costs. This paper focuses on soft-deadline tasks which can
be considered as suitable tasks to be executed by a stochastic system such as a
swarm of robots. Also natural systems need to cope with related task allocation
problems but rather based on priorities than explicit deadlines. For example
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feeding the larvae of honey bees requires appropriate task allocation. Larvae
have different hunger levels and stimulate nurse bees that react with different
visiting rates [10]. In the following, a task allocation strategy is developed to
allow the robots to assign themselves autonomously to tasks and to execute
them in parallel under the considerations of their soft deadlines. The developed
strategy is tested using the biologically inspired foraging task. To the best of our
knowledge, there are only few works which did concentrate on task allocation in
swarm robotics under time constrains. The auction strategy is one of the most
frequently used, see [7,6]. In addition to the well established auction strategy,
heuristics are introduced in the context of robot allocation to tasks with time
constraints as in [1]. In [19] and [11], market-based task allocation strategies
are introduced, where time is the main critical constraint. This is considered
together with a reward mechanism associated to tasks which are successfully
completed. Mathematical modeling is not intensively investigated in the context
of swarm robotics, still some examples can be found in [16,8,15,2,14].

In this paper we present a novel approach based on mathematical modeling to
analyze the performance of swarm robotics and the behavior of individual robots.
The goal is to develop an appropriate task allocation under the constraints of the
different tasks. The rest of the paper is organized as follows: Section 2 describes
the problem on which we are focusing. Section 3 presents the mathematical
models used in analyzing the swarm performance in addition to the behavior
of individual robots. The developed allocation strategy is presented in details
and verified using Monte-Carlo simulations in Section 4. In Section 5 a physics-
based simulation is established using the robot simulator ARGoS to verify the
allocation strategy and the paper is concluded in Section 6.

2 Problem Description

In this paper we focus on the problem of assigning a swarm of N homogeneous
robots to a set of tasks which are characterized by their soft deadlines. A task
deadline is the point in time up to which the task should be executed and it
is referred to as soft when missing it is not catastrophic, but associated with
specific costs.

Consider a set of M soft-deadline tasks {T1, T2, . . . , TM} which need to be
executed in parallel. Each of these tasks consists of discrete sub-tasks referred to
as the task parts, where a single part requires one robot to execute it. Executing
task Ti is achieved when a specific number Si of its parts is accomplished. The
robots’ cooperation is necessary for any task execution, as the number of parts
required to be accomplished within the task deadline, is not achievable using
one robot. The parts of the different tasks are regenerated periodically, therefore
after the execution of a part, a new part will replace it. The switching costs
among the tasks, which represent the costs associated with the time required
by a robot to stop the execution of one task and to start to work on another
one, are assumed to be negligible. This condition is verified when the tasks are
located on the same physical area or when the time required to travel among the
different tasks is negligible in comparison to the task execution times, see [12].
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Let us denote the number of parts that has been accomplished on task Ti up
to the deadline Di by ρi(Di). The costs associated with missing the deadline of
task Ti are directly related to the part of the task which remains unprocessed
at its deadline. Therefore, we can define the cost function ζi as the difference
between the number of parts required to be achieved Si and the number of parts
ρi(Di) executed up to the deadline Di

ζi = Si − ρi(Di). (1)

The goal, as mentioned above, is to design an allocation strategy that allows the
robots to assign themselves autonomously to the different tasks under their time
constraints (deadlines). This technique is efficient when switching costs between
tasks are negligible. Robots select their tasks autonomously using a decision
matrix, that defines the robots’ behaviors probabilistically. It holds the transition
probabilities pi,j to switch from task Ti to task Tj . Controlling the behavior of the
individual robots probabilistically is a common approach in stochastic systems
such as swarm robotics. The decision matrices are designed to minimize the costs
associated with missing the task deadlines.

3 System Modeling

In this section we present the techniques used to model both the performance
of the robots swarm and the behavior of the individual robot. These techniques
are exploited later for the development of the allocation strategy.

3.1 Swarm Performance Modeling

We define the swarm performance as the amount of work (task parts) accom-
plished by the swarm within the deadline of the task. Based on our task spec-
ification, the amount of work accomplished on any task within a specific time
duration represents a discrete random variable. The swarm performance, as de-
fined, is the sum of the individual contributions of all robots that worked on the
task up to its deadline. The total number of completed parts increases over time
as the robots succeed in accomplishing their individual parts.

The process associated with the evolution of the amount of work accom-
plished on task Ti over time up to its deadline Di represents a time-continuous
stochastic process X(t). This process is modeled as a Poisson process [18] with a
task-specific rate λi for task Ti. The Poisson process is, by definition, a stochas-
tic process that counts the events within a specific time period. By mapping the
occurrence of an event to the completion of an individual task part, the Pois-
son process represents an appropriate modeling technique for the work progress
on any of the considered tasks over time. When the amount of work that is
accomplished on any task over time is modeled using a Poisson process, the
swarm performance ρi obtained within the deadline Di will follow the Poisson
distribution with the parameter λiDi

ρi ∼ Poisson(λiDi). (2)
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In general, when the robots finish executing some task, they become available
to be assigned to other tasks. As the tasks we are focusing on in this paper are
time-constrained tasks, the deadline of the task represents the point in time at
which the task should be accomplished and the assigned robots become available
again. Therefore, we divide the execution time of the tasks into periods called
activation periods. The task stays active over all the periods which are included
in its deadline. The i-th period is defined as

ηi = Di −Di−1 ∀i ∈ {2, . . . ,M} (3)

where η1 = D1.

Fig. 1. The Poisson processes modeling the progress of the accomplished amount of
work on different tasks over their different activation periods

As the number of robots working on a task may change during its activation
periods, the rate of accomplishing work of that task may change consequently.
Therefore, individual Poisson processes are used to model the work progress
on a specific task over its different activation periods. The evolution of work
accomplished on task Ti during the jth activation period is modeled as a Poisson
process with the rate λij . This random amount of work follows the Poisson
distribution with the parameter λijηj .

Furthermore, it is well-known that the sum of Poisson processes is a Poisson
process with the rate equal to the sum of the rates associated with the summed
up processes. Therefore, the Poisson process modeling the evolution of work
accomplished on task Ti until its deadline Di has the rate λi =

∑i
j=1 λij . The

random amount of work that was achieved until the deadline Di of task Ti is
distributed following the Poisson distribution with the parameter

∑i
j=1 λijηj

Hence we have

ρi ∼ Poisson(
i∑

j=1

λijηj) ∀i ∈ {1, . . . ,M}. (4)
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The expected value of a random variable which follows a Poisson distribution
with the parameter λ is equal to λ. Hence based on Eq.(4), the expected value
of the performance that was achieved until the deadline Di is given by

E(ρi(Di)) =

i∑
j=1

λijηj .

However, the performance required to be achieved at the deadline Di is Si parts.
Consequently, the expected value of the cost function defined in Eq.(1) can be
written as

E(ζi) = Si − E(ρi(Di))

= Si −
i∑

j=1

λijηj

=

{
Si −

∑i
j=1 λijηj when

∑i
j=1 λijηj < Si

0 when
∑i

j=1 λijηj � Si.
(5)

As we can notice in Eq.(5), no costs are associated with tasks on which more
parts than their sizes are accomplished.

3.2 Individual Robot Modeling

The behavior of the individual robots can be described as follows. Each robot
selects one of the tasks to work on and each time it finishes executing one part,
it has the possibility to switch to another task or to continue on the same task.

The tasks are mapped to the states of a Markov chain and each robot is
modeled as an individual process with the above described behavior over the
M states of the chain. The robot continues to work on the task it has selected
for a random time, namely, the time required to accomplish one part of the
current task. This represents a random time with a task-specific mean denoted
by μ̂i, which is assumed to be easily estimated over short-term experiments as
it is performed in Section 5. After executing one part of the current task, the
robot chooses its next task to visit where the choice is made among the available
tasks including its current one. A specific probability matrix referred to as the
decision matrix is used by the robots to select autonomously their next tasks.
The described process associated with each robot, represents by definition a
semi-Markov process [18], which has an invariant (limiting) probability measure,
πi, that can be obtained by solving the following system

πi =
M∑
j=1

πjpj,i where
M∑
i=1

πi = 1. (6)

πi represents the proportion of transitions that take the robots into task Ti. The
proportion of the time that the robot spends working on task Ti in comparison
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to its total working time is given by Eq.(7). For time-constrained tasks, we are
interested in the time spent by the robot on task Ti within the deadline Di.
Let us denote this time by τi(Di). Based on Eq.(7), τi(Di) can be obtained by
Eq.(8).

τi =
πiμ̂i∑M

j=1 πj μ̂j

(7) τi(Di) =
πiμ̂i∑M

j=1 πj μ̂j

Di (8)

When a swarm of N robots is used to execute M tasks and each single robot
is modeled as a semi-Markov process with the above described behavior, the
total time spent on task Ti up to its deadline Di can be calculated using Eq.(9).
Consequently, the number of times ni(N,Di) that Ti is expected to be visited
by a swarm of N robots within its deadline Di, is calculated using Eq.(10).

τi(N,Di) =
πiμ̂i∑M

j=1 πj μ̂j

DiN (9) ni(N,Di) =
πi∑M

j=1 πj μ̂j

DiN (10)

The rate of the visits to task Ti within its deadline Di by the swarm of N
robots, which represents the number of the parts expected to be processed within
the task deadline, is obtained by dividing Eq.(10) by the task deadline yielding

λi =
πi∑M

j=1 πj μ̂j

N. (11)

4 Task Allocation Strategy

The expected value of the cost function associated with the swarm performance
was calculated in Section 3.1 using Eq.(5)

E(ζi) =

{
Si −

∑i
j=1 λijηj for

∑i
j=1 λijηj < Si

0 for
∑i

j=1 λijηj � Si.

The rate λij of the Poisson process in the j-th activation period of task Ti, can
be written in terms of the transition probabilities based on Eq.(11)

λij =
πij∑M

k=j πkj μ̂k

N ∀i ∈ {1, . . . ,M},∀j ∈ {1, . . . ,M}.

So the expected value of the cost function associated with task Ti can be written
in terms of the transition probabilities, as

E(ζi) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Si −
∑i

j=1

πij∑M
k=j πkjμ̂k

Nηj for
∑i

j=1

πij∑M
k=j πkj μ̂k

Nηj < Si

0 for
∑i

j=1

πij∑M
k=j πkj μ̂k

Nηj � Si

(12)

where i ∈ {1, . . . ,M}.
The developed allocation strategy aims to minimize the costs associated with

the part left unprocessed at the task deadline. Minimizing the costs is required
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for all tasks based on their priorities. The task priority is related, in our case, to
the tightness of the task deadline. Therefore, the task with an earlier deadline
or a larger size has a higher priority. A simple way to define the priority of task
Ti is given by

βi =
Si/Di∑M

j=1 Sj/Dj

. (13)

The sum of the task priorities is always 1.
The minimization problem, that we consider, represents a multi-objective op-

timization problem with M objective functions.

minimize
πij

⎧⎪⎪⎪⎨⎪⎪⎪⎩
E(ζ1) = f(π11)
E(ζ2) = f(π21, π22)
...
E(ζM ) = f(πM1, πM2, . . . , πMM )

(14)

It is solved using the well-known methodology of scalarizing the multi-objective
optimization problem and formulating a single-objective optimization problem.
We sum the M objective functions, where each is weighted by the priority of its
task and the obtained objective function is

minimize
πij

M∑
i=1

βiE(ζi). (15)

The described optimization problem is solved off-line and the robots are provided
with the resulting decision matrices (one per activation period) which hold the
transition probabilities between tasks. After that, each robot can start to use the
decision matrix of the current period, independently, to assign itself and switch
among the different tasks.

Let us consider an example of 3 tasks which are characterized by their soft
deadlines {500, 750, 1000} time units and their sizes {1500, 1000, 500} parts. The
size of the swarm, used to execute these tasks, varies over the range N ∈ [5, 50]
robots with an increment step of 2 robots. The task priorities are calculated
using Eq.(13). The optimization problem is solved for the different swarm sizes.
Hence, the decision matrices are obtained and then used to predict and simulate
the costs of missing the deadlines. Figure 2 shows the value of the cost function
over all examined sizes of the swarm. The cost is estimated using Eq.(12), after
that it is averaged over 100 runs of Monte-Carlo simulation. The figure shows a
high level of consistency between the calculated cost and the simulated one.

5 Physics-based Simulation

In this section we consider the task of multi-foraging to verify the developed
allocation strategy through performing physics-based simulations. Foraging be-
havior, in its simple form, is the behavior of exploring the environment searching
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Fig. 2. Cost function theoretically calculated based on Eq.(12) and compared with its
value averaged over 100 runs of Monte-Carlo simulation

for food items and retrieving them to a safe area referred to as the nest. It can
be observed in a large number of social insect colonies and animal societies
[5]. Foraging was intensively investigated in swarm robotics systems [13,4,15,9].
Multi-foraging refers to the task of retrieving different types of items.

For our simulations we use the robot simulator ARGoS 1, where a homoge-
neous swarm of foot-bot2 robots is simulated. We consider three types of items
500 red parts, 300 black parts and 150 white parts, which are uniformly scat-
tered. The nest is marked with a set of lights which can be sensed by the working
robots. The robots apply the diffusion behavior [3] combined with obstacle avoid-
ance to maximize the exploration of the arena. The robot’s motion is governed
by a light-repulsion behavior to move out of the nest towards the arena. As soon
as it finds some part to retrieve, it starts to apply a light-attraction behavior to
move towards the nest. Both light-attraction and light-repulsion behaviors are
combined with obstacle avoidance. As the three types of items are uniformly
scattered on the arena, the switching costs among the tasks can be considered
as negligible. We use a homogeneous swarm with a varying size between [5, 50]
robots, with an increment step of 5 robots. The time required by a single robot
to retrieve one part of each of the three types is averaged over 10 runs of AR-
GoS simulations each for a duration of 500 seconds. In our scenario, the average
of this time differs for the different types of items due to the different number
of parts available of each type. The average of the time required by a single
robot to retrieve one part increases by increasing the swarm size due to the
spatial interferences among the robots. We use the average measured when the
largest swarm is used (50 robots). This design decision is based on performing
a worst case estimation of the swarm performance and consequently of the cost
function. The average time of retrieving one part of each of the three items is
respectively {98.5, 130, 197}. The soft deadlines associated with the tasks are:
{500, 1500, 3000} seconds and the task sizes are {150, 300, 500} parts. The de-

1 ARGoS is a state-of-the-art, open source 3D robot simulator. Its design allows for
the simulation of large homogeneous and heterogeneous swarms of robots [17].

2 Foot-bot is a wheeled robot with 17 cm diameter × 29 cm hight and weights 1.8 kg.
It is equipped with a set of sensors and actuators in addition to an on-board CPU.
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cision matrices are calculated, as described in Section 4, to minimize the cost
associated with missing any of the task deadlines. Figure 3 shows how the cost
calculated using Eq.(12) agrees with the one averaged over 20 runs of ARGoS
simulations, when the designed decision matrices are applied in both cases. In
addition it shows how both calculated and simulated costs decrease while in-
creasing the size of the swarm.
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Fig. 3. Cost function theoretically calculated based on Eq.(12) and compared with its
value averaged over 20 runs of ARGoS simulation

6 Conclusion

This paper focuses on developing a task allocation approach that allows a swarm
of robots to execute a set of tasks under the consideration of soft deadlines. The
resulting behavior of the robots can adapt itself efficiently to dynamic changes
such as changes in the swarm size (e.g. robots failures). The probabilistic design
of this behavior allows for a higher level of self-adaptivity than for example the
one obtained by assigning fixed-size groups of robots to the tasks. Addressing
robot-to-robot communication as a part of our future work may increase signifi-
cantly the self-adaptivity of the system, as exchanging knowledge about dynamic
changes in the environment, tasks or swarm, will be possible. In addition, a part
of our future work is the estimation of the mean time μ̂i as a function of the
number of robots working on task Ti.
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Abstract. In this paper we propose a control approach for teleoperated
robot groups in which the shape of the formation can be reconfigured by
a supervisor. To implement the formation control, the supervisor uses
two haptic devices: the first haptic device is used to control the leader of
the formation; the second is used to modify the formation. The haptic
(force) feedbacks reflect the presence of obstacles: the first reflects the
proximity of the obstacles from the formation leader; the second reflects
the nearness of the obstacles from the center of the formation. An ob-
stacle avoidance algorithm was also proposed for the members of the
robot group. A simulation environment was developed to analyze the
behavior of the proposed robot formation control approach. The simu-
lated formation can be controlled through the Internet using real haptic
devices.

Keywords: Formation Control, Obstacle Avoidance, Robot Simulation,
Internet, Teleoperation.

1 Introduction

The formation control problem has received a lot of attention by the robotics
and control community over the last decade, see surveys: [1] and [2]. In many ap-
plications, like exploration of wide areas or search and rescue operations, having
a group of mobile robots is proven to be more effective than relying on a single
agent. In this context, teleoperation systems can harvest the human intelligence
while providing a safe environment for the operator who can remotely supervise
the task execution. However, due to the physical limitations of the operator,
such algorithms are needed that allow operator to control a team of robots.

In the study [3] a team of mobile robots is controlled based on virtual and
behavioral structures. The robots are modeled as identical charges and due to
the repulsive forces they avoid each other. A virtual robot which has the same
magnitude charge but opposite sign is placed in the center of the formation which
holds the formation together.

The authors of [4] use the Proportional-Derivative (PD) control to enforce
motion coordination of multiple slave vehicles and complement it with avoidance
functions. Here too a virtual robot is placed in the center of the formation.

A.P. del Pobil et al. (Eds.): SAB 2014, LNAI 8575, pp. 280–289, 2014.
c© Springer International Publishing Switzerland 2014
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In [5] a decentralized control strategy for bilaterally teleoperating heteroge-
neous groups of mobile robots is proposed. Using passivity based techniques, the
behavior of the group is allowed to be as flexible as possible with arbitrary split
and join events (e.g., due to inter-robot visibility/packet losses or specific task
requirements) while guaranteeing the stability of the system.

In the leader-follower control algorithm presented in [6] the follower tracks a
reference trajectory based on the leader position and a predetermined formation
without the need for leader’s velocity and dynamics. A virtual vehicle is con-
structed in such a way that its trajectory converges with the reference trajectory
of the follower. Position tracking control is designed for the follower to track the
virtual vehicle using Lyapunov and back stepping synthesis.

In all the papers above the shape of the formation was predetermined, it could
not be controlled or reconfigured by a supervisor during task execution.

In this paper we discuss the problem of coordinating a group of robots in
which the participants are required to follow an on-line reconfigurable formation
while avoiding potential obstacles. We propose a teleoperation based formation
control using two haptic devices as control interfaces. In this context our con-
tribution can be summarized as follows. Firstly, a formation structure and a
control algorithm is developed for the formation control of groups of robots. The
controller uses the input from the two haptic devices, one for the leader and one
for the formation shape, to generate the velocities for each robot. Secondly, a
new obstacle avoidance algorithm is proposed which is based on the Lyapunov
theory. The algorithm calculates the velocities in such a way that the robots
avoid the obstacles even if this means temporary leaving the reference trajec-
tory, i.e. the formation adapts its behavior in function of the presence or absence
of obstacles. If obstacles are present in the proximity of a robot (i.e the robot is
inside the obstacle’s safety region), then it switches to another control strategy
instead of direct leader following. In case of complex environments, when the
obstacles can be near to each other, multiple obstacles can be put in one safety
region. Finally, a simulation environment developed to study the effectiveness
of the proposed algorithm is evaluated in experiments. The developed simulator
is directly adapted to the haptic based teleoperation and it can also transmit
direct video feedback from the simulated environment.

2 Algorithm for Teleoperated Formation

2.1 Controllable Formation Structure

The control of the formation is accomplished using two haptic devices (H1 and
H2). Assume that both of them can be moved along two axes (x, y) by the
human operator and that they can generate forces along these axes (FHix, FHiy ,
i = 1, 2). The positions and velocities of the haptic devices (xHi, yHi, vHix, vHix,
i = 1, 2) are assumed to be available for the control design.

The haptic devices are connected to a master computer which receives the
position and velocity signals of the controlled robot and sends the velocities
(control signals) for each mobile robot in the group.
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Fig. 1. Teleoperated robot formation

The concept of the proposed control system is presented in Fig. 1. Consider
a group of fully actuated robots that consists of one leader (L) and N followers
(F ). The leader is teleoperated directly by the first haptic device. It also “pulls”
a non-rigid predefined reference structure consisting of N vertices. A center (C)
for the formation is set relative to the leader. The relative leader-center position
is defined by the distance between the leader and the center (dLC), and by the
angle between the leader robot’s heading and the line which connects the center
of the robot and the center of the structure (αLC).

The positions of the structure’s vertices are chosen relative to this center.
The vertices of the prescribed structure represent the reference positions for
the followers. Each follower robot is associated to one vertex. Πi is a parameter
vector that defines the relative vertex-center position. The elements of the vector
(Πi) are considered modifiable using the second haptic. The position of the
second haptic (xH2, yH2) determines the relative position of a vertex and the
predefined center:

Πi = Πi(xH2, yH2). (1)

For each fully actuated robot the velocity along the x and y axis can be
predefined. The kinematic model of the leader robot is considered as:{

ẋL = vLx,
ẏL = vLy.

(2)

The leader’s velocity is considered to be proportional to the position of the
first haptic device: {

vLx = kxH1 · xH1,
vLy = kyH1 · yH1.

(3)

The orientation of the leader is given by:

θL = arctan

(
vLx

vLy

)
. (4)
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The relative leader-center position is defined by a distance (dLC) and an angle
(αLC), as it is shown in Fig. 1:

ΠCx = dLC sin(θL − αLC), (5)

ΠCy = dLC cos(θL − αLC), (6)

ΠC = (dLC , αLC). (7)

The coordinates of the structure’s predefined center are denoted by xC and
yC . A non-rigid contact between the leader and the structure’s center is used to
assure a smooth prescribed motion for the followers. The leader - center coupling
is defined using the following second order dynamics:

ẋC = vCx (8)

v̇Cx = kC1xC + kC2vCx + kC1(xL − xC −ΠCx).

The parameters kC1 and kC2 are chosen such that the matrix

(
0 1

kC1 kC2

)
has

strictly negative, real eigenvalues. On the y axis the position and velocity are
generated using the same filter.

The prescribed positions of the ith follower is the ith vertex of the structure
that is given by the coordinates xPi and yPi. It is considered that the position of
each vertex is defined analytically with regards to the position of the predefined
center:

xPi = XPi(xC , yC ,Πi), (9)

yPi = YPi(xC , yC ,Πi). (10)

Based on (1), (9) and (10) the velocity components of the vertex can be
computed as:

vPxi =
∂XPi

xC
vCx +

∂XPi

yC
vCy +

∂XPi

xH2
vH2x +

∂XPi

yH2
vH2y , (11)

vPyi =
∂YPi

xC
vCx +

∂YPi

yC
vCy +

∂YPi

xH2
vH2x +

∂YPi

yH2
vH2y . (12)

The follower robots are also considered to be described by the same kinematic
model as the leader robot: {

ẋFi = vFxi,
ẏFi = vFyi.

(13)

The control signals for the followers can be computed as:

vFxi = K(xPi − xFi) + vPxi, (14)

vFyi = K(yPi − yFi) + vPyi. (15)

By substituting the control laws above into (13), it can be seen that the
velocities computed above assure that the trajectories of the follower robots
converge to the reference points (xPi, yPi).
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2.2 Haptic Forces

The role of the haptic feedback is to support the operator during the navigation
amongst obstacles. The force feedback from the haptic device H1, which drives
the leader, can be calculated based on the distance between the leader and the
sensed obstacles [7]. Consider that the position of the nearest obstacle (O) to
the leader is given by (xO, yO). In this case the sensed haptic force by the human
operator can be computed as FH1x = KF1|xL−xO| and FH1y = KF1|yL−yO|. It
is assumed that the relative positions of the robots and obstacles are measurable.

In the case of the second haptic device, the force feedback can be computed
similarly by considering the position of the formation center instead of the leader
position: FH2x = KF2|xC − xO| and FH2y = KF2|yC − yO|.

2.3 Obstacle Avoidance

In many real formation control scenarios the formation moves amongst obstacles,
which should be avoided by the members of the formation. Moreover, during
formation reconfiguration, the inter-robot collision has to be avoided. It is why
the control laws (14) and (15) have to be extended in such way to assure the
safe motion in the presence of obstacles. Around each obstacle a safety region is
defined:

Δj = {(x, y)|dj(x, y) ≤ Rj} , ΔO = ∪Δj , (16)

where dj(x, y) =
√
(x − xOj)2 + (y − yOj)2 and Rj defines the radius of Δj .

If the ith follower robot is in the safety region of an obstacle, the computed
velocity of the corresponding robot has to be redefined to assure that the robot
leaves the safety region. To tackle this problem, a repulsive force with x and y
components is defined δij = (δij(xi), δij(yi)), which acts between the ith robot
and jth obstacle. It is considered that δij is differentiable if (xi, yi) ∈ Δj and it
has the following properties:

δij(xi) > 0, δij(yi) > 0, if (xi, yi) /∈ Δj , (17)

δij(xi) = 0, δij(yi) = 0, if (xi, yi) ∈ Δj , (18)

δij(x1) < δij(x2) and δij(y1) < δij(y2), if dj(x1, y1) > dj(x2, y2), (19)

δij(x1) = δij(x2) and δij(y1) = δij(y2), if dj(x1, y1) = dj(x2, y2). (20)

Consider that the ith robot is in the safety region of obstacle j. For this case
the following Lyapunov like function can be defined for the robot:

Vij = δij(xFi) + δij(yFi). (21)

The time derivative of the Lyapunov-like function is given by

V̇ij =
∂δij(xFi)

∂xFi
ẋFi +

∂δij(yFi)

∂yFi
ẏFi. (22)

From (22) and (13) yields that V̇ij < 0 ∀ (xFi, yFi) ∈ Δj .
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Consider the control law for the follower robot, when it moves inside a safety
region:

vFxi = −∂δij(xFi)

∂xFi
+ vRxi, where

∂δij(xFi)

∂xFi
vRxi ≤ 0, (23)

vFyi = −∂δij(yFi)

∂yFi
+ vRyi, where

∂δij(yFi)

∂xFi
vRyi ≤ 0. (24)

The control laws (23), (24) assure that the repulsive force decreases if the
robot is inside the safety region i.e. it leaves the safety region over time. The
second terms of the velocity control signals assure that the robot leaves the safety
region not necessarily along the gradient of the repulsive force. If the robot leaves
the safety region near the entrance point, limit cycle in the motion of the robot
can appear presuming that the reference velocity, applicable outside the safety
region, does not change its direction. In this work a random extra velocity term
is introduced into the control signal. It assures a randomized search for a better
obstacle avoidance path near the obstacle.

According to (14) and (23), the control velocity along the x axis for the ith
follower can be summarized as follows:

vix =

{
K(xPi − xFi) + vPxi, if (xFi, yFi) /∈ ΔO,

−∂δij(xFi)
∂xFi

+ vRxi, otherwise.
(25)

where vRxi =

{
r, if

∂δij(xFi)
∂xFi

r < 0,

0, otherwise.
(26)

Here r is a random real number generated in a predefined, bounded interval:
r = rand(−vM , vM ). The control velocity of the follower robot along the y axis
can be formulated in the same way.

If the robot enters into the safety regions of more than one obstacle, the safety
region of the nearest obstacle is taken to calculate the control velocity. If the
obstacles are close to each other, a single safety region can be considered for the
neighboring obstacles.

3 Experiments with Simulated Robots

3.1 Simulation Environment

The control framework introduced in Sec. 2 was tested in a single master simu-
lated multi-robot environment. The testbed on the master side consists of a two
Phantom Omni haptic devices, H1 and H2. For each haptic device the update
rate used was 1 kHz. The H1 is used to operate the leader robot directly: the
position commands (x and y axis) are used to calculate reference velocities, see
(3). Using H2 the operator can modify the formation layout by changing the Π
or ΠC parameter vectors.

During the experiments, the communication between the master and the sim-
ulator was implemented over the Internet. In the case of communication noise
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Fig. 2. Follower robot trajectories during sweep motion

the data structures in the communication environments can be regulated in or-
der to achieve good communication performance in the haptic channels of the
teleoperation system [8]. The simulator executes the received commands from
the master computer, calculates and sends the force feedback on both x and y
axis for each haptic device. The simulator also sends video feedback about the
motion of the robots to the operator situated on the master side.

For the evaluation of the formation control a virtual 2D simulation environ-
ment was implemented. A simulated robot is modeled as a vertex around which
the safety region is defined by (16), where R = 20 cm. For every robot the other
robots represent obstacles. Similarly, the stationary obstacles are modeled the
same way using R = 100 cm. In the simulated environment every robot and
obstacle position is considered known. In real applications the robots can be
localized using e.g. GPS technology in outdoor environments, the obstacles can
be detected using distance sensors such as ultrasound or LIDARs.

The ith follower’s velocity is calculated using (25), where K = 3.5, vM = 10.0,
and δij =

1
(xi−xj)2

is chosen as the repulsive force function.

3.2 Simulation Results

In the first experiment the operator aligns N = 5 followers after the leader in
a line formation and performs a sweeping motion among 4 stationary obstacles.
During this experiment the leader robot’s position does not change, i.e. the
H1 is not used. Using H2, the formation is rotated counterclockwise and it is
spread out or pulled together at will by the operator. During this experiment
H2 modifies the elements of parameter vector ΠC , defined in (7), as follows:
dLC = KdLCxH2 , αLC [k] = αLC [k − 1] + KαLCyH2 , where KdLC = 3.5 and
KαLC = 0.5 are scaling parameters. The prescribed positions for the ith follower
is calculated as:
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Fig. 3. Radius reconfiguration during sweep motion

{
xPi = xC + idLC sin(θL − αLC),
yPi = yC + idLC cos(θL − αLC),

(27)

The path and reference path of each follower is presented on Fig. 2. The
followers, as they follow their reference positions might come across stationary
obstacles. In these case the velocities are calculated as such that the robot avoids
the obstacle. However, this might cause the robot to quit the formation. As soon
as the obstacle is not blocking the path of the robot it, resumes following the
prescribed position. The reference distance and the real distance between L and
each follower can be seen on Fig. 3. For example, the outer robot enters the
safety region of all 4 obstacles resulting in a departure from the formation in the
time intervals 2 − 4s, 10 − 12s, 12 − 14s and 16 − 18s. On the same figure the
reconfiguration, i.e. spread out and pull together, of the formation can be seen
between 5− 20s.

During the second experiment a leader following test is performed by the
operator among 3 stationary obstacles. A total of N = 5 followers are placed in
random positions at the beginning of the experiment. Using the H1 the operator
guides the leader and H2 is used to reconfigure the formation in the same way
as described in the first experiment. Figure 4 illustrates the reference path and
the real path of the followers. Figure 5 presents the feedback forces sent back to
the haptic devices. The forces are sensed when robots are inside of an obstacle’s
safety zone. For example, during the rotation movement the leader was stopped
(between 12− 18s) in the safety zone of the second obstacle causing a constant
force value. The FH2, which is related to the formation center and is sent to
H2, follows a similar pattern. The haptic feedback helps the human operator to
avoid efficiently the obstacles near the robotic team.
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4 Conclusions

In this article, a formation controller is designed for coordinating a group of
robots using a teleoperation based approach. The proposed method allows the
operator, situated at the master side, to navigate and reshape the robot forma-
tion using two haptic devices. The leader robot is controlled directly by the oper-
ator using the first haptic device. The references of the followers are represented
by a time-varying virtual structure. The shape of the structure can be reconfig-
ured by the operator using the second haptic device. To calculate the control
velocities of the follower robots, a switching control law was proposed. It com-
bines a tracking control algorithm with an obstacle avoidance algorithm. Simu-
lation were performed with N = 5 followers robots. Theoretically, the number
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of followers can be further increased with this teleoperation strategy, but the
inter-robot distance should be set in function of the size (radius). Experiments
performed demonstrate the applicability of the proposed formation control
method. Using real haptic devices the operator can control a simulated for-
mation over the Internet. In future works we consider moving to a decentralized
control and adding some degree of intelligence to the robots.
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Abstract. This paper aims to shed light on the benefits of the cognitive
processes in the generation of emergent structures that allow the cogni-
tive robots to succeed the objects’ aggregation task. In the multi-robot
system, every robot uses local rules and an on-line building and learning
of its own cognitive map. This fusion alters the positive impact of the in-
dividual behavior in the improvement of the overall system performance.
A series of simulations and experiments allowed us to present and discuss
the system.

Keywords: Cognitive process, Learning Capability, Local rules, Emer-
gent structures, Multi-robot system.

1 Introduction

The interaction between robots should not be complex [1]. Indeed, using a set of
local rules with the stigmergy [2] allow the robots to produce emergent behaviors
[3–7]. Based on this idea, researchers were able to design a number of successful
experiments in the objects’ aggregation task. A model relying on biologically
plausible assumptions was proposed in [8] to analyse the phenomenon of dead
bodies’ aggregation by ants. The authors in [1] showed that interacting directly
with objects simplifies the reasoning needed by multi-robot system and allows
the aggregation of scattered objects. The aggregation and the sorting of colored
frisbees by a multi-robot system is studied in [9]. The aggregation of small cylin-
ders by a group of Khepera robots that use only contact sensors is also studied in
[10]. In the experiments cited above, the robots do not have a navigation strat-
egy; they move randomly using only local rules. Thus, the question that arises
is to know what will happen if the robots would be able to use beside the local
rules a bio-inspired navigation system which allows them to learn the objects’
positions in their environment? The aim of this work is to show the positive
result from coupling the learning capabilities with the local rules concerning the
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performance improvement of the aggregation task by a multi-robot system. The
goal is to accelerate the system convergence by allowing robots to pick up objects
from the original source and to gather them in new a secondary source which we
will call from now on a warehouse. This paper is organized as follows: in section
2 the robot’s neural networks architecture is presented. Section 3 describes the
robot’s local rules. Section 4 and 5 are devoted to show the positive effect’s of
the local rules association with the learning capability in a multi-robot system.

2 The Robot’s Neural Networks Architecture

Starting from neurobiological hypotheses on the role of hippocampus in the
spatial navigation, several works [11–13] revealed special cells in the rats hip-
pocampus that becomes active whenever the animal passes through a given place
which it already visited. These neurons have been called place cells (PCs). We
do not use PCs directly to navigate, plan or build a map, we rather use neurons
called transition cells (TC) [14]. These cells represent the basis of the neurobio-
logical model of temporal learning sequences in the hippocampus. A transition
cell encodes a spatio-temporal transition between two PCs consecutively win-
ning the place recognition competition, respectively at time t and δt. The set of
PCs and TCs constitutes a non-cartesian cognitive map. The advantage of us-
ing transition cells is that their association with an action is univocal and quite
straightforward and there is no need for an external algorithm to extract the
action from the cognitive map. To develop the bio-inspired cognitive map, we
took inspiration from the model presented in [15] which describes the role of the
hippocampus. In practice, to create the PC the robot takes a visual panorama
of the surrounding environment. The views are processed to extract visual land-
marks. After learning these landmarks, a visual code is created by combining
the landmarks of a panorama with their azimuths. This configuration serves as
a code for PCs. The signals provided by the EC (the entorhinal cortex) are solely
spatial and consistent with spatial cells activities. Spatial cells activities are sub-
mitted to a Winner-Take-All competition in order to only select the cell with
the strongest response at a specific location. We will subsequently talk about
the current location by indicating the spatial cell which has the highest activity
at a given location. Thus, The temporal function at the level of the DG (dentate
gyrus) is reduced to the memorization of past location. The acquired association
at the level of CA3 (the pyramidal cells) is then the transition from a location to
another aside from all of the information concerning the time spent on carrying
out this transition. Once the association from the past location to the new one
is learned, every new entry will reactivate the corresponding memory in the DG.
A schematic view of our architecture is shown in Fig. 1. During the exploration
of the environment each robot is able, independently of the other robots, to nav-
igate, learn and create its own cognitive map on-line whose structure depends
on the robot’s own experience and discovery of the environment in which it lives
[16]. After having explored the environment, the robots are able to predict, in
each position the locations directly reachable.
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Local viewVisual input
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Azimuth/landmarks

Action's selection
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Transitions
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Fig. 1. From the construction of the visual code of place cells to the creation of the
cognitive map [17]

The equations that govern learning in the cognitive map are 1 and reflearning2
where T (t) is a binary signal (0 or 1) which is activated when a transition is
made (moving from one place to another). This signal controls the learning of
recurrent connections WCC . γ is a parameter less than 1 which regulates the
distribution of the motivation activity on the map. λ1 and λ2 are parameters of
respectively active and passive forgotten on the recurrent connections. S(t) is a
signal marking the satisfaction of an objective. This signal controls the learning
of synaptic connections between neurons in WMC motivations activity XM and
neurons of the cognitive map of activity XC .

dWCC
ij (t)

dt
= T (t).((γ − WCC

ij ).XC
i (t).XC

j (t) − WCC
ij (t).(λ1.XC

j (t) − λ2)) (1)

dWMC
ij (t)

dt
= S(t)fori, j = argmaxk,l(X

C
l (t).XK

M (t)) (2)

3 Robot’s Local Rules

In addition to the robots, the simulated environment contains three inexhaustible
sources (A, B and C) and the real environment (with real robots) contains one
source (G1). All sources are composed of a set of objects. The robots life cycles
are linked to their supply levels from each source type. In fact, each robot pos-
sesses drives which corresponds to a source type. When the level of one supply
decreases to a critical threshold level, the drive related to that type of supply
triggers and the robot starts using its cognitive map to reach the source that
allows the satisfaction of that need. If the robot fails to go back to that source
or one of the warehouses of the same type before the corresponding satisfaction
level reaches a very low level, it dies. Thus, the robots have two behaviors. The
first one is the exploration mode which allows them to discover the environ-
ment without the need to satisfy their drives. The second behavior is manifested
when the need arises and the drives triggers, the robots switch to the planning
mode, using their cognitive maps to reach a source or a warehouse. Thereby, the
robots are able to return to these sources or warehouses in order to pick up an
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object and deposit elsewhere in the environment. The grouping of two or more
objects becomes a new warehouse which will be added to the cognitive map of
the robots that they discover it and it will be used to create new warehouses, to
satisfy robots’s needs and it is going to be maintained by disposing objects on
it as well. The pick up and the diposit local rules are functions of the number
of robots perceived. The robot can indeed, tend to favor the location which con-
tains other robots rather than empty regions in order to deposit the object. The
pick up condition follows equation. 3, which means, that the probability to take
an object from a source or a warehouse is inversely proportional to the number
of robots surrounding the source , the more isolated is the source, the picking
up probability is higher.

Pr(pick up) = exp−λNR (3)

where NR is the number of robots in the neighborhood, λ is a positive constant.
Equation. 4 describes the deposit conditions; the probability of deposit increases
with time and distance from the original source or the warehouse from where
the robot took the objects. It also depends on the number of the robots in the
neighborhood, because when the current place of the robot is frequented by other
robots it is suitable to be a refueling point.

Pr(Deposits) = (1− exp−αNR) ∗ (1− exp−βt) (4)

where α, β are environmental factors, NR is the number of robots in the neigh-
borhood and t is the time since the taking.

4 Simulated Objects’ Aggregation Task

We placed the three original sources (A, B and C) in the summits of an isosceles
triangle knowing that the center of gravity is the relevant place. Indeed, when
a new warehouse is created, it allows the optimization of the robots’ traveling
distance to go back to the sources and to deposit or to pick up more objects. The
three original sources allow the creation of three different types of warehouses
(”a” is from A, ”b” from B and ”c” is from C). In Fig. 2 (a), the 48 robots
start moving randomly in the environment, with a limited field of view that
restricts the ability to perceive the entire environment and let the robots detect
only the close robots. While passing through a source or a warehouse, a robot
increases its level of satisfaction and applies the local rule to pick up an object.
The probability to pick up an object increases when the robot does not detect
other robots next to the source. The probability of deposit increases when the
robot detects other robots and it is sufficiently away from the original source as
indicated by equation. 4. This means that the locations chosen for the deposit
are often common to several robots. Fig. 2 (b) shows the creation of warehouses.
Robots also have the possibility of refueling warehouses by adding objects to
them. This provides stability for the warehouse in relevant locations which are
close to several robots. However, warehouses that are abandoned or poorly visited
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will eventually disappear since the number of objects available will decrease
rapidly (see Fig. 2 (c)). Finally, the system converges to a stable configuration
(see Fig. 2 (d)) with a fixed number of warehouses in fixed places at 7587 time
steps and remains the same for more than 20000 time steps (see Fig. 2 (e)). We
note that the robots were able to create villages of warehouses, which consist
of objects from the three different original sources in an appropriate location at
the gravity center of triangles. Thus, Instead of browsing an Euclidean distance
between the three original sources equal to 59.2 to look for objects, robots can
reduce this distance (equal to 12.08) with the creation of near-perfect villages.
This shows that the fusion of learning capability with the local rules can generate
relevant warehouses, ensuring optimization of the distance traveled by the robots
to return to sources, using the cognitive map (see Fig. 2 (f)), to solve the objects’
aggregation task.

(a) robot in the environment at 10 time steps                  (b) t=1230 time steps

(c) t=3256 time steps                                  (d) t=7587 time steps 
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b
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BC
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(e) stable configuration                            (f) Instance of simulated cognitive map 
                                                                      of a robot at 20000 time steps

Fig. 2. Through the individual deposit process, the robots were able to create a village
of different kinds of new stable warehouses in relevant places which allowed them to
optimize the distance walked to return to the different kind of sources
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5 Real Robots in the Objects’ Aggregation Task

In order to verify the performance of the approach for the objects’ aggregation
task, we used a real multi-robot system composed of a reactive robot and another
cognitive one which has already learned the environment and the location of the
source (composed by 40 boxes see Fig. 6 (a)) in order to return back to pick up
more objects. The robot’s cognitive map is presented by Fig. 6 (d).

5.1 The Pick Up Operation

To allow robots to perform the pick up operation, we mounted on each robot
a gripper (Fig. 3) equipped with a FSR pressure sensor to enable the objects
detection by the robots. The application of an external force on the surface of
the sensor indicates the presence of an object in the gripper. While keeping the
same rules of the simulated multi-robot system, robots are not able to localize
the objects in the environment. However, when using ultrasonic sensors, they are
able to detect the presence of obstacles or other robots. Thus, robots are able
to pick up objects from isolated sources. Therefore, the presence of other robots
near to the robot will activate the obstacles avoidance procedure, which will
prevent the robot to take objects in the occupied areas by other robots which
satifies equation. 3.

(a)                          (b)                            (c)

Box

Box

Pressure 
 sensor

Clamp

Fig. 3. (a) the random motion of the robot (b) the success of pick up operation by the
activation of the pressure sensor, (c) followed by a change of the direction

5.2 The Deposit Operation

To deposit an object, the robot switches to a reverse gear for 3s and changes
direction to release the object from the gripper fingers. In order to keep the
same rules of simulated multi-robot system, we have equipped the robots with
a FireWire camera which is mounted at the front of the robot and it is bent
down to limit its field of view (50 cm between the robot and the other objects).
This camera allows the robots to detect movement nearby which is estimated
using a standard algorithm of Optical Flow [18]. Thus, each time a robot is in
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the camera’s field of view, the deposit operation will be activated, which allows
robots to place the object in areas frequently visited by other robots. For this
reason we have reduced the scope of ultrasonic sensors when the deposit opera-
tion is triggered to prevent the confusion between robots and obstacles, and we
also have reduced the linear speed of the robot in order to avoid the obstacles.
To satisfy the second condition of the simulated multi-robot system of deposing
far from the source, we disabled the deposit operation for 6s after taking the
object. Fig. 4 shows the operation of deposit performed by a robot when it has
detected another robot via the camera.

(a) (b)

Robot_1

Robot_2

Robot_1

Robot_2

Camera

deposit

D
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Direction Direction

D
ir

e
ct

io
n

Fig. 4. Validation of the deposit operation. (a) the detection of the movement of the
robot 2 via the camera (b) the deposit of the object through the backward movement
of the robot 1 where its ultrasound sensors are activated to avoid obstacles.

The deposit operation includes the refueling operation (deposit objects in the
warehouses that already exist) which is essential for the stability of the ware-
houses. Indeed, the detection of the collection of objects by the camera when the
robot is moving generates an apparent movement which is calculated using the
optical flow algorithm, this apparent movement detection activates the deposit
procedure. Fig. 5 shows the refueling operation performed by a robot.

(a)                                            (b)

Direction

Box

Camera

Direction

Box

Refueling

Fig. 5. Validation of the refueling operation. (a) the random motion of the robot. (b)
the refueling operation followed by a learning phase of the new warehouse.
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5.3 Experiments and Results

The robots start to move randomly with a high detection range of the ultrasound
sensors, while passing through a source, the robot applies the pick up local rule
to transport an object (see Fig. 6 (b)). Once the object is taken, the scope of
ultrasonic sensors is reduced to allow the cognitive robot to place its object near
to the frequented places by the other robot or next to another object (refuel-
ing warehouses). Once more than two objects are deposed at the same place,
this place represents a new warehouse. When a new warehouse is discovered the
robot tags this place as potentially interesting by setting a motivation to the
corresponding TC (see Fig. 6 (d)). This labeling by motivation can guide the
movements of the robot through its own cognitive map towards the warehouses’
locations. Thus, when the need for a certain source is reached, the robot switches
from an exploration behavioral state to a motivated state and the TCs which are
associated to the corresponding drive are stimulated and eventually activated in
order to make target locations pop-up. At that point, a path is planned through
the cognitive map in the direction of the interesting target places for the purpose
of picking up an objects or maintaining a warehouse (see Fig. 6 (c)). The experi-
ments showed us the same observations about ambiguity of perception discussed
in [1]. Indeed, in a pick up phase, where the scope of the ultrasound sensor of
the robot is high, the warehouses are considered as obstacles. This allows the
robots to take objects only from the isolated sources.

(a) t=0 min (b) t=8 min

(c) t=35 min (d) Robot's cognitive map

Box

Fig. 6. The objects’ aggregation task (a) the initial configuration, (b) robot tries to pick
up a box (c) the emergence of five warehouses in fixed places. The black trajectories
show some robot’s paths to reach one of warehouses (using its cognitive map) (d) the
association of the motivations in the robot’s cognitive map.
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The amplification of the local rules with the learning capability allows the emerg-
ing of five warehouses of different sizes in fixed places on the environment as
shown in Fig. 6 (c). Thus, the evaluation of the approach through a real multi-
robot system allowed us to show the feasibility of our bio-inspired architecture
and the hypotheses tested through a simulated multi-robot system. However,
among the major problems that we encountered are those related to either the
size of the robots that push the objects off of their position or the error of the
motion detection. Indeed, the reflection of light on the floor and the shadows
of obstacles force the cognitive robots to deposit objects in non relevant places
(like the isolated objects shown in Fig. 6 (c)).

6 Conclusion

We have shown in this paper how the fusion of the local rules with the learning
capability gives birth to the creation of emergent structures which allow cog-
nitive robots to resolve the objects aggregation task with the guarantee of a
fixed number of warehouses in fixed places. In practice, we proposed a set of
simulations that show through the cognitive processes, that the robots were able
to speed up the convergence and to create a village of new stable warehouses
in relevant places. In order to analyze the system in a real environment, we
equipped the robots with the necessary tools and sensors that allow them to
keep the same rules as the simulated multi-robot system. The first results of the
experiment are not conclusive yet, but we were able to validate the set of ele-
mentary operations: construction of the cognitive map, the pick up, the deposit
and the warehouse refueling operation. Our goals in the future experiments is
to improve the performance of the real multi-robot system. Particularly, we are
eliminating the engineered solutions by keeping the same probabilistic rules used
in the simulated system. We will also work to develop the awareness of robots
in order to allow them to detect, categorize and create news emergent rules.
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Abstract. This paper discusses BeeIP, a reactive multipath routing
protocol inspired by honeybees, and examines its performance for both
connection-oriented and connectionless traffic within mobile ad hoc net-
works using a new modification to the algorithm for artificial swarming.
Artificial agents follow concepts borrowed from the communication and
foraging activities of real honeybees to detect new routing paths and
maintain successful and robust data traffic. Paths are evaluated by con-
stantly monitoring their quality based on a list of well-defined low-level
parameters. The protocol is compared with the state-of-the-art DSR,
AODV and its multipath version AOMDV using four benchmark perfor-
mance metrics for both TCP and UDP traffic. The results suggest that
BeeIP is able to achieve high packet delivery ratio, end-to-end delay and
average receiving throughput, while it is shown second best in terms of
control overhead for both transport layer protocols.

1 Introduction

Mobile ad hoc networks (MANETs) [9] are prone to the mobility of the nodes
and their energy constraints. The former renders centralized control impossible
while the latter dramatically affects the performance of the wireless network.
Under these conditions, the nodes are expected to discover routing paths and
forward data in an adaptive, optimal, self-healing and robust manner.

The characteristics above can be found in nature, in particular, in insect so-
cieties such as honeybees [3]. This paper illustrates how adaptive behaviours
that are met in the natural system of the hive are applied in order to solve
a complex routing problem. It discusses a reactive multipath routing protocol
inspired by simple yet effective principles of honeybees, and presents an exper-
imental comparison with state-of-the-art protocols for connection-oriented and
connectionless traffic in MANETs.

In the next section a short description of the routing protocols used in this
study is given followed by the discussion of BeeIP, the honeybee-inspired proto-
col, and its important internal mechanisms. The results from the experimental
comparison are presented followed by the paper’s conclusion and future work.
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2 Reactive Protocols Used for Comparison

Ad hoc On-Demand Distance-Vector protocol (AODV) [10] is a well known reac-
tive protocol for MANETs. In AODV, when the source does not have any previ-
ous routing knowledge for a specific destination, route request packets (RREQ)
are broadcast to the network. If the RREQ is received by an intermediate node,
the node updates its own routing table and broadcasts the RREQ further. The
process repeats until the RREQ reaches its final destination, when the destina-
tion node responds by unicasting a route reply packet (RREP). The selection
of the next hop is made at each node by using the shortest path metric. The
reactive nature of AODV allows it to produce less control overhead, which com-
promises the time it requires to set up a connection when compared to proactive
protocols.

AOMDV, a multipath protocol inspired by AODV, accepts duplicate copies
of RREQ messages and examines them in order to find alternative reverse
paths [13]. Each intermediate node can hold a cache of alternative paths which
will be used as next hop in order to reach the appropriate destination. In terms
of packet forwarding, AOMDV uses a simple approach; a link is used until it
breaks, at which point an alternative is found from the cache. Being a multipath
routing protocol, AOMDV is able to reduce both end-to-end delay and packet
loss, and is able to utilize the network topology more efficiently as the load is
distributed across multiple routes.

The Dynamic Source Routing protocol (DSR) [8] is designed to eliminate the
periodic update messages between nodes, thus the bandwidth consumed for this
control overhead. It uses source routing described in detail in [11]. A routing
entry in DSR contains all intermediate nodes to be visited by a packet, rather
than just the next hop information maintained by DSDV or AODV. DSR uses a
similar route request mechanism to AODV. However, to reduce the cost of route
discovery in terms of control overhead, each node in the network maintains a
cache of source routes it has learnt or overheard by the previously incoming
RREQ messages (promiscuous mode). The cache is then used aggressively in
order to limit the message propagation. However, the major disadvantage of this
protocol is that its aggressive use of caches, as well as its inability to locally
repair broken links, lead to stale routing information and cache pollution.

3 BeeIP: A Reactive Bee-Inspired Protocol

This section provides an overview of BeeIP, a new multipath routing protocol
for MANETs based on honeybees’ interactions. More detailed descriptions of the
elements of the protocol can be found in [5]. Its model consists of four types of
agents (packets); scouts, foragers, ack scouts and ack foragers. The key concepts
of the protocol are briefly presented below.

3.1 Scouting for Multiple Paths

A scouting process is initialized when a source requires a path to a destination
and there is no sufficient routing knowledge available. A scout is broadcast and
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is propagated until it finally meets the destination, keeping in its header the
addresses of the intermediate nodes it visits. When the scout is received by the
destination an ack scout is sent back to the source by following the reverse path of
nodes already visited by the received scout. Each intermediate node that receives
an ack scout is not allowed to answer to others of the same scouting generation.
Thus BeeIP is designed to find node-disjoint paths only. Node-disjoint paths are
more resilient to failures than link-disjoint paths as they protect against both
node and link failures. One or more ack scouts may be sent from the destination
allowing multiple paths to be found, each one marked with a unique identification
number. While ack scouts return, they collect data to measure the path’s quality.
This is an activity similar to the one performed by real honeybees in nature.

3.2 Artificial Foraging: Data Packet Delivery

The source node creates foragers in order to encapsulate real data, received from
the transport layer. Each data packet is piggybacked to a forager which, in turn,
asks for an appropriate path identification number to its destination. When it is
received by the destination node, it delivers the data to the transport layer and
converts to an ack forager. Like the real honeybees, which take some time on the
flower to collect the pollen or the nectar, the ack forager stays at the destination
node until some data packet needs to go back to the initial source.

While traversing a path from the destination to the source, the ack forager col-
lects low-level parameters that represent not only the current state of its senders,
but also the network effectiveness of each intermediate link. These parameters are
as follows. Firstly, the ack forager’s signal strength at the receiving node (Watts).
When an ack forager is received it carries a signal strength. A weak signal strength
is an indication of long distance between the nodes and/or intermediate obstacles
that affect the transmission. Secondly, the moving speed of the sender (velocity
m/s). A moving node can easily go outside the transmission range and cause bro-
ken links. Thirdly, the sender’s remaining energy level (Joules). Nodes with suffi-
cient remaining energy are less vulnerable and better candidates for future packet
transmissions. The forth parameter is the size of the MAC queue of the sender
(bits). The queue size is an indication of how busy the sender is in terms of traffic
and network congestion. Finally, the transmission delay between the sender and
the receiver of a link in seconds. The use of time-stamps and synchronized clocks
allows the measurement of the time an ack forager requires to complete a trans-
mission from the sender to the receiver of a link.

3.3 Path Quality Monitoring

A new quality value is calculated at every node visited by the ack forager, and
when it finally arrives home, the quality q of the path from the destination d to
the source s can be expressed as:

Qds =

m−1∑
n=1

(qNn+1→Nn), [d = Nm, s = N1] (1)
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wherem is the total number of nodes in a numerically ordered path, andNn+1 →
Nn the pair of nodes with direction towards the source node. The quality q of
a link from node j to k as traversed by an agent b is shown in the following
equation:

qjk = sig′b ∗ wsig + speed′j ∗ wspeed + energy′j ∗ wenergy

+ qd′j ∗ wqk + txd′jk ∗ wtxd (2)

where the prime numbers are the normalized values of the parameters (sig for
signal’s strength, etc), and the w′s are the appropriate weights. A more detailed
explanation of the weighting system can be found in [4].

The result, obtained by Equation (1) is a number that can be used to repre-
sent the current quality of the path, in terms of the five low-level parameters.
Results from a constant number of previous flights are collected, and based on
them, the source is able to investigate whether there has been an improvement or
deterioration to the path performance over time. Once there is sufficient amount
of data available, the last step of the methodology is to apply regression anal-
ysis using Pearson’s correlation coefficient [12] to catch any strong positive or
negative correlation between the two variables, in this case: time and the qual-
ity of a path Qds. If the correlation is a strong positive, the foraging capacity
is increased, whereas if it is a strong negative, the capacity is decreased. The
foraging capacity is defined as the number of the remaining foragers for a path,
i.e., the number of foragers allowed to use a path in the future.

3.4 Path Selection

The result as calculated by Equation (1), is used to compare each path’s quality
with its own previous findings, thus detecting improvements and deteriorations
over time. Depending on the behaviour of the routing protocol that one may
want to achieve, different selection metrics can be applied. On their way back,
foragers collect this information and mark each path with a selection metric
value. Traditional metric values are related to the number of hops in a path,
the transmission speed of its links, the expected transmission count, the energy
cost, the remaining energy, etc [1]. For the experimental comparison presented in
this paper, a metric related to speed is used; the summation of the (half-round)
transmission delay and queueing delay for each intermediate link of the path,
from the destination towards the source. This ensures that the fastest path from
the list is selected.

3.5 Broken Links Detection

Since BeeIP is designed to evaluate routing based on a ‘path’ level instead of
‘link’ level, link breakage within a path is detected when no foragers return to
the source node within a period of time. In such a case, the source node sets
the path’s foraging capacity to 0 and marks the path as unacknowledged. The
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first ensures that no future foragers will be given the broken path’s unique iden-
tification number, whereas the latter allows the path to become available again,
if a forager eventually returns. Furthermore, internal timers are used to prune
any unacknowledged paths. This mechanism ensures that the control overhead
remains low as no special messages need to be sent to confirm nodes existence.
As the protocol is multipath, being able to switch quickly between routing al-
ternatives allows it to be robust and resilient to bottlenecks and congestion.

3.6 Connectionless Transport Protocols

In TCP, acknowledgement packets, i.e., ack scouts and ack foragers are exploited
for free, as they piggyback the TCP acknowledgements and fly back. In UDP
this mechanism is not available. This problem is addressed by generating swarm
packets. A swarm is a control packet that carries the number of foragers that
return to the source and is released when one of two criteria is met. Either when
the number of waiting foragers has reached a predefined threshold (empirically
set to one third of initial colony population) or when a swarming timer has
expired. A swarm acts like an ack forager in that it collects quality information
of the traversed path, which eventually affects its the foraging capacity at the
source.

4 Experiments and Results

BeeIP is compared with AODV, AOMDV, and DSR. Four performance metrics
are used for the comparison of the routing protocols; the packet delivery ratio
(PDR), the control overhead (CO), the average end-to-end delay (EED) and the
average receiving throughput (RTP) of the communication sessions during the
simulation. All experiments have been repeated 10 times using NS2 [7] and the
average results are presented. The set up of NS2 for both connection-oriented
(TCP) and connectionless (UDP) traffic experiments is given in Table 1.

Table 1. Summary of NS2 configuration

Number of nodes: 50

Terrain size: 1500 x 300 m2

Simulation time and runs: 900 seconds, 10 runs

Initial energy: 100 to 1500 Joules

Movement model: Random Waypoint (1 to 10 m/s)

Traffic generators: FTP/TCP and CBR/UDP (packet size: 512 bytes)

Sending rate (UDP only): 3 packets per second

Active sources: 10 (both), 20 (UDP), and 30 (UDP)

Pause times: 0, 30, 60, 120, 300, 600, and 900

MAC layer: IEEE 802.11b DCF (queue size 50 packets)

PHY layer: 914MHz Lucent WaveLAN

Transmission range: 150 metres
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4.1 Connection-oriented Traffic

Figure 1 shows the PDR (%) as a function of the varying pause times. The error
bars show the standard error from the mean. The first observation is that BeeIP
shows the best PDR for highly dynamic networks and is rather insensitive to
the pause time variations, whereas AODV’s performance is slightly decreased
as the network loses its dynamic characteristic. AOMDV is found to perform
better than its single-path equivalent. On the other hand, due to its aggressive
caching, DSR is able to perform better under less stressful situations, i.e., when
the topology is less dynamic (pause time increases).

Fig. 1. PDR wrt. pause times Fig. 2. CO wrt. pause times

Table 2. Route requests for different pause times, between multipath protocols
AOMDV and BeeIP

0 30 60 120 300 600 900

AOMDV: 5022 5219 5231 3854 5690 3542 2566

BeeIP: 848 1555 785 891 1164 746 732

Looking at the CO caused by the four routing protocols in figure 2, it is under-
stood that as nodes lose their mobility, the number of control packets required
to maintain routing is also reduced, especially with BeeIP, AODV and AOMDV.
Between AODV and AOMDV, the latter is found to produce more CO due to its
multiple RREP packets that are sent to support multipath discovery. Nonethe-
less, BeeIP is still able to keep the CO low, as it looks for node-disjoint paths,
utilizing unicast scouting as well as the traditional broadcast. Also, compared
to AOMDV, BeeIP is able to use the multiple paths in parallel, which not only
distributes the traffic load across the alternative paths, it also mandates less
number of route requests (scouting processes) for each communication session.
Table 2 summarises the number of route requests incurred during the experiment
between the multipath protocols. To conclude, DSR is shown to outperform all
other protocols due to its lack of local repair mechanism, which reduces the
CO dramatically. However, this strength’s trade-off is to be prone to inactive
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Fig. 3. EED wrt. pause times Fig. 4. RTP wrt. pause times

and out-of-date routing entries in cache, which decreases the protocol’s PDR
(figure 1) and EED (figure 3) for high mobility rates.

Figures 3 and 4 illustrate the two strengths of BeeIP, namely the low EED
and average RTP. It is found that BeeIP is able to transfer more KB per second
than the others, allowing each data packet to experience lower delay while being
forwarded from the source to the destination node. Additionally, the protocol’s
small error from the mean is another indication that it is not sensitive to the
increase of pause times when handling TCP traffic. This is reasoned due to
the fact that BeeIP’s buffering is always kept to a minimum. Firstly, being
multipath the protocol uses more than one path to transmit packets for each
session, spreading the data over the topology. Secondly, BeeIP shows balanced
CO as fewer (as shown in Table 2) scouts are released. Thus, less packets flood
the network and occupy the MAC interface queue of each of the nodes.

4.2 Connectionless Traffic

In this section, the performance of the protocols using connectionless traffic
is under investigation. In order to provide a comprehensive comparative study
between the protocols, two sets of experiments are presented; altering the pause
times of the Random Waypoint movement model, and introducing low, medium
and high traffic load to the network by changing the number of CBR active
sources. Similar to the connection-oriented set up, 50 mobile nodes move within
a 1500 x 300 m2 terrain for 900 seconds. Their initial energy level is a random
number between 100 and 1500. In terms of traffic, 10 CBR active sources are
constantly sending data packets of 512 bytes size, with a sending rate of 3 packets
per second. Again, pause times of 0, 30, 60, 120, 300, 600 and 900 seconds are
used.

Due to the constant bit rate traffic generator the numbers are lower. The
results are similar to TCP. In figure 5, BeeIP is shown to achieve better PDR
than the other protocols for all pause times. The CO (figure 6) is also shown
to be better than AODV and AOMDV, with a deteriorated performance as the
nodes tend to fixed positions. DSR is found to have the better CO score.
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Fig. 5. PDR wrt. pause times Fig. 6. CO wrt. pause times

Fig. 7. EED wrt. pause times Fig. 8. RTP wrt. pause times

The average EED is proved to be the strength of BeeIP, as illustrated in figure
7 where, due to its fast packet switching mechanism, the proposed protocol out-
performs the others. Interestingly, compared to the average EED for FTP/TCP
data, the numbers are again very low. The reason for that is the extra overhead
and delays TCP experiences because of its internal mechanisms at the transport
layer [14]. Moreover, figure 8 summarises the performance of the protocols in
terms of the average RTP for different pause times. The results again indicate
that BeeIP has a better throughput performance than others, under static or
moving nodes.

As mentioned before, in order to evaluate the performance of the protocols
under various traffic loads the experiments have been repeated by using 10,
20 and 30 active CBR sources at a time, forming 15, 30 and 50 connections
respectively. The pause time is kept to 30 seconds. Affecting the traffic load of the
network emphasises the ability of the protocols in handling network congestion.

An initial observation from figure 9 is that as the number of active sources
increases, the PDR is dramatically reduced. All protocols face a deterioration
achieving higher ∼83% (BeeIP) and lower∼69% (DSR) for 10 sources and higher
∼39% (BeeIP) and lower ∼34% (DSR) for 30 sources, as a result of the high
traffic and congestions caused by bottlenecks. BeeIP is found to be competent
especially when the number of active sources is 30. Increasing the number of
active sources causes the performance of the protocols to follow a reversed pace
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Fig. 9. PDR wrt. no of active sources Fig. 10. CO wrt. no of active sources

Fig. 11. EED wrt. no of active sources Fig. 12. RTP wrt. no of active sources

in terms of CO; more control packets are sent as more sources send data packets
to destinations. This is shown in figure 10, where DSR’s design to reduce control
packets proves fruitful. Finally, figures 11 and 12 present the average EED and
RTP for all protocols. BeeIP is found to outperform the others in terms of delay
and transfer more KB per second successfully.

5 Conclusion and Future Work

Adaptive behaviour inspired by honeybees is applied to dynamically discover
and maintain routing solutions and forward data packets over wireless paths.
BeeIP is discussed and compared to the state-of-the-art routing protocols for
both connection-oriented and connectionless traffic. The latter is achieved by
artificial swarming, the protocol’s latest feature that allows foragers to aggre-
gate and return to the source without the need of acknowledgements. The results
indicate that a honeybee-inspired approach is able to outperform the other pro-
tocols, in terms of better packet delivery ratio (PDR), the average end-to-end
delay (EED) and the average receiving throughput (RTP). The comparison with
another nature-inspired and, in particular, bee-inspired routing protocol such as
BeeAdHoc [2], would offer extra depth to the merits to BeeIP’s design. However,
no approved source code has been available in the public domain for the network
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simulator that was used in this project. Thus, these protocols are not included
in this study and are instead seen as future work. Nevertheless, a qualitative
comparison with BeeAdHoc is available in [6].

This research was funded by Aberystwyth University Postgraduate Research
Fund.
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Abstract. Human-robot teamwork requires agents to pay attention to
both surrounding environment and teammates. Bandwidth and compu-
tational limitations prevent an agent to continuously execute this moni-
toring activity. Inspired by the behavior of human beings, paying frequent
attention to timers while approaching deadlines, we provide robots with
general monitoring strategies based on attentional mechanisms, for filter-
ing data and actively focusing only on relevant information. We consider
a convoy task (led by a human or a robot) as a benchmark to evaluate
and compare human and robot monitoring behaviors.

Keywords: Teamwork, Agent Monitoring, Attention, Human-Robot In-
teraction.

1 Introduction

In the last two decades Human-Robot Interaction (HRI) emerged as one of the
main topics in service robotics development. In order to handle the human-
populated environment dynamics, a robot should be endowed with autonomy,
social skills and information exchange capabilities (both for direct or indirect
communication [1]). Finally, it should act as a team member [2], thus take into
account the roles of humans or robots belonging to the same team, their aims
and goals, in order to accomplish common objectives. While HRI includes the
possibility of interacting with robots as intelligent tools to be controlled (per-
haps using speech or gesture), real human-robot collaboration and teamwork is a
relatively unexplored field [3]. Human-robot teamwork requires agents to pay at-
tention to both surrounding environment and teammates, in order to be “aware”
of the interaction. Such awareness supports the robot controller in generating,
selecting and modulating suitable behaviors [4] (i.e., a robot changes its action
and movement by planning new trajectories depending on the teammates).

In order to monitor and to safely act in the surrounding environment, robots
are fully equipped with sensors. However, this comes with the drawback of sen-
sors data fusion and with the impossibility to continuously process such amount

� The research leading to these results has received funding from the EU FP7 as part
of the project SAPHARI under grant 287513, and SHERPA under grant 600958.
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of data in a sophisticated way. Bandwidth and computational limitations pro-
hibit a monitoring agent from paying attention to all other agents for all the
time [5]. Hence, monitoring agent policies rely on periodic monitoring, or ad-hoc
policies [6,7] for updating the agent beliefs in a more efficient way. Currently,
a few approaches rely on the adaptation of monitoring strategies [8] or on the
evaluation of the monitoring frequencies starting from the dynamics of the en-
vironment [5]. Our working hypothesis is that adaptive monitoring strategies,
inspired by attentional processes, that can be used to filter data and to actively
focus on relevant information. Inspired by the behavior of human beings, paying
frequent attention to timers while approaching deadlines [9], we aim at providing
robots with general attentional monitoring strategies. These attentional policies
allow to adaptively change the activation frequencies of the agent behaviors as
well as the monitoring frequencies of the sensors used by these behaviors. In
this way the agent is able to focus on the current relevant activities, aroused by
salient stimuli, and to prevent unnecessary sensors processing by non-relevant
behaviors.

In this work, we consider a convoy task (led by a human subject or a robot) as
a benchmark to evaluate and compare natural human monitoring behaviors with
those provided by the proposed attentional monitoring strategies. Convoy driv-
ing requires that both the leader and the follower accomplish the task. Namely,
the leader (a robot or a human being), as well as the follower (a robot), has to
monitor the teammates behavior and to adapt its own in order to not outdistance
them. Moreover, the human subject monitoring strategy, while leading a convoy,
can be observed. Our aim is to evaluate the monitoring strategies adopted by
the different leader actors of the experiments, in order to see if there is a cor-
respondence between the typical human behavior and the proposed attentional
strategies used by the robot. We test our framework in a real world scenario.

2 Attentive Monitoring

In these last years some researchers started to pay attention to the role of atten-
tional processes in order to achieve an adaptive emergent behavior for robotic
systems. In previous papers, we highlighted the opportunity of managing the
frequency of the sensory inputs processing and of the actions activation in an ef-
ficient way. This goal was achieved by introducing “internal clocks” in a robotic
architecture to regulate such frequencies. We introduced a control system for
the perceptual inputs that achieves a quasi-periodic activity (i.e., it possesses at
least an active and inactive phase) and flexibility (i.e., dynamically adaptation
of the clock period to external/internal states). The control architecture for the
robot system was built according to Reactive Paradigm and Schema Theory.
In particular, we connected a periodic control system to the activation of each
single primitive behavior, and related this mechanism to the process of human
beings attention [10]. Specifically, each time a primitive behavior is active, it
evaluates the sensory inputs in order to produce the relative pattern of motor
action, and calculates its new frequency of activation (i.e., how long it has to
wait before activating again).
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In the literature, different adaptive monitoring strategies, inspired by human
behavior, have been proposed [11,9]. Application of such strategies to behaviors
activation are related to the specific monitoring task the behavior is involved
into. For example, a docking behavior that has a priori knowledge about the
task to achieve (for example about the distance to cover for docking) may use
strategies called of “Interval Reduction” [11,9]. Users involved in two simultane-
ous tasks, an engaging one (e.g., playing video-games) and another of monitoring
(e.g., looking at the clock for checking the elapsed time), showed to adapt the
frequency of monitoring the clock. In particular, they increase such frequency
while the deadline is approaching following an interval reduction. This means
that, while a continuous monitoring in time will produce Tmax activations of a
behavior, and a fixed periodical monitoring ∝ Tmax

const activations, with an interval
reduction strategy we have a number of activations equal to ∝ log2(Tmax). It
has been demonstrated that these strategies, asymptotically, are more effective
than those characterized by a constant periodic monitoring [11,12] in a wide
class of problems. Differently from these approaches, our attentional monitor-
ing strategy can be designed in a way that the behavior activation frequency
can change in accordance with specific laws which do not diverge too far from
the optimum case (that with a priori knowledge), and that are related to the
obtained information from the surrounding environment.

In previous work [8], we compared 4 possible monitoring policies (continuous,
constant periodic, interval reduction with a priori knowledge and adaptive peri-
odic monitoring), by showing that the adaptive periodic one is the most suitable
in case of absence of a priori knowledge and dynamical environment. Moreover,
we evaluated the performance of different adaptation strategies [8] and deployed
learning algorithms to optimize such strategies [13] with the result that, even
with simple adaptive mechanisms an increase of performance and a flexibility
in the emergent behavior can be reached. However, in previous works, no eval-
uation of possible relationship between human abilities in monitoring and the
robots behaviors strategies was performed. In this paper we aim at comparing
the proposed attentional strategy, as customized for the robot behaviors, with
the one naturally showed by human users while executing the same task.

2.1 The Convoy Problem

In this work, we consider a convoy task where a human or a robot could be
involved in the leader role. Driving in a convoy is a teamwork activity and re-
quires a monitoring (indirect communication) capability in order to keep the
shared knowledge up-to-date. Typically, in such a kind of problem, two main
roles defining the responsibilities within the team are considered: (i) the leader
that takes up the heading position in the convoy and determines the way the
environment is going to be explored; and (ii) the follower role that has to follow
the leader and maintain a certain distance from it/her/him. It differs from a for-
mation maintenance problem, that can be considered as a coordinated individual
behavior, where there is a separate distinction between the leader agent, which is
in charge to decide the path, and following agents that have to keep a predefined
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position with respect to the leader and the other agents. Driving in a convoy
requires that both the leading and the following units accomplish the task, so
the leader has to monitor the followers behavior and adapts its own in order not
to lose them [14]. On the other hand, the following units must be able to follow
the path set by the leader and to maintain a semi-static distance with the unit
before them. Furthermore, the followers must also be able to deviate from the
path in the case of dynamic conditions (i.e. an obstacle), and, after executing the
deviation, they have to return to the path at the set distance. Hence, both the
leader and the followers are aware of their own roles/behaviors and those of the
other teammates. In this sense the tracking effort is a team-issue. Independently
from its role, each robot has to adapt its own behavior with respect to the others
and to monitor the external environment and the other agents’ positions, while
avoiding obstacles.

The convoy problem, with the human as a leader, allows to put the human
in the robot framework: the human has to actively decide when to monitor the
team activity and when to monitor the surrounding environment. Moreover, we
can observe the monitoring strategies adopted by the human that is forced to
turn his head back in order to look at the robot and to look forward to check
for obstacles.

3 Case Study

We considered two different case studies, one with a team composed by two
robots (case study A), and the other with a human being in the leader role (case
study B). The team is required to autonomously navigate in a convoy through
a straight corridor, while avoiding obstacles. The corridor is approximately 4.5
meters wide (with pillars and obstacles) and the navigation covers approximately
20 meters in length. In order to accomplish the task the robots are allowed to look
at each other (as an indirect information exchange). A visual servoing approach
is used for tracking robots and humans. Hence, robots and humans achieve a
coordination that is observation-based [15].

Case study A. Figure 1a shows the robots during the execution of the convoy
task. The multi-robot system, used in our experiments, is made up of two Pioneer
3-DX wheeled robots. Each robot is endowed with 16 sonar sensors, a computer–
integrated webcam and a colorful landmark. The latter are necessary to make
the robots capable of looking at each other in order to maintain the convoy.
The control system is implemented on regular laptop computers via the Robot
Operating System (ROS). We tested our approach by repeating the experiment
10 times for each setting (continuous monitoring, constant period monitoring,
adaptive period monitoring).

Case study B. In the second case study we consider two settings. In one case
the human is free to hear all sound signals (Figure 1b), while in the other, the
human being (Figure 1c) is endowed with headphones (playing loud music). This
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(a) Robot Leader (b) Human Leader (c) Human Leader
with headphones

Fig. 1. A snapshot of the convoy in different settings

was in order to cancel any sounds the human subject could hear coming from
the robot, which can be used to indirectly infer the robot position/distance.
Finally, the users were asked to walk looking ahead and turning their heads only
to monitor the team behavior when they felt it was necessary. 13 male and 7
female graduate students participated in the experiments (divided into two sets
of 10 subjects). The average age of the participants was 23.2 years. Each subject
was asked to perform the task of leading the team one time only.

3.1 Robot Behaviors Description

In order to accomplish the task the following primitive behaviors have been im-
plemented: Wander, FollowCorridor, AvoidObstacles and FollowMate. The co-
ordination among the behaviors is realized via a particular combination (sum or
subsumption) of the outputs of the primitive behaviors, depending on the robot
role (Wander, FollowMate and AvoidObstacles for the follower; FollowCorridor,
FollowMate and AvoidObstacles for the leader). At each control cycle possibly
all the behaviors could be active at the same time. However, the behaviors acti-
vation frequencies produce outputs at different rates; hence, only the outputs of
active behaviors are summed. This provides an emergent behavior such that the
more active behaviors will have more influence in determining the output value.

Wander. The Wander behavior is for generating small rotations in the robot
motion in order to find lost teammates. This behavior has a fixed frequency of
activation (pw = p̄w).

FollowCorridor. This behavior allows the robot to keep itself as aligned to the
corridor walls as possible. It uses the lateral sonar sensors for evaluating the robot
orientation with respect to the corridor walls, and it assigns a “straightening”
angular velocity. The difference between the minimum values perceived by the
left frontal (sf ) and back (sr) sonars (normalized with respect to the maximum
detectable distance Dmax by the sonar sensors) is used to establish the next
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activation waiting time (or activation period pc). A higher difference triggers a
greater urgency to put the robot in the straight direction, therefore the need of
assigning a shorter waiting time as follows, where, pcmin and pcmax are respectively
the minimum and maximum allowed waiting time for the FollowCorridor.

pc = pcmax − |sf − sr|
Dmax

(pcmax − pcmin) (1)

AvoidObstacles. This behavior is in charge to avoid obstacles. It provides dif-
ferent reactions, which are triggered according to the position h of the sonar
detecting the current lower distance sh from the obstacle. The activation pe-
riod (pa) of the AvoidObstacles behavior is computed in a way that the smaller
the sonar sensor value, the smaller the period (thus, the higher the monitoring
frequency). It is computed as follows:

pa = pamax − smax − sh

smax − smin
(pamax − pamin) (2)

This means that when an obstacle appears, the behavior increases its attention
towards this stimulus by increasing its activation frequency. As in the previous
case pamin and pamax represent respectively the allowed minimum and maximum
value for the AvoidObstacles waiting time, while smin and smax the minimum
and maximum perceivable value for a sonar.

FollowMate. This behavior is intended to make a robot follow/monitor another
robot or human. The follow-mate attitude is accomplished via visual servoing.
When a robot individuates the landmark it is supposed to follow (or monitor),
it can adjust its linear and angular velocities according to the landmark position
and dimensions in its field of view. A landmark is perceived as a blob of a
specific color. A larger blob solicits deceleration, while a smaller blob solicits
acceleration. At the same time, a blob perceived on either side of the field of view
solicits a steering in the direction of the blob centroid (not for the leader role).
This behavior has a variable frequency of activation. When the blob centroid is
perceived on either side of the robot field of view, a greater urgency to put it
back to the center is triggered, and then a shorter period is set. The period is
computed as follows:

pf = pfmin +
xmax − |x|
xmin − xmax

(pfmax − pfmin) (3)

where, the absolute value x is the position of the blob centroid, xmax and xmin

are thresholds, and pfmin and pfmax represent the range for the period values.

4 Experimental Results

In this section, we first describe a system running example. Figure 2 shows data
produced by the FollowMate behavior of the follower robot during a run of the
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Fig. 2. FollowMate behavior of the Follower with respect to a Human Leader

case study B. The first plot in the figure represents the trend of the perceived blob
height. In general, the more this height lies in the range 60-90px, the better the
team member robot keeps a right distance from the companion (human/robot).
High variation of this value is tolerable, since it depends on a number of factors
that are hardly predictable and controllable, such as the diversity of brightness
in different parts of the environment, and the orientation of the followed robot.
In the second row, we show the trend of the FollowMate period. The snapshots
of the interactions are related to salient events in the time line.

We notice that, during the first part of the navigation task, the values high
variation corresponds to a first orienting phase. Then, the robot starts to cor-
rectly follow the human, but in correspondence of a barrier (the column in the
corridor) it starts to turn causing the blob-camera to lose the blob for a while.
After that, it is able to center the human again and follow him/her until the next
narrow part of the corridor, where, again, the follower robot loses the leader for
a while. Finally, the robot is able to identify the blob and follows the leader until
the end of the path. For what concerns the activations of the FollowMate be-
havior, these are distributed over the time. In general, the follower robot has the
attitude to decrease the monitoring period in dangerous situations (e.g., when
an obstacle occurs) or when it is losing a teammate. In both cases the behavior
is able to adaptively increase its monitoring activity by increasing its frequency
of activation, while, when it is confident about the behavior of the leader, it
relaxes the frequency of activation.

Case Study A. In order to assess the advantages introduced by the adoption of the
attentional mechanisms, we report in Table 1 the performance produced by the
FollowMate behavior of the leader robot considering three different attentional
policies: 1) continuous monitoring (monitoring period set to 1); 2) constant moni-
toring period (monitoring period set to a fixed value k = 3); 3) adaptive monitor-
ing period (monitoring period updated with respect to the behavior attentional
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Table 1. Leader robot FollowMate performance while varying the attentive policies

Case Study A

Monitoring Policy p = 1 p = k p = f(x)

Time (m) 3.02 ± 0.36 2.86± 0.32 2.92± 0.24
Activations (#) 909± 138 435± 53 340 ± 26
Failures (%) 20 40 20

Monitoring Time (%) 100 48 37

Table 2. Human behavior data from video analysis

Case Study B

Monitoring Policy H −Headphones H +Headphones

Time (m) 1.42± 0.02 1.44± 0.03
Head Turns (#) 9.60± 1.14 9.20± 1.78
Failures (%) 18 14

Monitoring Time(%) 25 32

policy f(x)). Table 1 shows that, while the time (first row) to achieve the goal
remains quite the same in the three cases, the number of activations of the Fol-
lowMate behavior (second row) is drastically reduced in the case of adaptive mon-
itoring (third column). What is notable is that, in the case of periodic monitoring
(second column), even if the number of activations decreases, the number of fail-
ures (e.g., the teammate is lost) increases. Instead, in the case of adaptivemonitor-
ing, the attentional inspired monitoring strategy allows to obtain the dual advan-
tage of saving computational load, while maintaining the efficiency. The number
of failures in this latter case is, in fact, comparable with the case of continuous
monitoring. Last row of Table 1 shows the monitoring time percentage, evaluated
as the average number of activations with respect to the average number of acti-
vations of the continuous monitoring case.

Case Study B. Data of the human behavior is extracted from a video analysis
and results are summarized in Table 2. The two groups of human beings (with or
without headphones) showed almost the same behavior in terms of the time to
accomplish the task (first row). This could be due to the fact that human beings
with the headphones compensate the lack of environmental sound awareness by
checking the team for a longer time. In fact, while the average number of times
the human beings turn their heads back, to monitor the team, are quite the same
(second row), the average duration of the team monitoring activity (forth row)
is greater for the subjects with headphones. In particular, the monitoring time is
evaluated as the percentage of the time the subjects spent monitoring the team
(i.e., time spent looking backward) with respect to the total time of the task.
Failures, in the case of human with headphones, are slightly less than in the other
case. Also this behavior is a consequence of the longer team monitoring time.
The statistical correlation value, evaluated on the monitoring times for the two
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settings is equal to 0.0597, which means that in the 94% of cases this difference
is not due to the case. This shows how the headphones affect the awareness of
humans and consequently the performances of the team.

Comparison between A and B. Here, we compare the monitoring strategies
adopted by the leader actors in the two case studies, from data in Tables 1
and 2. As we expected, the time to accomplish the task and the number of fail-
ures are reduced in the case study B. Intuitively, this may be due to the fact
that the adaptation ability and the awareness of human beings allow the entire
team to finish the task with better performances in terms of time to accomplish
the task and a greater ability to maintain the convoy (hence, less failures). The
number of head turns cannot be directly compared to the number of the robot
behavior activations, because the human monitoring activities have different du-
ration in time. In order to avoid this problem we refer to the monitoring time
parameter. In particular, human participants without headphones spent only
the 25% of their time in monitoring the team, with quick checks (4s in the av-
erage) from time to time, mainly in the process of avoiding obstacles. Most of
their checks are right after an obstacles waiting for the team members. On the
contrary, subjects with headphones spent 32% of the execution time monitoring
the team. This is because they cannot infer any clue of the teammate behavior
hearing the sounds made by the robot moving around. This human behavior is
more similar to the robot behavior that spent the 37% of its time in monitoring
the followers. Hence, our simple attentional policies allow an efficient use of the
computational resources comparable with the human monitoring behavior with
limited environmental awareness.

5 Conclusions

In this paper, we presented a comparison between an adaptive monitoring strat-
egy of a robot leader with respect to the corresponding human behavior in a con-
voy task. One of the main problems, in such a kind of task, is the impossibility of
continuously processing a great amount of data in a sophisticated way, especially
when more parallel tasks (check the followers, while avoiding obstacles) have to
be taken into account. Our working hypothesis is that an effective teamwork, in a
convoy problem, can be achieved by adaptive periodic tracking strategies. Hence,
inspired by the behavior of human beings, we designed a behavior based control
architecture, where each behavior is endowed with attentional mechanisms to
adapt the monitoring frequencies to the environment. Beyond the better global
performances achieved by the human subjects, what is interesting, from our point
of view, is to observe the monitoring strategies adopted by the different leader
actors. In particular, we wanted to see if there was a correspondence between
the typical human behavior and the attentional strategies used by the robot. We
conclude that both refer to a capability of adaptively distributing over time the
activations of the behavior of checking/monitoring the convoy (i.e., when and
how to activate the FollowMate behavior). Naturally, in the case of human leader
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the awareness of the interaction is crucial in determining the task effectiveness
and the smaller amount of time in the achievement of the task. Comparisons
of the monitoring strategy showed, in fact, that the humans were more able to
optimize their monitoring activities, especially in the case of contextual clues
to infer the team behavior (as environmental sound). Humans with headphones
showed a behavior, in terms of monitoring, more similar to the robot, while still
keeping the task optimized.
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Abstract. Social activities are among the most striking of animal behaviours,
providing knowledge about their intelligence, cognition and evolution. However,
their observation in the field can be especially arduous. To address this, image
processing methods have been developed. However, despite the extensively re-
search on this topic, multiple object tracking still remains a very hard problem
due to the wide variety of issues to be overcome (e.g. changes in illumination con-
ditions, stopped colony member, occlusions, etc.). In this paper, we contribute a
novel visual tracking application addressing the challenge of detecting and simul-
taneously tracking hundreds of animals in their habitat. For that, motion is used as
primary cue. The system was validated in experiments with laboratory colonies
of micro-robots and several example analysis of dewlap lizard’s behaviour.

1 Introduction

Behaviour is one of the most important properties of animal’s life because it allows ani-
mals to interact with their environment and other organisms. With the aim of unders-
tanding the causes, functions, development and evolution of behaviour, biologists try
to answer one or more of the four questions to model the animal behaviour proposed
by Niko Tinbergen [16]. Basically, the first question asks about the mechanisms of a
behaviour. That is, what stimulates an animal to respond with the behaviour it displays
and what the response mechanisms are. The second question concerns the translation
of genotype to phenotype. In other words, as an individual grows from an embryo to
an adult, there are developmental processes which allow the implementation of mature
behaviours in their organism. The third question deals with the function of a particu-
lar behaviour to be successful in a specific task. Finally, the last question examines the
evolutionary history of a behaviour along time, from ancestors up to the current species.

This study has been often supported by robots and computing systems. So, in the
early twentieth century, the construction of robotic systems capable of dinamically and
adaptively interacting with real-like scenarios contributed to encourage a mechanis-
tic approach to the explanation of animal and human behaviours [5]. More recently,
robotic reproductions of animal and insect-like behaviours have brought about develo-
ping general methodological guidelines for the study of intelligence and cognition and,
in some cases, have helped to formulate hypotheses on particular aspects of animal be-
haviour [7,13,14]. The experimental validation of these hypotheses require a tedious,
difficult task because of the high amount of data to be analysed, especially when coo-
perative behaviour is considered.
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As a solution, computer vision systems for tracking moving targets are widely used.
However, despite the existence of several approaches in tracking living societies, these
approaches have many drawbacks when the number of individuals to track increases or
when individual size is tiny. The last problem is not easy to solve because it is not viable
to tag each colony member under study. The reason lies in the difficulty for choosing
an appropriate tag since it must be very small in some cases. Consequently, sometimes,
it cannot be possible to detect them in an image. In addition, the tags can become
ambiguous when a swarm is composed of many individuals. Furthermore, tagging can
alter individual behaviour.

Therefore, an application for tracking unmarked, unknown targets is required. In this
regard, Balch et al. [2] presented a vision system for tracking ant colonies. The core idea
is to detect ants by using colour classification to identify regions in the image that will
be later scrutinized for indications of movement using more costly image differencing,
and to individually track them from spatial information. Despite its good performance,
that system has some limitations to be overcome such as occlusions, clumpling, splitting
or motionless ants.

Going a step further, Correll et al. [6] implemented SwisTrack, a platform-indepen-
dent, easy-to-use and robust tracking software developed to research swarm robotic
and behavioural biology. It was part of the European project LEURRE [1] focused on
building and controlling mixed societies composed of animals and artificial embed-
ded agents (similar to Caprari’s work [4], where a team of Insbots was introduced into
a swarm of cockroaches and allowed for modification of the swarm behaviour). The
colony under observation could be composed of insects, robots or both of them, and the
Swistrack output is an image where their trajectories are drawn in world coordinates.
Mainly, the Swistrack software detects the objects of interest by subtracting a back-
ground image from every video frame coming from a camera or a video. As mentioned
in [6], the segmentation process fails when the object’s colour is too similar to the arena,
there are changes in illumination, or when the objects move only a little (as a solution,
they aggregated cockroaches to their experiments). Regarding tracking, Swistrack asso-
ciates each individual position with the nearest object in the next processed frame, what
cannot guarantee the maintenance of the trajectory-individual relations. Consequently,
the Swistrack software is not adequate for real applications due to the high number of
restrictions.

More recently, Kimura et al. [8] developed a computer-aided system for the identifi-
cation and behavioural tracking of individual honeybees within a hive. This system suc-
cessfully tracked hundreds of individuals without the need for marking, although there
are some circumstances that make the system fail. Such cases are when an individual
stands directly on top of another or when individuals hide in holes in the hive struc-
ture. Later being aware of the complexity of this issue, Marcovecchio et al. [10] created
an application that performs the segmentation and tracking of multiple cockroaches
running on Petri dishes. Among its drawbacks, it can be found the need of specifying
the number of individuals, the impossibility of tracking individuals of some colours or
individual swapping.

Motivated by these challenges, we present a visual tracking application to study
micro-robots or social insect cooperative behaviour in their habitat without the risk of
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conditioning the results by tagging individuals or constraining the experimental settings.
So, as depicted in Fig. 1, this application consists of two stages: (1) visually detecting
individuals in their habitat without tagging them; and then, (2) estimating their trajec-
tory overcoming the abovementioned tracking problems.

Fig. 1. Arquitecture of the presented visual tracking application

2 Image Segmentation

The first issue to be solved is to identify the set of pixels that represent all the individuals
under study. To this respect, motion might be exploited as salient feature to attract the
focus of the system towards the target moving entities (e.g. colony members as ants,
honeybees, etc.) [11].

Keeping in mind animal’s habitat, apart from dealing with multiple targets, the im-
plemented application should be able of dealing with shadows, gradual changes in illu-
mination (due to day time), sudden changes in illumination when any artificial lightning
is switched on/off at any time, reflections on mirrors, the waving of trees and/or plants
and occlusions.

Computer vision community has carried out a deep research on this topic in order to
adapt detection approaches to those factors, although one of the most common is the
background subtraction approach [9,15]. In that approach, a moving target is identi-
fied by using a background model obtained after observing several seconds the scene.
Mainly, the background model consists of the estimation of a Gaussian distribution, or
a mixture of them, such that pixels are classified as foreground when they do not fit
the estimated background model. Nevertheless, this computer vision approach presents
some drawbacks to be overcome such as everything observed during the training period
is considered as background; no sudden illumination change occurs during the whole
experiment; and/or, only non-stationary regions are highlighted, so individuals stopped
during several seconds could be considered as part of background.
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To address these issues, we propose a background maintenance technique which re-
moves the constraint of observing a scene free of foreground elements during several
seconds when a reliable initial background model is built, and copes with (gradual and
global) changes in illumination, distinction between foreground and background ele-
ments in terms of motion and motionless, and non-uniform vacillating backgrounds.

For that, we developed a hybrid algorithm based on frame differencing and back-
ground subtraction along with a single-Gaussian background model and a mechanism
for its effective maintenance. The underlying idea is to mutually reinforce frame dif-
ference and background subtraction so that the drawbacks of both approaches are over-
come while keeping their original advantages.

Thus, in a first stage, an initial background model is built, while a surveillance task
takes place. With the purpose of controlling the activity in the scene, image pixels are
classified on the basis of a mixture of adjacent frame difference with background sub-
traction. Basically, a mixture of methods is necessary because, although frame differ-
ence provides an easy, fast motion detection, it only works on particular conditions. So,
as background subtraction does not suffer from those disadvantages, it is possible to
properly refine the raw classification obtained with frame difference. Note that at this
stage the reference frame is set to the first frame of the visual input.

On the other hand, the second stage is composed of a mixture of three difference
approaches: adjacent frame difference, background subtraction and background main-
tenance. The two first methods are combined as in the previous stage, but in this case,
the reference frame used for the simple subtraction technique is set to the mean of the
Gaussian distribution estimated for the background model built in the preceding phase.
In both stages, thresholds are automatically established from histogram properties.

3 Individual’s Tracking

Once the individuals are detected in an image, the next step is tracking them along time.
Based on spatial information, the nearest neighbour approach could be used. However,
the proximity criterion is not enough to determine the new individual’s position as sug-
gested in [6]. In addition, it should be also considered that individuals can meet, form
groups, cross-over, etc.

With the aim of solving these situations and properly identifing individuals along
time, we propose a method divided into three steps. The first step consists of labellingthe
identified blobs in the previous step. A row-by-row labelling method is used to reduce
the computational cost of the whole process. For that, the binary image is scanned twice:
the first time to tag each foreground pixel based on the labels of its neighbours and to
establish equivalences between different labels; the second, crossed scan will unify tags
which belong to the same blob. Secondly, the application classifies the labelled blobs
as targets to be tracked or as bad-segmented pixels, and detection of collisions inside a
blob indentified as colony member. All targets are assumed as not touching in the first
captured image. The number of targets to be tracked is specified by the user, and the
application automatically estimates the minimal and maximal size allowed from the first
captured image. This knowledge, together with the number of the detected blobs in each
frame, allows to define a series of criteria to determine when a blob represents more than
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one object, and to reject all blobs that do not identify target individuals but are insted
the result of a bad segmentation as it occurs with the set of noisy pixels. Finally, blobs
that represent groups of more than one individual to be tracked are segmented.As it is
difficult to identify several individuals at the same time, we have studied two different,
possible situations by assuming that only two individuals are touching in a blob. It
means that each blob will be divided into two new blobs: one will identify only one
colony member, while the other can identify one or more individuals depending on
the number of them represented by the blob to be split up. If the new blob represents
several individuals, the split-up process is recursively applied until the obtained blob
is composed of only one target. The two considered cases are: (1) two individuals are
touching only in one point. In this case, a contour retrieval method is used. So, a chain
code is obtained by considering that the contact pixel will be visited twice. Moreover,
the contour irregularities have been taken into account to correctly determine the contact
point; and, (2) two individuals are in touch in several points (the general case). The
distinction between spaces between different objects in touch and the ones as result of
segmentation errors, is the keypoint to solve this situation. A set of criteria together
with a dimension criterion provide successful results.

4 Experimental Results

In order to evaluate the performance of the proposed approach, two different kind of ex-
periments were performed. First, an analysis of dewlap lizard’s behaviour is presented.
Then, experiments with different laboratory colonies of micro-robots are presented.

4.1 Analysis of Dewlap Lizard’s Behaviour

In this section, we present a work developed in collaboration with Sarah Partan from the
Hampshire College [12] aimed at studying the behaviour of a dewlap lizard. A dewlap
lizard is a reptile which has large skin dewlaps under its neck, such that it can extend
and retract those dewlaps. The dewlaps are usually of a different colour from the rest
of its body and can be enlarged to make the lizard seem much bigger than it really
is, specially when warding off predators. Thus, the males use the dewlap to intimidate
rivals and also to attract females during mating season. Despite the male dewlap lizard
is much larger in size, the female anoles do indeed possess a dewlap as well. These uses
for the dewlap work much in the same way as the neck frill on a frill-necked lizard,
with the lizard extending its neck frill for much of the same reasons. Nevertheless, it is
not known if the dewlap is used in thermo regulation like the neck frill is.

Therefore, our experiment consists of processing a video playback of a dewlap lizard
with the goal of detecting its two mechanisms for communication: its movement up-
down and the extraction and/or retraction of its dewlap. In particular, in this experiment
we focused on the second communication way since we were analysing the application
performance when almost transparent individual parts are considered, especially when
they are within bright scenes. Fig. 2 illustrates some of the obtained results on the same
image sequence. As it might be observed, only the dewlap is marked when it is extracted
or retracted.
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Fig. 2. Detection of dewlap lizard extraction and retraction

4.2 Swarm Robotics

The study of cooperative behaviour in insect swarms can be performed by using robotic
systems. So, micro-robots can be used to emulate social insect behaviour [3] and their
study involves detecting and tracking several miniature robots on a desktop table.

In agreement with that, the experimental set-up consists of a black arena on a desk,
where micro-robots act, and a colour camera located on its centre, several centimetres
higher, by pointing downwards, in order to capture the whole arena area. The distance
between the camera and the arena can vary between experiments because there are no
static parameters, as previously pointed out.

In our experiments, the colony under study is composed of micro-robots Alice2002.
They are micro-engineering products designed by École Polytechnique Fédérale de
Lausanne (EPFL) for research purposes. Each micro-robot is equipped with three active
infrared sensors at the front and one in the back which allow the micro-robot to detect
obstacles up to 3cm away. As white obstacles are better detected, the arena walls are
white, despite black background.

Two different kinds of experiments were carried out. Firstly, the application perfor-
mance was analysed when the number of the swarm individuals changes. In this case,
we present two different experiments: (a) when three unmarked Alice2002 are tracked
and (b) when the trajectory study of a six untagged micro-robot swarm is done (re-
sults depicted in Fig. 3). Note that both of them have been obtained by using the same
camera, a STH-MD1-C Stereo head, in order to properly make comparisons.

Both experiments, depicted in Fig. 3, start with a configuration without collisions
between micro-robots. In that way, the application can estimate the parameters it needs
to successfully perform its task: an initial interval of the allowed sizes for any object
and the relationship between the image coordinates and the world ones. In the next step,
the application obtains and provides the different estimated followed trajectories to the
user.

So, when a colony of three members was considered, the micro-robots described
a clockwise circular trajectory during the first 25 frames. Then, they changed to ano-
ther circular movement, although the radius of the described trajectory is smaller, as
shown in Fig. 3d. Finally, they navigated describing a straight-line trajectory in search
of any wall to be followed and, when they found it, they travel parallel to it. On the
contrary, when six micro-robots were used, a first circular trajectory was described by
all of them. After a while, four individuals changed their trajectory to another circular
trajectory with a larger radius, whereas the other two were in the wall following mode.
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Three micro-robots Six micro-robots
Frame at time t Plotted Trajectories Frame at time t Plotted Trajectories

(a) First stage (a) First stage

(b) After five frames (b) Circular trajectory

(c) Circular trajectory (c) Change in some trajectories

(d) Circular trajectory with a different radius (d) Another change in some trajectories

(e) Following wall mode (e) Following wall mode

Fig. 3. Behaviour analysis in swarm robotics

At other time, two more micro-robot went in search of a wall to be followed. Note
that, as shown in Fig. 3, the implemented application was able of detecting objects only
partially visible.

5 Conclusions

In this work, we propose a visual application for the study of live animal colonies
without the risk of conditioning the results tagging the colony members or changing
their natural habitat. For that, a visual segmentation based on motion followed by a
visual tracking algorithm is performed. This application has several advantages for in-
dividual identification and tracking. Firstly, individuals are robustly detected in a visual
input without any constraint about the environment and lightning conditions. Secondly,
the system succesfully tracks each colony member, even when their trajectories are
merged and/or split up. In addition, the implemented application is also able of detec-
ting objects even when their velocity is very slow or if they do not move, a case typically
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difficult for similar methods. Another advantage of the system is that, although a cali-
bration method is not used, it is possible to estimate a correspondence between image
coordinates and the world ones from the relationship between the real size of the colony
members and their size in the image, which is automatically obtained by the application
for each experiment. Finally, the application is transparent to the user such that they do
not keed to know the implementation details to work with it.

Nonetheless, despite its good performance, there are still some issues to be solved.
For instance, the assumption that the first taken image contains all the individuals
without touching each other constrains the application to a large extent. For that rea-
son, a new mechanism to determine visual individual’s size should be developed. As a
further achievement, we would like to add a post-procesing for behaviour analysis.

References

1. European project leurre (2006), http://leurre.ulb.ac.be
2. Balch, T., Khan, Z., Veloso, M.: Automatically tracking and analyzing the behavior of live

insect colonies. In: AGENTS, Montréal, Quebec, Canada (2001)
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Abstract. Detecting emotions of a crowd to control the situation is an area of 
emerging interest. The purpose of this paper is to present a novel idea to detect 
the emotions of the crowd. Emotions are defined as evolving quantities arising 
from the reaction to contextual situations in a set of dynamic pattern of events. 
These events depend on internal and external interaction states in an already 
mapped space. The emotions of multiple people constituting a crowd in any 
surveillance environment are estimated by their social and collective behaviors 
using sensor signals e.g., a camera, which captures and tracks their motion. The 
feature space is constructed based on local features to model the contextual sit-
uations and the different interactions corresponding to different emergent beha-
viors are modeled using bio-inspired dynamic model. The changes in emotions 
correspond to behavioral changes which are produced to regulate behaviors un-
der different encountered situations. Proposed algorithm involves the probabil-
istic signal processing modelling techniques for analysis of different types of 
collective behaviors based on interactions among people and classification 
models to estimate emotions as positive or negative. The evaluations are per-
formed on simulated data show the proposed algorithm effectively recognizes 
the emotions of the crowd under specific situations.   

Keywords: Crowd Emotions Detection, Collective Behavior, Dynamic Baye-
sian Networks, Autobiographical Memory, Dynamic event modeling. 

1 Introduction 

Emotion is a feeling evoked by environmental stimuli or by internal body states [1], 
which modulate human behavior in terms of actions in the environment or changes in 
the internal status of the body. The idea of emotional expressions as scientific subject 
was first recognized by Darwin, who found out that the natural selection process is 
not only applicable to anatomic patterns but also can be applied to animal’s behaviors 
and mind. The detection of collective emotions of a crowd is a new research area that 
has not been explored systematically so far. Research has been carried out in single 
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person emotion detection and classification such as facial expressions systems using 
the distinctive facial features and calibrating them into emotions [2] of individuals. 
Voice expressions have also been used to detect emotions of individuals. The audio-
based affect recognition using the features of pitch and context has been developed 
[3]. The body language and posture is also one of most useful feature in detection of 
emotion of people. The body language and posture guessed by the activity recognizers 
[4] [5]. Physiology based affect detection is quite broad approach, which requires the 
inclusion of delicate and calibrated sensors on body [6]. The physiology based me-
thods are quite accurate but they require inclusion of delicate and calibrated sensors 
on body [7] and cannot be used in real life situations. Apart from these techniques, 
there are also multimodal techniques which fuse many features such as face, voice, 
and posture etc., the data coming from different sensors is fused to make a decision on 
type of emotion [8]. All the compact review mentioned above is in use for individual 
emotion detection, these systems cannot be employed in crowd emotion detection due 
to richness of features obtained with timing constraints of evaluation and calibration. 
The detection of emotions of the crowd is useful in crowd behavior management for 
safety and security and also in robot responses towards emotions of crowd. 

The main contribution of this paper is to develop the first model to detect the emo-
tions of the crowd. This paper presents the dynamic probabilistic modelling of beha-
viors that are being generated from autobiographical memory (AM). The AM is de-
veloped on modelling of events which got it concept from psychological theories. The 
evaluations have been performed for training and testing purposes. The paper explains 
the Emotion detection and classification algorithm in Section 2. The Section 3 con-
sists of evaluations and results, Section 4 is conclusions, Section 5 consists of ac-
knowledgement and Section 6 consists of references. 

2 Crowd Emotion Computation 

The proposed framework is based on Ortony, Clore and Collins (OCC) [17] theory of 
emotion. The estimation of emotions is based on Russell et al. [16] circumplex model 
of affect.  The local features such as motion tracking and density of crowd are used 
to make the possible causal relationship based features space. This feature space after 
reduction is used to generate emergent possible behaviours in an unsupervised way. 
These behaviours are then trained into different models according to context and 
situation, which are used to detect emotions. The algorithm flow first shows the to-
pology based partitioning of observation space and then using the local features to 
make event based memory. Using this event based memory model possible behav-
iours which are then used to estimate emotions of the crowd. 

2.1 Topological Partitioning  

In order to extract the effective information from the crowd, we need to discretize the 
space under observation into smaller acceptable areas, in which the rich data informa-
tion should be preserved. The topology representing networks (TRNs) algorithms are 
possible solution to divide the observation space into discrete areas. The instantaneous 
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topological map (ITM) is employed to divide the observation space into zones as 
shown in Figure 1. In [9], it has been demonstrated that ITM is an appropriate solution 
to discretize the zones of correlated trajectories. 

 

Fig. 1. With ߬ ൌ 500, ߬ defines the minimum distance between a given zone given all the 
observations for creating new zone 

2.2 Modelling Events 

The ability to predict the emotions requires understanding of actions in an area under 
surveillance in order to define the interactions and activities that represent emotions. 
To reach this goal, a probable technique is to memorize all possible interactions that 
occur in related area among people and environment and their reactions due to these 
actions. A bio-inspired technique is used which has been mentioned in 
[10][11][12][13]. These interactions are generated due to causal relationships that 
happen among persons and environment. These types of interactions can be learned 
using AM as mentioned by Damasio [14]. The two states proto (internal) and core 
(mirror of external) state based observations are defined as proto (entity) and core 
(crowd). This makes a chain of temporally and spatially aligned proto ݔԦ௣ and core 
state  ݔԦ௖ vectors. The proto and core events can be defined as ߝ௣ and ߝ௖ using the 
probabilistic model to develop AM. The triplets of events for passive and active inte-
ractions are ൛ߝ௣ି , ,௖ߝ ௣ାൟߝ  and ൛ߝ௖ି , ,௣ߝ ௖ାൟߝ  respectively. These represents the causal 
relationship in terms of initial situation (first eventߝ௣,௖ି ), the cause (second eventߝ௖,௣), 
and consequent effect of the examined entity (third event ߝ௣,௖ା  ). This sequence of 
these states can be decided by using a probabilistic graphical model that describes the 
relationships among them using statistical and mathematical similarities among inte-
ractions. The interactions consist of temporal sequences of interdependent states de-
scribed by two probability distributions: ݌൫ߝ௣ାหߝ௖, ௣ିߝ ൯ and ݌൫ߝ௖ାหߝ௣, ௖ିߝ ൯. The Dynam-
ic Bayesian networks (DBNs) are used to model the interaction. The conditional 
probability densities (CPD) ݌൫ߝ௧௣หߝ௧ିଵ௣ ൯ and ݌ሺߝ௧௖|ߝ௧ିଵ௖ ሻ simulates the motion track-
ing and crowdedness patterns. The interactions among the two interacting objects can 
be modelled using conditional probability densities (CPDs):                       

௧ି୼௧೎௖ߝ௧௣หߝ൫݌  ൯; ௧ି୼௧೛௣ߝ௧௖หߝ൫݌ ൯ (1) 

The (1) represents the probability that events ߝ௖ occurred at time ݐ െ Δݐ௖, by the inte-
racting object which is related to the core context and vice versa. The casual relationships 
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between the two interacting objects are modelled using two conditional probabilities 
(CPDs): 
 

௧ି௱௧೎௖ߝ௧௣หߝ൫݌   , ௧ି௱௧೛௣ߝ ൯; ௧ି௱௧೛௣ߝ௧௖หߝ൫݌ , ௧ି௱௧೎௖ߝ ൯                 (2) 
 

The probability densities in (2) consider interaction of (1) as well as initial situa-
tion ߝ௧ି୼௧೎௖  and ௧ି୼௧೛௣ߝ . The observations associated with proto and core are ߝ௧௣and ߝ௧௖ ൌ ሾ݀௧ሿ. The proto and core states are ݔԦ௣ሺݐሻ and ݔሬሬԦ௖ሺݐሻ. In order to represent 
these elements with respect to contextual information, a clustering technique of di-
mensionality reduction such as Self organized map (SOM) [15], unsupervised clas-
sifier is used to convert multidimensional proto ݔԦ௣ሺݐሻ and core vectors ݔԦ௖ሺݐሻ into 
low dimension W-Z, where W is the dimension of map (layer). The clusterization 
process, maps proto and core states into 2-D vectors, which correspond to the neurons 
of SOM map. These are called core super states ܵ௫೎  and proto Super statesܵ௫೛. SOM 

allows clustering the proto ݔԦ௣ሺݐሻ  and core vectors ݔԦ௖ሺݐሻ into corresponding neuron 
map as super states, which are then known as proto super-state ܵ௫೛and core super-

stateܵ௫೎ . The parameter M is to be tuned. The labels associated are given by: 
 

 ܵ௫೛௜ հ  ݈௣ ௜ ,     ݅ ൌ 1, … . , ݊௣; ܵ௫೎௝ հ  ݈௖௝,     ݆ ൌ 1, … . , ݊௖     (3) 
 

where ܵ௫೛௜  and ܵ௫೎௝  are the ith and jth super states, and ݊௣ and ݊௖ are total num-

ber of proto and core states generated during mapping. The proto and core super-
states are labelled with the semantic labels from the ITM zones. The event is defined 
as when a proto or core super-state changes its zone. This gives rise to AM associated 
with each zone. Using the SOM representation, it is possible to detect changes in the 
map through super states, where super-states are connected by local features for par-
ticular instances. This representation encompasses the changes in state vectors ݔԦ௣ሺݐሻand ݔԦ௖ሺݐሻ for every time instatnt as movements in map. If changes in state vec-

tors ݔԦ௣ሺݐሻand ݔԦ௖ሺݐሻ do not imply changes in super-state labels ܵ௫೛௜ հ  ݈௣ ௜  and ܵ௫೎௝ հ ݈௖௝, then the SOM mapping needs to be recalibrated as the semantics defined are not 
the correct  representation of events.  When super states ܵ௫೛௜  and ܵ௫೎௝   change during 

specific time instants, their contextual modification entails an event. Therefore, an 
event is defined as:  ߠ௘௧ ൌ  ݈௣,௖ ௜,௝ ሺݐ െ 1ሻ  հ  ݈௣,௖ ௜,௝ ሺݐሻ ,where ݅, ݆ ൌ  1, … . , ݊௣,௖, with tim-
ing constraints ௠ܶ௔௫ .  There are also null events (null changes in super states݅ ൌ ݆, 
can be defined as ߠ௘௧ ൌ  ௘. This gives rise to AM memory model, this is modelled by׎ 
the events in which learning the changes from proto super-states to core-super-states 
and subsequent modification of core super-state is memorized. The following three 
types of events can be memorized. (i) ߠ௣ି ൌ ܵ௫೛బ ՜ ܵ௫೛ష  is the proto event at initial 

time instant. This represents the alteration of the proto super-state into ܵ௫೛బ  հ  ݈௣ ௜ to ܵ௫೛ష  հ  ݈௣ ௝  that can happen before the core event. The event ߠ௣ି  also remembers the 

time window ௠ܶ௔௫ି . The two labels ݈௣ ௜  and ݈௣ ௝  and are related with super states  ܵ௫೛బ  

andܵ௫೛ష. The event ߠ௣ି  also remembers the time window ௠ܶ௔௫ି . (ii) ߠ௖ ൌ  ܵ௫೎ష ՜ ܵ௫೎శ 
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is the core event. This shows the alteration of external super-state into ܵ௫೎ష  հ  ݈௖௠ 
to ܵ௫೎శ  հ  ݈௖௡. (iii) ߠ௣ା ൌ ܵ௫೛ష ՜ ܵ௫೛శ: is the proto event following the core event. It is 

also associated with the super states as ܵ௫೛ష  հ  ݈௣ ௝ toܵ௫೛శ  հ  ݈௣ ௞ . The following triplet ܹ ൌ ൛ߠ௣ି , ,௖ߠ  ௣ାൟ represents the self-abstraction, which is related with AM. The AMߠ
represents the core conscious in Damasio work.  

2.3 Emotion Modelling in Crowd 

Emotion modelling in crowd is based on OCC theory [16], which states that the emo-
tions are valanced reactions to events, agents and objects. These events, agents and 
objects can be either pleasing or displeasing to the subject under consideration. We 
use AM events which are already coupled by probability density of observations from 
agents and events. To scale the emotions into positive and negative, we use the Rus-
sell et. al. [17] two dimensional map of mental space of emotions. On this map, we 
only use valance coordinate to define emotions into positive and negative emotions. 
In order to cluster AM event stream triplets ൛ߠ௣ି , ,௖ߠ -௣ାൟ which are based on trajectoߠ
ry behavioral patterns, which is later used to classify into emotions. The triplet pattern 
for AM for trajectory behavior sequence is given by  
 ேܹ ൌ ሼݓଵ, …  ௡ሽ                               (4)ݓ

 

The training dataset consists of N triplet vectors  
 ܷ ൌ ሼ ଵܹ, … . ௡ܹ, … . ேܹሽ                           (5) 

 ேܹ is the total behavioral patterns gathered. In order to gather the natural clustering 
of training trajectories on which the model should be constructed, we need to cluster 
the data into classes. As number of clusters is unknown, we use the DBN modelling to 
cluster the data into behavioral patterns using affinity matrix approach. To calculate 
the affinity between two trajectory sequences, ௔ܹ  and ௕ܹ , the ܦ௔  and ܦ௕  two 
DBNs, are trained using expectation maximization (EM) algorithm [18]. The affinity 
between ௔ܹ and ௕ܹ is: ܳ௔௕ ൌ  ଵଶ ሼ ଵ௦ೌ log ሺ݌ ௔ܹ|ܦ௕ሻ ൅ ଵ௦್ log ሺ݌ ௕ܹ|ܦ௔ሻሽ               (6) 

where ݌ሺ ௔ܹ|ܦ௕ሻ is the likelihood of perceiving ௔ܹ given ܦ௕  ௕ are theݏ ௔ andݏ ,
lengths of ௔ܹand ௕ܹ respectively. A ܰ ܺ ܰ infinity matrix is obtained ܳ ൌ ሾܳ௔௕ሿ, 
where ܽ, ܾ ൑ ܰ. This makes a new representation of dataset ܷ as  

       ܼ௤ ൌ ሼݍ௞ଵ, … , ,௞௡ݍ … .  ௞ேሽ                          (7)ݍ

where k is the cluster or class label. Each behavioural pattern is modelled by a feature 
vector which is dynamically warped by DBNs. This defines the scene/ situation based 
clusters in the model. Considering the different clusters, if we have only sparse data, 
then it will be difficult to fit the model. The training set ܼ௤ in this case consists of K 
clusters. The distribution of behavioral patterns is modeled based on Gaussian mixture 
model (GMM). Given the K-th mixture component of GMM, the log likelihood of 
observing the training dataset ܼ௤ is defined as: 
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               log ൫ܼ௤ห߲൯݌ ൌ ∑ ሺlog ∑ ௞௡|߲௞ሻ௄௞ୀଵݍሺ݌ ሻே௡ୀଵ                  (8) 

where ݌ሺݍ௞௡|߲௞ሻ is the Gaussian distribution of K-th mixture component. The para-
meters ߲  of the model are evaluated using EM algorithm. To design optimal number 
of classes for the mixture model, Bayesian information criterion [19]. For any given 
K, the BIC is given by: 

ܥܫܤ                        ൌ  െ log ሺܳ|߲ሻ݌ ൅  ிଶ಼ log ܰ                    (9) 

where ܨ௄  is the number of parameters required to model K-th component of 
GMM. Now ܰ numbers of behavioral patterns are labelled to one of the behavioural 
clustered class. To define positive and negative emotional behaviors, we need to have 
labelled dataset for positive and negative emotions. 

 

 BIC versus cluster selection 

Fig. 2. BIC model selection for optimal number of clusters of model, this BIC is modelled for 
negative emotion model ܧ௡ for affinity matrix of order N=60 

For training initialization of positive ܧ௣ and negative emotion ܧ௡ models, the la-
belled dataset is used. The positive emotion ܧ௣ model is given for any behaviour O as: 

௣൯ܧ൫ܱห݌                   ൌ  ∑ ௣௤ሻொ೛௤ୀଵܦ|ሺܱ݌௣௤ߜ                        (10) 

where  ߜ௣௤  is the mixing probability of qth mixture component with ߲௣௤ ൌ∑ ௣௤ொ೛௤ୀଵߜ ൌ 1, and ܦ௣௤  is the qth DBN corresponding to qth normal behavior. Simi-

larly for negative emotions, the behavior O belonging to negative emotions model ܧ௡ is given by: ݌ሺܱ|ܧ௡ሻ ൌ  ∑ ௡௤ሻொ೙௤ୀଵܦ|ሺܱ݌௡௤ߜ                         (11) 

The models for both positive and negative emotions situations are trained separate-
ly using labelled data. An accumulative measure of online emotion classification is 
proposed in this task. Whenever an external observed behavior ܳ௡௘௪ is detected, the 
probability distribution estimated by GMM of detected behavior and the positive and 
negative emotion models is evaluated by using the likelihood ratio test (LRT) [22]. ߰ሺܳ௡௘௪ ሻ ൌ ௣൫ொ೙೐ೢ หா೛൯௣ሺொ೙೐ೢ |ா೙ሻ ൜൒ן௧௛ ௧௛ן൏݊݋݅ݐ݋݉ܧ ݁ݒ݅ݐ݅ݏ݋ܲ    (12)              ݊݋݅ݐ݋݉ܧ ݁ݒ݅ݐܽ݃݁ܰ
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where ݌൫ܳ௡௘௪ หܧ௣൯ and ݌ሺܳ௡௘௪ |ܧ௡ሻ are calculated using equations, where ן௧௛ଵ 
and ן௧௛ଶ are the thresholds that are being tuned based on the model and false posi-
tive rate of detection of emotions. Using this procedure, several responses are calcu-
lated for time ௖ܶ and the decision is made with maximum response of people with 
positive and negative emotions based on detection of emotion of people detected in 
maximum in an area under observation. 

3 Evaluation and Results 

To evaluate the proposed computational model of crowd emotions, we design a simu-
lation model in which we can produce the evacuation and panic situations. People are 
presented as agents that move under different behaviors and a realistic crowd beha-
viors and RBAS (Realistic Behavioral Agent Simulation) model is proposed [20]. The 
algorithm is based on social force model SFM [21], simulates the agents as ellipse 
with particular sizes. The agents have sense of environment and plan their own path to 
avoid collisions. The shaking and repelling effect in agents have been reduced using 
the body contact and sliding forces. The interactions among agents have been mod-
eled based on personal reaction space. These changes in SFM model makes the model 
more realistic as every parameter has been modeled based on findings from psycholo-
gy and video tracking. The crowd simulation model has been developed on C++. To 
train the negative emotions model, the following situations produced, which are 
common to panic and evacuation events was produced a) Herding b) Faster is Slower 
c) Turbulent flow d) Stop and go waves. The events have been captured and different 
kinds of behaviors have been detected during these flows according to the context 
such as passing through doors during high density, changing the motivation etc. The 
positive and negative emotion situations are labelled and normal behaviors are also 
labelled and two models for both positive and negative emotions have been trained. 
The labelled data for emotions produces the following clustered global negative beha-
vior situations. The commonly observed behavior cluster classes are clustered at 
doors of rooms a) ܥଵ  to ܥଷ  b) ܥଶ  to ܥଷ  c) ܥଵ  to ܥସ  d) ܥଵ  to ܥଷ e) ܥଶ   to ܥସ  f) ܥଷ  to ܥହ   g) ܥହ  to ܥ଺     h) ܥସ  to ܥ଺, where ܥଵ to ܥ଺ are the rooms in 
the simulation. There are also many other classes which are representation of sudden 
events. The optimal cluster selection is done using the BIC as shown in figure 2. The 
log likelihood ratio is plotted against frames which are taken at random. The emotions 
detected are then followed by comparison with the labelled data and it shows that 
detection ratio follows the actual labels as shown in figure 4. 

To evaluate the performance of the algorithm, ROC (receiver operating curves) are ob-
tained, these are obtained by 50 different trails of simulations with two different thresholds 
of likelihood ratios for both models of positive and negative emotions. The ROC curves 
evaluations in figure 3 and table 1 show the classification accuracy is quite acceptable. 

4 Conclusion 

A situation based emotion detection and classification technique has been proposed. 
Using the models for positive and negative emotions, the method utilizes a dynamic 
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(c) Comparison of Log likelihood ratio and Frames  

Fig. 4. Comparison of Log likelihood ratio and emotion deduced in different frames (a) Normal 
situation depicts positive emotion. The blue box represents the group of people whose emotions 
are averaged to give the result. (b) Herding behavior produced at ܥଷ  to ܥହ and negative emo-
tions were detected on average in blue box. (c) Comparison of Log likelihood ratio and video 
frames using ן௧௛ൌ െ0.25. The detected curve is by our model and actual curve is obtained by 
comparison of labelled data. The blue box shows the area under observation. 
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