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Preface

The 19th International Conference on Implementation and Application of Au-
tomata (CIAA 2014) was organized by the Institut fiir Informatik of the Univer-
sitdt Giessen and took place at the campus of natural sciences. It was a four-day
conference starting July 30 and ending August 2, 2014. The Universitiat Giessen
is one of the older universities in the German-speaking part of Europe. It was
founded in 1607.

The CIAA conference series is a major international venue for the dissem-
ination of new results in the implementation, application, and theory of au-
tomata. The previous 18 conferences were held in the following locations: Halifax
(2013), Porto (2012), Blois (2011), Winnipeg (2010), Sydney (2009), San Fran-
cisco (2008), Prague (2007), Taipei (2006), Nice (2005), Kingston (2004), Santa
Barbara (2003), Tours (2002), Pretoria (2001), London Ontario (2000), Potsdam
(WIA 1999), Rouen (WIA 1998), London Ontario (WIA 1997 and WIA 1996).

This volume contains the invited contributions and the accepted papers pre-
sented at CIAA 2014. The submission and refereeing process was supported by
the EasyChair conference management system. In all, 36 papers were submit-
ted by authors in 23 different countries, including Argentina, Brazil, Canada,
China, Czech Republic, France, Germany, Greece, Hungary, Italy, Japan, Korea
Republic, Latvia, The Netherlands, Poland, Portugal, Romania, Russian Feder-
ation, Slovakia, Spain, Switzerland, Ukraine, and the USA. Each submission was
reviewed by at least three referees and discussed by the Program Committee.
A total of 21 full papers were selected for presentation at the conference. There
were four invited talks presented by Javier Esparza, Friedrich Otto, Giovanni
Pighizzini, and Georgios Ch. Sirakoulis. We warmly thank the invited speak-
ers and all authors of the submitted papers and the members of the Program
Committee for their excellent work in making this selection. We also thank the
additional external reviewers for their careful evaluation. All these efforts were
the basis for the success of the conference. The collaboration with Springer for
preparing this volume was very efficient and pleasant. We like to thank in par-
ticular Alfred Hofmann and Anna Kramer from Springer for their help. We are
grateful to the additional members of the Organizing Committee consisting of
Susanne Gretschel, Sebastian Jakobi, Andreas Malcher, Katja Meckel, Heinz
Riibeling, Bianca Truthe, and Matthias Wendlandt for their support of the ses-
sions and the accompanying events.



VI Preface

Finally, we are indebted to all participants for attending the conference. We
hope that this conference will be a successful and fruitful meeting, will bear
new ideas for investigations, and will bring together people for new scientific
collaborations. Looking forward to CIAA 2015 in Umea, Sweden.

August 2014 Markus Holzer
Martin Kutrib
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FPsoLvE: A Generic Solver
for Fixpoint Equations over Semirings*

Javier Esparza, Michael Luttenberger, and Maximilian Schlund

Technische Universitdt Miinchen, Munich, Germany
{esparza,luttenbe,schlund}@in.tum.de

Abstract. We introduce FPSOLVE, an implementation of generic algo-
rithms for solving fixpoint equations over semirings. We first illustrate
the interest of generic solvers by means of a scenario. We then succinctly
describe some of the algorithms implemented in the tool, and provide
some implementation details.

1 Introduction

We present FPSOLVE!, a solver for algebraic systems of equations first introduced
in [17]. These are systems of equations of the form

Xlzfl(XlaXQa"'aX’n) Xn:f'n(XlaXQa"'aXn)

where f1,..., f, are polynomials in the variables X, Xs,..., X,,. The coeffi-
cients of the polynomials can be elements of any semiring satisfying some weak
conditions, which ensure that there exists a unique smallest solution. FPSOLVE
implements a number of generic algorithms, i.e. algorithms parametric in the
semiring operations of addition and multiplication, plus possibly the Kleene star
operation.

Algebraic systems naturally arise in various settings:

— The language of a context-free grammar like X — aXX | b is the least
solution of the equation X = aX X 4 b over the semiring whose elements are
languages, with union and concatenation of languages as sum and product.

— Shortest-paths problems on finite graphs and on some infinite graphs, like
those generated by weighted pushdown automata, can be reduced to solving
fixed-point equations over a semiring having the possible edge weights as
elements [7,16].

— Data-flow equations associated to many intra- and interprocedural dataflow
analyses are fixed-point equations over complete lattices [13], which can often
be recast as equations on semirings [16,6].

* This work was funded by the DFG project “Polynomial Systems on Semirings: Foun-
dations, Algorithms, Applications”.
! Freely available from https://github.com/mschlund/FPsolve

M. Holzer and M. Kutrib (Eds.): CIAA 2014, LNCS 8587, pp. 1-15, 2014.
© Springer International Publishing Switzerland 2014
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— Authorization problems (like, for instance, the authorization problem for the
SPKI/SDSI authorization system), can be recast as a reachability problem
in weighted pushdown automata [12], and thus to algebraic systems [6].

— Computing the reputation of a principal in a reputation system (a system in
which principals can recommend other principals, and rules are used to com-
pute reputation out of a set of direct recommendations) reduces to solving
an algebraic system [5].

— Evaluating a Datalog query can be reformulated as the problem of deciding
whether a non-terminal of a context-free grammar is productive or not, and
so it also amounts to solving a system of equations. Moreover, several prob-
lems concerning the computation of provenance information, an important
research topic in database theory, reduces to solving an associated algebraic
system over different semirings. [11]

The paper is structured as follows. Section 2 motivates by means of a scenario
the interest of generic solvers for algebraic systems. Section 3 describes the basic
algorithms and data structures used in FPSOLVE . Finally, Section 4 briefly
describes the implementation.

2 Scenario: A Recommendation System

We succinctly describe SDSIREC, a recommendation system inspired by the
SDSI authorization system [12], and very close to the reputation system de-
scribed in [5].

SDSIREC distinguishes customers (denoted by x,y, z) and products (denoted
by p). Given a collection of individual recommendations of products by cus-
tomers, SDSIREC computes an aggregated customer rating for each product.
Individual recommendations are described in SDSIREC by means of rules of the
form:

r.Rec 5 p (1)
x.Trust 2y (2)

The term z.Rec denotes the fuzzy set of all products recommended by customer
x. The rule z.Rec —> p denotes that p belongs to z.Rec with weight w, i.e., that
x recommends p with “rating” w. Analogously, x.Trust denotes the fuzzy set of
all customers (whose recommendations are) trusted by x. The set of all weights,
denoted by S, contains the special weight 0, which explicitly states that p resp. y
does not belong to x.Rec resp. x.Trust; assigning a rule the weight 0 is equivalent
to removing the rule from the input.

Besides direct recommendation and direct trust, SDSIREC also takes into
account indirect recommendation of products via trust in other customers. For
instance, consider the following scenario:

JESSE. Trust —%s WALT
WALT.Rec —25 FPSOIVE
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Since WALT recommends FPSOLVE with weight ws, and JESSE trusts the recom-
mendations of WALT (his former high-school teacher) with weight wy, SDSIREC
infers that JESSE indirectly recommends FPSOLVE with some weight wy ® wa,
where ©® abstracts from the concrete way how the weights should be combined
into a new weight. The operator must satisfy 0 © w = 0 = w ® 0, so that the
interpretation of 0 as a non-existing rule is preserved. The inference is modeled
be the following (hard coded) rules:

2. Trust = 2. Trust. Trust (3)

x.Rec 5 2. Trust.Rec (4)

Rule (3) states that the set of customers trusted by = contains the set of cus-
tomers trusted by customers trusted by z. Analogously, rule (4) states that the
set of products recommended by = contains all products recommended by cus-
tomers trusted byz. As these rules may lead to cycles, i.e. x might trust herself,
thereby recommending to herself the products recommended by her, SDSIREC
allows one to specify discount factors A and u to dampen resp. penalize these
effects. The special weight 1 (required to satisfy w®1 = w = L@ w) can be used
to disable this discounting. SDSIREC then treats the rules (1) to (4) as rewrite
rules in the sense of a pushdown system [16]. For instance, we get

JESSE.Rec 5 JESSE. Trust.Rec —2s WALT.Rec —23 FPSOLVE
A
JESSE.Rec 5 JESSE. Trust.Rec — JESSE. Trust. Trust.Rec —s WALT. Trust.Rec

The first “path” with weight u © w; ® ws captures that JESSE indirectly rec-
ommends FPSOLVE. The second path is an example of a path that cannot be
extended to a recommendation of p: Since WALT trusts nobody (as specified by
the input system), SDSIREC can never rewrite WALT.Trust to WALT.

In order to compute to what extent p belongs to x.Rec SDSIREC finally
aggregates the weight of the (possibly infinitely many) paths leading from z.Rec
to p. We use @ to denote the operator that is used to aggregate the weights
of different paths. It is well-known that if (S, ®,®,0,1) forms an w-continuous
semiring, then the problem of aggregating over all possible paths can be recast as
computing the least solution of an algebraic system (see below) [9,16,6]. Recall
that (S, ®,®,0,1) is a semiring if ® and ® are associative and have neutral
elements 0 and 1, respectively, @ is commutative, ® distributes over @, and any
product with 0 as factor evaluates to 0. Given a,b € S, we say a C b if there is
c € S such that a 4+ ¢ = b. A semiring is naturally ordered if the relation C is a
partial order. An w-continuous semiring is a naturally ordered semiring extended
by an infinite summation-operator » that satisfies some natural properties. In
particular, for every sequence (a;);>o the supremum sup{} ., ai | k¥ € N}
w.r.t. C exists, and is equal to Y, a; [14]. o

Let R;, and T, be variables standing for the total weights with which =
recommends p or trusts y, and let 4, ¢, denote the weights of the direct rec-

ommendation, or the direct trust of « in p and y, respectively (i.e. z.Rec Tap P

t:C
resp. x.Trust —— ).
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If (S,®,®,0,1) is an w-continuous semiring, then the total weights are the
unique smallest solution w.r.t. C of the following algebraic system (cf. [9,16,6])

Rep =17up @ @ 1O Ty © Ry for all consumers x, products p
y

Thy =tey @ @ AOT,, ©T,y for all consumers z, y
z

The key point of our argumentation is that in an application like the above we
are interested in solving the same set of equations over many different semirings.
Even further, users of the system may be interested in first defining their own
semiring, and then solving the system. To illustrate this, let us examine several
different interpretations of “weight”, all of them very natural:

Weights as Scores. The most natural interpretation of weights is perhaps as
scores. A consumer x gives a product p or another consumer Y a score, corre-
sponding to its degree of satisfaction with p, or its degree of trust in the recom-
mendations of Y. If we assume that scores are real numbers in the interval [0, 1],
and choose ® and ® as sum and product of real numbers, we obtain the prob-
abilistic semiring. Then R, represents the total weight of all recommendation
paths leading from z to p. If we choose the Viterbi semiring ([0, 1], max, -, 0, 1)
instead, then R, returns the weight of the strongest recommendation path.

Weights as Fxpire Times. Direct recommendations and trust, represented by
rules of types (1) and (2,) can (and should) have an expire time. If we choose
@ to be the maximum and ©® the minimum over the reals, then R, returns the
earliest time at which all recommendation paths from z to p will have expired.

Weights as Provenance Information. If a system user does not trust some con-
sumers, she may wish to compute, for each recommendation path from z to p,
the set of consumers in the path. Or she may want to know the set of consumers
visited along the recommendation path of maximal weight. Such provenance
information can be computed within the semiring framework. For this it is con-
venient to treat all non-zero parameters rap, tzy, A, as formal parameters (free
variables).

— To compute for each path the set of consumers involved, one can use the
Why-semiring, well-known in provenance theory. Semiring elements are sets
of sets of consumers. We set 7, = {{z}} and ¢, = {{z,y}} (and treat X as
{{A}} and p as {{u}}), and define:

[ ] {Xl,...,Xn} ® {Yl,...,Y;L} = {Xl UYl,.’I}l U}/Q,...,Xn UYm}, and
o {X1,.... X} {h,... )Y} ={X1,.... X\,,1,..., Y, }.

— If we wish to compute the provenance of the recommendation of maximal
weight, we can use the following semiring: as semiring elements we choose
the pairs (a, X), where a € [0,1] and X is a set of consumers. We set
toy = (w,{z,y}) with w € (0,1], and analogously for r;,. The abstract
operators are instantiated as follows:
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. (Oél,Xl) O) (OzQ,XQ) = (011042,X1 U XQ), and

o (a1,X1) ® (g, X2) := (max{aq, az},if a1 > as then X; else X»)
These examples show that, instead of creating new tools for each new semiring,
it can be better to implement a generic tool, with generic algorithms applicable
to any semiring, or at least to any semiring in a broad class.

3 Algorithms and Data Structures

The two main generic schemes implemented in FPSOLVE for the approxima-
tion (and sometimes exact computation) of the least solution of an algebraic
system are classical fixpoint iteration and Newton’s method. Following [15,10],
we introduce them as procedures that “unfold” the algebraic system up to a
certain depth which allows both to unify and at the same time simplify their
presentation.

Classical Fized-Point Iteration. Given an algebraic system of equations X =
F(X) over an w-continuous semiring, Kleene’s theorem states that the system
has a unique least solution pF' with respect to the natural order C, and that
wF is the supremum of the sequence F(0), F%(0),...,F0) [14]. So uF can be
approximated by computing successive elements of the sequence. If the semiring
further satisfies the ascending chain property (for every w-chain a; C ag C ...
eventually ay = apy1 = agi2 = ...) then uF = F*(0) for some i > 0, and so puF'
can be effectively computed.

As explained in e.g. [15], an algebraic system can be associated a context-free
grammar. For instance, for the system

X=a0X0X0b (5)

we obtain the grammar
X —>aXX|b (6)

Conversely, we assign to a derivation tree of the grammar a value in the semiring,
given by the product of its leaves (the ordered product if the semiring is not
commutative); further, we assign to a set of derivation trees the sum of the
values of its elements. The following result can be proved by a simple induction
on k:

F¥(0) is the sum over the set of all derivation trees of the grammar of
height less than k.

Building on this observation, for every k we “unfold” (5) into an acyclic system
over variables X<" and X=" for every h < k, such that the solutions of X <h
and X=" are the values of the derivation trees of height less than h and equal
to h, respectively. For this, we obviously have to set

X<=0 X7=p and X' =Xx<PgXTforallheN (7
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In order to obtain the defining equation of X=" we observe that the trees of
height h can be partitioned into those whose left subtree has height h — 1, and
those whose left subtree has height strictly smaller than A — 1 and whose right
subtree has height h — 1, i.e. we partition by means of the first position from the
right at which a subtree of height exactly h — 1 is rooted. This leads to

X:h =a ®X<h @X:hfl Dad X:hfl ® X<h71. (8)

We can see the unfolding up to depth k as a symbolic representation of F*(0),
which implicitly uses subterm sharing (arithmetic circuit). When the coefficients
of the algebraic system (a,b in our example) are formal parameters, we can
efficiently compute F*(0) for different values a, b, by just plugging them into the
unfolded system.

Newton’s Method. Newton’s method for arbitrary w-continuous semirings, as
described in [9], can be much faster than Kleene iteration. It is shown in [10]
that the method can also be presented as an unfolding of the algebraic system:
This time, the system is unfolded w.r.t. the Strahler number or dimension of
its associated derivation trees (see [10,15]). The dimension of a rooted tree ¢ is
defined as the height of the largest perfect binary tree that is a minor of ¢.

Consider again equation (5). We split X into a family of variables X < and
X=4 for d € N. The solutions of the unfolded system for X <¢ and X=¢ will now
be the value of the derivation trees of dimension less than d, and equal to d,
respectively. Just as before, we have

X<0=0 X7=p and X< =Xx<IgXTlforalldcN. (9)

In order to derive the defining equation of X=¢, observe that there are three
possible cases for a tree of dimension d: either the left subtree has dimension d,
and the right subtree has dimension at most d—1; or vice versa; or both subtrees
have dimension exactly d — 1 (this is the case in which the root of the minor
coincides with the root of the tree). So we get

X =a0X0X“gaoX“o0XMoao X" oxT (10)

However, this unfolding does not represent an arithmetic circuit as it is not yet
acyclic: X=¢ appears on both sides of the equation. But equation (10) is linear
in X~ and so, if multiplication is commutative, we can replace it by (with
191=2)

X =20a0X 0 X0 X7 e x7i! (11)
and use Kleene’s theorem [14] to replace it by
X~ = (20X 00 (X=1)? (12)

where the Kleene star is defined, as usual, by #* 1=}, | 2% (and is well defined
for any w-continuous semiring).? The new system is acyclic, i.e. an arithmetic

2 In the noncommutative case, one may resort to an instance of the semiring of contexts
in order to obtain a rational tree expression.
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circuit w.r.t. @, ®, and %, and as in the previous case, can be used as a com-
pact symbolic representation of the d-th Newton approximation, useful when a, b
are formal parameters (see Fig. 1 for an example). In particular, every Newton
approximation can be represented by means of a rational expression.

To actually compute the solution for particular values of a and b, we can then
use straight-forward constant propagation going from bottom (X =%, X <°) to top
(X<9). However, for this the Kleene star z* must be effectively computable in
the given semiring representation. This is indeed the case for several important
semirings. The simplest example is the probability semiring, where for every
rational number z € [0,1) we have 2* = 1/(1 — z). Tropical semirings are
another example. For instance, over the integers extended by least (—oo) and
greatest element (4+o00) , with addition given by min and multiplication given
by + (on Z), we have z* = 0 if x > 0 and © = —oo otherwise. A third example
is the semiring of semilinear sets of vectors with components in N U {oco}, with
XY =XUY, and XoY ={r+y|lzeX,yecY}.

Connection to Newton’s Method over the Reals. Applying Newton’s method to
g(X):= f(X)— X = aX?— X +b (interpreted over the reals) starting form the
initial approximation X = 0 we obtain the sequence:

9(Xq) an —Xa+5b . an —Xq+b

Xo:=0 Xgp1=Xq— = Xa— =X
0 TR X)) T T 20X, -1 T oax,

Setting Yy := X441 — Xy this can be written as
Yy =2aX,Yy + (aX3 — Xgq+0).

Straight-forward induction now shows that over the nonnegative reals the val-
ues of Xy and X <9 resp. Yy and X~=¢ coincide [10]. In particular, the defining
equation of X=% can be seen as the generalization of the derivative of aX? in
the noncommutative case.

Multivariate Case. Both unfoldings immediately generalize to the setting of mul-
tiple variables X,Y,.... As mentioned above, in the univariate case we use the
fact that the solution of an equation X = aX + b is given by a*b. In the multi-
variate case, when the semiring is commutative, we have to deal with systems of
linear equations X = AX + B for a matrix A and a vector B over the semiring.
It is well known that the solution is given by A*B, where A* = Y72 A and
matrix multiplication is defined as for the natural or the real numbers, but re-
placing sum and product by the operations of the semiring being considered. In
the next section, we describe the two algorithms for computing A* implemented
in FPSOLVE.

3.1 Solving Linear Equations

. . i . . .
As mentioned above, solving a linear equation amounts to computing A* for a
given square matrix A over a semiring. Given a matrix A, the algorithms returns
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a matrix whose elements are semiring expressions over the semiring operations
and the Kleene star. So, intuitively, the algorithms reduce the problem of com-
puting the star of a matrix to computing the star of semiring elements.

FPsoLVE implements both the well-known Floyd-Warshall algorithm, and the
recursive divide-and-conquer approach.

Generalized Floyd-Warshall. The Floyd-Warshall algorithm for solving the
all-pairs-shortest-path problem in weighted (finite) graphs carries directly over
to the setting of generic w-continuous semirings, even if addition @ is not idem-
potent (cf. [7]). (In fact, it suffices when the semiring (S, ®, ®, 0, 1) is closed but
not necessarily w-continuous.) The following description is an optimized variant
of the algorithm in [7] which reduces the number of semiring operations required.

input : Matrix A € S"*™ over a semiring S.
output: Reflexive-transitive closure A*.

forj=1...n,j#kdo
Bi’j = Bi’j S5 Bi,k O] Bk’j
end
end
for j=1...n,j #kdo
By j = Brx © B
end
end
return B

Algorithm 1. Generalized Floyd-Warshall algorithm over semirings
From the description of the algorithm it is easy to count that the total number

of semiring operations (i.e. +,-,*) needed is T'(n) = 2n3 — 2n? + n € O(n?).

Divide-and-Conquer. This algorithm recursively applies the formula for com-
puting the Kleene star of a 2 x 2-matrix:

a=A"B
_|AB « | F aG” ... B =CA”
M_{CD] M _[G*ﬁ G*] Yith G _ Db+ Ca

F = aG*B+ A

Given a n x n-matrix M (n > 2), the entries A, B, C,D become submatrices of
M to which the algorithm is then applied recursively; the recursion stops when
either n = 2 or n = 1. A formal proof of correctness (for any Conway semiring)
goes back to Esik and Kuich (cf. [7]).
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Altogether we need two recursive calls, six matrix multiplications (the term
aG™ appears twice and thus needs to be evaluated only once), and two matrix
additions. Hence, the number of operations needed by this algorithm can be
expressed by the recurrence relation®

ron=ar(5) +ofe () - ()] +2)

3
=21 () + ot -

Which can be solved exactly (setting T'(n) = 1 and n = 2!) resulting in T'(n) =
2n3 — 2n? + n € O(n?). Hence this algorithm uses the same number of opera-
tions as Floyd-Warshall. Both algorithms need n3 — 2n? + n additions, n® — n

multiplications, and n Kleene stars.

Symbolic Solving. Recall our initial example
X=a0X0Xdb

and its unfolding w.r.t. dimension for an arbitrary d € N (assuming ©® is com-
mutative)

X:d:2®a®X:d®X<d@a®X:d71@X:dfl

As X<d = X<d=1q Xx=1-1 every iteration of Newton’s method essentially con-
sists of solving this linear equation after substituting for the variables X <? and
X =91 the already computed solution. Analogously, in the multivariate setting
essentially the same linear equation system has to be solved over and over again.
FPSOLVE thus allows to first compute a symbolic solution of the linear system
by treating X <? and X =91 as formal parameters which allows to share common
subexpressions and thus obtain a succinct symbolic representation of a Newton
approximation. This allows to efficiently evaluate a Newton approximation of an
algebraic system for several different semiring interpretations.
Consider the generic linear equation system

()= ()-G)+(5)

Treating a, ..., f as formal parameters over some semiring, the (symbolic) solu-
tion of this system is given by

xz\ _ [(a*b(ca*d® d)*ca*e ® a*b(ca*b D d)* f & a*e
y) (ca*b @ d)*ca*e @ (ca™b ® d)* f

where we have omitted the ® for readability.

3 Note that multiplying two n X n matrices requires n® —n? operations (via the school-
book method — we cannot use e.g. Strassen’s algorithm as we lack a difference oper-
ator!).
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The internal representation of these terms is shown
in Fig. 1: FPSOLVE stores the expressions as part
of an “abstract syntax DAG” (reversing the direc-
tion of the edges we obtain an arithmetic circuit
with gates for addition, multiplication, and Kleene
star) similar to BDD libraries like CUDD, where
we have colored the z- resp. y-component in light
resp. dark grey; this representation allows to re-
duce both the memory consumption, and the re-
evaluation of identical subterms.

In this simple 2 x 2 case the concrete recursive
approach (as stated above) computes 10 semiring
operations, the same if the symbolic solution is com-
puted (using the same recursive algorithm). This
holds in general if all elements of the input matrix
are different. However, in general input matrices
can have the same element in many different po-
sitions, then even the recursive algorithm will com-
pute some identical subexpressions multiple times
(that occur in different execution branches) since it
cannot guess them a priori. In this case, symbolic
solving allows for a global subexpression detection

Fig. 1.

Succinctly repre-

senting all terms of the
product A* - (e, f)T
BDD-like sharing of subex-
pressions. By reversing the
direction of all edges this
can be read as an arithmetic

via a

after the whole matrix-star has been computed.
Although the symbolic approach significantly re-
duces the number of semiring operations needed,
the overhead from computing and storing the sym-
bolic solution is not always negligible. This is partic-
ularly true for numeric semirings (like the semiring

circuit with output gates

of positive reals) that are implemented using ma-
colored in grey.

chine precision floating point numbers — for these
the semiring operations are so fast that the over-
head outweighs the benefits of symbolic solving.

We therefore give the user the freedom of choice whether to use the concrete
(i.e. in every iteration) or symbolic (i.e. solve once then plug in in every iteration)
method of solving linear equations.

3.2 Decomposition into Strongly-Connected Components

To efficiently process large algebraic systems, FPSOLVE supports a decomposi-
tion of the system into strongly connected components (SCCs). To make this
precise recall the definition of dependency graph: Its nodes are the variables oc-
curring in the algebraic system; its edges are induced by the defining equations:
we have an edge from variable X to variable Y if Y occurs in the defining equa-
tion of X. X depends on Y if there is a path from X to Y in the dependency
graph. To determine the value of variable X it then suffices to determine the val-
ues of all variables on which X depends. Using Tarjan’s algorithm we therefore
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partition the dependency graph into SCCs, and process these SCCs in reverse
topological ordering (“bottom up”). In particular when using Newton’s method
this can lead to a noticeable speed-up in the computation of the Kleene star.

4 Implementation

Currently, FPSOLVE comprises roughly 8,000 lines of C++. The code can be
obtained freely from https://github.com/mschlund/FPsolve. We use several
existing frameworks and libraries:

— CPPUNIT for writing unit-tests.

BOOST for 10-tasks (parsing, command-line arguments).

— GENEPI, MONA, and LASH for representing semilinear sets via NDDs.
LIBFA for representing elements of “lossy” semirings (i.e. semirings satisfying
1 C a for any semiring element a # 0 — this generalizes the downward closure
of languages) as finite automata.

FPSOLVE features data structures for commutative as well as non-commutative
polynomials, different solvers (semi-naive fixpoint iteration, Newton’s method),
and several predefined semirings (semilinear sets, real numbers, tropical and
boolean semiring) as well as some generic constructions (via C++ templates) to
build new semirings from existing ones like the direct product of two semirings
or the semiring of matrices over some semiring.

The focus of our library is to provide generic algorithms and to be easily
extensible. One of our goals was to make it easy for users to write their own
semiring-constructions or tailor the generic solving algorithms to their needs.

The library consists of three main parts:

— Data structures (polynomials, matrices, BDD-like DAG-structure to support
subterm sharing)

— Semirings (semilinear sets, positive real numbers, why semiring, generic
product semiring, ... )

— Solvers (Kleene solver, Newton solver)

Figure 2 shows a simplified view of the main structure of our library. Observe
that many classes are templated which produces efficient code due to compile-
time polymorphism.

4.1 Invocation of the Standalone Solver

FPSOLVE also includes a callable solver and a parser for equation systems that
demonstrates the use of the library.

To apply the standalone solver, one has to describe the algebraic system as a
BNF-style context-free grammar. Variables of the system are enclosed in angle
brackets, multiplication is not explicitly written, the addition x + y is written as
z | y. To solve the following system over the reals

X =05XY +0.5 Y =03Y +0.7X

we would create a text file test.g containing:


https://github.com/mschlund/FPsolve
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SR :Semiring !
Non commutative Polynomlal ——————— |
~
1 e :
b=r=-=--= \SRSemiripg! ¥ p--------
1 | Commutative Polynomial SR Semiring

T |LmSolver LSType

| Poly:Polynomial_ ,
- TTTssT/ ’l NewtonSolver |
1
Tl Semiring ! - LSType

T2 Semlrlng_ /\
| Free | | SemilinSet | Float | |_| uple

| SymbolicLinSolver | | ConcreteLinSolver

Fig. 2. A (simplified) part of our architecture

<X>
<Y> .

0.5 <X> <Y> | 0.5;
0.3 <Y> | 0.7 <X>;

The simplest invocation of the tool is then
$ ./fpsolve -f test.g --float
This minimal set of parameters specifies

1. the input file containing the algebraic system (-f test.g).
2. the semiring over which the system and its constants (like 0.3) are to be
interpreted (here —-float ).

The tool outputs:

$ ./fpsolve -f test.g --float
Newton Concrete

Iterations: 3

Solving time: 0 ms (196 us)
X == 0.875

Y == 0.875

By default, the number of Newton iterations for a system of n equations is
n + 1 — for commutative, idempotent semirings this suffices to compute the
exact solution [8].

A more sophisticated use of the tool’s options would be the following;:

$ ./fpsolve -f test.g --float -i 10 -s newtonSymb
Newton Symbolic

Iterations: 10

Solving time: O ms (536 us)

X == 0.999023

Y == 0.999023
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Here, we select

1. the number of iterations (-i 10)
2. the solving algorithm to use (switch -s), possible choices are newtonSymb,
newtonConc, kleene.

For larger equation systems there is the possibility to decompose the system into
SCCs and solve them bottom-up (switch --scc).

4.2 Custom Semirings and Extensions

It is very easy and straightforward to extend our library with new semirings, it
merely requires three steps:

— Implement all semiring operations (addition @, multiplication ®, star *)

— Define a constructor that takes a string-argument (effectively a small parser)

— Add a new command-line switch to the main-method together with a call to
the solving function.

The second point delegates the 10 /parsing task for semiring-elements to the
implementer. This enables us to parse equation systems into the most general
intermediate format (non-commutative polynomials over the free semiring) and
then to map these to the user-defined semiring. Since our input-parser takes quite
some time to compile (due to boost: :spirit and templates), by this approach
we avoid to touch the parser and the need for recompilation.

The semiring operations ®, @ (+ and *) are implemented in the abstract base-
class Semiring using += and *=. Any new semiring should be derived from the
abstract class StarableSemiring and has to implement the three operations
*=_+= star (). Take for instance the “MaxProvenance” semiring from the end
of Section 2 consisting of pairs («, X) of real numbers and sets of variables with

(alaXl) © (QQ,XQ) = (QIQQaXl U X2)
(a1, X1) ® (a2, X2) := (max{ai, as},if a1 > a2 then X; else X5)
(o, X)* := (1,0)

To implement this simple semiring, we derive from StarableSemiring the new
class MaxProvSR with members weight and prov storing « (e.g. as a float) and
X (e.g. as a set<>), respectively. What remains is then to implement the three
operators *=, += star (). For instance, the addition-assignment operator could
be implemented as

MaxProvSR MaxProvSR: :operator+=(const MaxProvSR& elem)
{
if (this->weight < elem.weight) {
this->weight = elem.weight;
this->prov = elem.prov;
b
return *this;

}
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Inheritance then takes care of the implementation of the addition operator. Im-
plementing the remaining two operators is just as straight-forward. To make the
semiring available in the command line tool, a corresponding switch and a parser
for reading semiring elements from the input have to implemented in addition.

To check our claim of “easy extendability”, we made a rather naive implemen-
tation of the Why-semiring for this paper which took about two hours (until all
bugs were eliminated?). Once a new semiring is defined and the main-method is
adapted, all solvers just work out-of-the-box to solve algebraic systems like the
following (file test/grammars/bintrees.g):

<KX> = a<X><X> | c;

$ ./fpsolve --why -f ../test/grammars/bintrees.g
Newton Concrete

Iterations: 2

Solving time: 0 ms (214 us)

X == {{a,c},{c}?}

$ ./fpsolve --why -f ../test/grammars/bintrees.g -s kleene -i 2
Kleene solver

Iterations: 2

Solving time: O ms (281 us)

X == {{a,c},{c}}

5 Conclusions and Related Tools

We have introduced FPSOLVE, an implementation of generic algorithms for solv-
ing fixpoint equations on semirings. The algorithms are parametric on the semi-
ring. New semirings can be easily added by defining implementations of the sum,
product and (possibly) Kleene star operations.

As mentioned in the introduction, many program analysis problems can be
reduced to solving fixpoint equations on semirings. This has lead to a number
of implementations and tools. An early effort is the Fixpoint-Analysis Machine
for solving systems of boolean fixpoint equations [18]. The tool can deal with
hierarchical and alternating fixpoints, but is not parametric on the equation
domain. The Weighted Pushdown Systems Library and Weighted Automata
Library (see [16,3,2]), and GOBLINT (see [4,1] implement many sophisticated
algorithms for semirings satisfying the ascending chain condition.

While FPSOLVE is currently an academic tool, we have illustrated its potential
interest outside theoretical computer science by means of an application scenario,
namely a recommendation system. Genericity allows the users of the system
to aggregate the information given by individual recommendations in different,
personalized ways, by defining their own semiring.

4 We developed a small collection of unit-tests (also generic tests that can be instan-
tiated with any semiring) and encourage any user who implements new semirings to
use and adapt them during development.
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Abstract. Much work has been done to obtain classes of picture lan-
guages that would correspond to the classes of the Chomsky hierarchy
for string languages, and finally the class REC of recognizable picture lan-
guages has been agreed on as the class that corresponds to the ‘regular
string languages.” This class has several nice characterizations in terms
of regular expressions, tiling automata, and on-line tesselation automata,
and it has nice closure properties, but it also has two main drawbacks:
all its characterizations are highly nondeterministic in nature, and it
contains languages that are NP-complete. Consequentially, various de-
terministic subclasses of REC have been defined. Mainly, however, these
definitions are quite complex, and it is not clear which of the resulting
classes should be considered as ‘the’ class of deterministic recognizable
picture languages. Here we present some recent developments obtained
in a research project that aims at finding a deterministic model of a
two-dimensional automaton that has the following desirable properties:

— the automaton should be conceptually simple,

— the class of languages accepted should be as large as possible,

— it should have nice closure properties,

— the membership problem for each of these languages should be solv-
able in polynomial time,

— but when restricted to one-row pictures (that is, strings), only the
regular languages should be accepted.

In the course of the project, several types of two-dimensional automata
have been defined and investigated. Here these types of automata and
the classes of picture languages accepted by them are compared to each
other and to the classes REC and DREC, and their closure properties and
algorithmic properties are considered.

Keywords: picture language, two-dimensional automaton, Sgraffito au-
tomaton, restarting automaton.

1 Introduction

The theory of automata and formal languages is one of the classical subjects
of theoretical computer science. One of its most celebrated achievements is cer-
tainly the hierarchy of language classes known as the ‘Chomsky hierarchy.” Par-
ticularly the two lower classes, that is, the class REG of regular languages and

M. Holzer and M. Kutrib (Eds.): CIAA 2014, LNCS 8587, pp. 16-41, 2014.
© Springer International Publishing Switzerland 2014
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the class CFL of context-free languages and its subclass DCFL of deterministic
context-free languages, have found many applications in theoretical research as
well as in practical work. It may, however, be less well-known that already in
the 1960’s work started on extending these notions from strings to pictures, that
is, from one-dimensional objects to two-dimensional objects. Here at least three
approaches are to be mentioned:

— M. Blum and C. Hewitt extended the notion of finite-state acceptor to two
dimensions, obtaining the four-way finite automaton (4FA) and the four-way
marker automaton [3],

— A. Rosenfeld introduced the isometric array grammars [28] which generate
pictures by performing rewrite sequences in the plane,

— G. Siromoney, R. Siromoney, and K. Krithivasan presented the matriz gram-
mars [29] which generate pictures by first deriving a horizontal string of in-
termediate symbols and by then performing vertical rewrites in parallel on
that string.

The 4FAs and the right-linear matriz grammars of [29] are quite weak with
respect to their expressive power, while the isometric array grammars are very
expressive. Accordingly, in the years since, many more analytical and generative
methods have been proposed and investigated for describing picture languages.
One of the major concerns in these studies has been the quest for a class of
picture languages that could rightfully be considered as the two-dimensional
equivalent of the class REG of regular (string) languages. Here we mention only
some of them:

— the two-dimensional on-line tessellation automaton (20TA) of K. Inoue and
A. Nakamura [10] is a two-dimensional cellular automaton that processes a
given picture of size m by n by performing m +n — 1 global steps that sweep
across the picture from the top-left corner to the bottom-right corner,

— D. Giammarresi and A. Restivo presented tiling systems in [6], which consist
of a finite number pictures of size 2 by 2 (the so-called tiles) over a finite
alphabet I' and a projection 7 : I' — X and which define the set of all
pictures P over X for which there exists a picture P’ of the same size over
I' that can be covered with the given tiles such that P = 7 (P’) holds,

— in [7] D. Giammarresi and A. Restivo also presented regular expressions for
picture languages, defining several different classes of picture languages.

As it turned out, the class of picture languages that are accepted by 20TAs
coincides with the class of picture languages that are defined by tiling systems
and with the class of languages that can be defined by complementation-free
regular expressions with projection.

This class is now known as the class REC of recognizable two-dimensional lan-
guages. It has many nice closure properties and various different characteriza-
tions that can be interpreted as two-dimensional analogs to characterizations of
the regular (string) languages, and in addition, the string languages contained in
REC are just the regular languages. Accordingly, this class is generally considered
as the appropriate generalization of the regular languages to two dimensions.
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However, there is a serious drawback: the class REC contains languages that
are NP-complete [16]. Thus, from a complexity theoretical point of view, the
languages are much more complicated than the regular (string) languages. Con-
sequentially, much work has been spent on deriving deterministic variants of the
different nondeterministic characterizations of REC. These include the following:

Already in [3], M. Blum and C. Hewitt considered deterministic 4-way finite
automata (4DFA), showing that these automata are strictly weaker than the
nondeterministic variants.

In [10] K. Inoue and A. Nakamura also introduced deterministic two-
dimensional on-line tessellation automata (2DOTA), and they proved that
the class of picture languages accepted by these automata is incomparable
to the class of languages accepted by (deterministic) 4-way finite automata
with respect to inclusion.

The class DREC of deterministic recognizable two-dimensional languages of
M. Anselmo, D. Giammarresi and M. Madonia [1], which are defined by
deterministic tiling systems. DREC is a proper subclass of REC, and the
membership problem for a language L in DREC is solvable deterministically
in linear time (in the size of the given picture).

A different notion of deterministically recognizable two-dimensional lan-
guages was obtained by K. Reinhardt [27], who uses tiles of size 2 by 1
and of size 1 by 2, and who describes a rewriting process that is to produce
a unique tiling for a given input picture.

Asan extension of the previous notion, B. Borchert and K. Reinhardt also intro-
duced the notion of Sudoku-deterministically recognizable picture languages [4],
where a transformation process similar to the way in which a Sudoku puzzle is
being solved is used to transform a given input picture into a unique tiling.
Deterministic tiling automata have been studied by M. Anselmo, D. Gi-
ammarresi, and M. Madonia in [2]. Given an input picture P, such an au-
tomaton scans P based on a fixed scanning strategy using a given tiling
system and a particular data structure. It turned out that the class of pic-
ture languages that are accepted by these automata coincides with the class
DREC mentioned above.

Thus, quite a large number of different deterministic subclasses of the recog-
nizable picture languages have been considered, and it is not clear which of them
is the ‘right’ one. Some of them are too small, while for others the accepting de-
vices are not very intuitive. This led to a research program that aims at deriving
a class of two-dimensional automata that satisfy all of the following conditions:

the automata should be conceptually simple, that is, it should be ‘easy’ to
design automata of this type for interesting example languages;

they should be more powerful than the class DREC of deterministic recogniz-
able languages of [1], but when restricted to the one-dimensional case (that
is, strings), this model should only accept the regular languages;

the membership problem for the accepted languages should be decidable in
polynomial time;

and the class of accepted picture languages should have nice closure properties.
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In the present survey we present some recent models of two-dimensional au-
tomata that were developed in the course of this program:

— the deterministic Sgraffito automaton of F. Mréz and D. Prusa [23],

— the restarting tiling automaton of the same authors [22],

— the deterministic two-dimensional three-way ordered restarting automa-
ton [19], and

— the deterministic two-dimensional extended two-way ordered restarting au-
tomaton [18].

We will present these automata in turn, providing simple examples and stat-
ing their main properties. As we will see, these types of deterministic two-
dimensional automata are quite expressive, and the corresponding membership
problems are solvable in polynomial time, but unfortunately, none of them meets
all the conditions listed above. Accordingly, the quest for such a type of two-
dimensional automaton is continuing.

This paper is structured as follows. In the next section we introduce basic no-
tions and notation on picture languages, and we restate the definitions of some
types of two-dimensional automata from the literature in short. Then we con-
sider the Sgraffito automaton from [23] and its main properties, and we study the
deterministic Sqraffito automaton, presenting the main results from [25] and [26].
In the next section we turn to two-dimensional variants of the restarting automa-
ton by looking at the restarting tiling automaton, before we study deterministic
2-dimensional 4-way ordered restarting automata in Section 6, deterministic 2-
dimensional 3-way ordered restarting automaton in Section 7, and deterministic
2-dimensional (extended) 2-way ordered restarting automata in Section 8. The
paper closes with a short summary and some open problems.

2 Pictures and Picture Languages

We use the common notation and terms on pictures and picture languages (see,
e.g., [7]). For a finite alphabet X', X** denotes the set of rectangular pictures
over X, that is, if P € X** then P is a two-dimensional array of symbols
from X'. We denote the number of rows and columns of a picture P by rows(P)
and cols(P), respectively. The pair (rows(P), cols(P)) is called the size of P. The
empty picture A is defined as the only picture of size (0,0), and for all m,n > 1,
Y™™ denotes the set of pictures of size (m,n) over X'. A picture language over
Y is a subset of X**. For 1 < i < rows(P) and 1 < j < cols(P), P(i,j) (or
shortly P; ;) identifies the symbol located in row ¢ and column j of P.

Two (partial) binary operations are used to concatenate pictures. Let P
and @ be pictures over X of sizes (k,l) and (m,n), respectively. The column
concatenation PO Q) is defined if and only if & = m, while the row concatenation
PoqQ is defined if and only if [ = n. These products are depicted below:
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Pra Py
Pl,l PL[ Q1,1 Ql,n PZ . P;
Po@=1| ..o and PoQ = Q’ill "'Q’f,l
Pit o Pot Q- Qoo e
LQm,1 - Qmpn

We also define AOP = PoA=A0P = POoA = P for any picture P. These
operations are extended to languages by taking L1 0Ly = {PLOPy | P, € L; }
and L1 0Ly = {Plopg | P, € Lz}

The column closure L*© of a picture language L is defined as L*© = Uizo LiO,

where L°© = {A} and L'© = Lo LG~Y for all 4 > 1. Similarly, the row closure
L*© is defined as L*© = J;5, L'©, where L°© = {A} and L'° = LoL(~DO
for all i > 1. These two operations can be seen as the extensions of the Kleene
star from string languages to picture languages.

Also we consider the clockwise rotation PR and the transposition PT of a
picture P € Y™™
Pri... P Piy... Py

PR = , and PT = : Lo
Pm,n~-~P1,n Pl,n~-~Pm,n

Let # : I' — X be a mapping, where I' is an alphabet. Then 7w induces
a mapping from I'** to X** by sending P € I'"™ to P’ € X™" such that
P'(i,j) = (P(i,5)) for each 1 <i <m and 1 < j < n. This mapping is called a
projection from I'™* to X** and P’ is simply written as 7(P). Note that each
of these operations naturally extends to languages.

Let S = {F,+, T, L, #} be a set of five special markers, called sentinels. In
what follows, we will always assume implicitly that X’ NS = () for any alphabet
2 considered. In order to enable our automata to be defined below to detect the
border of a picture P € X" easily, we define the boundary picture P over X US
of size (m 4 2,n + 2), which is illustrated in Figure 1. Here the symbols -, -, T
and L uniquely identify the corresponding borders (left, right, top, bottom) of ﬁ,
while the symbol # marks the corners of p.

#IT T - T T|#
- 5
: p ;
- 5
#lL L o L L|#

Fig. 1. The boundary picture P

As mentioned in the introduction, a large variety of accepting devices has
been studied in the literature. Here we restate some of them in short.
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The 4-way finite automaton (4FA) is the two-dimensional variant of the finite-
state acceptor. Such an automaton is defined by a tuple A = (Q, X, qo0, 4a, ¢r, 0),
where @ is a finite set of states, qg, qq, ¢~ € @ are the initial state, the accepting
state, and the rejecting state, respectively, and ¢ : (@ \ {qa,qr}) X X) —
2(@x{L.R,U.D}) ig the transition relation [3]. Here L, R, U, and D denote directions
(left, right, up, down). The 4FA A accepts a picture P € X** if it has an
accepting computation on P starting in its initial state gy from position (1,1).
If 6 is a (partial) function, then A is a deterministic 4-way finite automaton
(4DFA). It is known that, in contrast to the one-dimensional case, L(4DFA) is a
proper subclass of L(4FA).

The two-dimensional on-line tessellation automaton (20TA) is a restricted
type of cellular automaton [10]. For an input P € X** a cell is placed at
each position (i,7) of P. Then a computation is performed that consists in
rows(P) 4 cols(P) — 1 many parallel steps. During the k-th step, each cell at
coordinates (i,7), where i + j — 1 = k, performs a state-transition that depends
on P(i,7) and on the states of its left and top neighbour cells. If a neighbour
lies at the border of P, it is a fictive cell the state of which is defined as the
corresponding symbol of P. The result of the computation is determined by the
final state of the cell at the bottom-right corner of P.

Also for the 20TA, the deterministic variant, the 2DOTA, is strictly weaker
than the nondeterministic variant, and £(4FA) is properly contained in £L(20TA),
while £(2DOTA) is incomparable to both, £(4DFA) and L£(4FA), with respect to
inclusion [10].

Finally, we turn to tiling systems. A tile is a square picture of size (2,2), and
for a picture P, Bzvg(ﬁ) denotes the set of all tiles that are subpictures of P.
Now a picture language L C X" is called a local language, if there exists a finite
set of tiles © such that L = { P € X** | By2(P) C ©}, that is, P € L if and
only if all tiles that are subpictures of P belong to @. This fact is expressed as
L=1L(O).

A tiling system (TS) is given through a tuple 7 = (X, I',©, ), where X and
I" are two finite alphabets, © is a finite set of tiles over I'US,and 7 : ' — X is a
projection. The language L = L(7) C X** that is defined by 7 is the projection
w(L(O)) of the local language specified by ©. L(TS) is called the class of tiling
recognizable languages [6]. Since L(TS) = L(20TA) [11], and since this class has
many nice closure properties, it is simply being referred to as REC. The class
DREC is obtained by the restriction to d-deterministic tiling systems, where d is
a corner-to-corner direction, that is, based on the chosen direction d, the tiling
of a given picture P € L is unique [1]. The class DREC coincides with the closure
of L(2DOTA) under rotation, and £(4DFA) ¢ DREC.

3 Sgraffito Automata

Our first model is the so-called Sgraffito automaton of D. Prusa and F. Mraz
introduced in [23]. It is a two-dimensional extension of the one-dimensional
constant-visit machine studied by Hennie [8].
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Let H ={R,L,D, U, Z} be the set of possible head movements, where the first
four elements denote directions (right, left, down, up), while Z stands for zero
(no) movement. Furthermore, let v : (S ~{#}) — H denote the mapping that
is defined by v(F) = R, v(d) = L, v(T) = D, and v(L) = U, that is, for each
occurrence of a sentinel from {F, -, T, L} within a boundary picture ﬁ, v yields
the direction to the nearest field of the proper picture P.

Definition 1. A two-dimensional Sgraffito automaton (2SA) is given by a tuple
A= (Qa Za Fa 53 qo, QFa :U’)7 where

— @ is a finite, nonempty set of states,

— X is an input alphabet,

— I' is a working alphabet such that X C I,

— qo € Q is the initial state,

— Qr C Q is the set of final states,

—5:(QNQr) x (I'US) — 20xUIVUS)XH s g transition relation such that the
following properties are satisfied for each pair (¢,a) € (Q ~ Qr) X (I'US)
and each transition (¢',d’,d) € 0 (¢,a):

e ifaeS, thend=v(a) and o’ = a, and
e ifa¢ S, thena ¢S,

—and p: I' = N is a weight function such that the condition p(a’) < p(a)

holds for all transitions (¢, a’,d) €6(q,a) satisfying a € I".

The Sgraffito automaton A is deterministic, that is, a 2DSA, if |6(q,a)| < 1 for
allge @ anda e I'US.

The notions of configuration and computation of the 2SA A are defined as
usual. Let P € X™* be a given input picture for A. In the initial configuration
of A on input P, the working tape contains the boundary picture P, A is in its
initial state qo, and its head scans the top-left corner of P, that is, cell (2,2)
of P. Now A walks across this boundary picture, and it cannot leave the space
covered by P. Furthermore, when executing a transition step at a position (i, )
of P, then it must replace the current symbol, say a, at that position by a
symbol, say a’, that has strictly less weight than a. It follows that A can visit
each position of P, and therewith of P, at most |I"| many times. The machine
A is said to accept P if there is a computation of A that starts in the initial
configuration on input P and that finishes in a state from Q. By L(.A) we denote
the picture language that consists of all pictures that are accepted by A, and
L(2SA) (L(2DSA)) denotes the class of all picture languages that are accepted
by (deterministic) Sgraffito automata.

The advantage of the Sgraffito automaton over the constant-visit machine is
its constructiveness. While it is undecidable in general whether a given Turing
machine is a Hennie machine (see, e.g., [21]), the property of being weight-
reducing can easily be checked algorithmically.

The first result on Sgraffito automata shows that, when restricted to one-row
pictures, that is, strings, the 25As accept exactly the class of regular languages.
Actually, this is just a slight generalization of a theorem by Hennie [8].
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Theorem 2. [23] Let A be a 2SA that accepts a one-dimensional picture lan-
guage L(A) C XY* = X*. Then L(A) is a regular (string) language.

In order to formulate the next result, we consider the two-dimensional variants
Lcopy of the copy language and I:copy of the marked copy language. The former
contains those pictures over X = {{J, B} that are of the form UoU, where U is a
square picture over X', and the latter is the picture language over 3= {O,X, m}
that consists of all pictures UoCOU, where U is a square picture over X,
and C is a column of symbols X (see Figure 2). Leopy and f/copy are widely used
examples of rather complicated picture languages [7].

(a) (b)

Fig. 2. Sample pictures from (a) Leopy and (b) Leopy

The following technical result can be proved based on a notion of horizon-
tal crossing sequence [23] that is a rather straightforward generalization of the
notion of crossing sequence as, for example, presented in [9].

Lemma 3. (a) Let L C Leopy be a picture language over X accepted by a 2SA,
and let f: 2% x N = N be the function that is defined by taking f(L,n) to
be the number of pictures in L of size (n,2n). Then f(L,n) € 20(nlogn),

(b) Let L C ﬁcopy be a picture language over b)) accepted by a 2SA, and let
f:2%"7" xN = N be the function that is defined by taking f(L,n) to be the
number of pictures in L of size (n,2n +1). Then f(L,n) € 20(nlogn)

As an immediate application we obtain the following negative results.
Corollary 4. [23] Leopy and f/copy are not accepted by any 2SA.

Concerning the various operations on languages, the following closure prop-
erties have been established for Sgraffito automata.

Theorem 5. [23] The language class L(2SA) is closed under union, intersec-
tion, rotation, transposition, row and column concatenation, row and column
closure, and projection, but it is not closed under complement.

The language of ‘permutations’ Lperm is the subset of Leopy that consists of
those pictures QO for which each row and each column of () contains the
symbol M exactly once. An example is shown in Figure 3. It is known that Lcopy
and Lperm are not in REC, while their complements belong to REC [7,15]. It is
easily seen that a 20TA can be simulated by a 2SA, and it can be shown that
Lperm is accepted by a 2DSA. This yields the following proper inclusion.
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Fig. 3. A sample picture from Lperm

Theorem 6. [23] REC C L(2SA).

Thus, Sgraffito automata are conceptually simple, they only accept regular
string languages, and the class of accepted picture languages has nice closure
properties, but they are too powerful as they accept a proper superclass of REC.

4 Deterministic Sgraffito Automata

The language Lperm € REC is accepted by a deterministic Sgraffito automaton.
Further, the following closure and non-closure properties hold.

Theorem 7. [23] The language class L(2DSA) is closed under union, intersec-
tion, rotation, transposition, and complement, but it is neither closed under row
or column concatenation nor under projection.

As DREC coincides with the closure of £(2DOTA) under rotation [2], and as
each 2DOTA can be simulated by a 2DSA, we obtain the following.

Theorem 8. [23] DREC C £(2DSA).

In fact, the 2DSA is very expressive. This follows from the observation that
a depth-first search (DFS) on certain graphs that are represented by two-
dimensional arrays (pictures) can be implemented on 2DSAs.

Let G = (V, E) be a directed graph that satisfies the following conditions:

1. VC{l,...,m} x{1,...,n} x U for some integers m, n and a finite set U.
2. For every edge ((i1,j1,u1), (i2, j2, u2)) in B, |iy —iz| + [j1 — j2| < 1.

Then G can be represented by a picture P of size (m,n), where the field at a
position (4, j) records the vertices of the form (4, j,u) (v € U) in V and the out-
going edges of these vertices. Since the edges only go to the vertices represented
in the field itself and in its neighbouring fields, it is only necessary to represent
O(|U]) many vertices and edges in each tape field.

Assume that a 2DSA A is given this representation of G as input. To tra-
verse (G, it assigns a status to vertices as well as to edges. Initially, each vertex
has status unexplored. When a vertex v is visited during the DFS for the first
time, its status is changed to open, and when the DFS backtracks to v, then
its status is set to explored. Analogously, each edge e has initially the status
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unezxplored. This changes when e is being traversed. If it leads to an unexplored
vertex, its status is set to discovery, otherwise its status is set to back. The edges
with status discovery will form DFS-trees at the end of the search. This search
can now be realized as follows:

1. If there is no vertex with status unezplored at the current field, go to 3.

2. While there is a vertex v with status unezplored (possibly fulfilling some
additional requirement), mark it as open and start the DFS, which will
return to v at the end.

3. If not all fields have been scanned yet, move the head to the next field in
the current row or to the first field of the next row when the right border is
reached. Continue with 1.

The whole process visits and rewrites each tape field O(|U]|) many times, and
hence, it can be realized by a 2DSA.

For example, a simple application of the DFS could be used to check whether
the black pixels within a black and white picture form just a single connected
component. Further, this strategy can be used to obtain simulations of other
two-dimensional types of automata by deterministic Sgraffito automata.

Let B=(Q, X, q0,4a,qr,0) be a 4FA (see Section 2), and let P € X** be an
input picture. With B and P we associate a directed graph G = (V| E):

-V =A{0,7,9) |1 <i<rows(P),1<j<cols(P),qeQ},
- E= {((2'17].17(]1),(2'2,]'2,(]2)) | (qud) € 5(Q1ap(i1aj1))a and
(i2, j2) is reached from (i1, j1) by a move according to d }.

Then B accepts on input P iff there is a vertex of the form (i,7,q,) that is
reachable from (1,1, qp) in G. Now a 2DSA A can be designed that, on input P,
simulates the DFS on the graph G, and that accepts iff B accepts, which yields
L(4FA) C L(2DSA).

Using the same approach the following results have been derived, where 4AFA
denotes the four-way alternating automaton [15], SDREC denotes the Sudoku-
deterministically recognizable picture languages [4], and 2DM;A denotes the class
of deterministic four-way one-marker automata, that is, deterministic four-way
finite automata that can use an additional marker [3].

Theorem 9. [23,25,26] L£(4AFA) USDRECU L(2DM;A) C L(2DSA).

D. Giammaresi and A. Restivo studied the problem of which functions can
be represented by recognizable picture languages. Let X' = {0} denote a one-
letter alphabet. A function f : N — N is called representable if the language
Ly ={0%/™ | n € N} belongs to REC. A representable function cannot grow
faster than an exponential function [7]. However, using 2DSAs, functions can be
represented that grow faster than any exponential function.

Theorem 10. [26] The language Ly = { ™™ | n € N} is accepted by a 2DSA.

Since the number of different crossing sequences of a 2DSA between two neigh-
bouring columns of height n is 20("1°87) the above is a function with the fastest
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possible growth that is accepted by a 2DSA. Also the following result is an im-
mediate consequence.

Corollary 11. DRECn {O0}** C L(2DSA) n{O}**.

Thus, the deterministic Sgraffito automaton is a type of two-dimensional au-
tomaton that is very intuitive, that is quite expressive, and that only accepts reg-
ular string languages. In addition, it is easily seen that the membership problem
for the language L(.A) is decidable in linear time for each 2DSA A. Unfortunately,
L(2DSA) is not closed under some important operations.

5 Restarting Tiling Automata

The restarting automaton was proposed by P. Jancar, F. Mraz, M. Platek, and
J. Vogel in [13] as a formal way of modelling the linguistic technique of ‘analysis
by reduction.” On input w € X*, a restarting automaton M scans w from left to
right until it detects a small factor v that can be simplified, that is, u is rewritten
into a shorter factor v, say. Then M starts the whole process again, this time on
the simplified string obtained by the rewrite process. This continues until either
an error is detected, and M rejects, or until a simple string is obtained that is
then accepted by M. Since the 1990’s many different variants and extensions
of the basic model of the restarting automaton have been proposed and investi-
gated, and many well-known language classes have been characterized by certain
types of restarting automata (see, e.g., [20] for a survey).

As the restarting automaton is a fairly intuitive model, it is only natural to
look for two-dimensional extensions of it. However, it is required in general that
each rewrite step of a restarting automaton is strictly length-reducing, a require-
ment that is not easily carried over to the two-dimensional setting. H. Messer-
schmidt and M. Stommel have studied a corresponding model in [17], in which
each rewrite step consists in an application of a replacement rule that is then
followed by a consolidation step that transforms the result of the replacement
into a proper picture. Their main result states that each Church-Rosser picture
language is accepted by a deterministic two-dimensional restarting automaton
of an appropriate type. Here we will not go into any details concerning these
automata as the model is technically quite involved and not very intuitive. How-
ever, it may have practical applications (see [17]).

Instead we turn to the restarting tiling automaton, which was introduced by
F. Mrédz and D. Prusa in [22] (see [24] for an extended presentation). The restart-
ing tiling automaton combines the rewrite/restart capability of the restarting
automaton with the acceptance condition of the tiling automaton. To describe
this model, we introduce the notion of a ‘scanning strategy.’

A scanning strategy determines the way in which an automaton scans a given
input picture. It is given through a pair s = (cs, f), where ¢ € {1,2,3,4}
is a starting position, and f : N* — N? is a computable partial function.
Here ¢s = 1 denotes the top-left corner, 2 denotes the top-right corner, 3
stands for the bottom-right corner, and 4 stands for the bottom-left corner,
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and f(i,j,m,n) = (', j’) states that in a picture of size (m, n), position (¢', j') is
scanned immediately after position (4, j). It is required that, if (ig, jo) is the start-
ing position in a picture P of size (m,n), and if (ir, j.) = f(ir—1, jr—1, m,n) for
all » > 1, then the sequence (io, jo), (91,71), - -+ ({(m+1)-(n+1) =15 J(m+1)-(n41)—1)
is a permutation of the set of all positions of tiles of size (2,2) in the boundary
picture P. In [2] and in [5] some additional restrictions are studied for scanning
strategies, but no such additional restrictions are used by F. Mraz and D. Prusa
n [22]. An example is the scanning strategy vyow = (1, frow), Where

. _ g+, <n+1,
frow(l,Jam7n)_{(i+1,1),ifj—n+1 and i < m + 1,

which scans a picture row by row from left to right starting at the top-left corner.

Definition 12. A two-dimensional restarting tiling automaton, a 2RTA for
short, is given through a siztuple M = (X, I,0F,d,v, 1), where X is a finite
input alphabet, I" is a finite working alphabet containing X, Op C (I'US)*? is a
set of accepting tiles, v = (¢, f,) s a scanning strategy, p: I' — N is a weight
function, and § C { (U — V) | U,V € (' US)*?} is a set of rewrite rules such
that, in every rule (U — V) € §, there is a single position (i,7) of U that is
changed, and moreover, if U(i,j) = a € I is rewritten into V (i,j) = b € I, then
p(a) > p(d) holds.

The symbols from '\ X' are called auziliary symbols, as they cannot occur in
any input picture. Given a picture P € X" as input, the automaton M works
in cycles, proceeding as follows:

— at the beginning of each cycle, the scanning window of M of size (2,2) is
placed on the corner of the boundary picture P that corresponds to the
starting position ¢, of the scanning strategy v;

— now M scans P step by step, moving its window according to the function f,;

— when M reaches a position such that the tile being scanned is of the form U
for some rule (U — V) € ¢, then M replaces this tile by the corresponding
tile V' and restarts, that is, its scanning window is repositioned on the initial
position corresponding to c¢,, completing the current cycle;

— when M succeeds to scan P completely without encountering a possible
rewrite, then it halts, finishing the current computation. M is said to accept
if at this point the boundary picture obtained only contains tiles of size (2, 2)
that belong to the set Op.

By L(M) we denote the language accepted by M, which is the set of all pictures
P € X** for which M has an accepting computation.

Observe that a 2RTA M may contain several different rewrite rules with the
same left-hand side U. Hence, M is in general nondeterministic. If, however, §
contains at most one rule with left-hand side U for every tile U € (I"'US)?2, then
M is a deterministic two-dimensional restarting tiling automaton (a 2DRTA).

We illustrate the workings of a 2RTA by a simple example taken from [22].
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Ezample 13. Let M = (X, T,0F, 6, Vrow, 1t) be defined as follows:
— Y ={a} and I = {a, 1},

O — #T TT TT T# a4 a4 1la al aa aa
= F1’1la’aa’a-" a4’ 14’ al’> aa’la’aa’

## T# 1 14 al aa Fa Fa F1
H#H# 1A H#F L LH# L1 L1 # 1 Fa' Fa ’

L [ #T #T 1la _1la
6_{|—a_>l—1’aa_>a1 , and

p:I' = N is defined by p(a) =2 and p(1) = 1.

Then M is a 2DRTA that accepts the unary picture language L(M) = { P €
X** | rows(P) = cols(P) } of quadratic pictures over X. In fact, given a picture
P € XY™™ as input, M rewrites each letter a on the main diagonal of P into 1,
proceeding from the top to the bottom. The picture is accepted, if the bottom-
right corner is hit by this process, which happens if and only if m = n.

We denote by v-2RTA the class of two-dimensional restarting tiling automata
that use the scanning strategy v, and £(v-2RTA) denotes the corresponding class
of picture languages. A picture language L is called strategy independent if, for
each scanning strategy v, there exists a v-2RTA M, such that L(M,) = L
holds. The class of all strategy independent languages is denoted by si-2RTL.
Analogously, one can define the class si-2DRTL of strategy independent languages
that are accepted by 2DRTAs. For these classes the following closure properties
have been obtained.

Theorem 14. [22] The classes si-2RTL and si-2DRTL are closed under union,
intersection, projection, transposition, and rotation.

For 2DRTAs also the following result has been obtained.

Theorem 15. [22] If v is a scanning strategy for which the last position scanned
18 always in the same corner for any input picture of any positive size, then the
class L(v-2DRTA) is closed under complement.

It has been noted that L£(1pow-2RTA) is also closed under row and column
concatenation, but it is open whether this result holds for the class si-2RTL.
Concerning the expressive power of the 2RTA, the following is known.

Theorem 16. [24]
(a) L(2SA) is contained in si-2RTL, and L(2DSA) is contained in si-2DRTL.

(b) There exists a non-regular string language that is accepted by a 2DRTA.

The example language in (b) is based on a very particular non-continuous
scanning strategy. With the scanning strategy vyow, 2RTA can only accept regular
string languages, which implies the following.

Theorem 17. [22] When restricted to languages of one-row pictures, then the
class si-2RTL coincides with the class of reqular (string) languages.
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6 Ordered Restarting Automata

Here we consider a model of a restarting automaton for picture languages that
is closer to the original idea of the restarting automaton, the deterministic two-
dimensional four-way ordered restarting automaton. It has a finite set of states,
and it has a scanning window of size (3,3). Based on its current state and
the current contents of the window, it can move in either of the four possible
directions and change its state, or it can perform a combined rewrite/restart
step similar to the restarting tiling automaton. It accepts by executing a specific
accept instruction. Formally this automaton is defined as follows, where H =
{R,L,D, U} is the set of possible window movements.

Definition 18. A deterministic two-dimensional four-way ordered restarting
automaton, a det-2D-4W-ORWW-automaton for short, is given through a
T-tuple M = (Q, X, I, S, qo,0,>), where

— @ is a finite set of states containing the initial state qq,

— X is a finite input alphabet, I' is a finite tape alphabet containing X such
that 'NS =0, > is a partial ordering on I', and

—0:Qx (U833 — (Q x H)UTI' U{Accept} is the transition function that
satisfies the following five restrictions for all ¢ € Q and all C € (I' U 8)33:
1. if C12 =TT, then §(q,C) # (¢',U) for all ¢’ € Q,
2. if Co3 =, then 6(q,C) # (¢',R) for all ¢ € Q,
3. if Cy1 =t then 6(q,C) # (¢',L) for all ¢ € Q,
4. if C32= L1, then 6(q,C) # (¢',D) for all ¢’ € Q,
5. if6(q,C)=be I, then C(2,2) > b with respect to the ordering >.

To simplify the presentation we say that the window of M is at position (i, )
to mean that the field in the center of the window is at row ¢ and column j of P.
Given a picture P € Y™™ as input, M begins its computation in state go with
its read /write window reading the subpicture of size (3, 3) of P at the upper left
corner, that is, the window is at position (1,1). Thus, M sees the subpicture

# T T R

F P11 P2 |. Applying its transition function, M now moves through P until

F Py Poo
it reaches a state ¢ and a position with current contents C of the read/write
window such that

— either §(p, C) is undefined, or
— 0(p, C) = Accept, or
— 0(p,C) = b for some letter b € I'" such that Cy 2 > b.

In the first case, M gets stuck, and so the current computation ends without
accepting, in the second case, M halts and accepts, and in the third case, M
replaces the symbol C5 5 by the symbol b, moves its read /write window back to
the upper left corner, and reenters its initial state gg. This latter step is called
a combined rewrite/restart step. A picture P € X** is accepted by M, if the
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computation of M on input P ends with an Accept instruction. By L(M) we
denote the language consisting of all pictures over X' that M accepts.

Next we illustrate the way in which the det-2D-4W-ORWW-automaton works
by an example.

Ezxample 19. Leopy is not accepted by any Sgraffito automaton (Corollary 4).
Here we present a det-2D-4W-ORWW-automaton My for this language. On in-
put P € X™" M, proceeds as follows, where ¥ = {0, }, OJ;,l;, 0, W5 are
four new symbols, and [J > B > [J; > By > [y > W5 holds:

1. My first checks that P satisfies the condition n = 2m. If n # 2m, then My
halts without acceptance, otherwise, it moves to position (1, m + 1), marks
the letter P(1,m+1) = a € X by replacing it by the symbol a1, and restarts.

2. In the next cycles, My, checks that each row of P contains a string of the
form wu € X?™. For doing so My, proceeds row by row, from the top to the
bottom. In the first of these cycles, it will eventually reach the symbol a;. At
that point, it stores the symbol a in its finite-state control, and it moves to
the left end of the first row, where it compares the symbol a to the symbol
b= P(1,1) € X. If a # b, then My, halts without acceptance; otherwise, it
replaces P(1,1) = a by a; and restarts.

3. In the next cycle, My, will encounter the symbol a; at position (1,1). It will
then move right until it gets to the symbol a; at position (1,m + 1), which
it will replace by the symbol as.

4. In the next cycle, My, will encounter the symbol ay at position (1,m + 1).
It will then move to the left and replace a; at position (1,1) by as as well.

5. In the next cycles the contents of the first row has the form usvusw, where
ug € {Oa, I2}+ and v,w € ym=luzl M, now compares the first letter ¢ of
w to the first letter d of v by first rewriting ¢ into ¢1, by then rewriting d
into d1, if ¢ = d, by rewriting ¢; into cq, and finally by rewriting d; into ds.

6. After all rows have been checked successfully, My. halts on reaching the
bottom-right corner and accepts.

This example shows that det-2D-4W-ORWW-automata are quite expressive.
In [26] it is shown that 2DSAs are strictly weaker than the two-dimensional
deterministic forgetting automata (det-FA-automata) of Jificka and Kral [14],
which are bounded two-dimensional Turing machines that are allowed to rewrite
by only using a special symbol @. In comparison to the 2DSA, there is no bound
on the number of visits to any tape field. However, the det-2D-4W-ORWW-
automata are at least as expressive as these automata.

Theorem 20. L(det-FA) C £L(det-2D-4W-ORWW).

Proof. Let A be a det-FA, and let P € X** be an input picture. We describe a
det-2D-4W-ORWW-automaton M that simulates A. Obviously, M can simulate
A step by step, performing the same move operations and the same rewrite
operations. However, there is the problem that M restarts after executing a
rewrite operation. Hence, we must devise a way in which M can rediscover the
position of the latest rewrite operation.
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For that, we introduce auxiliary letters of the form [a, ¢, ], where a € X' is an
input symbol, ¢ is a state of A, and ¢ € {1,2} is an additional index. The pair
(a,q) will be used to encode the information that A replaced the symbol a by @
while in state ¢q. The index ¢ will be used to help M to find the correct position.
This is done as follows, where we distinguish four cases.

1. If the current picture does not contain any of the above auxiliary symbols,
no rewrite has been executed yet. Thus, in this situation M simulates A
step by step until it reaches the position at which A would execute its first
rewrite step. If this position contains the symbol a € X, and if A is in state ¢,
then M replaces a by the symbol [a, ¢, 2] and restarts.

2. If the current picture contains a single auxiliary symbol which is of the form
[a, g, 2], then M starts simulating A from that position, but without actually
performing the replacement of a by @. This continues until the next rewrite
operation of A is detected, which would replace a symbol b by @, while A
is in some state p. The automaton M will then replace the symbol b by the
auxiliary symbol [b, p, 1] and restart.

3. If the current picture contains an auxiliary symbol of the form [a, ¢, 2] and an
auxiliary symbol of the form [b, p, 1], then the former marks the last but one
rewrite operation of A, while the latter marks the latest rewrite operation
of A. Now M simply rewrites [a, ¢,2] into @ and restarts.

4. If the current picture contains a single auxiliary symbol which is of the form
[b, p, 1], then M simply rewrites [b, p, 1] into [b, p, 2] and restarts.

Thus, M uses a single cycle to simulate the computation of A up to the first
rewrite step, and then it uses three cycles each time it simulates a part of the
computation of A that leads from a rewrite step to the next one. a

It remains open whether the inclusion in Theorem 20 is proper. Further, it
is known that det-FA working over strings accept all deterministic context-free
languages [12]. This implies that det-2D-4W-ORWW-automata are too expres-
sive for our purposes. To overcome this problem we restrict the potential head
movements of the two-dimensional ordered restarting automata.

7 Deterministic Three-Way ORWW-Automata

Here we consider the deterministic two-dimensional three-way ordered restarting
automaton.

Definition 21. A deterministic two-dimensional three-way ordered restarting
automaton, a det-2D-3W-ORWW-automaton for short, is given through a 7-tuple
M = (Q,X,I,S,q0,9,>), where all components are defined as for a det-2D-
AW-ORWW-automaton with the restriction that H = {R,D, U} is taken in the
definition of the transition function §, that is, no move-left steps are possible.

In principle, it could happen that a det-2D-3W-ORWW-automaton M does
not terminate on some input picture, as it may get stuck on a column, moving
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up and down. To avoid this, we require explicitly that M halts on all input
pictures! This can be realized by either providing a simple pattern, e.g., up* —
down™ — up* — down®, such that on each column, the sequence of up and down
movements must fit this pattern, or one could use an external counter that,
for each column entered in the course of a computation, counts the number of
uninterrupted up and down movements, making sure that the computation fails
as soon as more than (m-|Q|)- many such steps are encountered on a column of
height m. Actually, in most cases termination follows from the fact that within
a column, an automaton is just looking for an occurrence of a specific symbol,
and if that is not found, then the computation fails anyway.

Given a picture P € XY™™ as input, a det-2D-3W-ORWW-automaton M =
(Q,2,I,S,qo,d,>) can execute at most m - n - (|| — 1) many cycles. As each
cycle takes at most m-n-|@Q| many steps, we see that for accepting P, M executes
at most m? - n? - (|| — 1) - |Q| many steps. A multi-tape Turing machine that
stores P column by column needs m steps to simulate a single move-right step
of M. As M can execute at most n — 1 move-right steps in any cycle, we obtain
the following result.

Theorem 22. [19] £(det-2D-3W-ORWW) C DTIME((size(P))?).

When restricted to one-row pictures P € X1*, then the det-2D-3W-ORWW-
automaton coincides with the deterministic ordered restarting automaton intro-
duced in [19]. Accordingly, the following result holds.

Theorem 23. [19] When restricted to one-row inputs, the det-2D-3DW-ORWW-
automaton just accepts the regular (string) languages.

It is known that deterministic Sgraffito automata can be simulated by det-
2D-3W-ORWW-automata [19]. In fact, we even have the following inclusion, as
a 2DRTA that is scanning its input column by column from left to right is easily
simulated by a det-2D-3W-ORWW-automaton.

Theorem 24. si-2DRTL C £(det-2D-3W-ORWW).

To see that this inclusion is proper, consider the following picture language
Lo over X = {a,b}:

Licoo={P e X! |n>1,P(1,1)...P(n,1) = (P(n+1,1)... P(2n,1)) %},

that is, Lic consists of all pictures with a single column of even length such
that the content of this column read from top to bottom is a palindrome. Based
on the fact that a det-2D-3W-ORWW-automaton can freely move up and down
a column, it can be shown that this language is accepted by some det-2D-3W-
ORWW-automaton. By Theorem 14, the class si-2DRTL is closed under the oper-
ation of rotation. This operation turns the language L. into the string language
Lpa = {w € X% | Jw| = 0 mod 2, w = w?} of palindromes of even length,
which is a non-regular language. As si-2DRTL only contains regular string lan-
guages (Theorem 17), it follows that L1 is not contained in si-2DRTL. This
shows that the inclusion in Theorem 24 is proper. It also shows the following
negative result.
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Corollary 25. L(det-2D-3W-ORWW) is neither closed under rotation nor un-
der transposition.

In addition, the following closure and non-closure properties can be shown.

Theorem 26. The language class L£(det-2D-3W-ORWW) is closed under union,
intersection and complement, but it is neither closed under projection nor under
column concatenation.

To conclude this section we turn to another example that illustrates the limi-
tations of the det-2D-3W-ORWW-automaton. Let Lpa1,2 be the following picture
language over X' = {a,b,0}:

Lpai2={Pe X |n>1 P(1,1)...P(1,n) = (P(1,n+1)... P(1,2n))~,
P(1,i) € {a,b} and P(2,i) =0 forall 1 <i<2n},

that is, Lpa12 consists of all two-row pictures such that the first row contains a
palindrome of even length over {a, b}, and the second row contains -symbols.

Proposition 27. L. 2 ¢ L£(det-2D-3W-ORWW).

Proof. Assume to the contrary that there exists a det-2D-3W-ORWW-automaton
M=(Q,2,I,S,q,9,>) on X = {a,b, 0} such that L(M) = La 2. We analyze
the accepting computations of M on pictures of the form P, 0 P[} € Ly 2, where

R IR R P TR o

We say that M is on P, (P) if the active position of its read/write window
is on a tape field that belongs to P,, (P). As M cannot make any move-left
steps, we see that each cycle of M consists of an initial part during which M is
on P,, which is then possibly followed by a part during which M is on PZ. In
particular, when M performs a rewrite step on P, then it did not visit P at
all during the corresponding cycle. Accordingly, the computation of M on input
P, 0 P can be divided into two types of phases:

— a left-phase consists of a sequence of cycles during which M executes rewrite
steps on P;

— a right-phase consists of a sequence of cycles during which M executes
rewrite steps on P[.

Obviously, an accepting computation of M on an input of the form P, 0 PE
cannot consist of a single left-phase only. Thus, after a (possibly empty) left-
phase, a right-phase follows. As M is deterministic, this right-phase cannot end
until at least one element in the first column of P has been rewritten, and the
same is true also for all later right-phases. In fact, we say that a right-phase
ends as soon as an element of the first column of P[ is being rewritten, and
we associate with each right-phase a triple (r,m,X) that indicates that this
right-phase ended by placing the symbol X € I' into the tape field at position
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(m,n + 2). Tt follows either a left-phase or already the next right-phase. In
addition, we see that altogether there are at most 2 - (|I'| — 1) + 1 many right-
phases and at most as many left-phases.

We are interested in the configurations of M in which it enters the tape
fields of P! during a right-phase, which are called enter configurations. An enter
configuration is described by a pair (¢, m), where g € @ is the current state of M,
and m € {1, 2} is the row of P on which the active field of the window is located.

During the execution of a right-phase, the behaviour of M is influenced by the
current contents of the last column of P,. This column has two entries, each of
which can be rewritten at most |I'| — 1 times. Hence, in order to keep track of the
contents of this column, we use the triple (1,m, X) to denote that M executes a
rewrite that places the symbol X € I' into the tape field at position (m,n + 1).

Now we can associate a generalized crossing sequence GCS(M, P, 0 PE) with
the accepting computation of M on input P, O P by appending the triples of
the form (1, m, X), the enter configurations of the form (g, m), and the triples of
the form (r,m, X) in the sequence in which the corresponding operations occur
in the computation. Based on the observations above, it can be shown that there
is only a constant number of such generalized crossing sequences.

However, there are 2" many pictures of the form P, 0 PE. Hence, if n is suffi-
ciently large, then there are more pictures of this form than there are generalized
crossing sequences. Hence, there exist two strings w,z € {a,b}", w # z, such
that GCS(M, P, 0 PE) = GCS(M, P, 0 P). Tt can now be shown that together
with these pictures, M also accepts the picture P, 0 PF ¢ Lpal2. |

Using the same kind of reasoning it can be shown that the lan-
guage Lcopy is not accepted by any det-2D-3W-ORWW-automaton, either.
As L(det-2D-3W-ORWW) is closed under complement, this implies that
(Leopy)© € L(2SA) \ L(det-2D-3W-ORWW). Together with the fact that Lico €
L(det-2D-3W-ORWW)~ L(2SA), this yields the following incomparability results.

Corollary 28. The class of picture languages L£(det-2D-3W-ORWW) is incom-
parable to the classes L(2SA) and REC with respect to inclusion.

8 Deterministic Two-Way ORWW-Automata

To get rid of the termination problem for two-dimensional ORWW-automata,
we restrict the possible window movements even further.

Definition 29. A deterministic two-dimensional two-way ordered restarting
automaton, a det-2D-2W-ORWW-automaton for short, is given through a 7-tuple
M=(Q,X, IS, qo,0,>), where all components are defined as for a det-2D-4W-
ORWW-automaton with the restriction that H = {R, D} is taken in the definition
of the transition function &, that is, no move-left or move-up steps are possible.

By interchanging move-right steps and move-down steps, it is immediate that
the language class £(det-2D-2W-ORWW) is closed under transposition. In fact,
the following closure and non-closure results can be derived.
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Theorem 30. The language class L(det-2D-2W-ORWW) is closed under trans-
position, union, intersection, and complement, but it is neither closed under
projection nor under column or row concatenation.

When restricted to one-row pictures, then the det-2D-2W-ORWW-automaton
coincides with the det-2D-3W-ORWW-automaton, and so it only accept regular
string languages. Concerning the expressive power of the det-2D-2W-ORWW-
automaton, we have the following result.

Theorem 31. DREC C £(det-2D-2W-ORWW) C £(2DSA).

Proof. First it can be shown that each 2DOTA can be simulated by a det-2D-
2W-ORWW-automaton. Actually, this simulation works for each possible corner-
to-corner direction, and hence, as DREC coincides with the closure of L(2DOTA)
under rotation, the first inclusion follows. In [2] it is shown that the language
Ltyames over {0, 1} that consists of all square pictures P for which (i) the first row
equals the first column, (ii) the second row equals the reverse of the second-last
column, (iii) the second-last row equals the reverse of the second column, and (iv)
the last row equals the last column, is not in DREC, but as £(det-2D-2W-ORWW)
is closed under intersection, and as each of the defining conditions for the ele-
ments of Leames can be verified by a det-2D-2W-ORWW-automaton, it follows
that this language is accepted by a det-2D-2W-ORWW-automaton.

Finally, let M be a det-2D-2W-ORWW-automaton on X'. On input P € X**,
M scans this picture, starting at the upper left corner, until it executes a rewrite
step at some position (7, 5). Now a 2DSA A can simulate the computation of M
step by step until it reaches position (i,7). As A must perform a rewrite in
each step, we can assume that A encodes the corresponding state of M at each
position visited together with the information on the last two steps that M
performed when it moved to the current position. After performing its rewrite
step, M restarts, but as it is deterministic, it will follow the same path again,
entering the same states at the same positions, until it reaches a position (k,1) €
{(i—1,7),(4,5—1),(i—1,7—1)} such that the new symbol at (¢, j) is contained
in its window of size (3,3). From the information stored at position (i,7), A
can determine this position. It then moves to the position (k,1), extracts the
corresponding state of M from the symbol written at that position, and continues
to simulate M from that point on. It follows that A can enter a particular tape
field at most a constant number of times (once at the first time this position
is reached by M, once each time a field immediately to the right or down is
rewritten, and once again each time the contents of the field itself has been
rewritten). O

It is, however, still open whether the second inclusion in Theorem 31 is proper.
The problem lies in the fact that, in order to simulate the computation of a 2DSA,
a det-2D-2W-ORWW-automaton must be able to rediscover the actual head posi-
tion of the 2DSA after each restart step. In fact, it is not known whether the lan-
guage Lperm (see Section 3) is accepted by any det-2D-2W-ORWW-automaton.
We therefore consider an extension of this model in which the move-right and
move-down steps are slightly more general.
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Definition 32. A deterministic two-dimensional extended two-way ordered re-
starting automaton, a det-2D-x2W-ORWW-automaton for short, is given through
a T-tuple M = (Q, X, I,8,qo,d,>), where all components are defined as for
a det-2D-2W-ORWW-automaton, but the move-right and move-down steps are
extended as follows:

1. When the window contains the right border marker =, but mot the bottom
marker, then an extended move-right step shifts the window to the beginning
of the next row, that is, if the central position of the window is on the last
field of row i for some i < rows(P), then it is moved to the first field of
row 1+ 1.

2. When the window contains the bottom marker L, but not the right border
marker, then an extended move-down step shifts the window to the top of the
next column, that is, if the central position of the window is on the bottom-
most field of column j for some j < cols(P), then it is moved to the top-most
field of column j + 1.

3. In any cycle, as soon as M ezecutes an extended move-right (move-down)
step, then for the rest of this cycle, it cannot execute any extended move-down
(move-right) steps.

Finally, M is called a stateless det-2D-x2W-ORWW-automaton (or a stl-det-2D-
x2W-ORWW-automaton) if it has just a single state. The components @ and qg
refering to states will be suppressed within the description of such an automaton.

When restricted to one-row pictures P € X1*, then the det-2D-x2W-ORWW-
automaton coincides with the det-2D-3W-ORWW-automaton. Thus, we obtain
the following result, where the part on stateless variants is an easy extension.

Corollary 33. When restricted to one-row inputs, then the (stl-)det-2D-x2W-
ORWW-automaton just accepts the reqular (string) languages.

Given a picture P € X™" as input, a det-2D-x2W-ORWW-automaton M can
execute at most m-n - (|[I'| — 1) many cycles. In each cycle M can either execute
up to n move-right steps, n - (m — 1) move-down steps, and (n — 1) extended
move-down steps, or m move-down steps, m - (n — 1) move-right steps, and
(m — 1) extended move-right steps. Thus, M executes at most m?-n?- (|'| — 1)
many steps. Hence, a two-dimensional Turing machine can simulate M in time
O(m? - n?). A multi-tape Turing machine 7 that stores P column by column
needs m steps to simulate a single move-right step of M, and it needs m-n steps
to simulate an extended move-right step, that is, it may need up to O(m3 - n?)
many steps to simulate M. Hence, we obtain the following upper bound.

Theorem 34. [18] £(det-2D-x2W-ORWW) C DTIME((size(P))?).

As a 2DRTA is stateless, it is easily seen that a 2DRTA that is scanning its
input row by row from top to bottom can be simulated by a stateless det-2D-
x2W-ORWW-automaton. This yields the following inclusion.

Theorem 35. si-2DRTL C L(stl-det-2D-x2W-ORWW).
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It is still open whether or not this is a proper inclusion. From the definition
the following closure properties are immediate.

Proposition 36. The classes of picture languages L£(det-2D-x2W-ORWW) and
L(stl-det-2D-x2W-ORWW) are closed under transposition and complement.

Thus, the language Li.o is not accepted by any det-2D-x2W-ORWW-auto-
maton. On the other hand, the following result holds.

Proposition 37. [18] Lya 2 € £(det-2D-x2W-ORWW).

Proof. Let Mpa12 = (Q,X,I,S,4q0,0,>) be defined by I' = X U {a1,aq, b1, ba,
11,12}, where @ > b > a1 > by > ag > by > 0 > 11 > T3, and by defining
0 in such a way that Mp,12 proceeds as follows. As the det-2D-4W-ORWW-
automaton My, of Example 19, M, 2 marks the letters in the first row with
indices 1 and 2, alternating between marking the first unmarked letter from the
left and the first unmarked letter from the right. To distinguish these two cases,
the second row is used. First M scans the first row completely from left to right.
If during this sweep it realizes that the first unmarked letter from the right must
be marked, then it simply does this and restarts. If, however, it realizes at the
end of this sweep that the first unmarked letter from the left should have been
marked, then it executes an extended move-right step, and then it replaces the
letter in row 2 that is below the first unmarked letter from the left in row 1 by
the symbol 11 or T2, depending on the current situation. In this way it indicates
that the corresponding letter in row 1 must be marked in the next cycle by index
1 or 2, respectively. a

From the results on Ljco and Lpaj 2 we obtain the following.

Corollary 38. The class of picture languages L(det-2D-x2W-ORWW) is incom-
parable under inclusion to the class of picture languages L(det-2D-3W-ORWW).

Actually, Lpai2 also separates the det-2D-x2W-ORWW-automata from their
stateless variants.

Proposition 39. [18] Lpai 2 ¢ L(stl-det-2D-x2W-ORWW).

Proof. Assume that M = (X, I',S,6,>) is a stl-det-2D-x2W-ORWW-automaton
over X = {a,b,0} such that L(M) = Lpya 2. Given P, 0P (see the proof of
Prop. 27) as input, M will perform an accepting computation, which consists of
a finite sequence of cycles that is followed by an accepting tail computation. We
now split this computation into a finite number of phases, where we distinguish
between four types of phases:

1. A left-only phase (O) consists of a sequence of cycles in which the window
of M stays on the left half of the picture.

2. An upper-right phase (U) consists of a sequence of cycles in which all rewrite
steps are performed on the right half of the picture, and in addition, in the
first of these cycles, M enters the right half of the picture through move-right
steps in row 1.
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3. A lower-left phase (L) is a sequence of cycles in which all rewrite steps are
performed in the left half of the picture, and in addition, the first of these
cycles contains an extended move-right step.

4. A lower-right phase (R) is a sequence of cycles in which all rewrite steps
are performed in the right half of the picture, and in addition, in the first
of these cycles, M enters the right half of the picture through a move-right
step in row 2 or after executing an extended move-down step.

Obviously, the sequence of cycles of the computation of M on input P, 0 PE
can uniquely be split into a sequence of phases if we require that each phase is
of maximum length. Thus, this computation can be described in a unique way
by a string « over the alphabet 2 = {O,U, L, R}.

Concerning the possible changes from one phase to the next there are some
restrictions based on the fact that M is stateless. For example, while M is in a
lower-right phase (R), it just moves through the left half of the current picture
after each rewrite/restart step. Thus, M cannot get into another phase until it
performs a rewrite step that replaces a symbol in the first column of the right
half of the picture. Only then may follow a left-only phase (O) or a lower-left
phase (L). However, in a fixed column, less than 2 - |[I'| many rewrite steps can
be performed, and so |a|g < 1+ 2-|'|. By analyzing all cases, it can be shown
that |a] < 13424 -|I].

Now we associate a generalized crossing sequence GCS(P, 0 PE) with the
computation of M on P, 0 PF by inserting a 2-by-2 picture (g ;) after each
letter X of o, where (2) is the contents of the rightmost column of the left half
and (?) is the contents of the leftmost column of the right half of the picture

at the end of the phase represented by the letter X. Thus, GCS(P, 0 PF) is a
string of length at most 26 + 48 - |I'| over the finite alphabet 2 U I'*2 of size
4+ |T|*, that is, there are only finitely many different such crossing sequences. If
n is sufficiently large, then there are two strings w, z € {a,b}", w # x, such that
GCS(P,0Pl) = GCS(P, 0 PF). As M accepts both P, 0 P! and P,0PE, it
follows that M will also accept on input P, OPf & Lpal 2, a contradiction. 0O

Together with Proposition 37 this yields the following separation result.
Theorem 40. L(stl-det-2D-x2W-ORWW) C L(det-2D-x2W-ORWW).

By using the technique from the proof of Proposition 37, also the following
can be shown.

Proposition 41. L., € L(det-2D-x2W-ORWW).

Thus, we see that £(det-2D-x2W-ORWW) is not contained in £(2SA), but it
remains the question of whether £(2SA) C L(det-2D-x2W-ORWW) holds. We
complete this section with some more closure properties.

Theorem 42. [18] The language classes L(stl-det-2D-x2W-ORWW) and
L(det-2D-x2W-ORWW) are closed under union and intersection.
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9 Conclusion

We have studied six different models of deterministic two-dimensional restarting
automata, comparing them to the (deterministic) Sgraffito automata and the
well-known classes REC and DREC. The taxonomy of classes of picture languages
obtained is summarized by the diagram in Figure 4.

£(det-2D-4W-ORWW)
A T
si-2RTL £(det-2D-x2W-ORWW) £(det-2D-3W-ORWW)
A
. £ (stl-det-2D-x2W-ORWW)
L(25A) si-2DRTL
L(2DSA)
pe

REC £(det-2D-2W-ORWW)

i

DREC

Fig. 4. Hierarchy of classes of picture languages accepted by various types of two-
dimensional automata. Question marks indicate inclusions not known to be proper.

For all these deterministic types of automata, the membership problem is
solvable in polynomial time. When restricted to one-row pictures, that is, string
languages, then all these models (and also the non-deterministic restarting tiling
automaton and the Sgraffito automaton) only accept the regular languages with
the sole exception of the det-2D-4W-ORWW-automaton, which accepts some
string languages that are not even growing context-sensitive. Accordingly, the
latter model is far too expressive for our purposes.

Class of Picture Languages U N ¢ R T w O O *O %O
REC + + -+ + + + + + +
DREC - -+++ 72727 7 7
L(2DSA) + 4+ 4+ + + - 7 ?
si-2DRTL + 4+ 74+ ++ 727 7 7
L(det-2D-2W-ORWW) + ++ 7?7 + - - =7 7
L(stl-det-2D-x2W-ORWW) + + + 7 + ? 7?2 ? 7 7
L (det-2D-x2W-ORWW) + 4+ + 7 + 7 ?7 07 7
L(det-2D-3W-ORWW) + +4+ - - -==172 17 7

Fig.5. The known closure properties for some deterministic classes of picture lan-
guages. An entry ‘+’ stands for a known closure property, ‘—’ marks a known negative
result, and ‘?” indicates that the corresponding result is still open.
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For the deterministic Sgraffito automaton and the deterministic tiling au-
tomaton the most closure properties have been established, but compared to the
class REC, all other classes have less nice closure properties. A summary of the
known closure properties is presented in the table in Figure 5, where ¢ denotes
the operation of complement, R denotes rotation, T' stands for transposition,
and 7 denotes projections.

The deterministic Sgraffito automaton and the det-2D-x2W-ORWW-auto-
maton seem to be the most intuitive models, as the det-2D-3W-ORWW-auto-
maton favors vertical over horizontal movements, which yields a completely
asymmetric behaviour with respect to transpositions, and the class si-2DRTL
has a very unhandy definition, as in order to prove that a language belongs to
this class, accepting deterministic restating tiling automata must be provided for
all strategies. Finally, we remark that for all the types of automata considered
the emptiness problem is undecidable, as this problem is already undecidable for
DREC (see, e.g., [7]).

Acknowledgement. The author thanks Frantisek Mraz from Charles Univer-
sity in Prague for many helpful discussions on the topics and results presented
here.
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Abstract. The investigation of automata and languages defined over
a one letter alphabet shows interesting differences with respect to the
case of alphabets with at least two letters. Probably, the oldest example
emphasizing one of these differences is the collapse of the classes of reg-
ular and context-free languages in the unary case (Ginsburg and Rice,
1962). Many differences have been proved concerning the state costs
of the simulations between different variants of unary finite state au-
tomata (Chrobak, 1986, Mereghetti and Pighizzini, 2001). We present an
overview of those results. Because important connections with
fundamental questions in space complexity, we give emphasis to unary
two-way automata. Furthermore, we discuss unary versions of other com-
putational models, as one-way and two-way pushdown automata, even
extended with auxiliary workspace, and multi-head automata.

In Memory of Alberto Bertoni,
who taught me how beautiful theoretical computer science is.

1 Introduction

In 1962, Ginsburg and Rice discovered that in the case of languages defined
oven a one letter alphabet, called unary languages, the classes of regular and
context-free languages collapse [13]. Probably, this is the oldest example which
emphasizes a difference between the unary and the general case. Many other
results in formal language and complexity theory have been proved under the
hypothesis of unrestricted or at least two letter alphabets, while different prop-
erties have been obtained in the one letter case, showing that unary languages
(also called tally sets) have interesting and sometimes surprising properties.

In this paper we present an overview of some of these results. A large part
of the paper is devoted to devices accepting unary regular languages and to
their descriptional complexity. In particular, we discuss the state costs of the
optimal simulations between different types of unary automata. We will empha-
size the role of normal forms for unary one-way and two-way automata in these
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studies. We also consider pushdown automata in both the deterministic and the
nondeterministic cases.

In the last part of the paper, we shortly discuss some extensions of these mod-
els that are able to recognize unary nonregular languages, as one-way auxiliary
pushdown automata, two-way pushdown automata, and multi-head automata.
An interesting topic related to these extensions is the study of minimal amounts
of extra resources (e.g., workspace on auxiliary tapes, number of head reversals)
which make these devices more powerful than finite automata in the recognition
of unary languages. Many problems in this area are still open.

The unary case could seem a kind of “separate world”: special properties,
different methods (many of them deriving from number theory), etc. Actually
the investigation of the unary case is also related to some general and relevant
questions. For instance, as we will discuss in the paper, the question of the opti-
mal state cost of removing nondeterminism from two-way automata in the unary
case is strictly related to the question of the power of nondeterminism in space
bounded machines over general alphabets. In fact, proving that polynomially
many states are not sufficient to simulate unary two-way nondeterministic au-
tomata by equivalent two-way deterministic automata will separate deterministic
and nondeterministic logarithmic space [11].

We will keep the presentation at an informal level, trying to avoid, as much
as possible, technical details, that can be found in the references. Due to many
results on the unary case, the paper does not pretend to be exhaustive. We
partially cover some topics that in our opinion are relevant and that are related
to our research experience.

Throughout the paper, we use the symbol X' to denote an alphabet, namely
a non empty finite set of symbols. Sometimes we write general alphabet to em-
phasize that there are no restrictions on the cardinality of X, in contrast with
unary alphabet, to indicate that the cardinality of X' is 1, in which case we stipu-
late X' = {a}. We also write nonunary alphabet when we want to restrict to the
case #2 > 2. A similar meaning is associated with general, unary, and nonunary
case. We use standard notations from formal language theory as in [15,46]. Since
in the unary case each string is represented by an integer, there is a natural
bijection between unary languages and subsets of N, namely unary languages
can be identified with sets of nonnegative integers.

2 Unary Finite Automata: Optimal Simulations

In this section we discuss some properties of finite automata over a unary al-
phabet. The focus is mainly on the costs, in term of states, of the simulations
between different variant of automata.

A one-way finite state automaton is denoted as a tuple A = (Q, X, 0, qo, F),
where, as usual, ) is the finite set of states, X is the input alphabet, § is the
transition function, qo € Q is the initial state, and F' C (@ is the set of final states.
The language accepted by A is denoted as L(A). As usual, we consider deter-
ministic and nondeterministic versions of these devices indicated, for brevity, as
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1DFAs and 1NFAs, respectively. We emphasize that those devices are one-way,
namely at each transition they move the input head one position to the right, in
contrast with two-way deterministic and nondeterministic variants, indicated as
2DFAs and 2NFAs, respectively. The transition function of a 2DFA associates with
each pair (¢,a) € @ x X' a next state p and a direction d € {—1,0,+1}, where d =
—1 and d = +1 mean that the head is moved one position to the left and to the
right, respectively, while d = 0 means that the head is kept on the same tape cell.
In the case of 2NFAs, the transition function can associate to each pair (¢, a) a set
of pairs (p, d), representing different nondeterministic choices. Furthermore, in
two-way automata the input is assumed to be surrounded by two special symbols,
the left end-marker and the right end-marker. Hence, the transition function is
defined even on those symbols, with the restriction that from the left end-marker
the head cannot move to the left, while from the right end-marker it cannot move
to the right. In the literature, slightly different acceptance conditions for two-
way automata have been used (e.g., just reaching a final state or reaching a
final state with the head on the right end-marker). Since these small technical
differences do not affect the power of the models and slightly change the number
of states, here we can avoid to enter into these details. However, it is useful to
emphasize that computations of two-way automata can enter into infinite loops.
All those computations are rejecting.

Since the beginning of automata theory, it is well-known that all the just
mentioned variants of finite automata have the same computational power, in
fact all of them characterize the class of regular languages [41]. The state costs of
the simulations between these variants of finite automata have been investigated,
in the general case, in several papers (e.g., [47,35,43]). Here, we discuss these costs
in the unary case. Before doing that, we present some fundamental properties of
unary automata.

It can be easily observed that the transition graph of a 1DFA A consists of
a path (frequently called tail) of ;1 > 0 states which starts from the initial
state and of a loop of A > 1 states, which is reachable by an edge from the
last state of the initial path (see Figure 1). From this observation, it follows
that L(A) C {a%at,...,a* 1 U{a"}-{a% al,...,a* 1} {a*}*. In other words,
for each K > p, a® € L(A) if and only if a®** € L(A). Hence, to each unary
regular language corresponds an ultimately periodic set of integers. It is trivial
to observe that the converse also holds.

o >©>O
-0~0*~0*~0*0O" S

Fig.1. A 1DFA accepting the language {a',a?} U {a®} - {a?,a®} - {a"}*
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There are two special cases.

— If 4 = 0, namely the initial path is empty and the initial state belongs to
the loop, then the set of integers corresponding to L(A) is periodic. In this
case L(A) is said to be a A-cyclic language, or just a cyclic language.

— If we allow the transition function to be partial, then the graph could con-
tain only the initial path, thus implying that the accepted language is a
subset of {a®,al,...,a*"1}. Of course, the transition function can be made
complete by introducing a loop consisting of just one (rejecting) state.

Now, let us turn our attention to the nondeterministic case. Each directed graph
with a selected vertex marked as initial state and some vertices appointed as
final states can be interpreted as a 1NFA. This form does not look so simple
as the one of unary 1DFAs. In spite of that, as shown by Chrobak, with only a
polynomial increasing in the number of states each 1NFA can be turned into an
equivalent 1NFA whose transition graph has a very simple structure, which we
are now going to describe [4].

A INFA is in Chrobak Normal form if its transition graph consists of an initial
deterministic path and s > 0 disjoint loops. The last state in the path is con-
nected via s outgoing edges to each of the loops. This is the only place where a
nondeterministic decision can be taken by the automaton. (See Figure 2.) Hence,
during each computation, the automaton can make at most one nondeterminis-
tic choice. (Notice that for s = 1 we obtain 1DFAs.) Chrobak proved that each
unary n-state 1NFA can be converted into a INFA with an initial path of O(n?)
states and a total number of the states in the loops < n.

Fig. 2. A INFA in Chrobak normal form

Some remarks on this fundamental result and on related works are suitable.
The original proof by Chrobak contains a subtle error which has been discovered
and fixed by To [51]. A polynomial time algorithm for converting unary 1NFAs
into Chrobak normal form has been obtained by Martinez and independently im-
proved by Gawrychowski and Sawa [31,7,45]. Geffert gave a completely different
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and very detailed proof of the Chrobak normal form, reducing the state bound:
except for the case of the trivial loop of length n, each unary n-state 1NFA can be
converted into an equivalent 1NFA in Chrobak normal form with at most n? — 2
states on the initial path and a total number of states in the loops < n —1 [8].
The length of the initial path has been further reduced to n2 —n [7]. Summing up:

Theorem 1. For each unary n-state 1NFA different from the trivial loop of
length n there exists an equivalent 1NFA in Chrobak normal form with an initial
path consisting of at most n? —n states and a set of loops whose total number of
states is at most n — 1.

Once a 1NFA A is in Chrobak normal form, it quite easy to convert it into an
equivalent 1DFA A’, by replacing the loops by a single loop which simulates “in
parallel” all of them Suppose that A contains s > 1 loops of length ¢4, 4o, ..., ¢,
respectively. Then a loop of length lem{¢1, la, ..., £} (the least common multlple
of loop lengths) is enough for A’. (See Figure 3.)

OO OG’Q/OO @\a
Q

% OO

Fig. 3. A INFA in Chrobak normal form and an equivalent 1DFA

Now two questions arise:

1. How many states has the automaton A’ so obtained?
In other terms, we ask how much can be lem{¥¢1, {5, ..., £} with respect to n,
the number of states of A’.

2. Is the length lem{{q, 0o, ..., L5} Teally necessary for the loop?

The answer to the second question is positive, as shown in [4, Thm. 4-5]. Hence,
answering to the first question is useful not only to obtain an upper bound for
the state cost of the conversion, but even to have a tight bound. To this aim,
we consider the maximum value which can be assumed by the least common
multiple of positive integers with a given sum, namely the following function,
studied by Landau at the beginning of the last century [24,25]:

F(n):{lcm{(l,fg,...,ﬁs}|32 1 and ¢4 +Z2+~-~+Zs=n}.

The best known approximation of F'(n) is due to Szalay [49]. For our purposes,
the estimation F'(n) = e®(VnInn) ig enough [5].

Combining the state bounds for the conversion of 1DFAs into Chrobak normal
form, with the above estimation of F(n), the following result follows:
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Theorem 2 ([28,4]). FEach unary n-state INFA can be simulated by an equiva-
lent 1DFA with e®(Vn'Inn) gtates. Furthemore, this bound is tight.

In the general case, it is well-known that using the subset construction each n-
state 1NFA can be converted into an equivalent 1DFA with 2™ states. Furthermore,
this bound cannot be reduced in the worst case, as witnessed by examples over
a two letter alphabet [29,35,37]. Hence, the cost of the conversion of 1NFAs into
equivalent 1DFAs in the unary case is strictly lower than in the general case, even
if it is superpolynomial.

Chrobak normal form suggests a different way to deterministically check the
membership to the language accepted by a unary INFA, when it is possible to
rescan the input tape, as in two-way automata.

A INFA A, in Chrobak normal form with an initial path of u states and s
loops of length £, 4, ..., ¢, respectively, can be simulated by a 2DFA A’ which
completely traverses the input at most s+ 1 times as follows. A first traversal is
made to check whether or not the input length is less than p. If so, the input is
accepted or rejected according to the initial path of A.. Otherwise, in a second
traversal, it is tested if the input is accepted on the first loop. This can be
implemented using /1 states to simulate a counter modulo ¢;. If the input is not
accepted, then a third traversal is made to check, using a counter modulo £, if
the input is accepted by the second loop of A., and so on. The 2DFA A’ can be
implemented using p+ ¢1 + - - - + €5 + 2 states (u+ 1 for the first traversal, ¢; for
each of the next traversals, ¢ = 1,..., s, plus one accepting state). Considering
the state costs of the conversion into Chrobak normal form, it turns out that
each unary n-state INFA can be converted into an equivalent 2DFA with O(n?)
states. Furthermore, the bound is tight [4]. Actually, when the language is cyclic,
the first scan can be removed and an equivalent 2DFA with no more than n states
can be obtained [33].

Using similar ideas, the tight costs of the simulation of 2DFAs by 1DFAs
and 1NFas has been proved to be ¢©(Vrinn) [4]. These researches have been
deepened by Mereghetti and Pighizzini, considering unary 2NFAs [34]. They
proved that the state cost of the simulation of unary n-state 2NFAs by 1DFAs is
also e®(Y7Inn)  This means that removing two-way motion or nondeterministic
choices has the same cost as removing both of them.

These simulations with their costs are summarized in Figure 4. Notice that
the state cost of the simulation of 2NFAs by 2DFAs is unknown. This question is
open even in the general case, where it has been formulated by Sakoda and Sipser
in 1978, together with the question of the state cost of the optimal conversion of
1INFAs into equivalent 1DFAs, which in the general case is also open [43]. Since
the question of Sakoda and Sipser is quite relevant in automata and complexity
theory (for recent discussions and overviews see [19,39]), and even in the unary
case important results related to this question have been obtained, the next
section will be devoted to present some interesting properties of unary 2NFAs,
and some results related to the Sakoda and Sipser question in the unary case.
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Fig. 4. Costs of the optimal simulations between different kinds of unary automata. An
arc labeled f(n) from a vertex z to a vertex y means that a unary n-state automaton in
the class x can be simulated by an f(n)-state automaton in the class y. The e®(Wninn)
costs for the simulations of INFAs and 2DFAs by 1DFAs as well as the cost ©(n?) for
the simulation of 1NFAs by 2DFAs have been proved in [4]. The e®Y™!"™) cost for the
simulation of 2NFAs by 1DFAs has been proved in [34]. The other e@VnInm) costs are
easy consequences. All the n costs are trivial. The arc labeled “?” represents the open
question of Sakoda and Sipser. For an upper bound see Theorem 4.

3 Unary Two-Way Automata

Due to the possibility of nondeterministic choices and head reversals, even in the
unary case the computations of 2NFAs can have very complicated structures.
However, as shown by Mereghetti and Pighizzini studying the simulation of
unary 2NFAs by 1DFAs, for each computation of a unary 2NFaA it is always possible
to find another computation which has a simple pattern and which is in some
sense equivalent [34]. This analysis was further refined in [9], obtaining a kind
of normal form which can be seen as a generalization of Chrobak normal form
to 2NFAs.

Let us go back for a while to unary 1NFAs. Chrobak normal form essentially
states that a unary 1NFA on each sufficiently long string has to compute the input
length modulo one integer which is nondeterministically selected in a given set.
In the normal form for unary 2NFAs, the acceptance of each sufficiently long
string is decided by computing the input length modulo some integers from a
given set. The input tape is completely traversed several times to compute, in
each traversal, the input length modulo one on these integers. We now present
and discuss this form and its main consequences.

We say that two automata A and A’ are almost equivalent if their accepted
languages L(A) and L(A’) coincide with the possible exception of a finite number
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of strings. For example, from the discussion in Section 2 we can observe that
each 1DFA is almost equivalent to a 1DFA whose transition graph is a simple
loop (i.e, a 1DFA accepting a cyclic language).

The normal form for unary 2NFAs is given in following result, proved in [9]
(for further details see also [11]).

Theorem 3. For each unary n-state 2NFA A there exists an almost equivalent
2NFA M such that:

— M can makes nondeterministic choices and can reverse the head direction
only when the input head is visiting the end-markers,
— M has at most 2n + 2 states.

More into details, the set of states of M is the union of s+1 disjoint sets {qr, qr},
Q1,...,Qs, such that:

— the set {q1,qr} consists of the initial and final states only, with qr # qr,

— each Q;, i =1,...,s, represents a deterministic loop of £; < n states, used
to traverse the entire input tape either from the left to the right end-marker
or in the opposite direction,

— the computation of M starts on the left end-marker in the state q,

— the accepting state qr can be reached only on the left end-marker; at that
moment M stops and accepts the input.

Furthermore, L(A) and L(M) can differ only on strings of length at most 5n>.

We observe that the automaton M obtained in Theorem 3 uses the nondeter-
minism and head reversals in a very restricted way, i.e., only at the end-markers.
Hence, on “real” input symbols the behavior of M is deterministic, without the
possibility of changing the head direction. Looking at the details given in the
second part of the statement, we can observe that a computation of M is a se-
quence of complete traversals of the input (alternating the direction from left to
right and from right to left), where in each traversal M counts the length of the
input modulo an integer in a given set {¢1,...,¢s}, where ¢; = #Q;,i=1,...,s.

We also point out that the 2NFA M can be easily turned into an automaton
“fully” equivalent to the original 2NFA A, by adding O(n?) states, used to fix
the “errors”, in a preliminary scan of the input.

Theorem 3 was the starting point to prove several relevant results on unary
2NFAs, that we now briefly mention.

Theorem 4 ([9]). Each unary n-state 2NFA can be simulated by an equivalent
2DFA with eCU"°™) states.

The proof of this result has been given using a divide-and-conquere procedure,
similar to the famous one used by Savitch to remove nondeterminism from space
bounded machines (by squaring the space) [44]. The key point is the observation
that if the 2NFA M in Theorem 3 has an accepting computation on an input a™,
then it should also have an accepting computation which visits the left end-
marker at most N times, where NN is the number of states of M. The procedure



50 G. Pighizzini

tests state reachability at the left end-marker using a recursion on the number
of visits of this end-marker.

At the moment we do not have a matching lower bound for this simulation.
The best known lower bound is quadratic and derives from the cost of the simu-
lation of 1NFAs by 2DFAs (cf. Fig. 4). Indeed, this is the already mentioned open
question of Sakoda and Sipser restricted to the unary case.

Theorem 5 ([10]). Each unary n-state 2NFA accepting a language L can be
transformed into a 2NFA with O(n®) states accepting the complement of L.

Even the proof of this result starts from the above observation which gives a
bound on the number of visits to the left end-marked in shortest accepting
computations. In this case, an inductive counting procedure (as in the proof of
the famous Immerman-Szelepcsényi result [17,50]) is used to generate all the
states that can be reached at the left end-marker in a given number of visits.

A further result that has been obtained using the form of 2NFAs given in
Theorem 3 states an important relationship between the question of Sakoda and
Sipser and the problem of the power of the nondeterminism in logarithmic space
bounded computations. Let us denoted by L the class of languages accepted by
deterministic Turing machines which work in logarithmic space and by NL the

corresponding nondeterministic class. The question L Z NL s still open. The
Graph Accessibility Problem (GAP, for short: given a direct graph G = (V, E)
with two fixed vertices s,t, decide whether or not G contains a path from the
source s to the destination t) is complete for NL [18]. As a consequence, GAP € L
if and only if L = NL.

Given a 2NFA M in the form given in Theorem 3, the membership problem
for L(M) can be reduced to GAP, as proved by Geffert and Pighizzini [11]. The
reduction associates with each input string a™ a graph G,, = (Q, E,,) whose
set of vertices coincides with the set ) of the states of M and whose set of
edges E,, contains the pair (p,q) if and only if M can traverse the input a™
starting at one end-marker in the state p and reaching the opposite end-marker
in the state ¢. Since an accepting computation should start in the state ¢y with
the head at the left end-marker and end in the state gr at the same end-marker,
deciding whether or not a™ is accepted by M is equivalent to decide if the answer
to GAP for the graph G, (with source g; and destination gp) is positive. Due
to the properties of M, the above outlined reduction can be computed by a
deterministic transducer having a number of states polynomial with respect to
the number of states of M. Adapting techniques used in space complexity to
two-way automata, the following result has been proved:

Theorem 6 ([11]). If L = NL then each unary n-state 2NFA can be simulated
by an equivalent 2DFA with a number of states polynomial in n.

The best known upper bound for the simulation of unary 2NFAs by equivalent
2DFAs is the superpolynomial bound presented in Theorem 4. As a consequence
of Theorem 6 proving the optimality of such a bound, or proving a smaller
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but still superpolynomial lower bound for the simulation of unary 2NFAs by
equivalent 2DFAs would separate L and NL in the general case, thus solving a
longstanding open problem in complexity theory. Hence, this result gives evi-
dence of the fact that the unary case is not a “separate world”: its investigation
has relevant implications in the general case.

Concerning Theorem 6, it is quite natural to wonder if the converse also
holds. Trying to prove that, the main problem is related to uniformity. Adding
uniformity conditions to the conversion of 2NFAs into equivalent 2DFAs even a
stronger result has been obtained [11]. More interestingly, by replacing L with
its nonuniform variant L/poly, defined in terms of machines with polynomial
advice [21], Kapoutis and Pighizzini proved the following:

Theorem 7 ([20]). L/poly D NL if and only if each unary n-state 2NFA can be
simulated by an equivalent 2DFA with a number of states polynomial in n.

The only-if direction in Theorem 7 derives immediately from Theorem 6.
The proof of the converse implication also uses GAP. In particular this problem,
restricted to graphs with n vertices, is reduced to the membership problem for
the unary language accepted by a 2NFA A,, with a number of state polynomial
in n. The details can be found in [20] together with other results proving the
equivalence of L/poly D NL with other statements.

Using a result from nonuniform complexity [42] and adapting the technique
used to prove Theorem 6, the following result has also been obtained:

Theorem 8 ([11]). Each unary n-state 2NFA can be simulated by an equivalent
unambiguous 2NFA with a number of states polynomial in n.

4 Beyond Finite Automata

As mentioned in the introduction, each unary context-free language is regular.
So the analysis presented in Section 2 on the costs of the optimal simulations
between finite automata in the unary case (summarized in Figure 4) can be ex-
tended to include pushdown automata (PDAs, for short) and context-free gram-
mars (CFGS).

While in the case of finite automata the number of states is a reasonable
measure for the size of the description, in the case of PDAs we need to consider
some other parameters (we remind the reader that each context-free language
can be accepted by a PDA with just one state). We can measure the size of a PDA
by counting the number of symbols needed to write down its transition table. In a
similar way, for a context-free grammar, we can consider the number of symbols
used to write down the productions. In the case of grammars in Chomsky normal
form, the number of variables is considered a reasonable parameter, because it
is polynomially related to the total size of the description. For more details we
address the reader to [14].

In the general case, in 1971 Meyer and Fischer proved that for any given re-
cursive function f and for arbitrarily large integers n there exists a context-free
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grammar G whose description uses n symbols, such that G generates a regular
language and each 1DFA accepting L requires at least f(n) states, thus implying
that there is no a recursive bound between the size of context-free grammars
(and of pushdown automata) generating regular languages and the number of
states of equivalent finite automata [35]. The construction of Meyer and Fischer
uses a binary alphabet, leaving open the unary case, which has been studied by
Pighizzini, Shallit, and Wang proving, in contrast, recursive bounds [40].

Theorem 9. For any unary CFG in Chomsky normal form with h variables
there exists an equz’valez)nt INFA with at most 22"~ + 1 states and an equivalent
1DFA with less than 2" states.

The bounds stated in Theorem 9 cannot be significantly improved. In fact in
the same paper, for each integer h a very simple Chomsky normal form grammar
generating the language (a2il71)+, which requires 2"~ + 1 states to be accepted
by a INFA, was presented. A more complicated example was also given, showing
for infinitely many integers h a unary grammar in Chomsky normal form with i
variables such that each equivalent 1DFA needs at least 2°"" states, for a suitable
constant c.

Since the conversion of a context-free grammar G into Chomsky normal form
produces a grammar with a polynomial number of variables with respect to the
total size of the description of the original grammar, and since the conversion of a
pushdown automaton into an equivalent context-free grammar is also polynomial
in the size, we can conclude that the conversions of unary context-free grammars
and pushdown automata into equivalent 1DFAs or 1NFAs are polynomial in size.

We more closely look to the case of pushdown automata. Each PDA can be
turned into a normal form where each push operation add exactly one symbol on
the stack (this conversion is also polynomial in size). As a corollary of Theorem 9,
it has been proved that each unary PDA in this form, with n states and m stack
symbols can be transformed into an equivalent 1DFA with 20(n*m*) gtates [40]. In
the case of deterministic pushdown automata the upper bound has been reduced
to 2™™ [38]. Since the size of a pushdown automaton in this normal form is
polynomial in n and m, it turns out that this bound is exponential in the size
of the given DPDA. Furthermore, this bound cannot be significanly improved.
(An alternative proof and other results relating unary DPDA with straight-line
programs have been recently obtained by Chistikov and Majumdar [2]).

In the general case, in 1966 Ginsburg and Greibach proved that each DPDA of
size s accepting a regular language can be simulated by a finite automaton with
a number of states bounded by a function which is triply exponential in s [12].
The bound was reduced to a double exponential in 1975 by Valiant and it cannot
be further reduced because a matching lower bound [52,35]. In the unary case,
however, an exponential upper bound in s has been obtained. By summarizing:

Theorem 10. Let M be a unary PDA with n states and a pushdown alphabet
of m symbols such that each operation can push at most one symbol on the stack.
Then M can be simulated by an equivalent 1DFA A with 20(n'm?) states. The
number of states of A reduces to 2™ if M is deterministic.
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5 Beyond Regular Languages

In the previous sections we discussed descriptional complexity aspects of unary
finite and pushdown automata. Now, we focus on devices that, even in the unary
case, are more powerful. We are not going to consider general devices as Turing
machines, but some computational models obtained adding a few extra features
to the ones considered in previous sections. A tool that will be used in this
section is the set of powers of 2 written in unary notation, namely the language
L, = {a2m m > 0}. Being a nonregular language, £, cannot be accepted by
any of the devices considered in the previous sections.

Let us start by considering two extensions of PDAs.

The first extension is obtained by adding a “small” worktape to those devices.
The model so obtained is called one-way auziliary pushdown automata (LAUX-
pDAs, for short) [1]. The space used by those devices is measured by taking
into account only the worktape. Hence, 1AUX-PDAs working in space O(1) are
equivalent to PDAs.

The language £, can be recognized by a unary 1AUX-PDA M that in each
configuration keeps in the pushdown store and in the auxiliary tape an encoding
of the number of input symbols read so far. Given an integer m, let us consider
its binary representation. Let 0 < k; < ko < --- < kg be the positions of the
digit 1 (from the less significant position), namely, m = 2k 4 2F2 4 ... 4 2ks,
After reading a™ the auxiliary tape contains k; written in binary, while the
pushdown store contains (from the top) an encoding of the sequence ko, . .., ks.
It is easy to write down the operations that M has to perform, while moving
one position to the right, to get from the representation of m that of m + 1.
On input a”, the maximum number that can be written on the worktape is the
position of the most significant digit in the representation of n, which is written
in binary. Hence, M uses O(loglogn) space. Furthermore, M is deterministic.
This suggested the following questions:

— Is it possible to use a smaller amount of space to recognize £, on these
devices (possibly making use also of nondeterminism)?

— Does there exist a language which is accepted in o(loglogn) space but not
in O(1) space on those devices?

To answer the last question, we need to be more precise about space notions. In
fact, different space notions can be formulated (for an overview see, e.g., [32]).
Among them, strong space is defined by requiring that the space bound is sat-
isfied by all computations on each input, while weak space is defined by requir-
ing that the bound is satisfied by at least one accepting computation on each
string in the language. Brandenburg has shown that each language accepted by
a 1AUX-PDA in strong o(log log n) space is context-free, i.e., it is accepted in O(1)
space [1]. Hence, in the strong case the answer to both questions is negative.
For weak space, the situation is completely different. Chytil proved that for
each k > 1 there exists a noncontext-free language accepted by a 1AUX-PDA in
weak O(l\og log- - - log n) space [6]. Hence, the answer to the second question is
~

k times
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positive. However, the witness language is defined over a nonunary alphabet.
Hence, this does not give any answer to the first question and, in general, on the
unary case. Indeed, the result by Chytil cannot be proved with unary witnesses:
using Theorem 10, it has been shown that in the unary case 1AUX-PDAs working
in weak o(loglogn) space are no more powerful that PDAs, hence they recognize
only regular languages [40]. As a consequence, £, is an example of nonregular
language accepted by a 1AUX-PDA using a minimal amount of extra space. We
believe that this language requires a minimal amount of resources even on other
computational models, as we are now going to discuss.

Another extension of PDAs is obtained by allowing to move the head on both
directions on the input tape. The resulting models, two-way pushdown automata
(2PDAS), are more powerful than PDAs, even when restricted to a unary alphabet.
For instance the language £, is accepted using iterated divisions by 2. To this
aim, we can define a 2PDA A which, while moving the input head from left to
right, for each two input positions pushes one symbol on the stack, and while
popping symbols off the stack, for each two symbols that are removed, A moves
the input head one position to the left. At the beginning, A scans all the input
from left to right, leaving N/2 symbols on the pushdown store, where N is the
input length. If N is odd then the input is rejected. Otherwise, A makes its
pushdown store empty, while moving the input head to the left, so reaching the
cell at distance N/4 from the right end-marker and rejecting if N/2 is odd. At
this point, A starts to move the input head to the right to leave N/8 symbols
on the pushdown, and so on, representing in this way N/2* for increasing values
of k. When N/2¥ =1, A stops and accepts.

The language £, is just a very simple example of nonregular language accepted
by unary 2PDAs. Actually, these devices are very powerful: as shown in 1984 by
Monien, the unary encoding of each language in P, the class of languages accepted
in polynomial time by deterministic Turing machines, is accepted by a 2PDA [36].

We point out that, in the previous example, a string of length n is accepted
by reversing the direction of the input head O(logn) times. As a consequence of
a result by Liu and Weiner, it follows that if a 2PDA accepts a unary language L
by reversing its input head a constant number of times, then L is regular [27].
It should be interesting to know whether or not there is a unary nonregular
language accepted by a 2PDA using o(logn) reversals. In our knowledge, at the
moment this problem is open. Furthermore, unary 2PDAs which can make only a
constant number of “turns” of the pushdown accept only regular languages [3].
Hence a similar problem can be formulated with respect to the number of turns
of the pushdown store. For recent results on 2PDAs with restrictions on head
reversals and number of turns we address the reader to [30].

We finally consider multi-head finite automata. The language L, can be rec-
ognized by deterministic finite automaton with 2 two-way heads. The algorithm
is very similar to the one above outlined for accepting the same language on
2pDAs. We can also observe that the total number of reversals used on in-
puts of length n is O(logn). As a consequence of a result by Sudborough,
multi-head automata making a constant number of head reversals accept only
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regular languages [48]. Even in this case, we can ask about the existence of a
unary nonregular language accepted by a multi-head automaton using o(logn)
reversals. Descriptional complexity aspects of unary one-way multi-head au-
tomata have been recently studied in [23]. We point out that even adding multiple
input heads to 2PDAs, if the number of reversals is constant then in the unary
case only regular languages are accepted [16].

6 Final Remarks

We presented an overview on some results related to unary automata and lan-
guages. Some of the results we mentioned (e.g., those from [27,16,48]) are more
general, taking into account semilinear sets or bounded languages. Other results
originally proved for the unary case have been generalized. We shortly mention
a few of those generalizations.

First of all, the Chrobak normal form for unary automata has been general-
ized by Kopczynski and To, providing a normal form for the representation of
semilinear subsets of N™ [22]. Lavado, Pighizzini, and Seki studied automata
determinization under Parikh equivalence, proving that for each n-state 1NFA
accepting a language L there exists a 1DFA with eO(Vninn) gtates accepting a
language L’ with the same Parikh image as L [26]. The proof makes use of the
above mentioned extension of Chrobak normal form to semilinear sets. They
also proved that for each n-variable context-free grammar in Chomsky normal
form generating a language L, there exists a 1DFA with 20(h*) states accepting
a Parikh equivalent language L', so extending the results discussed in Section 4.
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Abstract. Cellular Automata (CA) as bio-inspired parallel computa-
tional models of self-reproducing organisms can capture the essential
features of systems where global behavior arises from the collective ef-
fect of simple components which interact locally. In this aspect, CAs
have been considered as a fine candidate to model pedestrian behavior
and crowd dynamics in a fine manner. In specific, for crowd modeling,
the CA models show evidence of a macroscopic nature with microscopic
extensions, i.e. they provide adequate details in the description of human
behavior and interaction, whilst they retain the computational cost at
low levels. In this paper several CA models for crowd evacuation taking
into consideration different modeling principles, like potential fields tech-
niques, obstacle avoidance, follow-the-leader principles, grouping theory,
etc. will be presented in an attempt to accomplish efficient crowd evac-
uation simulation. Moreover, an integrated system based on CAs that
operates as an anticipative crowd management tool in cases of medium
density crowd evacuation for indoor and outdoor environments is also
shown, and its results different real world cases and different environ-
ments prove its efficiency. Finally, robot guided evacuation with the help
of CAs is also presented. Quite recently, an evacuation system was pro-
posed, based on an accurate CA model capable of assessing the human
behavior during emergency situations takes advantage of the simulation
output to provide sufficient information to a mobile robotic guide, which
in turn guides people towards a less congestive exit at a time.

Keywords: Cellular Automata, Crowd Dynamics, Modeling, Simula-
tion, Hardware Implementation.

1 Introduction

When we are at a major sporting event or traveling on public transport or
shopping around in shopping precincts, our safety and comfort depend crucially
on our fellow crowd members and on the design and operation of the facility
we are in. Consequently, the need for realistic and efficient in case of emer-
gency crowd dynamics modeling approaches is of utter importance. As a result,
pedestrian dynamics have been reported following a great variety of approach-
ing methods, such as Cellular Automata (CA)-based [1], lattice-gas and social
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force models [2], fluid-dynamic [3] and agent-based [4], and methods related to
game theory [5]. All approaches can be qualitatively distinguished, focusing on
different characteristics that each of them dominantly display. In general, crowd
movement simulation models can also be categorized into macroscopic and mi-
croscopic ones. In some models, pedestrians are ideally considered as homoge-
neous individuals, whereas in others, they are treated as heterogeneous groups
with different features (e.g., gender, age, psychology). There are methods, where
collective phenomena emerge from the complex interactions among individuals
(self-organizing effects), thus describing pedestrian dynamics in a microscopic
scale. Other methods treat crowd as a whole, modeling pedestrian dynamics on
a macroscopic scale. There are models discrete in space and time and others
spatial-temporally continuous.

Moreover, crowd movement could be defined as a non linear problem with
many factors affecting it. A system of Partial Differential Equations (PDEs)
could effectively approach it. The result is a system of PDEs very difficult to
handle, which would also be demanding in terms of computer power, complexity
and computation time. CA can act as an alternative to PDEs [12]. In CA based
approach, the space under study is presented as a unified grid of cells with local
attributes, which are generated by a set of rules that describe the behavior of
the individuals. The state of each cell is defined according to the rules, the
state of the cell at the previous time step and the current state of neighboring
cells. Consequently, literature reports a variety of CA-based models investigating
crowd behavior under different circumstances [6,7].

In this paper, some CA models for the simulation of crowd dynamics are going
to be presented. In specific, a CA model based on electrostatic-induced poten-
tial, inspired by the Coulomb force as motion-driving mechanism, calculates the
Euclidean distance between the destination (source) and the pedestrian (test
charge), allowing smoother change of direction. Introducing an electric field ap-
proach, charges of different magnitude represent main or internal exits as well
as obstacles and walls [8,9,11]. A somehow different CA model also applies an
efficient method to overcome obstacles. Based on the generation of a virtual field
along obstacles, a pedestrian moves along the axis of the obstacle towards the
direction that the field increases its values, leading her /him to avoid the obstacle
effectively [13]. Moreover, a bio—inspired CA-based model for crowd dynamics
where the driving mechanism emanates from the characteristic collective behav-
ior of biological organisms (e.g. school of fishes, flock of birds, etc.) is also pre-
sented [14,15]. The adoption of a CA approach enhanced with memory capacity
allows the development of a microscopically-induced model with macroscopi-
cal characteristics. Due to the fact that in terms of simplicity, regularity, ease of
mask generation, silicon-area utilization, and locality of interconnections [10,11],
CA are the most promising computational architecture, the CA models can be
easily implemented in Field Programmable Gate Array (FPGA) Circuits leading
to support decision system for monitoring crowd dynamics in real-time, provid-
ing valuable near optimum management of crowd services. In this direction,
an anticipative crowd management system preventing clogging in exits during
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pedestrian evacuation processes based on some of the proposed CA models is
also presented. Finally, robot guided evacuation is presented [16]; namely, an
evacuation system based on an accurate CA model and capable of assessing the
human behavior during emergency situations takes advantage of the simulation
output to provide sufficient information to a mobile robotic guide, which in turn
guides people towards a less congestive exit at a time.

2 CA Models for Crowd Dynamics

CA Basics: A CA consists of a regular uniform n-dimensional lattice (or array),
usually of infinite extent. At each site of the lattice (cell), a physical quantity
takes on values. The value of this physical quantity over all the cells is the global
state of the CA, whereas the value of this quantity at each site is its local state.
A CA is characterized by five properties:

1. the number of spatial dimensions (n);

2. the width of each side of the array (w). w; is the width of the j'" side of the
array, where j =1,2,3,....n;

the width of the neighborhood of the cell (r);

the states of the CA cells;

5. the CA rule, which is an arbitrary function F.

- W

The state of a cell, at time step (¢ + 1), is computed according to F', a func-
tion of the state of this cell at time step (¢) and the states of the cells in its
neighborhood at time step (t). For a 2-d CA, two neighborhoods are often con-
sidered: Von Neumann, which consists of a central cell and its four geographical
neighbors north, west, south and east; and the Moore neighborhood contains, in
addition, second nearest neighbors northeast, northwest, southeast and south-
west, i.e. nine cells. In most practical applications, when simulating a CA rule, it
is impossible to deal with an infinite lattice. The system must be finite and have
boundaries, resulting to various types of boundary conditions such as periodic
(or cyclic), fixed, adiabatic or reflection.

CA model based on electrostatic-induced potential fields: A 2-d CA
model based on electrostatic-induced potential fields was introduced to sim-
ulate efficiently crowd dynamics in the process of developing an active guid-
ing system of crowd during evacuation. Certain attributes of crowd behavior,
such as collective effects, blockings in front of exits as well as random to co-
herent motion due to a common purpose have been successfully incorporated
in the model. Motion mechanism is based on an virtual potential field gener-
ated by electric charges at selected positions that attract pedestrians towards
exit point or repel them from obstacles and walls. Assuming that each bounded
area that includes an exit corresponds to an independent level then coupling
among different fields is avoided. Efficient updating rules demonstrate global
behavioral patterns that distinctly characterize mass egress. Each pedestrian is
represented by a test charge, with such a small magnitude that when placing it at
a point has a negligible affect on the field around the point (Fig. 1). Furthermore,
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the direction towards each of pedestrians should move is precisely determined.
The model calculates the exact Euclidean distance between the destination
(source) and the pedestrian (test charge); hence it achieves advanced estima-
tion of crowd behavior. It is a field similar to an electrostatic one, described by
the equation below, though it has some differences in order to be applicable in
pedestrian motion.

N
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In Eq. 1, Q; and 7} are the magnitude and the position of the i*" charge, re-
spectively, R; is the unit vector in the direction of B; = 7 — 73, i.e. a vector
pointing from charge @); to charge ¢ and R; is the magnitude of R;—, i.e. the
distance between charges @); and ¢ and E the corresponding electric field. The
unit vector in space is expressed, in Cartesian notation, as a linear combination
of i = [1;0] and j = [0; 1] and the values of its scalar components are equal to the
cosine of the angle formed by the unit vector with the respective basis vector [§].
The force is attracting when generated by charges located at exits and repulsive
when generated by charges that represent obstacles or walls [9]. The distance
calculated is the exact Euclidean distance, thus introducing increased precision
in the model as far as the direction of pedestrian concerns [11].

In the CA grid every cell covers an extent of approximately 40 x 40 em? [17].
Each cell corresponds to the fixed area that a person could occupy [1]. CA cells
obtain discrete values, thus indicating their status; either free or occupied. Dur-
ing each time step, the algorithm aims at the definition of the direction that an
individual should move towards to reach the closest exit trying to occupy one
of the eight possible states of its closest neighborhood (Moore). More explicitly,
according to the attracting force from the exit of the room and the repelling
forces from obstacles and walls, the coordinates of the next cell-target are cal-
culated. In case that the cell-target is free or it has not been defined as target
from another pedestrian, then the initial pedestrian moves towards. Otherwise,
the pedestrian searches for a neighboring cell equidistant from the exit with the
initial target-cell. In case that the target-cell is an exit, it is checked whether
this is free or not. Only if the exit is free does the pedestrian move towards it.
The convergence of the resultant force plays significant role on the driving mech-
anism of the model. In fact, the convergence of the resultant force upon a test
charge towards the point that the closest source is located defines the direction
of movement of each pedestrian, which is towards the closest exit (as shown in
Fig. 1(c)). More details about the mathematical calculations of the convergence
of the resultant force can be found in [11].

CA model for automated obstacle avoidance: A distinct feature of the
model is an automated, computationally fast and efficient method to enables
obstacle avoidance based on the effect of a virtual field generated near obstacles
[13]. Inside the field, a pedestrian moves towards the direction of greater field
values. Following that direction a pedestrian is enabled to overcome efficiently
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Fig. 1. (a) The effect of a test charge, which represents a pedestrian, on the field around
the point and (b) the corresponding effect of an ordinary charge (right). (c) Graphical
solution of the case of the convergence of the resultant force upon a test charge.

even complex obstacles. Specifically, in the general case, obstacle field values are
increasing forming a parabola, which is described by the following equation:

1

F(z) = 2 (2 —20)%, p> OV € {[Zwt, Tuwr] N (T — Zut # 0U Ly — 25 # 0)}
(2)
zo= """ (3)

In eq. 2, p corresponds to the parameter of the parabola, which also defines
the distance between the two branches of the graphical representation of the
function. In fact, as 21p — 0, then the width of the parabola increases. Moreover,
(xa,y4), (xB,yn) represent the coordinates of the edges of the obstacle, whereas,
Twi, T correspond respectively to the very left and very right z-axis coordinate

of the walls. Equation 3 defines z,, which corresponds to the z-axis coordinate
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of the middle point of the obstacle. In case that the obstacle is bonded to a wall,
then the field is generated according to the common coordinate of the obstacle
and the wall, as described by eqgs. 4 and 5:

1
TA— Ty =0= F(x) = o (l'_xwl)Q (4)
Tyl —2p=0=F(z) = 1(:r—x )? (5)
wl B — 72]) wr

The length of the obstacle is given by:
Lobstacle = Tp — T (6)
whereas the length of the area between walls is given by:
M = Toyr — Tl (7)

In the case of complex obstacles the corresponding field is generated by the
superposition of fields that correspond to fundamental obstacles. Fig. 2 clarifies
the effect of the auto-defined obstacle field to the direction of pedestrian move-
ment, in correspondence to the location and the shape of the obstacle. It should
be mentioned that above mathematical presentation takes into account geomet-
rically shaped obstacles, however with slight modification can be successfully
applied to arbitrary shaped obstacles as well. More details can be found in [13].
Hardware Implementation of CA models: Tt should be also noticed that
the aforementioned CA model is orientated as a real-time processing module of
an embedded system that could prevent clogging in exits under emergency condi-
tions. More specifically, the initialization process could be originated along with
a detecting and tracking algorithm supported by cameras and the automatic
response of the processor provides the location of pedestrians around escape
points. Consequently, the realization of the model becomes a rational additional
step. Moreover, in terms of circuit design and layout, ease of mask generation,
silicon-area utilization and maximization of achievable clock speed CA are per-
haps the computational structures best suited for a fully parallel hardware re-
alization [10,13]. In contrast to the serial computers, the implementation of the
model is motivated by parallelism, an inherent feature of CA that contributes to
further acceleration of the model’s operation. The hardware implementation of
the presented model is based on FPGA logic (for example the schematic design
of the closest exit tracker can be seen in Fig 3. The dedicated processor could
be used as a real-time processing module of an embedded system, dedicated to
surveillance that responds fast under crowd evacuation emergency conditions.
More techical details about CA design and the target FPGA in [11].
Follow-the-Leader CA Model: Furthermore, a CA-based computational
model has been developed that simulates the movement of a crowd formed by
individuals, following some of the basic principles of flocking. The driving mech-
anism of the model is based on the acceptance that each member of the crowd
moves independently. Whenever possible, a group of individuals approaches the
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Fig. 2. (a) The graphical representation of the obstacle field in case that the obstacle
lays between walls. The values of the field increase in the direction from left to right for
half the length of the obstacle and the vice versa for the other half. Thus, the pedestrian
is enabled to move following the one direction or the other, as indicated by arrows. (b)
The response of the obstacle field, in case that the exit is closer to the left edge of the
obstacle (Xa = Xu1). (c) The case of a vertical obstacle and the corresponding field.
(d) The case of a complex obstacle. The final field is generated by the superposition of
field cases (b) and (c).

closest exit following the shortest route. Thus, each member is supposed to have
a complete knowledge of the space topology and acts completely rational. The
model has been developed to simulate crowd movement both in 2-d and 3-d, ac-
cording to flocking principles and incorporating the Follow-the-Leader technique
[14]. Following nature’s practice, the model allows dynamical transitions of the
role of the leader among the members of the group. Particularly, in case that
a member of the group appears in front of the leader also following the same
direction of movement, then a leader’s role transition occurs. The member in
front becomes the leader, whereas the leader turns into a simple member. An
individual follows the leader until it reaches the target, e.g. the exit. Further-
more, the model enables the creation of different groups in the crowd, assigning
to each group a leader and the corresponding members. It favors the dynamic
grouping rather than the static one.



Cellular Automata for Crowd Dynamics 65

X Multiplexer Y Multiplexer
Exiti X Exitl Y
—s, o—> —s, P —
X_closest_exit Y_closest_exit

Exitg X Exits Y
—s — s,

—x

T Fry

SUBTRACTOR

S
= [

YiYo [ !

a I
AN
i ADDER Dy
o
el 1
— Lo o T ot
0o 5= ] Dise D

XeXo >0, D10z -

el COMPARATOR I (om0 oy — J i
v D. |
U+Q; . ; |

- : | !

|

|

|

|

|

|

|

SUBTRACTOR

Y=Yo @
— J'
. N ADDER

— v

SUBTRACTOR
'

Fig. 3. Structure of a cell of the CA grid for Euclidean based calculations

As far as the members of the group concern, their movement is defined by the
same set of rules as the one that defines the movement of individuals towards
an exit. From a mathematical point of view, the direction of movement of the
individuals relies on a potential field. It derives from the negative gradient of a
function that involves the distance (Manhattan) of each point of the area from
the position of the leader. In the case of two—dimensions, the function f(z,y) is
defined as follows:

f(l" y) = abs (.’b - $o) + abs (y - yo) (8)

where (z,,y,) correspond to the coordinates of the leader.
The corresponding gradient of the function f(x,y) is defined as:

Vi) = (Vo7 O 03) (99)
V) = — (aabs(gx— $O)€»+ 0abs(§/y yo)j) (9b)

It can be thought as a collection of vectors pointing in the direction of decreasing
values of f(x,y).

Spatially, the whole process is divided in eight subsections, i.e. for the case
that the leader moves i) downwards (y > y,), ii) upwards (y < y,), iii) to the
left (x > z,), iv) to the right (z < z,), v) downwards and to the right (y > y,)
and (z < x,), vi) downwards and to the left (y > y,) and (z > x,), vii) upwards
and to the left (y < y,) and (z > z,) and viii) upwards and to the right (y < y,)
and (z < z,), respectively. For instance, in the case that the leader moves
downwards and to the right (i.e. case (v)), the corresponding potential field that
is derived from equations 9, is depicted in Figure 4. The adoption of sectors
is based on the simple fact that even in real life bounded areas are divided to
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@ (b)

Fig. 4. The corresponding potential field in the case that the leader is positioned at
(o = 2,Y0 = —2) and moving downwards and to the right. (a) All individuals within
blue-arrows area follow the leader (red spot). Four sectors in 3-D (b) Gates placed at
the center of the internal sides of the sectors.

multiple sub-areas with their own formation and their own exits. Each sub-area
shares the same properties with the total area, thus enabling the use of the
property of the superposition. Hence, the scalability of the method is reassured,
allowing its application in more complicated areas. The movement of the leaders
through sections takes place as follows: depending on the direction of the leaders
motion, each section is supplied with two gates that the leaders use to enter the
section. The leaders move towards the exits following the same rules that the
members of the flock use to follow the leader.

The 3-d CA is defined in a cubic space, the dimensions of which are variable,
taking into consideration that each cell needs three coordinates (7,7, k) to be
properly defined. The neighborhood of each cell is shaped by its 26 closest cells,
whereas there are four (4) sectors that divide the space in four rectangular
parallelepipeds (Fig. 4a). In case that we wish to test the behavior of the model
in 3-d dimensions, the following scheme takes place; the leaders pass through the
sectors following the 1-2-3-4-1 sequence for the clockwise direction or 4-3-2-1-4
for the anti—clockwise one. Adopting similar logic as in two-dimensions, the gate
that influences one sector lies inside the following sector. The gates are placed
at the center of the internal sides of the sectors (Fig. 4b).

Different simulation processes were taken into account in order to verify the
response of the model and investigate its efficiency [14]. Particularly, these vari-
ous simulation scenarios demonstrated distinct features of crowd movement such
as flocking, increasing crowd density in turnings and crowd movement decelera-
tion as self-organized groups try to pass obstacles, transition from a random to
a coordinated motion, etc. Please also check [14],[15] for further analytical pre-
sentation of the under study simulation scenarios and the corresponding results.
Anticipative crowd management tool based on CA model: An integrated
system that operates as an anticipative crowd management tool in cases of
medium density crowd evacuation was also developed based on CA models [12].
Preliminary real data evaluation processes indicate that it responds fast in order
to prevent clogging in exits under emergency conditions. The system consists of
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three modules; the detecting and tracking algorithm, the CA model of possible
route estimation and the sound and optical signals. The initialization process
is originated from the detecting and tracking algorithm, which is supported by
cameras. The automatic response of the algorithm provides the location of pedes-
trians around escape points at any time, thus providing instant initialization
data to the model of possible route estimation. However, its role is not confined
exclusively for initialization purposes. Instead, it also operates as a control and
rectifying mechanism, by checking and correcting periodically the response of the
CA dynamic model originated from electrostatic-induced potential fields. The re-
sponse of the route estimation model is compared to the output of the tracking
algorithm. In cases of large differences, the model is re-initialized according to
the current conditions of the tracking algorithm. Finally, sound and optical sig-
nals enable the system to redirect pedestrians, enhancing its effectiveness and
efficiency [12]. System operation is developed in four successive stages, setting
out with the detection and tracking of pedestrians that enable dynamic initial-
ization and continuing with the estimation of their possible route for the very
near future. Then, among all possible exit points, the most suitable is proposed
as an alternative, triggering the activation of appropriate guiding signals, sound
and optical. The criterion of suitability is the distance of the congested exit from

S LK,

()

Fig. 5. (a) Initialization of the pedestrian movement model outdoor. (c¢) The transition
from the first stage of the anticipative system, i.e. the detection algorithm to the second
one, i.e. the crowd movement model. Red-dotted areas correspond to areas of interest
in front of exits. (b) Two successive frames displaying response of individuals during
alarm activation in a teaching room. In frame (b), people move towards exit A, not
having reached the area of surveillance yet. Alarm is activated in frame (d).
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Fig. 6. The proposed robot guided evacuation system’s architecture

an alternative one. Hence, the closest free exit is preferred. A few paradigms of
the system process for outdoor and indoor study cases are depicted in Fig. 5.
CA based Robot Crowd FEvacuation: Recently, a robot guided evacuation
was proposed, to the best of our knowledge, for the first time in literature [16].
The proposed framework relies on the well established CA simulation models,
while it employs a real world evacuation implementation assisted by a mobile
robot. More specifically, the implementation of a CA model capable of assessing
the humans’behavior during evacuation occasions has been presented. Then, an
evacuation framework based on an assistant robot that deploys in emergency
situations is exhibited. The main attribute of the introduced method is the
coexistence of a discrete CA simulation model and a real wold continuous imple-
mentation combined with the development and usage of a custommade robotic
platform. Thus, the method exploits both the computational speed of the dis-
crete simulation and the added value of a real robotic implementation. Addition-
ally, the entire evacuation algorithm is accompanied by a custommade assistant
robot which attracts a group of evacuees from a congestive exit and redirects
them towards to a less crowded one. The proposed evacuation framework has
been evaluated on real world conditions and exhibited remarkable performance
in terms of speed during the evacuation proving: a) the credibility of the CA
simulation modeling and b) the necessity of an intelligent mobile aid during the
evacuation procedure.

3 Conclusions

CA have been proven quite efficient to model successfully crowd dynamics. In
this paper, several CA models and corresponding systems for crowd dynamics
were briefly presented taking into consideration different modeling principles,
like potential fields techniques, obstacle avoidance, follow the leader principles,
grouping theory, etc. Moreover, due to their inherent parallelism CA, some of
these models have been implemented in hardware and have been considered as
basis of an anticipation crowd management system which is able of preventing
clogging in exits during crowd evacuation processes. Finally, robot guided evac-
uation was presented, based on an accurate CA model capable of assessing the
human behavior during emergency situations takes advantage of the simulation
output to provide sufficient information to a mobile robotic guide, which in turn
guides people towards a less congestive exit at a time.
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Abstract. The notion of linear finite transducer (LFT) plays a crucial
role in a family of cryptosystems introduced in the 80’s and 90’s. However,
as far as we know, no study was ever conducted to count and enumerate
these transducers, which is essential to verify if the size of the key space,
of the aforementioned systems, is large enough to prevent an exhaustive
search attack. In this paper, we determine the cardinal of the equivalence
classes on the set of the LFTs with a given size. This result is sufficient
to get an approximate value, by random sampling, for the number of
non-equivalent injective LFTs, and subsequently for the size of the key
space. We introduce a notion of canonical LFT, give a method to verify
if two LFTs are equivalent, and prove that every LFT has exactly one
equivalent canonical LFT. We then show how this canonical LFT allows
us to calculate the size of each equivalence class on the set of the LFTs
with the same number of states.

1 Introduction

Transducers, in the most used sense in automata theory, are automata with
output that realise rational functions. They are widely studied in the literature,
having numerous applications to real world problems. They are essential, for
example, in language and speech processing [4].

In this work we deal only with transducers as defined by Renji Tao [7], and
our motivation comes from their application to Cryptography. According to that
definition, a transducer is a finite state sequential machine given by a quintuple
(X,¥,8,6,\), where: X, Y are the nonempty input and output alphabets, re-
spectively; S is the nonempty finite set of states; 6 : S x X = S, A: Sx X = ),
are the state transition and output functions, respectively. These transducers are
deterministic and can be seen as having all the states as final. Every state in §
can be used as initial, and this gives rise to a transducer in the usual sense, i.e.,
one that realises a rational function. Therefore, in what follows, a transducer is
a family of classical transducers that share the same underlying digraph.

A transducer is called linear if its transition and output functions are linear
maps. These transducers play a core role in a family of cryptosystems, named
FAPKCs, introduced in a series of papers by Tao [8,11,9,10]. Those schemes seem
to be a good alternative to the classical ones, being computationally attractive
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C(M,N)

Encryption process Decryption process

Fig. 1. Schematic representation of FAPKC working principle

and thus suitable for application on devices with very limited computational
resources, such as satellites, cellular phones, sensor networks, and smart cards
[9]. Roughly speaking, in these systems, the private key consists of two injective
transducers, denoted by M and N in Figure 1, where M is a linear finite trans-
ducer (LFT), and N is a non-linear finite transducer (non-LFT) of a special
kind, whose left inverses can be easily computed. The public key is the result of
applying a special product for transducers, C, to the original pair, thus obtain-
ing a non-LFT, denoted by C(M, N) in Figure 1. The crucial point is that it is
easy to obtain an inverse of C(M, N) from the inverses of its factors, M ~1 and
N1, while it is believed to be hard to find that inverse without knowing those
factors. On the other hand, the factorization of a transducer seems to be hard
by itself [12].

The LFTs in the FAPKC systems are of core importance in the invertibility
theory of finite transducers, on which part of the security of these systems relies
on [1]. They also play a crucial role in the key generation process, since in these
systems a pair (public key, private key) is formed using a LFT and two non-
LFTs, as explained above. Consequently, for these cryptosystems to be feasible,
injective LE'T's have to be easy to generate, and the set of non-equivalent injective
LFTs has to be large enough to make an exhaustive search intractable.

Several studies were made on the invertibility of LFTs [5,6,13,12,3,1], and
some attacks to the FAPKC systems were presented [2,13,7]. However, as far
as we know, no study was conducted to determine the size of the key space of
these systems. To evaluate that size, one first needs to determine the number of
non-equivalent injective LFTs, the exact value of which seems to be quite hard
to obtain. In order to be able to get an approximate value, one needs to know
the different sizes of the equivalence classes. This is crucial to construct a LFT’s
uniform random generator.

In this work we describe a method to determine the sizes of those equivalence
classes. To accomplish that, a notion of canonical LFT is introduced, being
proved that each equivalence class has exactly one of these canonical LFTs.
It is also shown how to construct the equivalent canonical LFT to any LFT
in its matricial form, and, by introducing a new equivalence test for LFTs, to
enumerate and count the equivalent transducers with the same number of states.

The paper is organized as follows. In Section 2 we introduce the basic defi-
nitions. Section 3 is devoted to the equivalence test on LFTs. The concept of
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canonical LFTs is introduced in Section 4, and the results about the size of the
LFTs equivalence classes are presented in Section 5.

2 Basic Concepts

As usual, for a finite set A, we let |A| denote the cardinality of A, A™ be the
set of words of A with length n, where n € N, and A° = {¢}, where ¢ denotes
the empty word. We put A* = U,>0A", the set of all finite words, and A¥ =
{agai---an--- | a; € A} is the set of infinite words. Finally, |a| denotes the
length of o € A*.

In what follows, a finite transducer (FT) is a finite state sequential machine
which, in any given state, reads a symbol from a set X', and produces a symbol
from a set ), and switches to another state. Thus, given an initial state and
a finite input sequence, a transducer produces an output sequence of the same
length. The formal definition of a finite transducer is the following.

Definition 1. A finite transducer is a quintuple (X,),S,0,\), where: X is a
nonempty finite set, called the input alphabet; ) is a nonempty finite set, called
the output alphabet; S is a nonempty finite set called the set of states; J :
S x X — 8, called the state transition function; and A : S x X — Y, called the
output function.

Let M = (X,),S,4,\) be a finite transducer. The state transition function §
and the output function A can be extended to finite words, i.e., elements of X'*,
recursively, as follows:

0(s,e)=s 0(s,za) = 6(d(s,x), )
A(s,e) =¢ A(s, ) = A(s,z) M(d(s, z), a),
where s € S, x € X, and a € X*. In an analogous way, A may be extended to
X
From these definitions it follows that, for all s € S,a € X*, and for all
g e X uXxy,
A(s, af) = A(s, @) A(0(s, @), ).
The notions of equivalent states and minimal transducer considered here are

the classical ones.

Definition 2. Let M1 = <X,y1751,(51,)\1> and M2 = <X,y2752,(52,)\2> be two
FTs. Let s1 € S1, and s3 € So. One says that s1 and sy are equivalent, and
denote this relation by s ~ s, if

Va € X%, Ai(s1,a) = Aa(s2, ).

Definition 3. A finite tranducer is called minimal if it has no pair of equivalent
states.

We now introduce the notion of equivalent transducers used in this context.
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Definition 4. M; and M, are said to be equivalent, denoted by My ~ Ms, if
the following two conditions are satisfied:

Vs1 € S1, dsg € So @ 81 ~ sy and Vss € So, ds; € S1: 51 ~ 89.

This relation ~ defines an equivalence relation on the set of FT's.

Definition 5. Let My = (X,), 51,01, \1) and My = (X,Y,So,d2, \a) be two
FTs. My and Ms are said to be isomorphic if there exists a bijective map ¢ from
S1 onto So such that

Y(d1(s1, 7)) = d2(¢(s1), 7)
A1(51,7) = A2 (P(s1), 7)

for all s1 € Sy, and for all x € X. The map ¢ is called an isomorphism from
M1 to Mg.

Finally, we give the definition of linear finite transducer (LFT).

Definition 6. If X, and S are vector spaces over a field F, and both § : S x
X = S and \: SxX =Y are linear maps, then M = (X,), 5,9, ) is called
linear over F, and we say that dim(S) is the size of M.

Let £ be the set of LFTs over F, and £,, the set of the transducers in £ with
size n. The restriction of ~ to L is also represented by ~, and the restriction to
L, is denoted by ~,,.

Definition 7. Let M; and Ms be two LFTs. My and Ms are said to be similar
if there is a linear isomorphism from My to Ms.

Let M = (X, Y, 5,0, ) be a LFT over a field F. If X, ), and S have dimensions
I, m and n, respectively, then there exist matrices A € M,, ,,(F), B € M,, ;(FF),
C € My, »(F), and D € M, (F), such that

0(s,x) = As + Buz,
A(s,z) = Cs + Dz,

for all s € S, z € X. The matrices A, B,C, D are called the structural matrices
of M, and I, m,n are called its structural parameters. Notice that if M; and My
are two equivalent LFTs with structural parameters Iy, m1,n1 and ls, mo, ns,
respectively, then, from the definition of equivalent transducers, one has 1 = Iy
and mi = ms.

A LFT such that C' is the null matrix (with the adequate dimensions) is called
trivial.

One can associate to a LFT, M, with structural matrices A, B, C, D, a family
of matrices which are very important in the study of its equivalence class, as will
be clear throughout this paper.
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Definition 8. Let M € L, with structural matrices A, B,C, D. The matrix

C
CA
k
Agw) = .
C;Ak71

is called the k-diagnostic matrix of M, where k € NU {oo}.

The matrix Ag\z) will be simply denoted by Ay, and will be referred to as the

diagnostic matriz of M. The matrix AS&In) will be denoted by Ay and called
the augmented diagnostic matriz of M.

Definition 9. Let V be a k-dimensional vector subspace of F™, where F is a
field. The unique basis {by,ba,...,br} of V such that the matriz [by by --- by]"
1s in row echelon form will be here referred to as the standard basis of V.

3 Testing the Equivalence of LFTs

Let M = (X,¥,5,6,\) be a LFT over a field F with structural matrices A, B,
C, D. Starting at a state sg and reading an input sequence zoz12s ..., one gets
a sequence of states sgs152 ... and a sequence of outputs yoy1ys . . . satisfying the
relations

St4+1 = 5(st,xt) = ASt —+ Bl’t,
Yt = )\(St,l't) = CSt + D.’ﬂt,

for all ¢ > 0. The following result is then easily proven by induction [7, Theorem
1.3.1].

Theorem 1. For a LFT as above, s;y 1 = A'sg + Z;;E A’;jlexj, and y; =
CA’sg + Z;:O H;_jx;, fori e {0,1,...}, where Hy = D, and H; = CA’~'B,
j>0.

Tao, in his book, presents the following necessary and sufficient condition, the
only one known so far, for the equivalence of two states of LFTs [7, Theorem
1.3.3):

Theorem 2. Let My = (X,)1,S51,01,\1) and My = (X, Va2, S3,02, A2) be two
LFTs. Let s1 € S1, and s3 € Sy. Then, s1 ~ so if and only if the null states of
My and My are equivalent, and A\ (s1,0%) = Aa(s2,0%).

And, as a consequence, he also presents a necessary and sufficient condition
for the equivalence of two LFTs [7, Theorem 1.3.3]:

Corollary 1. Let My and My be two LFTs. Then, My ~ Ms if and only if their
null states are equivalent, and {\1(s1,0%) | s1 € S1} = {A2(82,0%) | s2 € Sa}.



Counting Equivalent Linear Finite Transducers Using a Canonical Form 75

However, both conditions cannot be checked efficiently, since they involve
working with infinite words. In this section, we explain how they can be reduced
to a couple of conditions that can effectively be verified. These new results will be
essential in Section 5 to compute the sizes of the equivalence classes in £,,/~,,.

The following two Lemmas, which play an important role in the proofs of
the subsequent results, are immediate consequences of the basic fact that right
multiplication performs linear combinations on the columns of a matrix.

Lemma 1. Let A € My, x, and B € Mp,x;. Then, rank([A|B]) = rank(A) if
and only if there X € Myx; such that B = AX.

Lemma 2. Let A, B € My, xi. Then, rank(A) = rank([A|B]) = rank(B) if and
only if there is an invertible matriz X € Myxi such that B = AX.

For the remainder of this Section, let My, Ms be two LFTs with structural
matrices A1, B1,C1, D1, and As, By, Cy, Dy respectively. Let [y,mq,n1 be the
structural parameters of M7, and I3, ms,no be the structural parameters of Ms.
To simplify the notation, take A; = As\i}lﬁm) and Ay = As\Z};JF"Q).

Lemma 3. Let s; € S1 and sz € Sa. Then, A\1(s1,0%) = A2(s2,0%) if and only
Zf A131 = AQSQ.

Proof. From Theorem 1, one has that A;(s1,04) = A2(s2,0%) if and only if
C1 A sy = OyAbsy, for i > 0. Let p; be the characteristic polynomial of A1, and
po the characteristic polynomial of A;. Then, p; and ps are monic polynomials
of order n; and ns, respectively. Moreover, by the Cayley-Hamilton theorem,
p1(A1) = p2(A2) = 0. Thus, p = p1ps is a monic polynomial of order ny + ng
such that p(4;) = p(Ay) = 0. Therefore AT "2 % and A "2 %k with k > 0,
are linear combinations of lower powers of A; and As, respectively, with the
same coefficients. Consequently, C1Ais; = CyAbsy for i > 0 is equivalent to
C’lA’isl = C’gAéSg fori=0,1,...,n1 + no — 1, and the result follows. O

The next result states that the (n1 +n2)-diagnostic matrices of two equivalent
LFTs, of sizes n1 and na, can be used to verify if two of their states are equivalent.
It follows from the previous Lemma, and from the fact that if My ~ Ms then,
by Theorem 2, s1 ~ s if and only if A1 (s1,0%) = Aa(s2,0%).

Theorem 3. Let sy € S1 and sy € Sa. If My ~ My, then sy ~ sz if and only if
A131 = AQSQ.

Corollary 2. Let M be a LFT, and s1,s2 € M. Then, s1 ~ so if and only if
AM31 = AMSQ.

Proof. From the last Theorem, s; ~ so if and only if Ayrsy = AMSQ, that is, if
and only if CA’s; = CA’sq, fori =0,1,...,2n—1. Since the minimal polynomial
of A has, at most, degree n, this latter condition is equivalent to C A*s; = C A’s,,
fori=0,1,...,n— 1. Thus, s; ~ so if and only if Apr;s1 = Apsso. O



76 I. Amorim, A. Machiavelo, and R. Reis

Corollary 3. Let M be a LET over a field F. Then M is minimal if and only
if rank(Apy) = size(M).

Proof. Tt is enough to notice that the linear application ¢ : S/~ — F"* defined
by ¢ ([ s]~) = Apns is well-defined and injective, by the previous Corollary. O

The following theorem gives a pair of conditions that have to be satisfied for
two LFTs to be equivalent.

Theorem 4. For LFTs My and Ms as above, My ~ My if and only if the
following two conditions are simultaneously verified:

1. rank(A;) = rapk([jl |~A~2]) = rank(A);
2. D1 = D2 and AlBl = AQBQ.

Proof. From Corollary 1 one has that M; ~ Ms if and only if the null states of
My and Ms are equivalent, and {A\1(s1,0) | s1 € S1} = {A2(s82,0%) | s2 € Sa}.

The null states of M7 and My are equivalent if and only if Voo € X*, A1 (0, ) =
A2(0,@). By Theorem 1, this is equivalent to: Y% H;—jz; = > 5o Hi_jxj, i
= 0,1,...,]a|, where o = zox1---2)4) € X*, Hy = D1, Hy = Dy and H; =
ClAjlel, H; = C’gAé;lB2 , for j > 0. That is, Vg, 1, -+ ,2) € & the
following equations are simultaneously satisfied:

D1J}o = Dgxo
Diz1 + C1Bizg = Doxy + CoBaxg
Dizo + C1 Bz + C1A1Bizg = Doxo + CoBoxy + CoAsBoxg

Dlx\a| + -+ ClAgalil)Bl.’L‘o = D2x|04‘ 4+ .. 4 CZAgalil)BZxO-

Using the characteristic polynomials of A; and Az, as in the proof of Lemma 3,
one sees that when |a| > u the equations after the first u of them are implied
by the previous ones. From the arbitrariness of «, it then follows that system is
satisfied if and only if D1 = D2 and AIBI = AQBQ.

From Lemma 3, one has that {A1(s1,0%) | s1 € S1} = {A2(82,0%) | s2 € Sa}
if and only if {Alsl | s1 € S1} = {A~252 | so € Sa}. This means that the
column space of A; is equal to the column space of Ay, which is true if and
only if there exist matrices X,Y such that Ag = AlX and Al = AQY. But,
from Lemma 1, this happens if and only if rank(A;) = rank([A; | As]) and
rank(ﬂg) = rank([ﬂl | A~2]) ]

Using the conditions in the previous result, it is not hard to write an algorithm
to test the equivalence of two LFTs. The running time of such an algorithm will
be of the same order as the running time of well known algorithms to compute
the rank of a matrix.

Corollary 4. M; ~ My implies D1 = Ds.
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It is important to recall, at this moment, that the size of an LFT is the only
structural parameter that can vary between transducers of the same equivalence
class in £/~. Moreover, the size of an LFT of an equivalence class [M].,, can
never be smaller than rank(Ajy, ), where M’ is a minimal transducer in [M]..
These facts will be important in Section 5.

The following Corollary is a direct consequence of Lemma 2 and of the first
point of Theorem 4.

Corollary 5. If n = n; = ng, S1 = ASQ, aan M, ~ M, then there is an
invertible matric X € My xn such that Ay, = App, X

4 Canonical LFTs

In this section we prove that every equivalence class in £/~ has one and only one
LFT that satisfies a certain condition'. We also prove that, given the structural
matrices of a LFT, M, one can identify and construct the transducer in [M].
that satisfies that aforesaid condition. LFTs that satisfy that condition are what
we call canonical LFTs.

Lemma 4. Let M € L,, with structural matrices A, B, C, D. Then,
rank(AS\’f[)) =rank(Ay), Yk > n.

Proof. The degree of the minimal polynomial of A is at most n, and so the
matrices C A*, for k > n, are linear combinations of C, CA!,--- ,CA" 1, O

The following result shows that if two minimal LFTs, with the same set of
states, are equivalent, then the two vector spaces generated by the columns of
their diagnostic matrices are equal.

Corollary 6. Let My = (X, ), 5,61, A1) and My = (X, ), S, 2, \a) be two min-
imal LET such that My ~ Ms. Then, {Ap,s|s€ S} ={An,s|s€S}.

Proof. If My ~ Moy, then {A1(s,0¢) | s € S} = {A2(s,0¥) | s € S}, by Corol-
lary 1. That is, {AS\Z’)S | s € S} = {Ag\z)s | s € S}. Since M; and My are
minimal, from Lemma 4 and Corollary 3 one concludes that {Ap,s | s € S} =
{Aw,s | s €S} O

If M is a minimal LFT, then the columns of Ay, form a basis of the space
{As | s € S}. Therefore, if My and M, are minimal and equivalent, there is an
invertible matrix X (with adequate dimensions) such that Ay, X = Apy,. Note
that this condition, here obtained for minimal transducers, is less demanding
than the one we have in Corollary 5.

The next result, together with its proof, gives a way to generate LFTs in
[M]~, where M is a LFT defined by its structural matrices.

! The equivalence classes formed by trivial LFTs are excluded.
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Lemma 5. Let My = (X,),S,01, A1) be a non-trivial LFT. Let ) : S — S be a
vector space isomorphism. Then, there is exactly one LFT My = (X, Y, S, d2, A2)
such that ¥ is a linear isomorphism from My to Ms. Moreover, My is minimal
if and only if My is minimal.

Proof. Let P be the matrix of v relative to the standard basis. From its definition
1) is an isomorphism between M; and Ms if and only the conditions mentioned
in Section 2 are satisfied. Let x = 0 and s; € S. From the first condition, one
gets

w((51(8170)) = (52(¢(S1),0) & PAjsy = Ay Ps; & (PA1 — AQP)Sl =0.

From the arbitrariness of si, this is equivalent to PA; — AP = 0. Since P is
invertible, one gets Ay = PA, P~'. The second condition yields

)\1(81,0) = )\2(¢(S1),0) < (181 =CyPs; & (Cl — CQP)Sl =0.

Again, from the arbitrariness of si, this is equivalent to C; — Co P = 0. Thus,
Cy=C4 Pt

Now, let s; = 0 and x € X. Using a similar method, one gets B, = PB; and
D1 = Ds. Hence, the transducer M> satisfying the conditions of the theorem is
uniquely determined by . It is then easy to see that the transducer given by
the structural matrices Ay = PA{P~!, By = PB;, Cy = C;P~!, and Dy = D;
is such that v is a linear isomorphism from M; to Ms.

Since M; and Ms are isomorphic, they are equivalent. Therefore, M7 is mini-
mal if and only if M is minimal. O

Recalling that GL, (F) denotes the set of n x n invertible matrices over the
field IF, one has:

Corollary 7. Let M € L,, be a non-trivial minimal LET over a finite field F.
Then, the number of minimal LFTs in [M)~. is |GL,(F)].

Moreover, from the proof of Lemma 5, one gets that, given an invertible
matrix X, there is exactly one minimal transducer in [M]. which has Ay X
as diagnostic matrix. The same is not true if M is not minimal, as it will be
shown in the next section. The aforementioned proof also gives an explicit way
to obtain that transducer from the structural matrices of M.

Proposition 1. Let My = (X,),5,01,\1) be a LFT. Let v : S — S be a vector
space isomorphism. Let Ms be the LFT constructed from My and 1(s) = Ps as
described in the proof of the last Theorem. Then, Ay s = App,0(s).

Proof. Let s € S, then

C1P_1 1
ClAlp_l Ci1 4

Apn,(s) = . Ps= . s = Apys.
C A} Pt C ATt
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The next Theorem gives the condition that was promised at the beginning of
this section.

Theorem 5. Every non-trivial equivalence class in L/~ has exactly one LFT
M =(X,),5,0§,\) which satisfies the condition that {Aprer, Aprea, -+, Apren}
is the standard basis of {Ans | s € S}, where {e1,ez, - ,en} is the standard
basis of S.

Proof. Given the structural matrices of a LF'T, Tao shows [7, Theorem 1.3.4]
how to compute an equivalent minimal LFT. This implies, in particular, that
every LFT is equivalent to a minimal LFT. Thus, to get the result here claimed,
it is enough to prove that if M; = (X, Y, S, 1, A1) is a non-trivial minimal LFT,
then M is equivalent to exactly one finite transducer My = (X, ), S, d2, A2) such
that {Anr,e1, Anpy €2, ..., Appen} is the standard basis of {Ap, s | s € S}. First,
let us notice that, since M; is minimal, Ay, is left invertible, and consequently
s is uniquely determined by Apzs. Let B = {b1,ba, - ,b,} be the standard
basis of {Aps, s | s € S}. Let s; be the unique vector in S such that b; = Ay, si,
for i = 1,2,...,n. Let v : S — S be defined by (s;) = e;. Then ¢ is a
vector space isomorphism. Let My be the LFT constructed from M; and 1 as
described in the proof of Lemma 5. Then, Ms ~ M; and Ms is minimal, which,
by Corollary 6, implies {Ap,s | s € S} = {An,s | s € S}. From Proposition 1

one also has Appe; = App,0(s;) = Apysi = by, for i@ = 1,2, -+, n. Therefore,
{Am,e1, Anyea, ..., A en} is the standard basis of {Ap,s | s € S} The
uniqueness easily follows from the fact that all choices made are unique. a

Finally we can state the definition of canonical LFT here considered.

Definition 10. Let M = (X, ), 5,0, \) be a linear finite transducer. One says
that M is a canonical LET if {Aprer, Apea, -+, Apen} is the standard basis
of {Aps | s €S}, where {e1,ea, - ,e,} is the standard basis of S.

The proofs of Theorem 5 and Lemma 5 show that given the structural matrices
of a LFT, M, one can identify and construct the canonical transducer in [M]..

5 On the Size of Equivalence Classes of LFTs

In what follows we only consider LFTs defined over finite fields with ¢ elements,
Fg, because these are the ones commonly used in Cryptography.

In this section we explore how the size of the equivalence classes in L, /~y,
varies with the size n. Given a minimal LFT M; in £,,,, our aim is to count the
number of transducers in L,,, with no > ny, that are equivalent to M;.

The following result shows that given M; € L,,, one can easily construct an
equivalent transducer in L,,,, for any no > nj, which can then be used to count
the number of transducers in £,,, that are equivalent to M;, as well as the size
of the equivalence classes in S.



80 I. Amorim, A. Machiavelo, and R. Reis

Proposition 2. Let My be the LFT over Fy with structural matrices Ai, B,
C1, D1, and structural parameters l,m,n1. Let n’ € N, and My be the LFT with
structural matrices

A = {Al ------ 9-“-1--*--@-’-] By = {OBl } . Co = [C1 Omxnr ], and Dy = Dy

n’ x1

Then, My ~ Ms. The structural parameters of Ms are I,m,ns, where ng =
ny+n'.

Proof. Take u = nj+ns. Notice that Co AL = [C1 AL Opyxnr], fori =0,1,...,u—
1. That is, Ag\i/g = [Agcg Oumxn’]. The result is then trivial by Theorem 4. O

The next result counts the number of LFTs in £,,, that are equivalent to M,
where My is the LFT defined from M; as described in Proposition 2. Because
My ~ My, this yields the number of LFTs in £,, that are equivalent to Mj.

Theorem 6. Let My be a minimal LFT in L,, with structural matrices Az,
Bi, C1, Dy, and structural parameters l,m,ny. Let Mo be the LET described in
Proposition 2. The number of finite transducers M € L,,, which are equivalent
to My is (¢"> — 1)(q™ — q) -+~ (¢"* — "~ Vg2t (2=7) “yhere 1 = rank(AAMQ).

Proof. The theorem follows from the next three facts, that we will prove in the
remaining of this section.

1. For all matrices Ay, Ay € {AM | M € L,, and M ~ My}, the number
of LFTs that are equivalent to M> and have A; as augmented diagnostic
matrix is equal to the number of LFTs that are equivalent to Ms and have
As as augmented diagnostic matrix.

2. The number of LFTs equivalent to My and have AAMQ as augmented diag-
nostic matrix is ("2t (2=7) with + = rank(Ayy,).

3. The size of{AAMA| M € L,, and M ~ Ms}is (¢"2—1)(q"2—2) - (¢"2—q" 1),
with r = rank(Apy, ).
O

From Corollary 5, if two LETs M and M’ are equivalent, there is an invertible
matrix X such that Ay = Apr X, The first of the above items is then an instance
of the following result.

Theorem 7. Let M € L. Let Shn = {M' € L, | M' ~ M and Ay = A}
Then, for every X € GLn(Fy), |S4,,1 =154, x!-

Proof. Let f:Sa, — Sa,x such that f(M) = M’, where M’ is the transducer
defined by the matrices A’ = X 'AX, B’ = X~ !B, ¢’ = CX and D' = D.
It is straightforward to see that Ay = Ay X, and that the application fis
bijective. a
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To prove item 2, let us count the number of transducers M € L,,, that are
equivalent to M, and have A M, as augmented diagnostic matrix. One has to
count the possible choices for the structural matrices A, B, C' and D, of M, that
satisfy the condition 2 of Theorem 4, and ANIQ = Ay (which implies condition
1). The choice for D is obvious and unique from condition 2, as well as the
choice for C' (from condition A M, = =A ). How many choices does one have for
A such that the condition A M, = A M 1is satisfied? And, how many choices for
B such that AM2 = A »m and the second condition is satisfied, i.e., such that
An By = Ay B? The following result gives the number of possible ch01ces for A,
and the proof gives the form of these matrices.

Theorem 8. Let My be a minimal LFT in L,, with structural matrices Az,
By, C1, Dy, and Ms the LFT described in Proposition 2. There are exactly
q"2("2_mnk(AM2)) matrices A € Mp,xn,(Fy) such that CoAy = CoAY, for i =
0,1,---,2no — 1.

Proof. Let A € My, xn, (F,) be such that Co Al = CyA?, fori=0,1,...,2ns — 1.
Then, Cy Al = Co A5 A, for i = 0,1,...,2ns — 1.

F FE
Take A = |:E; Ez:|7 with El € mem(]Fq)a E2 € M?len’(Fq)a E3 €
Mupisn, (Bg), Bq € Myrxns (Fy), and n’ = nz—n1. Then, from CQA% = CglAéflA,
fori e {1,...,2ng — 1}, one gets that [ClAzl Omxn/] = [C’lAzl_lEl ClAzl_lEz],
for i € {1,...,2ny — 1}, ice., C1 A} = C’1AZ_ E;, and C’lAZl_lEg = 0, for
1€ {1,.. 2n2 — 1}. This is equivalent to A(2"2 DA, Ag@?rl)El, and
AS&?TUE1 =0, or Agfflu 1)(141 — FE1) = 0 and AS\Z” 1)E1 = 0. Since M;

is minimal, by Lemma 4 and Corollary 3, rank(AS@?zfl)) =rank(Ay, ) =ny =

number of columns of AS\ZLTI). Therefore, F1 = A; and E2 = 0. Consequently,
any matrix A with the same first n; rows as A satisfies Co AL = CoA*, for
i=0,1,...,2no — 2, and those matrices A are the only ones that satisfy condi-
tion 2. Because the last ny —nj rows of A can be arbitrarily chosen, and A has no
columns, one gets that there are ¢"2("2="1) matrices A that satisfy the required
conditions. Since ny = rank(Aus ) = rank(Apy,) (because M is minimal, and
M, ~ My), the result follows. O

Now, for each matrix A such that Ay, = Ay, ie., CoAl = CoA® | for
i=0,1,...,2n2 — 1, one wants to count the number of matrices B that satisfy
Ap By = Ay B, that is, satisfy CoA*By = C2A'B |, for i = 0,1,...,2ny — 1.

Theorem 9. Let My be a minimal LET with structural matrices Ay, B1, C1,
D1, and structural parameters l,m,ny. Let My be the LFT described in Proposi-
tion 2. Given a matriz A such that AM2 = AM, there are exactly ql(m_mnkm’”?))

matrices B € Mp,xi1(Fy) such that CoA'By = C2A'B for i = 0,1, ,2ny — 1.

Proof. Let Abea matrix such that AMz = AAM, and B such that Ay, By = Ay B.
Then, Ay, By = A, B. Consequently, Ay, Bo = Ay, B, which is equivalent to
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Ap, (B — B) = 0. Since B has ng rows, one concludes that there are exactly
ny — rank(Ayys,) rows in B whose entries can be arbitrarily chosen to have a
solution of Ay, (B2 — B) = 0. Therefore, and since B has [ columns, there are

ql(”rrankmM?)) matrices B that satisfy condition 2 of Theorem 4. O

From this one concludes that the number of transducers in £,,, that are equiv-
alent to M, and that have the same augmented diagnostic matrix is ¢("2+0(m2=7)
where r = rank(A M, ), which proves item 2. Item 3 is covered by the following
two results together with Corollary 5.

Theorem 10. Let A € Myxn(Fy) such that rank(A) # n. Then, the num-
ber of matrices X € GL,(F,) such that AX = A is (¢" — ¢"*A))(g" —
grk(AF) (g7 — g™, If rank(A) = n, only the identity matriz satisfies
this condition.

Proof. Let X € GL,(F,) be such that AX = A. Then, there are n — rank(A4)
rows in X whose entries can be arbitrarily chosen to have a solution of AX = A.
But, since X has to be invertible, one has ¢ — ¢*2"k(4) possibilities for the “first”
of those rows, ¢" — ¢"™*(A)+1 for the “second”, ¢" — g™ (A +2 for the “third”,
and so on. Therefore, there are (¢" — ¢"*k(A) (g™ — grank(A+1) . (gn — gn=1)
matrices X that satisfy the required condition. O

The following result is a direct consequence of the previous Theorem and the
size of GL,,(F,).

Corollary 8. Let A € My,xn(Fy). Then, the number of matrices of the form
AX, where X € GL,(F,) is (¢" —1)(¢" — q) - - - (¢" — g"»k(A)=1)y,

Since augmented diagnostic matrices of LF'T's in the same equivalence class
have the same rank, Theorem 6 can be generalized to:

Corollary 9. Let M be a LFT with structural parameters [,m,n. Then
M), = (" =1 (¢" —q) - (q” — qr_l) q("+l)(’L_7"), where r = rank (Apy) .

Given the structural matrices of a LFT, the last Corollary gives a formula to
compute the number of equivalent LFTs with the same size.

6 Conclusion

We presented a way to compute the number of equivalent LFTs with the same
size, by introducing a canonial form for LFTs and a method to test LFTs equiv-
alence. This is essencial to have a LFT uniform random generator, and to get
an approximate value for the number of non-equivalent injective LFTs, which is
indispensable to evaluate the key space of the FAPKC systems.

In future work we plan to use the results in the last section to deduced a
recurrence relation that gives the number of non-equivalent LFT's of a given size.
This, together with the approximate value for the number of non-equivalent
injective LF'Ts, will allow us to verify if random generation of LFTs is a feasible
option to generate keys.
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Abstract. We consider the model of one-way automata with quantum
and classical states (QCFAs) introduced in [23]. We show, by a direct
approach, that QCFAs with isolated cut-point accept regular languages
only, thus characterizing their computational power. Moreover, we give
a size lower bound for QCFAs accepting regular languages, and we explic-
itly build QCFAs accepting the word quotients and inverse homomorphic
images of languages accepted by given QCFAs with isolated cut-point,
maintaining the same cut-point, isolation, and polynomially increasing
the size.

Keywords: quantum automata, regular languages, descriptional com-
plexity.

1 Introduction

Since we can hardly expect to see a full-featured quantum computer in the
near future, it is natural to investigate the simplest and most restricted model
of computation where the quantum paradigm outperforms the classical one.
Classically, one of the simplest model of computation is a finite automaton.
Thus, quantum finite automata (QFAs) are introduced and investigated by several
authors.

Originally, two models of QFAs are proposed: measure-once QFAs [9,16], where
the probability of accepting words is evaluated by “observing” just once, at
the end of input processing, and measure-many QFAs [13], having such an ob-
servation performed after each move. Several variations of these two models,
motivated by different possible physical realizations, are then proposed. Thus,
e.g., enhanced [19], reversible [10], Latvian [1], and measure-only QFAs [6] are
introduced. Results in the literature (see, e.g., [1,3,15]) show that all these mod-
els of QFAs are strictly less powerful than deterministic finite automata (DFAS),
although retaining a higher descriptional power (i.e., they can be significantly
smaller than equivalent classical devices).

To enhance the low computational power of these “purely quantum” sys-
tems, hybrid models featuring both a quantum and a classical component are
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Aspetti Matematici e Applicativi.”

M. Holzer and M. Kutrib (Eds.): CIAA 2014, LNCS 8587, pp. 84-97, 2014.
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studied. Examples of such hybrid systems are QFAs with open time evolution
(cQFas) [11,14], QFas with control language (QFCs) [3,17], and QFAs with quan-
tum and classical states (QCFAs) [23], this latter model being the one-way re-
striction of the model introduced in [2]. It is proved that the class of languages
accepted with isolated cut-point by GQFAs and QFCs coincides with the class of
regular languages, while for QCFAs it is only known that they can simulate DFAs.
A relevant feature of these hybrid models is that they can naturally and directly
simulate several variants of QFAs by preserving the size. This property makes
each of them a good candidate as a general unifying framework within which to
investigate size results for different quantum paradigms [4,5,8,18].

In this paper, we focus on the model of QCFAs. We completely characterize
their computational power and study some descriptional complexity issues. It
may be interesting to point out that the relevant difference between QFCs and
QCFAs rely in the communication policy between the two internal components:
in QCFAs a two-way information exchange between the classical and quantum
parts is established, while in QFCs only the quantum component affects the
dynamic of the classical one. Here, by a direct approach, we show that the
two-way communication is not more powerful than one-way communication. In
fact, we prove that QCFAs accept with isolated cut-point regular languages only
(exactly as QFCs), thus characterizing their computational power. We obtain this
result by studying properties of formal power series associated with QCFAs.

We continue the investigations on QCFAs by studying their descriptional power.
Our approach for proving regularity of languages accepted with isolated cut-
point by QCFAs enables us to give a lower bound for the size complexity of
QCFAs, which is logarithmic in the size of equivalent DFAs, in analogy with
QFcs [7]. Next, we study the size cost of implementing some language opera-
tions on QCFAs. Results for Boolean operations are provided in [23]. Here, we
explicitly construct QCFAs accepting word quotients and inverse homomorphic
images of languages accepted by given QCFAs with isolated cut-point, maintain-
ing the same cut-point, isolation, and polynomially increasing the size. For other
types of QFAs, these two latter operations are investigated, e.g., in [1,17].

2 Preliminaries

2.1 Linear Algebra

We quickly recall some notions of linear algebra, useful to describe the quan-
tum world. For more details, we refer the reader to, e.g., [22]. The fields of real
and complex numbers are denoted by R and C, respectively. Given a complex
number z = a + ib, we denote its conjugate by z* = a — b and its modulus by
|z| = V/zz*. We let C"*™ and C" (shorthand for C'*") denote, respectively, the
set of n X m matrices and n-dimensional row vectors with entries in C. We denote
by [0],,,.,, ([0],) the zero matrix in C**™ (C"*™). The identity matrix in C™*"
is denoted by I,,. We let 0,, (1,) be the zero vector (the vector of all ones) in C™.
When the dimension is clear from the context, we simply write [0], I, 0, and 1.
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We let e¢; = (0,...,0,1,0,...,0) be the characteristic vector having 1 in its jth
component and 0 elsewhere. Given a vector ¢ € C", we denote by (¢); € C its
jth component.

Given a matrix M € C™ ™, we let M;; denote its (4, j)th entry. The transpose
of M is the matrix M7 € C™*" satisfying M*;; = Mj;, while we let M* be the
matrix satisfying M*;; = (M;;)*. The adjoint of M is the matrix Mt = (MT)".
For matrices A, B € C™"*™, their sum is the n x m matrix (A+ B);; = A;; + Bi;.
For matrices C € C"*™ and D € C™*" their product is the n x r matrix
(CD)i; = >3, Cir.Dyj. For matrices A € C*™*™ and B € CP*4, their direct
sum and Kronecker (or tensor or direct) product are the (n + p) x (m + ¢) and
np X mq matrices defined, respectively, as

AuB - AiB
A [0] ,

155 =g

), A®B: . t. .
AuB - Ay B

When operations can be performed, we have that (A® B)-(C® D) = AC® BD
and (A®B)-(C® D)= AC @® BD. For vectors ¢ € C™ and ¢ € C™, their direct
sum is the vector ¢ ® Y = (©1,. .+, Pn, V1, .., Pm) € CPT™,

A Hilbert space of dimension 7 is the linear space C™ of n-dimensional complex
row vectors equipped with sum and product by elements in C, in which the inner
product {¢,v) = oYT is defined, for ¢,9 € C". The norm of a vector p € C"
is given by [l¢] = /(,). If (p,9)) = 0 (and ||| = 1 = [[¢}]|), than ¢ and ¢
are orthogonal (orthonormal). Two subspaces X,Y C C™ are orthogonal if any
vector in X is orthogonal to any vector in Y. In this case, we denote by X +Y
the linear space generated by X UY. For vectors ¢ and ¢, |l¢ @ | = |lell - |¥]]-

A matrix M € C™ " is said to be unitary whenever MMt = I = MTM.
Equivalently, M is unitary if and only if it preserves the norm, i.e., ||eM|| = ||¢]|
for any ¢ € C". It is easy to see that, given two unitary matrices A and B, the
matrices A @ B, A® B, and AB are unitary as well.

A matrix H € C™™ is said to be Hermitian (or self-adjoint) whenever
H = Hf. A matrix P € C" " is a projector if and only if P is Hermitian
and idempotent, i.e., P> = P. Given the Hermitian matrix H, let ci,...,cs be
its eigenvalues and F1, ..., Fs the corresponding eigenspaces. It is well known
that each eigenvalue cj is real, that Fj; is orthogonal to E; for i # j, and
that By + -+ + Es = C". Thus, every vector ¢ € C" can be uniquely decom-
posed as ¢ = @1 + --- + @5 for unique ¢; € E;. The linear transformation
¢ + ; is the projector P(c;) onto the subspace E;. Actually, the Hermi-
tian matrix H is biunivocally determined by its eigenvalues and projectors as
H =3%7_, ¢;P(c;). We note that {P(c1),...,P(cs)} is a complete set of mutu-
ally orthogonal projectors, i.e., > ;_; P(c;) = I and P(c;)P(c;)T = [0] for i # j.
For the Hermitian matrix H = Y_7_, ¢;P(¢;), we define the circulant matrix
built on P(c1),...,P(cs) as
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P(es) P(er) -+ P(cs—1)
The following lemma will be useful later:

Lemma 1. Given a Hermitian matriz H, the matriz Z(H) is unitary.

2.2 Languages and Formal Power Series

We assume familiarity with basics in formal language theory (see, e.g., [12]). The
set of all words (including the empty word €) over a finite alphabet X' is denoted
by X*. For a word w € X*, we let: |w| denote its length, w; its ith symbol,
wlj] = wiws - - - wj its prefix of length 0 < j < |w| with w[0] = €. For any n > 0,
we let X" ={we X* | |w|=n}.

For a language L C X* and two words v,w € X*, the word quotient of L
with respect to v, w is the language v~!Lw™! = {z € ¥* | vaw € L}. For two
alphabets X, A, a language L C A*, and a homomorphism ¢ : X* — A*, the in-
verse homomorphic image of L is the language ¢~(L) = {x € X* | ¢(x) € L}.
For a word y € A*, we set ¢~ 1(y) = {x € ¥* | ¢(z) = y}. Thus, we have
671 (L) = Uyer, 0 (0).

A formal power series (in noncommuting variables) with coefficients in C is
any function p: X* — C, usually expressed by the formal sum p =) 5. p(w) w.
We denote by C{(X)) the set of formal power series p : ¥* — C. An important
subclass of C{(X)) is the class CR2t (X)) of rational series [20].

One among possible characterizations of CR#t((X)) is given by the notion of
linear representation. A linear representation of dimension m of a formal power
series p € C((X)) is a triple (7, {A(0)},c 5, n), with 7w, € C™ and A(o) € C™*™,
such that, for any w € 3*  we have

|w]

p(w) = mA(w)n" =7 HA(Wi) 0.

In [21], it is shown that a formal power series is rational if and only if it has a
linear representation (of finite dimension).

Given a real valued p € C{(X)) (i.e., with p(w) € R, for any w € X*) and a
real cut-point A, the language defined by p with cut-point X is defined as the set

L,y={weX" | plw)> A}

The cut-point A is said to be isolated if there exists a positive real § such that
|p(w) — Al > 6, for any w € X*.

We call bounded series any p € CR* (X)) admitting a linear representation
(m,{A(0)},c5»n) such that [[TA(w)| < K, for a fixed positive constant K and
every w € X*. In [3], it is proved the following
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Theorem 1. Let p € CRa(X) be a real valued bounded series defining the
language L, x with isolated cut-point X\. Then, L, x is a reqular language.

2.3 Finite Automata

A deterministic finite automaton (DFA) is a 5-tuple D = (S, X, 1, 51, F'), where S
is the finite set of states, Y the finite input alphabet, s; € S the initial state,
F C S the set of accepting states, and 7: .S x X — S is the transition function.
An input word is accepted by D if the induced computation starting from the
initial state ends in some accepting state after consuming the whole input. The
set Lp of all words accepted by D is called the accepted language. A linear rep-
resentation for the DFA D is the 3-tuple (o, {M(0)}ses, ), where a € {0, 1}
is the characteristic row vector of the initial state, M (o) € {0, 1}/¥1XI5 is the
boolean transition matrix satisfying (M(o));; = 1 if and only if 7(s;,0) = sj,
and B € {0,1}51%1 is the characteristic column vector of the final states. The
accepted language can now be defined as Lp = {w € X* | aM(w)f = 1}, where
we let M(w) = 1) M(w;).

We introduce the model of a finite automaton with quantum and classical
states [23]. In what follows, we denote by U(C™) (O(C™)) the set of unitary
(Hermitian) matrices on C™. As we will see, unitary matrices describe the evo-
lution of the quantum component of the automaton, while Hermitian matrices
represent observables to be measured.

Definition 1. A one-way finite automaton with quantum and classical states
(QCFA) is formally defined by the 9-tuple A = (Q, S, X,Y, 0, 1,7, s1, F), where:

— @ s the finite set of orthonormal quantum basis states for the Hilbert space
CI@l within which the quantum states are represented as vectors of norm 1,

— S is the finite set of classical states,

— X is the finite input alphabet; its extension by a right endmarker symbol
t & X defines the tape alphabet I' = X' U {f},

— 11 € CIQl is the initial quantum state, satisfying ||m1| = 1,

— 81 € S is the initial classical state,

— F C S is the set of classical accepting states,

— T : S x I — U(CIR) is the mapping assigning, according to the current
classical state and scanned tape symbol, a unitary transformation defining
the evolution of the quantum state,

— O :8xT — O(CI®Y is the mapping assigning, according to the current
classical state and scanned tape symbol, a Hermitian matrix defining the
observable to be measured on the quantum state,

— 7:8xI'xC — S is the mapping defining the next classical state as a function
of the current classical state, scanned tape symbol, and measurement outcome
from a set C.

When addressing the size, we say that the QCFA A in Definition 1 has |Q| quan-
tum basis states and |S| classical states.
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Let us now explain in details how A works. Given an input word w € X*,
we let w = wf be the associated tape word to be processed by A. At any time
along the computation on w, the quantum state of A is represented by a vector
7 € CI9 with ||x|| = 1, while its classical state is an element from S. The
computation starts in the quantum state 71, in the classical state s;, and by
scanning w1. Then, the transformations associated with symbols in w are applied
in succession. Precisely, the transformation associated with a state s € S and a
tape symbol v € I' consists of three steps:

— FIRST: the unitary transformation 7°(s, ) is applied to the current quantum
state 7, yielding the new quantum state 7’ = 77'(s, 7).

— SECOND: the observable O(s,v) = >, ¢;P(s,7)(¢;) is measured on ',
leading to one among the possible measurement outcomes from the set
C(s,v) ={ec1,...,em}. According to quantum mechanics principles, the out-
come ¢; is returned with probability p; = |7’ P(s,~)(c:)||?, and correspond-
ingly the quantum state 7’ collapses to the quantum state ' P(s, o)(c;)//pi-

— THIRD: the current classical state s switches to 7(s,7,¢;), and the tape
symbol 7 is consumed.

The input word w is accepted by A if the classical state reached after processing
the right endmarker f of the corresponding tape word w is an accepting state,
i.e., it belongs to F. Otherwise, w is rejected. Clearly, accepting w takes place
with a certain probability we are now going to explicate.

Let C = U,es 4er C(s,7) be the set of measurement outcomes of all observ-
ables associated with A. Indeed, in a standard fashion, we can define 7% as the
extension to (J;q(S x I x C*) of the classical evolution 7 : S x I' x C — S.
More precisely, for any s € S, w € I'™, y € C", we let

T*(s,e,€) = s, and
(s, wlilyli]) = 7(r (s, wli = 1], ylj — 1)), wj, y5) for 1 <j <n.

So, for a tape word w = wh € X", the probability that A accepts the corre-
sponding input word w can be written as

SA(W) :Z{y eC” | m(s1,w,y) € F} Hﬂ-lA(w’y)sz with (1)

n

Alw,y) = [T (sv,wli = 1, yli = 1)), wi) P(r* (s1, wli = 1], yli = 1]), wi) (vs)

=1

and the convention that P(s,)(c) = [0] whenever ¢ ¢ C(s,7). We maintain this
convention throughout the rest of the paper. The function €4 : X* — [0,1] is
usually known as the stochastic event induced by A. We notice that, in principle,
A may exhibit a nonzero probability of accepting non well-formed inputs, i.e.,
words in I'* \ X*4. However, it is easy to see that, by augmenting the classical
component with two new states, we can obtain a QCFA behaving as A on words in
X*# and rejecting with certainty words in I"*\ X*f. So, without loss of generality,
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throughout the rest of the paper, we will always be assuming the QCFA A to have
this latter behavior.

We let pa € C{I'), the real valued formal power series associated with A,
be defined as pa(wf) = Ea(w) for every w € X*, and yielding 0 on words in
'\ X*4. The language accepted by A with cut-point X is defined to be the set

Lar= Lot t={we X | Ea(w)> A}

As for formal power series, the cut-point A is said to be isolated if there exists
a positive real § such that |E4(w) — A| > 6, for any w € X*. Acceptance with
d-isolated A = 1/2 is also known in the literature as bounded error acceptance
with error probability 1/2 — §. It may be verified that, by adding one quantum
basis state, isolated cut-point acceptance may be turned into bounded error
acceptance.

As a final observation, we note that, for the model of QCFA in Definition 1,
acceptance is determined by accepting states in the classical component. Al-
ternatively, acceptance could be settled in the quantum component through an
accepting/rejecting outcome of the measurement on #. These two models of ac-
ceptance are actually equivalent.

3 Characterizing the Power of QCFAs

The fact that any regular language can be accepted by a QCFA comes trivially,
due to the presence of the classical component (see [23] for formal details). Here,
we focus on the converse, and show that the language accepted by any QCFA A
with isolated cut-point is regular. To this aim, we prove that the associated
formal power series p 4 is bounded rational, and so we can apply Theorem 1. This
direct approach also enables us to state a size lower bound for QCFAs accepting
regular languages with isolated cut-point.

Consider a QCFA A = (Q, S = {s1,...,sk}, 2,2, 0, 1,71, 51, F), with ¢ quan-
tum basis states, k classical states, and C = Uses’%FC(s,'y) the set of all
possible measurement outcomes. We let the linear representation of the classi-
cal component be the 3-tuple («, {T'(7,c)}vercec, B), where o = e1 € {0, l}k
is the characteristic vector of the initial state s1, 5 € {0, 1}k is the character-
istic vector of the set F' of accepting states, and T'(vy,c) = Z?Zl el ® Cnext(i)
with next(i) = j & s; = 7(si,7,¢), is the k x k transition matrix on v € I,
¢ € C induced by 7. Moreover, we let D(s;,7,¢c) = el @ Cnext(i) be the k x k
matrix T'(y,c) “restricted” to the ith row.

We let the 3-tuple Li(A) = (p1,{M(y)}yer,n), with ¢ € (quk, n €{0, 1}q2k,
and M(y) € Ca**x4*k be defined as:

—p1=a®m e,
- M(’y) = ZSGS, ceC D(Sv’ya C) ® T(Sv’y)P(S”Y)(C) oY T*(Sa’Y)P*(Sv’y)(c)a
- 77:2;1:15@63'@63%
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We are going to prove that Li(A) is a linear representation of the formal power
series p4, meaning that p 4 is rational, as pointed out in Section 2.2.

We begin by the following lemma which, very roughly speaking, says that
a state vector of Li(A) “embodies” the evolution of the classical part of A in
its first components (namely, by the operator T'(w,y) below), while the others
account for the dynamics of the quantum part (by the operator A(w,y)):

Lemma 2. For any w € I'™ and y € C", we let M(w) = [[}—, M(w;) and
T(w,y) =1, T(ws, y:). Then, for any two vectors vi,vs € C, we have

(@@v @vy)Mw) =Y aT(w,y) @ v Alw,y) @ (v2 A(w,y))" .
yecn
This enables us to state

Theorem 2. Given a QCFA A, the associated formal power series p 4 is rational.

Proof. It suffices to show that Li(A) = (p1,{M(7)}yer,n) is a linear represen-
tation for pg4, i.e.:

pa(w) =1 M(w)n', for any w e I'™.

Indeed, by Lemma 2, we have

q
piMw)n=| > aT(w,y)®m Aw,y) @ (m Aw,y)" | > ol ae,
yecn j=1

=Y aT(w,y)bf Z ’(m A(w,y)); :

yecn
- A 2
2pyect | wmug e rymACI
which, according to (1), is £4(w) if w = wf € X"~ 14, and 0 otherwise. O

To show boundedness of p4, we need a generalization of Lemma 1 in [3]:

Lemma 3. For a given n > 0, let {U(y[i —1]) | y € C™",1 < i < n} be a set
of unitary matrices, and {R(y[i —1])(y;) | y € C",1 < i < n} a set of matrices
such that, for any 0 <i < n —1 and any word j) € C?, the nonzero matrices in
the set {R(y)(c) | ¢ € C} define an observable (i.e., they form a complete set of
mutually orthogonal projectors). Then, for any complex vector w, we get

>

yecn

2

r[[Uli - DRyl - 1) @)|| = =l (2)

=1

We are now ready to prove boundedness of the series associated with QCFAs:

Theorem 3. Given a QCFA A, the associated formal power series p_4 is bounded.
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Proof. Consider the linear representation Li(A) = (p1, {M (V) }yer,n) of pa. We
show that, for any w € I'"™, we get ||p1.M (w)|| < 1. Indeed, we have

lps M)l = | S aT(w,y) © (mA(w,y) ® (mA@w,y)*|| (by Lemma 2)

yecn
< Z T (w,y)]| - |71 Aw, y)|) (by triangular inequality)
yecrt,
= S ImA@ )P = JmlP =1 (by Lemma 3 on A(w,y)).
yecn

O

In conclusion, we get our main result

Theorem 4. The class of languages accepted by QCFAs with isolated cut-point
coincides with the class of regular languages.

Proof. As observed at the beginning of this section, QCFAs accept all regular
languages. For the converse, Theorems 1, 2, and 3 ensures that, for any QCFa A
and any isolated cut-point A, the language L, , » is regular. This, together with
the fact that regular languages are closed under word quotient, clearly implies
that Lax = (Lp, )" is regular. 0

A natural question arising from Theorem 4 is the size-cost of converting a given
QCFA A into a language-equivalent DFA. Starting from the linear representation
Li(A) which has dimension ¢?k, we can apply the Rabin-like technique presented
in [7] to get an equivalent DFA whose number of states is bounded as:

Theorem 5. For any QCFA A with q quantum basis states, k classical states,
and 0-isolated cut-point A, there exists a m-state DFA accepting L 4 x, with

Pk
m < (1 + 4\{;1]9) .

We quickly point out that this result can be used “the other way around”, to
get a size lower bound for QCFAs accepting regular languages, namely: any QCFA
with ¢ quantum states, k classical states, and J-isolated cut point accepting a
regular language whose minimal DFA has p states, must satisfy

ez (o)

The optimality of such lower bound is an open problem. As a partial answer,
we can immediately state that the optimal lower bound cannot be raised to
w(log(p)), since an asymptotically optimal lower bound of log(u)/(21log(142/6))
is obtained in [5] for measure-once quantum automata, which are easily simu-
lated by QCFAs with the same number of quantum basis states and 3 classical
states [23].
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4 Size-Cost of Language Operations on QCFAs

By the characterization in the previous section, we immediately get that the
class of languages accepted by QCFAs with isolated cut-point is closed under
word quotients and inverse homomorphic images. Here, we are going to explicitly
construct QCFAs that accept word quotients and inverse homomorphic images of
regular languages defined by QCFAs. This allows us to study the cost, in terms
of quantum basis states and classical states, of implementing such operations on
QCFAS.

It is well known that on DFAs both word quotients and inverse homomor-
phisms can be easily implemented without increasing the number of states. Here,
we perform such operations on QCFAs by polynomially increasing the size and
preserving cut-point and isolation.

We begin by approaching the construction of QCFAs for word quotients. We
construct QCFAs for accepting o 'L and Lo~!, for given ¢ € ¥ and a lan-
guage L C X* accepted by a QCFA with isolated cut-point. By iterating these
constructions, one obtains a QCFA for v~!Lw™!, for given v,wé& X*.

Theorem 6. Let L C X* be a language accepted with d-isolated cut-point X by
a QCFA A with q quantum basis states and k classical states. Then, for any given
oo € X, there exists a QCFA B with at most ¢ quantum basis states and k + 1
classical states that accepts aalL with d-isolated cut-point A.

Proof. Let the QcFA A=(Q, S, XY, 0,7, m0, S0, F). To avoid too heavy techni-
calities, we assume that all observables associated with A exhibit the same set
C = {co,...,cn—1} of outcomes. So, for any s € S and ¢ € X U {t}, we have
O(s,0) = Z?;Ol ¢;jP(s,0)(c;j). However, our technique can be easily adapted to
the general case.

We construct the QCFA B = (Q, SU{5}, ».7,0,%, #o, S0, F') such that:

— Q:{ej®7r | €@, ejE(Ch,lngh},

— 70 = @B} MY (s0,50) P(s0,50)(¢;),

— for s € S and 0 € XU {t}, we set T(s,0) = @5:01 T(s,0), and T (39, 0) =
@;L:_Ol T(T(SOa g0, cj)a 0)7

— for s € SU{30} and o € ZU{#}, weset O(s,0) =" S ¢ i P(s,0)(é:),
with P(s,0)(¢ij) = [0](;_1), @ P(s1,,0)(ci) ®[0],_;), and si; = 7(s0, 00, ¢;)
if s = 89, otherwise s;; = s. We let ¢ = {é,; | 0<14,j <h—1} be the set
of the outcomes of all observables associated with B,

— for s € S and 0 € Y U{ti}, weset 7(s,0,¢;;) = 7(s,0,¢;), and 7(50,0, ¢ ;) =
T*(80, 000, c;c;).

We describe intuitively how the QCFA B on input wf mimics the computation
of A on input ogwf. The initial quantum state 7y consists of h blocks. Each
one represents the unitary evolution of A on oq from states 7y and sg, followed
by one among the h projections associated with the observable ©(sg, 0g). Upon
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reading the first input symbol, B implements in the jth block the evolution
in A associated with the classical state 7(so,00,¢;) and symbol wy, followed
by a measurement yielding the result ¢; ;. Such a measurement simulates the
outcome sequence c;jc; possibly obtained in A while processing the input prefix
oowi. From wy on, the computation of A is simulated in the jth block, in which
an outcome ¢; ; corresponds to the outcome ¢; in A. One may verify that the
probability that B accepts w coincides with the probability that A accepts oow.
Clearly, B has k + 1 classical states and hg < ¢ quantum basis states. a

Theorem 7. Let L C X* be a language accepted with §-isolated cut-point A
by a QCFA A with q quantum basis states and k classical states. Then, for any
given oo € X, there exists a QCFA B with at most ¢*> quantum basis states and
k classical states that accepts Laa1 with d-isolated cut-point X.

Proof. Let the QeFa A = (Q, S, X, 7, O, 1,70, So, F'). As in the previous proof,
all the observables of A are assumed of the form O(s, o) = Z;:Ol ¢; P(s,0)(c;).
We construct the QCFA B = (Q, S, 2.7,0,7%, 7, S0, F') such that:

~Q={e;on | T€Q, ¢; €CM1<j<h},
— ﬁO:WO@Oq(hflﬁ ) A
—for s € S and 0 € X, we set 1'(s,0) = 1(s,0) ® Iyp—1), and Y(s,f) =

(@20 7(5,00)) - 2(6(5,00))- (@55 T(7(5,00,3).1) ) where Z(6(s,00))
is the unitary circulant matrix addressed in Lemma 1.

— for s € S and 0 € X U {t}, we set O(s,0) = Zh 12? 01 ¢ P(s,0)(é),
with P(s,0)(éi,;) = [0] ;_1), ® P(s1;,0)(ci) ®[0],_;), and s;; = 7(s, 00, ¢;)
if o = {, otherwise s;; = 5. We let C = {é,; | 0<14,j <h—1} be the set
of the outcomes of all observables associated with B,

—for s € S and 0 € X, we set 7(s,0,¢é,;) = 7(s,0,¢;) and 7(s,4,¢é5) =
T*(S,Joﬂ,CjCi).

The initial quantum state 7y consists of h blocks, all being zero blocks except
the first being my. On the symbols of the tape word wi preceding the endmarker,
B implements in the first block the same computation as A, leading to a state
vector ' @ 04(,—1y. Upon reading §, the application of the operator f(s, £) has
the effect of storing the vector 7'Y(s,00)P(s,00)(c;)Y (7(s,00,¢;), 1) in the jth
block. Moreover, the outcome ¢; ; of the measurement on § in B corresponds
to the outcome sequence c;jc; possibly obtained in A while processing the input
suffix ogff. Clearly, the probability that B accepts w coincides with the probability
that A accepts wog. The number of classical states in B remains k, while the
number of quantum states is hq < ¢2. a

Let us now focus on constructing QCFAs for inverse homomorphic images. We
recall that a homomorphism ¢ : X* — A* of a free monoid into another is
entirely defined by the image of each symbol in Y.

Theorem 8. Let L C X* be a language accepted with d-isolated cut-point A by a
QCFA A with q quantum basis states and k classical states. Then, for any given
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homomorphism ¢ : X — A*, with m = max{|¢(c)| | o € X}, there exists a
QCFA B with at most ¢™T! quantum basis states and ¢k classical states that
accepts ¢~ 1 (L) with §-isolated cut-point X.

Proof. For reader’s ease of mind, we exhibit our construction for a homomor-
phism ¢:{a,b} — {a,B}" defined as ¢(a) = aB and ¢(b) = 3, so that m = 2.
Yet, we consider the language L to be accepted by a QCFA A with binary ob-
servables. These assumptions do not substantially affect the generality of our
construction. So, let the Qcra A =(Q, S, {«, 5},7, 0, 7,70, S0, F'), where all ob-
servables are assumed to have the form ©(s,0) = 0- P(s,0)(0) +1- P(s,0)(1)
and hence with C = {0,1} as set of outcomes.
We construct the QCFA B = (Q, S, {a, b},f, 6,7+, 7o, (s0,0), F) such that:

—Q:{ej®7r | me€Q, ejG(C4,1§j§4},
—§={(s4) | s€5,0<5<3},
— 7o = 7o @ 03q,

~ for (5,0) € §, we set T((s,0),a) = (AO Al) _ (Bo 0

B — (T(T(S,a,i),ﬁ)P(T(s,a,i),ﬁ)(O) T(T(s,a,i),ﬁ)P(T(S,a,i),B)(l))
O\ T (7 (s, 0), B)P(7(s,0,0), B) (1) T(r(s, i), B)P( ), B ’

and 7((s,0),b) = C @ C, where

o (T(s,ﬁ)P(s,ﬁ)(O) T(S,B)P(s,ﬁ)(l)).
(s, 8)P(s,8)(1) Y(s,8)P(s,5)(0) )’

for (s,7) € S with j # 0, we set
Y((s,4),a) = IT7 - T((s,0),a), T((s,4),b) = 1T - T((5,0),b),

0001
1000 . . . .
where II = 0100 ® I, is the circular block permutation matrix,

0010
— for (s,7) € Sand o € {a,b}, weset O((s,j),0) = >0, ¢i*[0];,®14D[0] 5_;),
— for (s,j)€S and 0 < i < 3, we set 7((s, ), a, ;)= (7*(s, a3, bins(i)), i), and
7((s,7),b,¢;) = (7% (s, B, biny (7)), 1), where bing (i) is the binary representa-
tion of 4 on 2 bits, while bin; (i) = 0~ "bing (i) U 17 'biny (i),
- F={(s,5)eS | seF}.

The evolution matrices of the QCFA B can be regarded as block matrices with
blocks of dimension g x ¢. For 0 < 4,5 < 3, the (i, 7)th block of f((s,z'),a) is
T(Sa Q)P(Sv Oé)(jl)T(A’T(S,Ol,jl),ﬁ)P(T(S, O‘ajl)aﬁ)(jZ) with jijo = binZ(j)a while
the (¢, j)th block of (s, 4),b) is T(s, a) P(s, a)(j) for j = 0,1, and is [0] , for j =
2,3. Analogously, 7y consists of 4 blocks, all being zero blocks except the first
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being mp. On reading a (b), the evolution matrix in B simulates the sequence
of evolutions and measurements of A while processing a8 (3), and stores each
possible resulting quantum state in each block. Then, the observable acts on the
Jjth block, and the outcome ¢; represents the outcome sequence bing(j) (biny (j);
notice that the possible outcomes of the measurements on b are only ¢y and ¢1)
in A. At any time, only one block of the quantum state of B is nonzero. This
information is encoded in the classical state so that the evolution matrix in B
selected by the classical state always stores in the jth block the result of the
simulation of A for the outcome sequence bins(j) (bing(j)). The function 7
mimics the transition function 7 in the state first component, and stores in the
second component the index of the nonzero block of the quantum state of B. One
may verify that the probability that B accepts w coincides with the probability
that A accepts ¢~!(w). The number of classical states is 22k = |C|™k < ¢™k,
while the number of quantum basis states is 22¢ = |C|™¢ < ¢!, a
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Abstract. We continue the study of the shuffle of individual words, and
the problem of decomposing a finite automaton into the shuffle on words.
There is a known polynomial time algorithm to decide whether the shuffle
of two words is a subset of the language accepted by a deterministic
finite automaton [5]. In this paper, we consider the converse problem
of determining whether or not the language accepted by a deterministic
finite automaton is a subset of the shuffle of two words. We provide a
polynomial time algorithm to decide whether the language accepted by a
deterministic finite automaton is a subset of the shuffle of two words, for
the special case when the skeletons of the two words are of fixed length.
Therefore, for this special case, we can decide equality in polynomial time
as well. However, we then show that this problem is coNP-Complete in
general, as conjectured in [2].

1 Introduction

The shuffle operation (denoted by here) on words describes the set of all
words that can be obtained by interleaving the letters of the operands in all
possible ways, such that the order of the letters of each operand is preserved
(the operation can then be extended to languages). There have been a number
of theoretical results and algorithms involving shuffle such as [10] which showed
that the so-called shuffle languages obtained from finite languages via union,
concatenation, Kleene star, shuffle and shuffle closure, are in P. In [12], it is
shown that given a word w, and n other words, it is NP-Complete to decide if
w is in the shuffle of the n words.

Despite the length of time since the operator was introduced [7], there remains
a number of standard formal language theoretic questions involving shuffle that
are unsolved. For example, there is a long-standing open problem as to whether
it is decidable to decompose an arbitrary regular language into the shuffle of
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two languages. Certain special cases are known to be decidable however, such
as for commutative regular languages and locally testable languages, while it is
undecidable for context-free languages [6].

Indeed, even the special case of the shuffle of individual words, rather than
sets of words, has received considerable attention but there remains a number
of yet unsolved problems. In [1], it is shown that the shuffle of individual words
(with at least two letters) has a unique shuffle decomposition over words. That
result was extended in [3] to show that the shuffle of two words (each with at
least two letters) has a unique shuffle decomposition over arbitrary sets.

However, the complexity of taking a language as input, and determining if
it has a decomposition into the shuffle of two words, remains an open question
(which also depends on the method that the language uses as input). Despite
this, in [5], it is shown that if a language accepted by a deterministic finite
automaton (DFA) M has a decomposition into words, there is an algorithm
that finds the unique decomposition into words in time linear in the lengths
of the words (sublinear in the size of the automaton). However, if the input
automaton is not decomposable, the algorithm cannot always determine that it
is not decomposable, but will instead in those cases output two strings v and
v, despite L(M) not having any shuffle decomposition. As the algorithm does
not have knowledge regarding whether L(M) has a decomposition, one could
take the output strings u and v, and test if their shuffle is equal to L(M), thus
testing whether L(M) was itself decomposable. One way to do this would be to
construct a DFA accepting u v, and test equality with L(M), however it was
shown in [4] that the size of minimal DFAs accepting the shuffle of two strings
can grow exponentially in the length of the strings. Therefore, it still remains an
open problem as to whether there is a polynomial time algorithm to test if the
language accepted by a DFA has a decomposition into the shuffle of words.

Here, we are interested in testing inclusion between the language accepted
by a DFA and the shuffle of two words. One direction of this problem, testing
whether the shuffle of two strings is contained in the language accepted by a
DFA has a known polynomial time algorithm [5,2]. In this paper, we investigate
the complexity of the converse of this problem. It is shown that given a DFA M
and words u,v € X7, the problem of deciding whether or not L(M) C u v
is coNP-Complete, as conjectured in [2]. However, for the special case of the
problem on words u,v with fixed-length skeletons (the length of a skeleton is
the number of “lettered sections”), we provide a polynomial time algorithm.
This also gives a polynomial time algorithm to decide if L(M) =u v for this
special case. However, the exact complexity of deciding whether L(M) =u v
in general remains open despite the fact that we know it takes polynomial time
to check u v C L(M) and it is coNP-Complete to check L(M) Cu  v.

2 Preliminaries

Let Ny be the set of non-negative integers. An alphabet X is a finite, non-empty
set of letters. The set of all words over X' is denoted by X, and this set contains
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the empty word, A. The set of all non-empty words over X is denoted by X.
For n € Ny, let ™ be all words of length n over X.

Let X be an alphabet. For a word w € X*, the length of w is denoted by |w|.
Let w(i) be the i-th letter of w, let w[i] be the word which is the first ¢ characters
of w, and let wli, j] be the subword between characters ¢ and j where these are

undefined if ¢ or j are not in {1,...,|wl|}, or if j < 4. The skeleton of w is A if
w = A, and is ajaz - - - a, where w = af'ag?---a%,n > 1l,a; > 0,a; € X¥,1 <

i <n,a; # aj+1,1 < j < n. For example, the skeleton of aaaaabbbabbbb is abab.

Let u,v € X*. The shuffle of u and v is defined as v v = {ugvy - UpYy, |
U= UL Up, ¥ = V1 Up, U, v; € X* 1 <4 < n}. For example, aab  ba =
{aabba, aabab, ababa, abaab, baaba,baaab}. We say u is a prefix of v, written u <,
v, if v = ux, for some x € X*. Let w, x € X*. The left quotient of z by w, written
w™ e = 2 if £ = wz, and undefined otherwise.

We assume the reader to be familiar with deterministic finite automata (DFAs),
nondeterministic finite automata (NFAs), the subset construction commonly
used to convert an NFA into an equivalent DFA, and minimal DFAs. See [13,9]
for an introduction and more details on finite automata.

3 Fixed-Length Skeleton Polynomial Algorithm

The purpose of this section is to give special cases on an input DFA M and
u,v € X7 whereby there is a polynomial algorithm to decide whether or not
L(M) Cu w. In particular, the main result is that when v and v have fixed-
length skeletons, there is a polynomial time algorithm. We will see in the next
section that in general, this problem is coNP-Complete and therefore there likely
is not a polynomial time algorithm (unless P = coN P).

We will start by examining the complement of the problem. That is, the
problem of whether there exists some w € L(M) such that w ¢ v v (or
whether L(M) € u ). If we can provide a polynomial time algorithm to
solve this problem for some special cases, then we can solve the problem of
L(M)Cu v for those cases.

Given two words u,v € X7, there is an “obvious” NFA accepting u v with
(Jul + 1) - (Jv] + 1) states, where each state is an ordered pair representing the
position within both u and v. This NFA is called the naive NFA and is defined
formally in [4].

First notice, that if we could construct a DFA accepting v v in polynomial
time, then we could build a DFA accepting (v v)¢ (the complement) in poly-
nomial time, using the standard algorithm to take the complement of a DFA
(Theorem 3.2, [9]). Similarly, we could build a DFA accepting L(M) N (v v)°
in polynomial time, using the standard algorithm for taking the intersection of
two DFAs (Theorem 3.3, [9]). Moreover we could test whether this set is empty
in polynomial time (Theorem 3.7, [9]).

Proposition 1. Let M be any DFA. Let F be a subset of X7 x XF such that
there exists a polynomial f from Ng x Ny to Ny and an algorithm A converting
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any pair (u,v) € F to a DFA accepting v v in time less than or equal to
f(ul,|v]). Then we can test whether or not L(M) Cu v in polynomial time,
for any (u,v) € F. Similarly for testing whether L(M) =u  v.

The ability to test for equality follows from the existing polynomial time algo-
rithm to determine if w v C L(M) [5].

In particular, the algorithm A from this proposition could simply be to con-
struct the naive NFA for v v and then to use the standard subset construction
algorithm applied to the naive NFA accepting v v for (u,v) € F, which could
produce DFAs that are polynomial in size for certain sets F. Therefore, if there
is a subset F of X7 x X7 such that the subset construction applied to the naive
NFAs create DFAs that are polynomial in size, then we have a polynomial time
algorithm to decide if L(M) Cu v, for all (u,v) € F.

Before establishing the main result of this section, we first need the following
definition and three lemmas.

Let u,v,w € ¥, where w = afa$?---a%",a; # a;j41,1 <i <mn,a; > 0,a; €
2, 1<l<n.Foreachl, 0 <l <n,let

g(w,u,v,1) ={(i,5) | a7 a3?---a;" € ufi] wv[j] and either u(i + 1) = a;41 or
v(j +1) = a1 or (i = [u] and j = |v])}.

Note that if ¢ = |u| then w(i + 1) is undefined forcing u(i + 1) = a;+1 to not be
true, as with the case where j = |v|.

For example, if u = aabbaabb,v = aabbaaa and w = aabbaabbaabbaaa, then
g(w,u,v,3) ={(6,0), (4,2),(2,4)}.

The definition of g can be rewritten recursively as follows:

Lemma 1. Foralll, 1 <1 <n,

g(w,u,v,1) = {(h,m) | (i,7) € g(w,u,v,l = 1),uli +1,h] = a??”[j +1,m] = a?
for some 7,0 > 0, either (h,m) = (|ul, |v|) or
u(h+1)=ap41 orv(m+1) =a;41}.

Next, we will show the following three conditions are equivalent, and then use
condition 1 within the decision procedure below.

Lemma 2. The following conditions are equivalent:

1. glw,u,v,1) £ 0 for alll, 0 <1 <n, and (Ju|,|v]) € g(w,u,v,n),
2' (‘u|’ |U|) E g(w’u’v,n)7
3. weu w.

This can be seen as conditions 2 and 3 are equivalent from the definition of g.
Further, condition 1 implies 2 directly. And condition 3 implies 1 as w € u v
implies that for all I, 0 <1 <n, ai" ---a"ai41 € ul[i]  v[j] for some 4, j.

Next, we see that as long as the g function is of size bounded by a constant
for each w € L(M), there is a polynomial algorithm.
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Lemma 3. Let k be a constant, M a DFA and u,v € X7T. If, for every w €
L(M) where w = af*---a%",a; # ai41,1 < i < n,a; > 0,a; € X1 < j <mn,
and for every 1,0 <1 < n, the inequality |g(w,u,v,l)| < k is true, then there is
a polynomial time algorithm for deciding whether or not L(M) Cu v, and for
deciding whether L(M) =u  v.

Proof. We will construct a logspace bounded nondeterministic Turing machine
for the algorithm, and use the fact that NLOGSPACE is a subset of P (Corollary
to Theorem 7.4 in [11]). It will decide if L(M) € uw  v; that is, if there exists
w such that w € L(M) but w ¢ v v. We will use condition 1 of Lemma 2
combined with Lemma 1. The Turing Machine will guess a word w € L(M),
where w = af* - -af",a; # ai41,1 < i < nyaq > 0,00 € X1 <1 < n, and
for every I from 0 to n, writes out the list of all (¢, j) such that ai ---a;" €
ufi]  w[j], where either (¢, 75) = (Jul, |v|), or w(i + 1) = aj41, or v(j + 1) = aj41,
which must be of size at most k. Indeed this can be done by at first writing out
the elements of g(w,u,v,0) ((0,0) if either u(1) or v(1) is equal to ay, and @
otherwise). Then, if after writing out the list {(i1,j1), ..., (ig,Jq)} after reading
at---a;",1 < n, then for a?‘ﬂl, the new list is obtained as follows: by taking
each (ip,jp), 1 < p < ¢, removing it from the list and adding (i, +7, jp+9), where
v+68 = ay41, such that the subword of u starting at position i,+1 is a;H, and the
subword of v starting at position j,+1is aiH and either (ip+7, jp+0) = (Jul, |v]),
or aj, apo is a subword of u starting at position i, +1, or ag_H ap+2 is a subword
of v starting at position v, + 1. This will accurately calculate each set g(w, u, v,1)
by Lemma 1. If we do this for all (ip, j,), the resulting list must be of size less
than or equal to k after each step [ by the assumption and therefore we can store
the numbers in logspace. Moreover, (|u|,|v]) does not appear in the final list if
and only if w ¢ u v by Lemma 2. O

These three lemmas allow to prove the main result of this section.

Theorem 1. Let M be a DFA, and let u,v € X with fized-length skeletons.
Then, there is a polynomial time algorithm to decide whether or not L(M) C
u v, and to decide whether L(M) =u v.

Proof. Let u = b5 b0 by £ b1, 1 <5 <p,Bi>0b€X,1<i<p, and
let v=c]"c? - cq",c; #cjy1,1 <j<q,v >0,¢; € X,1<i<gq, where p and
q are fixed. Let k be the maximum of p and ¢. If, for all w € L(M) and every !
from 1 to the length of the skeleton of w, it is true that |g(w, u,v,1)| is less than
or equal to some constant, then the result follows from Lemma 3.

Let w = af*a3?---a%",a; # aj11,1 < j < n,o > 0,0, € X,1 < 4
n. Then we can build a directed acyclic graph G = (V, E) such that V

Uo<i<n 9(w, u,v,1) and

I IA

E={(z,y) | z=(i,4) € g(w,u,v,l) for some [,0 <1< n,y=(h,m) €
glw,u,v,l+1) s t. a7t €uli+1,h]  v[j+1,m] and either
u(h+1) =aj12 or v(m+1) = aiy2 or (h = |u|] and m = |v|)}.
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It is clear that w € w v if and only if there is a path from (0,0) to (|u/, |v]) in
G from Lemma 1 and Lemma 2. Also, every z € V is reachable from (0,0) via
at least one path.

Let I be such that 0 < I < n, and let (i,5) € g(w,u,v,l). Consider a;}1*.
Assume a;4+1 # a(i+1) and a;41 # v(j+1). Then there is no outgoing edge from
(4,7). Assume that aj41 = u(i+1) but aj11 Zv(j+1). fuli+1,i+a1] = a?_f_{l
and either u(i + ay41 + 1) = a2 or v(j + 1) = a2 or (i + a1 = |u| and
Jj = |v]), then (i,5) has one outgoing edge. Otherwise (i,7) has no outgoing
edges. Similarly if a;41 # w(i + 1) and v;41 = v(j + 1). Then the only way of
having more than one outgoing edge from (i,75) is if ajy1 = u(i + 1) = v(j + 1).
But in this situation, from (4, j), there are at most two outgoing edges since all
copies of ;41 must be consumed from either u or v by the definition of g.

Let (i0,j0) = (0,0), (i1,71),- - - (ix, Jz) (With z < n and potentially x = n) be
a sequence of vertices such that e, connects (iq, jo) t0 (iq+1, ja+1) for all o, 0 <
a < z.Let (po,qo), - - (Pm, ¢m) be the subsequence of (ig, jo), (¢1,71)s - - -, (iz, Ju)
such that there are two outgoing edges in G from (pa,Ga),0 < a < m. This list
is of size at most 2k since each one consumes one section of the skeleton of u
or v. Further, it can be shown (omitted for reasons of space) that, if every such
path has at most 2k branching points, the number of elements in g(w,u,v,1) is
at most 22*T1 — 1 for every [, which is a constant since k is a constant. a

4 General coNP-Completeness

The purpose of this chapter is to show that given a DFA M and words u,v € X,
the problem of determining whether or not L(M) Cu v is coNP-Complete.

To show in general (for any w,v and M), this problem is not solvable in
polynomial time, we need to examine pairs of words u,v whereby the DFA
created from the subset construction accepting © v is not polynomial in size
by Proposition 1. Indeed, we know that such automata exist, as in [4], an infinite
subset of X7 x X7T is demonstrated such that for each (u,v) in the subset,
the minimal DFA accepting u v requires an exponential number of states.
These word pairs are quite similar to those constructed in Theorem 2 below.
The existence of minimal DFAs accepting the shuffle of two words that requires
an exponential number of states is not enough information on its own though to
show that testing L(M) C w v cannot be done in polynomial time, as there
could in principle be an algorithm that tests this fact without first constructing
the minimal DFA accepting u v (as is the case for the converse problem, which
can be tested in polynomial time).

We will examine the complement of that problem; that is, the problem of
whether there exists some w € L(M) such that w ¢ v v. We will show that this
problem is NP-Complete. This implies that the problem of determining whether
ornot L(M) Cu v is coNP-Complete, by Proposition 10.1 of [11], which states
that the complement of an NP-Complete language is coNP-Complete.

Throughout the proof, we will refer to Example 1 for the purposes of intuition.
It is helpful to follow the example together with the proof.
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Theorem 2. Let M be a DFA and let u,v € Xt where X has at least two
letters. The problem of determining whether there exists w € L(M) such that
wé¢u v is NP-Complete.

Proof. 1t is clear that this problem is in NP since we can construct a nonde-
terministic Turing Machine that guesses a word in L(M) and then verifies that
w¢u v (we can test membership in the naive NFA accepting u v, and NFA
membership testing can be done in polynomial time [8]).

Thus, we need to show that the problem is NP-hard. Let F' be an instance
of the satisfiability problem with X = {z1,...,x,} the set of Boolean variables,
and C' = {c1,...¢cq} the set of clauses over X where each clause in C' has three
literals. This problem is known as 3SAT and it is NP-Complete (Proposition 9.2
of [11]). We will also assume without loss of generality that ¢ > 2. For a variable
z, let T be the literal obtained from the variable = as true (simply the variable
z), and = be the literal obtained from the variable as false (the negation of
x). If d is a truth assignment, then d is a function from X to {+,—} (true or
false). We extend d to a function on clauses, where d(c) = + if ¢ contains at
least one literal that matches the sign of d applied to its variable, and d(c) = —
if all literals have differing signs than its variables on d.

We will first provide the construction. Although technical, we will refer
throughout the proof to Example 1, located after the proof, for intuition. Next,
we construct the two words u, v, and the DFA accepting the language L. The
words u and v depend only on the number of variables and clauses. The lan-
guage L accepts a different string for every possible truth assignment to the
variables X. Each such string contains a substring for each variable consecu-
tively, and within each such substring, another sequence of substrings for each
clause consecutively.

Let f(ci,xj,a) be a function from C' x X x {4, —} such that

bbbabaaa if ¢; does not contain literal z7,

f(civxjva) = {

bbbbaaaa otherwise (if ¢; does contain literal ).

Then, let

u = (aabb)?™* (aabababb(aabb)?™?)P (aabb),
v = (aabb)? ! (aabbaabb(aabb)?=?)P (aabb),
g(xjaa) = f(claxjaa)f(CQawjaa) o 'f(cqal'jaa)axj S X,O[ S {+a7}a
y(d) = g(z1,d(z1)) - - - g(xp, d(xp)), d a function from X to {+,—},
Y = {y(d) | d a function from X to {+,—}},
L = a(aabb)? 'aaa - Y - bbbb(aabb)?™ .
Below, we will show that F is satisfiable if and only if there exists a word in
L that is not in v  v. First, notice that we can build v and v in polynomial
time, and they depend only on the number of variables and clauses in F.

We will build a DFA accepting L in polynomial time in several steps. First, we
can build a DFA accepting each f(c;, z;, ) which only has 9 states since each
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accepts only one word of length 8. We can also build all f(¢;,z;,a) in O(pq)
time. Then, we can accept each g(z;, @) in polynomial time. We can then build
a DFA accepting {g(z;,+), g(xj, —)} for every j. Indeed, if z; is a variable, and !
is the length of the longest common prefix of g(z;,+) and g(z;, —), then we can
build a DFA that reads this common prefix and then switches to one of two states
based on whether the next letter is from g(x;, +) or g(xj, —). Then, from the two
different states, it reads what remains of either g(x;, +) or g(z;, —). Upon reading
the last symbol of either, the DFA switches to a common final state. Thus, we can
build a DFA accepting {g(x;,+), g(z;, —)} in polynomial time. Next, note that
Y = {g(z1,+),9(x1,-)} - {g(x2,+), g(x2, =)} - - - {g(xp, +), g(xp, —)}. Hence, we
can also build an automaton accepting Y in polynomial time by concatenating
the DFA for {g(z1,+), g(x1, —)} to that of {g(z2,+), g(x2, —)}, and so on, for all
p variables. Then we can transform the DFA accepting Y into one accepting L in
polynomial time. In Example 1, we provide an instance of the 3SAT problem and
show its DFA (accepting Y') created by this construction in Figure 1. Intuitively,
notice that every path through the automaton corresponds to a different truth
assignment. For each variable, consecutively, taking the upper path corresponds
to setting that variable to be true, and the lower path corresponds to setting
that variable to be false.
For a prefix w of a word in L, we let

h(w) = {(i,4) [ w € uli]  v[j]}-

We will show next that d is a satisfying truth assignment if and only if
h(a(aabb)?~taaa - y(d)) = 0.

Each word of Y is composed of y(d) where d is any assignment of the variables.
That is, each word is of the form g(x1, 1) - - g(zp, op) where aq, ..., ap can be
any assignment of each variable to + (true) or — (false). Each g(zj,a) is a
string where we concatenate for each clause bbbabaaa when zf is not in the
clause (either the variable is not in the clause at all, or only the negation of z¢
is in the clause), and bbbbaaaa when the literal is in the clause.

Every word in L starts with a(aabb)?~!, and indeed, for any q > 2,

h(a(aabb)?™t) = {(4q — 41,41 — 3), (4g — 41 — 3,41) | 1 <1 < ¢},

(proof omitted due to space constraints). This part is essentially identical to a
claim in Theorem 13 of [4]. Intuitively, in Figure 2, this can be seen visually
as the set of points at the bottom diagonal of the “duplication section”, where
[ = 1 occurs for the first two points, followed by [ = 2 for the next two points,
etc. Then,

h(a(aabb)? taaa) = {(4q — 41 +2,41 —2) |1 <1 < ¢}

(this is diagonal below the previous diagonal marked on the diagram as [y),
as the point (4q — 41,41 — 3) gives one point two rows down and one column
to the right, (4 — 41 + 2,41 — 2), while the point (4q — 41 — 3,4l) gives one
point one row down and two columns to the right, (4g — 4l — 3 + 1,41+ 2) =
(4g—4(1+1)+2,41+1)—2).
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This paragraph will first explain the intuition regarding the rest of the proof
before the formal proof (again, while referencing Example 1 and its figures).
Looking at Figure 2, at the diagonal marked [y, there is a dot for each clause,
spaced evenly apart. Then, a sequence of words will be read that are each either
bbbabaaa or bbbbaaaa between consecutive diagonal lines marked as S, for some
k. At first, if bbbabaaa is read, then the first “clause” can pass the horizontal line
marked “prune x1”, as it does in the diagram, and end with a single point four
rows down and four columns to the right on the next diagonal. If bbbbaaaa is read,
then the “clause” gets cut off instead (as the second clause does in the figure when
reaching the “prune x;” line). Then, as some word of (bbbabaaa + bbbbaaaa)? is
read, each clause is being “cut off”, one at a time if and only if the literal =] is
in the clause (by having the word bbbbaaaa). Any clause not at the “prune” line
(either before or after the line) leads to an identical point on the next diagonal
four rows down and four columns to the right when reading either bbbabaaa
or bbbbaaaa. Thus, it is only the prune line that affects whether the clause
continues, and each clause reaches the “‘prune z1” line consecutively as each
fleiyx1,d(z1)) is read, for each 4,1 < i < g. Moreover, since M consecutively
reads an entire word, either g(z1,+) = f(c1,21,+) - - f(eq, 1, +) or g(z1,—) =
flei,z1,—) - f(cq, x1, —), this enforces that z1 is set to true or false identically
for each clause. This process then continues for each variable from z»,...,z,
using the consecutive prune lines. Should a “clause” continue past all prune
lines, that means that all three literals in the clause were the opposite sign
as the function d applied to those variables, implying that it corresponds to a
non-satisfiable truth assignment. Therefore, if every word in L(M) has at least
one path continue past every prune line, then no possible truth assignment is
satisfying. Conversely, if a clause does get cut off, that means that one of the
variables in the clause has the same value as d. Therefore, if every clause has
some variable set as in d (F is satisfiable), then every clause gets cut off by some
prune line and wg ¢ v v. This is the case in Example 1 and Figure 2.

Formally, it can be shown that (proof omitted due to space constraints)

h(a(aabb)? taaa-y(d)) = {(4g—4l+2+4pq, 4l —2+4pq) | 1 <1 < q,d(c;) = —}.

This means that after reading y(d), if all of the clauses are satisfied by d,
then h(a(aabb)?taaa - y(d)) = 0. Therefore, if we add any suffix to the end
of a(aabb)?™taaa - y(d), it cannot be in u v. Hence, a(aabb)!~taaa - y(d) -
bbbb(aabb)i=t ¢ u  w.

Conversely, if after reading y(d), at least one of the clauses is not satisfied by
d. Then, h(a(aabb)?taaa-y(d)) # 0, and there must exist some [,1 < [ < ¢ such
that d(c;) = — and (4q — 41 + 2 + 4pq, 4l — 2 + 4pq) € h(a(aabb)? aaa - y(d)).
Notice that |u| = |v| = 4¢ + 4pq, and so for each [ between 1 and g, there are
4] — 2 letters left from u and 2 4 4(¢ — [) letters left from v. Then what remains
of u is bb(aabb)!~1 and what remains of v is bb(aabb)?~'. But every point in this
set can reach point (|ul, |[v]) on input bbbb(aabb)?~! since (I—1)+ (¢ —1) = g—1.

Hence, there exists a word in L that is not inuw v if and only F is satisfiable.

O
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Ezample 1. Consider the following instance of 3SAT with clauses ¢; = (2] V
3 Vard),ca = (v] Vag Vay),cs = (zf Vay Vay ). From this, we can construct
each g(z;, a) as follows:

fler,z1,+) flea,x1,+) fles,z1,+)
P R BN L LN
g(x1,+) = bbbbaaaa bbbabaaa bbbbaaaa
fler,z1,—) flez,x1,—) fles,@1,—)
P I I N BN
g(z1,—) = bbbabaaa bbbbaaaa bbbabaaa
fler,z2,+) flea,x2,+) f(es,z2,+)
P R BN L LN
g(x2,+) = bbbbaaaa bbbbaaaa bbbabaaa
fler,2,—) flez,x2,—) f(es,@2,—)
P VI BN S BN
g(z2,—) = bbbabaaa bbbabaaa bbbbaaaa
fler,zs,+) flea,xs,+) f(esxs,+)
P R BN L LN
g(x3,+) = bbbbaaaa bbbabaaa bbbabaaa
fler,xs,—) flez,x3,—) f(es,x3,—)

P N R R N BN
g(z3, —) = bbbabaaa bbbbaaaa bbbbaaaa

From this, we can construct the set Y. In Figure 1, we draw the automa-
ton accepting the set Y (and therefore, a(aabb)?~taaa must be prepended and
bbbb(aabb)?~1 must be appended to transform it into a DFA accepting L).

This instance has a solution d : 1 — —, 9 — —, 3 — +. Then consider the
word wg = a(aabb)?aaa - y(d) - bbbb(aabb)?, where y(d) is equal to

fler,@1,—) flea,x1,—) fez,x1,—) f(er,x2,—) fea,z2,—) f(ez,z2,—) f(e1,23,+) f(ca,23,+) f(c3,23,+)
- LV N Vo BN A NV BN L IV BN i I Vo BN
bbbabaaa bbbbaaaa bbbabaaa bbbabaaa bbbabaaa bbbbaaaa bbbbaaaa bbbabaaa bbbabaaa .
~ ~~ N~ ~ “~ ~~ i

g(z1,—) g(x2,—) g(x3,+)

This word is in L(M) as seen in Figure 1 by taking the lower path, then the next
lower path, then the upper path. But this word is not in v v as demonstrated
in Figure 2. The dots are placed at indices (4,j) where each prefix of wy is in
ufi]  v[j]. The additional annotation in the diagram is referred to in the proof
of Theorem 2.

If instead we tried the assignment d' : 1 — +,22 — —, 23 — + (which is
not a satisfying truth assignment), then first “clause 17 gets cut off by the z;

prune line since x;” € ¢, then “clause 2” can go through the line since =] ¢ ¢z,

then “clause 3” gets cut off since 21 € c3. Then “clause 17 is already cut off
and doesn’t reach the x5 prune line, then “clause 2”7 can continue as x5 ¢ co.
Then when “clause 2” reaches the z3 prune line, it can continue since xj ¢ co.
So, at least one clause passes all prune lines and reading the remaining portion
of wy gives a word in v v, and thus d’ is not satisfiable. But if there is at least
one word in L that is not in v v, then this corresponds to a satisfying truth
assignment. Hence, at least one word in L is not in v v if and only if there is

some satisfying truth assignment.
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(bbbb) g (1, +) (bbbb) "' g(wa, +) (bbbb) ' g(x3, +)

(bbba)~tg(x1,—) (bbba)~tg(x2, —) (bbba)~tg(xs, —)
Fig. 1. The DFA accepting Y obtained from the instance of 3SAT from Example 1.
We use a word on a transition as a compressed notation to represent a sequence of

non-branching transitions.

.a.a.bbaabbaabbaabbaabbaabbaabbaabbaabb

a
b
b
Duplication a

a
’g .
Z .

Prune Z .
b
a
ZI; L] L ] I—I_1
‘ : 11;41
b
b, . .
" h ]

Prune xy 3 . :::I
b Since
a Ty € C3
Z L] I—L
a’ P
a °
’g .
a .
a

Prune 3 (IZ —O—I
5 " By Since
p i T3 €
b
b By Bs B Thus, wg ¢ u v

Fig. 2. The word w is labelling the vertical axis and v is labelling the horizontal axis.
Considering the word wq from Example 1, a dot is placed at (i, j) if wq has a prefix
in w[i] shuffled with v[j]. Only a portion of the diagram is shown, and v and v con-
tinue along the axes, although there are no dots in the rest of the diagram. The lines
connecting the dots demonstrates the change of states by reading individual characters.
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As mentioned earlier, because testing L(M) € v v is an NP-Complete prob-
lem, this implies that testing whether L(M) Cu v is a coNP-Complete prob-
lem.

Corollary 1. Let M be a DFA and let u,v € X%, where X has at least two
letters. The problem of determining whether L(M) Cu v is coNP-Complete.

Despite the now known complexity of both deciding whether L(M) Cu v
and u v C L(M), the exact complexity of deciding whether or not L(M) =
u v is not immediate. In the proof of Theorem 2, had we started with u,v, M
under the assumption that v v C L(M), and shown coNP-Completeness as to
whether L(M) C u v, then that would imply that testing whether L(M) =
u v would also be coNP-Complete. However, in the proof of Theorem 2, there
are many words in v v that are not in L(M) and it is not clear how one could
alter M to solve the problem while still creating it in polynomial time. Hence, the
problem of calculating the exact complexity of testing whether L(M) =u v
remains an open problem.
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Abstract. Partial words are sequences of characters from an alphabet
in which some positions may be marked with a “hole” symbol, ©. We can
create a o-substitution mapping this symbol to a subset of the alphabet,
so that applying such a substitution to a partial word results in a set of
full words (ones without holes). This setup allows us to compress regular
languages into smaller partial languages. Deterministic finite automata
for such partial languages, referred to as ¢-DFAs, employ a limited non-
determinism that can allow them to have lower state complexity than the
minimal DFAs for the corresponding full languages. Our paper focuses on
algorithms for the construction of minimal partial languages, associated
with some ¢-substitution, as well as approximation algorithms for the
construction of minimal ¢-DFAs.

1 Introduction

Words over some finite alphabet X are sequences of characters from X and
the set of all such sequences is denoted by X* (we also refer to elements of
X* as full words). The empty word e is the unique sequence of length zero. A
language over X' is a subset of X*. The regular languages are those that can be
recognized by finite automata. A deterministic finite automaton, or DFA, is a
tuple M = (Q, X, 4, s, F'): a set of states, an input alphabet, a transition function
6:Q x X — Q, a start state, and a set of accept or final states. The machine
M accepts w if and only if the state reached from s after reading w is in F. In a
DFA, § is defined for all state-symbol pairs, so there is exactly one computation
for any word. In contrast, a non-deterministic finite automaton, or NFA is a
tuple N = (Q, ¥, A, 5, F), where A : Q x ¥ — 2% is the transition function that
maps state-symbol pairs to zero or more states, and consequently may have zero
or more computations on a given word. Additionally, N accepts a word w if any
computation on w ends in an accept state. Two automata are equivalent if they
recognize the same language, so every NFA has an equivalent DFA. In general,

* This material is based upon work supported by the National Science Foundation
under Grant No. DMS-1060775.

M. Holzer and M. Kutrib (Eds.): CIAA 2014, LNCS 8587, pp. 110-123, 2014.
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NFAs allow for a more compact representation of a given language. The state
complexity of an automaton with state set @ is |Q|. If a given NFA has state
complexity n, the smallest equivalent DFA may require as many as 2" states.

Partial words over X are sequences of characters from X, = X' U {¢}, where
o ¢ X is a “hole” symbol representing an “undefined” position. A partial lan-
guage over X is a subset of X7, the set of all partial words over X. A partial
language, subset of X%, is associated with a full language, subset of 2™, through
a o-substitution o : X — 2% defined such that o(a) = {a} for all a € %,
o(e) € X, o(uw) = o(u)o(v) for all u,v € X7, and o(L) = (U, o(w) for
all L C X7. A o-substitution, then, maps a partial language to a full language
and is completely defined by o(¢); e.g., if 0(¢) = {a,b} and L = {oa, boc} then
o(L) = {aa,ba,bac,bbc}. By reversing this process, we can compress full lan-
guages into partial languages. We can easily extend regular languages to regular
partial languages as the subsets of X} that are regular when treating ¢ as a char-
acter in the input alphabet. We can recognize them using partial word DFAs,
introduced by Dassow et al. [4]. A o-DFA M, = (Q, X, 9, s, F'), associated with
some o, is defined as a DFA that recognizes a partial language L, but that is also
associated with the full language o(L). Balkanski et al. [1] proved that given a
o-DFA with state complexity n associated with some ¢ and recognizing L, the
smallest DFA recognizing o (L) may require as many as 2™ — 1 states.

Given classes of automata A, B and a finite automaton A from .4, the problem
A — B-MINIMIZATION asks for an automaton B from B that has the lowest state
complexity possible while maintaining L(A) = L(B), i.e., the language that A ac-
cepts is the language that B accepts. We will abbreviate A — A-MINIMIZATION
by A-MINIMIZATION. Now, let DFA, NFA, and o-DFA be the class of all DFAs,
NFAs, and o-DFAs, respectively. It is known that DF.A-MINIMIZATION can be
done in O(nlogn) time [7], where n is the number of states in the input DFA,
and that DFA — NFA-MINIMIZATION is PSPACE-complete [8]. Looking at ©-
DFAs as DFAs over the extended alphabet X, makes the minimization step
easy (0-DFAs are DFAs, so o-DFA-MINIMIZATION is DFA-MINIMIZATION), and
in general, A — o-DFA-MINIMIZATION and o-DFA — A-MINIMIZATION are not
defined because o-DFAs accept partial languages (not full languages). We thus
define a slightly different problem for ¢-DFAs: given a DFA M, MINIMAL-o-DFA
asks for the smallest o-DFA (over all possible o-substitutions) associated with
L(M). Using the methods from Bjorklund and Martens [2], it is a simple ex-
ercise to show that MINIMAL-o-DFA is A/P-hard, so we discuss an approach to
approximating minimal o-DFAs. Note also that Holzer et al. [6] have recently
further studied the computational complexity of partial word automata prob-
lems and have shown that many problems are PSPAE-complete, among them is
MINTMAL-0-DFA.

The contents of our paper are as follows: In Section 2, we set our notation and
introduce the o-minimal partial languages given a ¢-substitution o. In Section 3,
we approximate minimal finite partial languages, associated with a ¢-substitution
o, by describing our Minlang algorithm. We then prove that running Minlang
a polynomial number of times in the size of the input with our Redundancy



112 F. Blanchet-Sadri, K. Goldner, and A. Shackleton

Check algorithm outputs the unique minimal partial language corresponding to
the input language given o. We describe our Partial Language Check algorithm
that given a o-DFA M, and a finite language L, verifies that o(L(M,)) = L and
that M, is a “contender” for a minimal o-DFA for L given o. We also discuss
the algorithms’ runtime. In Section 4, we adapt Minlang for infinite languages.
Finally in Section 5, we conclude with some open problems.

2 Approximating Minimal ¢-DFAs

The complexity of a minimal DFA may be exponentially larger than that of a
minimal ¢-DFA for the same language. Balkanski et al. [1] gave a construction
whereby for any integer n > 1 there exists a o-DFA with n states such that the
minimal DFA for the same language has 2" — 1 states. Fig. 1 illustrates their
construction for n = 3.

a,o

o@

a,b,o

Fig. 1. Left: A 3-state o-DFA M, with o(¢) = {a,b}. Right: The smallest DFA M
satisfying L(M) = o(L(M,)), which has 2° — 1 = 7 states.

Since the problem of finding a minimal ¢-DFA (over all o-substitutions) for the
full language L accepted by a given DFA is AP-hard, we give an approximation
via minimal partial languages associated with L and o-substitutions o, i.e., o-
minimal partial languages. The smallest among associated ¢-DFAs thus provides
an approximation for a o-DFA with minimal state complexity for L. Before
stating our definition, we recall some background material (see [3] for more
information).

A partial word u is contained in a partial word v, denoted by u C v, if they
have the same length and if a position defined in u is defined by the same letter
in v (abbreviate “u C v, u # v” by “u C v”). Partial word w is compatible
with partial word v, denoted by u T v, if they have the same length and if a
position defined in both u and v is defined by the same letter, in which case the
least upper bound of u and v, denoted by w V v, is the partial word such that
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uC (uVo), v C (uVo),and if u Cw and v C w then (uV v) C w. For example,
aaobo 1 acboo and (aacbo V acboo) = aabbo. Fixing a o-substitution o over X a
set X C X% covers a partial word w if 1 w for all z € X and o(w) C o(X); if
X is a singleton {z}, we abbreviate “X covers w” by “z covers w”.

Definition 1. Let L be a full regular language over alphabet X, and let o be a
o-substitution over X. The o-minimal partial language for L is the unique partial
language Lyin s such that

1. U<Lmin,0) = L;

2. for all partial languages L' satisfying o(L") = L, |Lmin,o| < |L'|;

3. the partial words in L. are as weak as possible, i.e., for no partial word
W € Lmin,o does there exist x satisfying o(x) C L and z C w.

For each o-substitution o, there exists a partial language L., , such that
a minimal ¢-DFA recognizing L,y » is identical to a minimal o-DFA for L =
0(Lopt,s)- The o-minimal partial language Lin,s is “close” to Loyt » and, as
a result, a minimal ¢-DFA recognizing Lmin,» is & “good” approximation for a
minimal ¢-DFA for L associated with o. The more ¢’s we have in our partial
words, the more we are taking advantage of the non-determinism that the o-
DFAs embody.

For convenience of notation, when referring to a particular o-substitution o,
we replace o with o(¢), e.g., {ao,ob} is an {a, b}-minimal partial language for
{aa, ab, bb}. Note that ao covers both aa and ab, and b covers both ab and bb.

3 Computing Minimal ¢-DFAs

We describe our algorithms for approximating minimal ¢-DFAs. The input and
output finite languages are represented by listing their words.

3.1 Owur Minlang Algorithm

Algorithm 1, referred to as Minlang, is an efficient algorithm for approximating
Lmin,o. Pseudocode is given below, as well as an example of its execution on the
full language L = {aaa, aab, aac, aba, abb, aca, acb, bac, cac} with (o) = {a, b, c}
(see Figs. 2-3). Note that the output L, of Minlang is not necessarily o-minimal.
In our example, Lyin » = {acoa, aob, cac} and L, = {aac, aca, acb, oac}, the par-
tial word aa¢ being redundant. However, Minlang is useful as both an approxi-
mation and as a stepping stone toward the minimal partial language in the sense
of Definition 1 (see Section 3.2).

For any finite language L and o-substitution o, the output of Minlang on
input L and o is a tree that can easily be converted to a o-DFA with the start
state represented by the root node, the accept states by the terminal nodes, and
the transitions by the edges. Running standard DFA minimization algorithms
on this ©-DFA results in an approximation of a minimal ¢-DFA for L.

Proposition 1. The language L, output by Minlang satisfies 0(L,) = L.
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Algorithm 1. Minlang Given as input a finite language L over X and a o-
substitution o, computes a partial language L, that approximates Lyin, o

1. put L into a prefix tree with leaf nodes marked as terminals
2. for each node n in a reverse level-order traversal of the tree do

3. if parent(n) = u has children on every branch of (o) then
4 order children of u by non-decreasing height, ci1,...,ck
5 initialize C = {all terminal paths from ¢; (including ¢ if ¢; is terminal node)}
6. for m € {cz,...,cx} do
7 for all w € C do
8 remove w from C
9. if there is a terminal path from m to ma such that z C w then
10. add w to C
11. if there is a terminal path from m to mz such that w C = then
12. add z to C for all such x
13. if C is empty then
14. break
15. if C is non-empty then
16. add a o-transition from node u to a new node u¢ and a terminal path from
node u¢ to a new node uow, for each w € C
17. for each pair a € o(¢),w € C, start from waw, unmark vaw as a terminal

node and move upwards, deleting the path until a node is found that has
more than one child or is terminal

Fig. 2. Starting with the prefix tree for L = {aaa, aab, aac, aba, abb, aca, acb, bac, cac},
Minlang begins at the leaf nodes, compiling C when a node’s parent has children for
every letter in o(¢) = {a, b, c}. This consolidates aa’s children into a single child, aac.
Then Minlang examines nodes at reverse depth 1 and their parents, finding children
for every letter in o(¢) at the node a. Then C = {a, b}, adding a transition from a to
a¢ and from a¢ to children aca and aob, removing the b and ¢ branches from a, but
leaving the a branch as it does not contain any words in C.
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Fig. 3. Left: Minlang examines nodes at reverse depth 2 and their parents, finding
children for every letter in o(¢) at the node . Then C = {ac}, adding a transition from
€ to ¢ and from ¢ a terminal path to ¢ac, removing the b and ¢ branches from ¢, but
leaving the a branch as it does not contain any words in C. Right: the final tree output
by Minlang. The words in L, are the labels of the terminal nodes in the tree.

Proof. First, a node u in the tree for L has a representation x in the tree for L,
if u € o(z). Now, the proof is by strong induction on the reverse depth, i.e., the
height of the tree minus the depth of a given node. We show that for each n > 1,
all nodes at reverse depth n — 1 or less in the tree for L, have their oc-image in
the tree for L implying o(L,) C L, and all nodes at reverse depth n — 1 or less
in the tree for L have a representation in the tree for L, implying L C o(L,).

For the inductive step, consider a node u’ at reverse depth n, with parent u,
in the tree for L,. If v/ = ua for some a € X, then by the inductive hypothesis,
all nodes uav, where v # ¢, in the tree for L, have their o-image in the tree for
L. So the o-image of v/, i.e., o(u)a, is in the tree for L. If ' = uo, then all nodes
uov, where v # ¢, in the tree for L, have their o-image in the tree for L. So the
o-image of v/, i.e., {o(u)a | a € 0(¢)}, is in the tree for L.

Consider a node u' at reverse depth n, with parent u, in the tree for L. First,
suppose that Minlang finds that from wu, there is a transition labeled by a in the
tree for L, for each a € o(¢). By the inductive hypothesis, each node uav, where
a € o(o) and v # &, in the tree for L has a representation zoy in the tree for L.
So ua, where a € o(¢), has a representation zo in the tree for L,. Next, suppose
that Minlang does not find such transitions from u. Set v’ = ua for some a € X.
By the inductive hypothesis, each node uav, where v # ¢, in the tree for L has

a representation zay in the tree for L, (|| = |u| and |y| = |v|). So, ua has a
representation xa in the tree for L,. In either case, v’ has a representation in
the tree for L, . O

The next lemma gives properties of the language output by Minlang.
Lemma 1. The language L, output by Minlang satisfies the following:

1. For x € Ly, there exists some w € Luyin,e such that x T w; similarly, for
W € Liin,o, there exists some x € L, such that x T w.
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2. For w € Lyin,e, there is no © € Ly \ Liin,e such that x C w.

3. For w € Lyine and x € Lo, if w C z, then w = x; consequently, if w €
Lin,o, there is no x € L, such that w C .

4. For w € Lyin,e and x € Ly, if x T w, then w € L,.

Proof. For Statement 1, by Definition 1 and Proposition 1, 0(Lmin,s) = 0(Ls) =
L, and let x € L,. Then o(x) C L, and take & € o(x). Thus & € L, and so
Z € o(w) for some w € Lyin,o. Then  C & and w C Z, so by definition, x 1 w.

For Statement 2, suppose towards a contradiction that for w € Lyin,o, © € Lo
and € Lmin,s, we have x C w. Since x # w, we can write x T w, and since
o0(Ly) = L by Proposition 1, we know that o(xz) C L contradicting Defini-
tion 1(3).

For Statement 3, we show by induction on k that for w € Lyin » and x € Ly,
if w C «, then the suffix of length k of x equals the suffix of length k of w. For the
inductive step, suppose towards a contradiction that w = w'ov and z = x’av’
where a € X, and |v| = |[v/| = k. By the inductive hypothesis, v = v’. Since
w' C 2/, we have that {o(z')bo(v) | b € o(¢)} C o(w) C L. Hence the node
o(2’) has children on every branch of o(¢), and each node o(z')bv is marked
as terminal. Thus Minlang adds v to C and iterates over each child o(z')b. It
adds a o-transition from o(z') to o(x’)¢ and a terminal path from o(z’)o to
o(z')ov, and it switches the a to a ¢ in the (k + 1)th last character’s index, a
contradiction. Thus the suffix of length k 4+ 1 of z is identical to the suffix of
length &+ 1 of w.

For Statement 4, we show the result by induction on the length of w. Assume
that w € Liine, * € Ly, and & 1T w. For the inductive step, suppose w = cw’
and z = d’, with |¢| = |¢/| = 1, such that 2’ 1 w’,c¢ T ¢/. First, suppose that
¢ # ¢. Consider the language L' = {t' | ¢t’ € Luin,o } and the tree T’ that results
from applying Minlang to the tree for o(L’). Then, clearly, w’ € L', so by the
inductive hypothesis, T contains a terminal path to w’. Hence the tree for L,
contains a terminal path from ¢ to cw’, thus w = cw’ € L,. Now, suppose that
¢ = ¢o. Then o(ow’) C L implies that do(w’) C L for all d € o(¢). Then if we
consider each language Ly constructed from taking the sub-tree of L, with d
as the root node, we have that w’ € Lg,,, , where Lqg is a minimal language
such that o(Lg,,, ,) = 0(Lq,). By Statement 1, there exists some t' € Lg, such
that w’ 1 ¢/, so by the inductive hypothesis, Ly, contains a terminal path to w’.
Then since every child d € o(¢) contains a path to w’, Minlang adds ow’ = w
to L. O

min, o

From Lemma 1, we can easily derive the following proposition.

Proposition 2. The language L, output by Minlang satisfies Lin,c C Lo

Proof. Let w € Lyins. Then by Lemma 1(1), there exists some « € L, such
that T w. By Lemma 1(4), w € L,. O
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Fig. 4. Left: a minimal o-DFA recognizing L, = {oaa, acb, aac}, where o(0) = {a, b},
output by Minlang has 8 states. Right: a minimal o-DFA recognizing Lmin,e. =
{oaa, aob}, which is also a minimal o-DFA for the full language L = 0(Ls) = 0(Lmin,s),
has 7 states. Error states are omitted.

Fig. 4 illustrates a minimal --DFA for L., the language output by Minlang
that has more states than a minimal o-DFA for the full language L as a result
of redundancies in the Minlang approximation.

3.2 Owur Redundancy Check Algorithm

We describe a second algorithm, referred to as Redundancy Check, to fine-tune
the result of Minlang, guaranteed to output Lyin,, exactly. We prove the cor-
rectness of the algorithm and give a worst-case runtime bound. Redundancy
occurs when a partial word w is already covered by some set X C Lyino, i€,
o(w) C o(X). In Algorithm 2, V is the set of suffixes v of partial words uov in
L., where u is a fixed word with no holes, R, is the set of suffixes r of partial
words uar in L,, where a € Y, and r is compatible with some element of V',
and r is the part of the image o(r) that is left uncovered by the elements of
V. Referring to Figs. 2-3, Redundancy Check is illustrated by Fig. 5. Redun-
dancy Check maintains the relationship Lmin, € L, while removing from L,
any partial words not in Lyin,c-

Algorithm 2. Redundancy Check Given as input the output L, of Minlang,
computes Lyin,s

1. for all uo,u € X* do

2 V={v|uwéelL,}

3. for all children ua of u for a € (o) do

4 compile R, = {r | r 1 v for some v € V,uar € Lo}

5 for all r € R, do

6. let r=c(r)\{rvov|rtovforveV}

7 if for every e € r there is a path uae’ € Ly such that ¢’ C e then
8. delete r

9. compile L, from the tree (every root-to-terminal path)

10. return L,
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Fig. 5. Left: for u = e, the thick dashed path gives the set V = {ac} from the pseu-
docode of Redundancy Check. The thin dashed path is the only element r = a¢ € R,.
Then r = {aa, ab,ac} \ {ac} = {aa, ab}. The dotted paths from a labeled oa, ob repre-
sent ¢’ C e € 7, hence we delete 7. Right: the final language tree for the {a, b, c}-minimal
partial language for L, Lmin,oc = {aca, aob, cac}.

Theorem 1. Given as input a finite language L over X and a o-substitution o,
Minlang followed by Redundancy Check returns Luin,o. The runtime is polyno-
mial in the size of the input.

Proof. Recall by Definition 1 that Lyin,» is @ minimal partial language with its
words of the weakest form such that o(Lmin,s) = L. We claim that Redundancy
Check removes the elements of the output of Minlang, L., that are redundant.
It follows directly from Proposition 2 and our claim that L, = Lyin e

To prove our claim, consider some element x that is removed by our Redun-
dancy Check. Thus z = uar for some u € X*, r € X%, and a € o(¢), and there
exists w = uoy € Lmin,s such that y € X} and y 1 7. Then for x to be removed,
r € Ry, which means that r T v for some v € V, i.e., uov € L,, which is the
case since y € V. Then for every e € r, there must be some path uae’ € L, such
that €’ C e. But if this is the case, then uae’ C uae for all such e¢’. This means
precisely that o(x) C o(Ls \ {z}), and hence « & Lyin,», SO We remove x.

Similarly, if € Lmin,c and € L., then there must be some minimal set X C
Luin,e C Ly such that o(z) C o(X). If we take an element of X with a hole in the
leftmost position of any partial word in X, say uov, we have that x = uar where
a € X, and r T v since x T w for every w € X. Then clearly v € V and r € R,,.
Any intersection between o(r) and {r V v} is removed from o(r). Removing from
o(r) all elements r V z with » T z and z € V yields the set r, so every path in r
contains a weaker path, and hence x is removed from L. a

3.3 Owur Partial Language Check Algorithm

We describe a third algorithm, referred to as Partial Language Check, that ver-
ifies if o(L(M,)) = L when given as input a o-DFA M, = (Q,X,,0,s, F),
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associated with a ¢-substitution o, and a finite language L over X. A con-
tender for a minimal o-DFA for a finite language L is a o-DFA M, such that
|L(Mo)| < |L].

Algorithm 3. Partial Language Check Given a o-substitution o, a o-DFA M, =
(Q, %, 6,8, F), and a finite language L over X, checks whether o(L(M,)) =L
1. run standard DFA minimization on M,

2. compile the list P of all paths from s to any f € F' (if any grows longer than ¢, the

length of the longest word in L, terminate and return false)

3. compile L' from P (if |L'| grows larger than |L|, terminate and return false)

4. let ¢ be the length of the longest word in L’

5. if ¢/ # £ then return false

6. let L. be the result of running Minlang on L' and o

7. while L, continues to change with each pass (at most £ times) do

8. run Minlang on L,

9. run Redundancy Check on L.,
10. run Minlang with Redundancy Check on L, creating Lmin,o
11. for each w € Lmin,s do
12. if w € L., then delete w from L.,
13.  else return false
14. if L, is non-empty then return false
15. else return true

Referring to the notation used in the pseudocode of Algorithm 3, for a word
W € Lin,o, the weakest covering set X for w is the set of those words z € L/,
such that « 1 w, L/ contains no element z satisfying z C «, and o(w) C o(X).

Theorem 2. Let L be a language over alphabet X and o be a o-substitution over
Y. If L' is a partial language such that o(L') = L, the language L produced by
running Minlang at most £ times on L' and then running Redundancy Check is
equal to Liin,o, where £ denotes the length of the longest word in L.

Proof. First, we claim that for any partial language L’ such that o(L') = L, if
L! is the language produced by running Minlang as many times as necessary on
L', then Ly, C L. To prove our claim, let w € Lyin . Since L, is a partial
language associated with L, L/ contains some weakest covering set X for w.
We show that for all z € X and any factorizations w = uv and x = u’v’ where
|v| = |[v'], we have that «’ 1 «w and v" C v. We do this by induction on |v|. For the
inductive step, consider the factorizations w = uv = way and z = v'v’ = v'a’y’
where |a| = |a@/| = 1 and |y| = |¢’|. By the inductive hypothesis, v'a’ T ua and
y C vy, sou T u. Suppose a # ¢ or @’ = . To have u'a’ 1 ua, we must have
a' C a, hence v' = o'y’ C ay = v. Otherwise, since X C L/ covers w, u'by’ € L],
for all b € o(¢), and a pass of Minlang clearly results in v/oy’ € L. . This implies
u'oy’ C u'a'y’, contradicting the fact that X is a weakest covering set for w.
Thus, for every w € Lin,s, we have z C w for all z € X. By Lemma 1(3),

x=w, sow € L. Hence Lyin o C L.
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Next, we claim that if £ is the length of the longest word in L, no more than
¢ passes of Minlang are required for our first claim to hold. To see this, if L’ is a
partial language for L with o-substitution o, the language tree for L’ is of height
¢. Likewise, the tree for L/, the language produced by running Minlang on L/,
is of height ¢. The only case where we require an additional pass of Minlang on
L! is when in the previous pass of Minlang, some partial word uoxay, where
u,x,y € X and a € o(¢), is added to L/ such that it is then possible to add
uoxoy’ to L., for some y' € X% with y C ¢/. As this newly-available addition can
only occur at a strictly lower level of the tree than the previous addition, the
tree is correctly minimized to depth k by the kth pass. Then, minimization is
complete after at most ¢ passes.

By our two claims, Lyin» C L. after at most ¢ passes of Minlang. By Theo-
rem 1, we have that Redundancy Check on L removes all redundant elements
of L, resulting in simply Lmin,o- m]

We finally prove Partial Language Check’s correctness and runtime.

Theorem 3. Given as input a finite language L, a o-substitution o, and a ©-
DFA M,, Partial Language Check runs in polynomial time in the size of the
input. It properly verifies that o(L(My)) = L and that M, is a contender for a
manimal o-DFA for L given o.

Proof. To see that Partial Language Check properly verifies that o(L(M,)) = L
and that M, is a contender for a minimal o-DFA for L given o, it first minimizes
M, to optimize runtime. It compiles all paths from the start state s to all accept
states f € F and consolidates the paths into a partial language L' = L(M,).
However, a contender for a minimal o-DFA for L never accepts a language larger
than L, so if it finds that |L'| has grown larger than |L| at any given point in
the compiling of L', it immediately terminates and returns false, as this o-DFA
is no longer a contender for a minimal ¢-DFA for L.

If the length ¢’ of the longest word in L’ is not the length £ of the longest word
in L, then clearly L’ is not a partial language for L, so it suffices to terminate
and return false.

The next step is to run Minlang followed by Redundancy Check on L and
Minlang at most £ times on L’ followed by Redundancy Check. By Theorem 1
and Theorem 2, this produces the unique o-minimal partial language for L and
for o(L"). Hence if o(L') = L, then Luyin, = L. It then checks if the two
languages Lpin,» and L/ are equal. If not, it returns false, and if so, it returns
true (Lines 14-15). Hence it returns true if and only if o(L(M,)) = L and M,
is a contender for a minimal o-DFA for L given o. O

4 Adapting Minlang for Infinite Languages

We can extend regular expressions to partial words by adding ¢ to the basic reg-
ular expressions. This leads naturally to the concept of regular partial languages
as the sets of partial words that match partial regular expressions. It is possible
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to run a slightly modified version of Minlang on an infinite language L using the
following process. In place of a complete list of the words in L, we use a regular
expression for L along with a given ¢-substitution o.

First, convert a regular expression for our language L into a slightly modified
but equivalent form: distribute out unions whenever possible and separate the
expression into a list of words that are unioned together at the outer most level.
Call this list L, as it is evidently equivalent. Note that the only remaining unions
must be inside a Kleene star block. Denote the start of a Kleene star block with
“1” and the end of it with “]”.

Then, put L into a prefix tree. However, whenever we start a Kleene star
block, each element that is unioned together is the child of the “[” character.
The end of each element in the Kleene star block has a child to the same joint
“]” node that continues on with the suffix of the block.

Next, perform the same algorithm as Minlang with respect to the given -
substitution o, except when deleting redundant paths for some word w, if w =
u]v and the “)” node has multiple parents, only delete the nodes relating to u
according to the algorithm’s requirements and break the tie from the “|” node
to its parent in the path of u.

Hence Minlang finds all possible ¢’s and removes redundancies in this tree.
Then a trained traversal of the tree that matches every “[” node with its de-
scendant balanced “]” node and unions all paths from the same “[” node to the
joined “]” node yields all regular expressions with the maximum number of ¢’s
in place. We call the resulting list of regular expressions represented, L,. The
modified algorithm runs in polynomial time of the input regular expression.

This modification of Minlang does not produce an equivalent minimal partial
language L, for the infinite language L. First, such a definition does not make
sense, as we cannot produce a language of minimal size, since any partial lan-
guage for L is infinite. Thus we focus on the equivalent of Definition 1(3): for
no partial word w € L, does there exist x satisfying o(x) C L and x C w. We
cannot guarantee that L, meets this criterion, as L, is dependent on the regular
expression used for L and not on the infinite language that the regular expres-
sion represents. The problem lies in the representation of a Kleene star block.
While ab(cb)*b = a(bc)*bb, the regular expression ab(cb)*b+ a(bc)*ab+ a(be)*cb,
that uses the former form, finds no ¢’s when the modified Minlang is run on
it. However, the regular expression a(bc)*bb + a(bc)*ab + a(be)*ch, that uses the
latter form, finds a(bc)*ob.

Checking all possible configurations of a loop for every loop used in a reg-
ular expression for the language is intractable. We could use a standardized
configuration of a loop, such as the unambiguous form from [5]. For a regular
expression composed of regular expressions z,y, define z(yx)* to be the unam-
biguous form, as a DFA is easily constructed from it. This is opposed to any
u(vyu)*v where uv = x. However, even with a standardized unambiguous form,
a(ba)* + (ab)*b + (ab)*c finds no ¢’s, while (ab)*a + (ab)*b+ (ab)*c finds (ab)*o.
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@ a4 @ [ ala+b+clb

Fig. 6. A language tree representing the regular expression a(a+ b+ ¢)*b. Running the
modified Minlang produces the desired regular expression ac*b.

5 Conclusion and Open Problems

The choice of a ¢-substitution o can vastly change the state complexity of a
minimal o-DFA | associated with o, for a given DFA. Fig. 7 illustrates different
o-substitutions resulting in different state complexities for minimal ¢-DFAs, as-
sociated with them. An open problem is to develop computational techniques
for selecting an optimal o-substitution o for a given DFA M, that is, optimality
occurs when a minimal o-DFA for L(M), associated with o, has the same state
complexity as a minimal -DFA for L(M) over all possible o-substitutions. Be-
cause a solution to the o-CHOICE problem is defined in terms of a solution to the

Fig. 7. Top: A minimal ¢-DFA, associated with o(¢) = {a, b}, having 7 states including
the error state, a sink non-accept state. Bottom: A minimal ¢-DFA for the same full
language, associated with o(¢) = {a, c}, having 8 states including the error state.
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MINIMAL-o-DFA problem, which is A/P-hard, it does not make sense to define
or attempt to solve the o-CHOICE problem separately from the MINIMAL-o-DFA
problem.

Another open problem is the one of extending ¢-DFAs. In light of the un-
derstanding that o-DFAs are weakly non-deterministic, it makes sense to ask
whether meaningful extensions of the class o-DFA exist, and what properties
those extensions might have. In particular, what would happen if we created
additional ¢-like symbols, say ¢1,...,0%7

A World Wide Web server interface has been established at

www.uncg.edu/cmp/research/planguages?

for automated use of a program that given a ¢-substitution ¢ and a full language
L, computes the o-minimal partial language for L. This is our own implemen-
tation, we do not use any known automata library.
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Abstract. We search for the largest syntactic semigroup of a star-free
language having n left quotients; equivalently, we look for the largest
transition semigroup of an aperiodic finite automaton with n states.

We first introduce unitary semigroups generated by transformations
that change only one state. In particular, we study complete unitary semi-
groups which have a special structure, and we show that each maximal
unitary semigroup is complete. For n > 4 there exists a complete unitary
semigroup that is larger than any aperiodic semigroup known to date.

We then present even larger aperiodic semigroups, generated by trans-
formations that map a non-empty subset of states to a single state; we
call such transformations and semigroups semiconstant. In particular, we
examine semiconstant tree semigroups which have a structure based on
full binary trees. The semiconstant tree semigroups are at present the
best candidates for largest aperiodic semigroups.

Keywords: aperiodic, monotonic, nearly monotonic, partially mono-
tonic, semiconstant, transition semigroup, star-free language, syntactic
complexity, unitary.

1 Introduction

The state complexity of a regular language is the number of states in a complete
minimal deterministic finite automaton (DFA) accepting the language [14]. An
equivalent notion is that of quotient complexity, which is the number of left
quotients of the language [1]; we prefer quotient complexity since it is a language-
theoretic notion. The usual measure of complexity of an operation on regular
languages [1,14] is the quotient complexity of the result of the operation as a
function of the quotient complexities of the operands. This measure has some
serious disadvantages, however. For example, as shown in [5], in the class of
star-free languages all common operations have the same quotient complexity
as they do in the class of arbitrary regular languages with two small exceptions.
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Thus quotient complexity fails to differentiate between the very special class of
star-free languages and the class of all regular languages.

It has been suggested that other measures of complexity—in particular, the
syntactic complezity of a regular language, which is the cardinality of its syntactic
semigroup [12]—may also be useful [2]. Syntactic complexity is the same as the
cardinality of the transition semigroup of a minimal DFA accepting the language,
and it is this latter representation that we use here. The syntactic complexity of
a class of languages is the size of the largest syntactic semigroups of languages
in that class as a function of the quotient complexities of the languages. Since
the syntactic complexity of star-free languages is considerably smaller than that
of regular languages, this measure succeeds in distinguishing the two classes.

The class of star-free languages is the smallest class obtained from finite
languages using only boolean operations and concatenation, but no star. By
Schiitzenberger’s theorem [13] we know that a language is star-free if and only if
the transition semigroup of its minimal DFA is aperiodic, meaning that it con-
tains no non-trivial subgroups. Star-free languages and the DFAs that accept
them were studied by McNaughton and Papert in 1971 [11].

Two aperiodic semigroups, monotonic and partially monotonic, were studied
by Gomes and Howie [8]. Their results were adapted to finite automata in [4],
where nearly monotonic semigroups were also introduced; they are larger than
the partially monotonic ones and were the largest aperiodic semigroups known
to date for n < 7. For n > 8 the largest aperiodic semigroups known to date
were those generated by DFAs accepting R-trivial languages [3]. The syntactic
complexity of R-trivial languages is n!. As to aperiodic semigroups, tight upper
bounds on their size were known only for n < 3.

The following are the main contributions of this paper:

1. Using the method of [10], we have enumerated all aperiodic semigroups for
n = 4, and we have shown that the maximal aperiodic semigroup has size 47,
while the maximal nearly monotonic semigroup has size 41. Although this
may seem like an insignificant result, it provided us with strong motivation
to search for larger semigroups.

2. We studied semigroups generated by transformations that change only one
state; we call such transformations and semigroups unitary. We characterized
unitary semigroups and computed their maximal sizes up to n = 1, 000. For
n > 4 the maximal unitary semigroups are larger than any previously known
aperiodic semigroup.

3. For each n we found a set of DFAs whose inputs induce semiconstant tree
transformations that send a non-empty subset of states to a single state, and
have a structure based on full binary trees. For n > 4, there is a semicon-
stant tree semigroup larger than the largest complete unitary semigroup. We
computed the maximal size of these transition semigroups up to n = 500.

4. We derived formulas for the sizes of complete unitary and semiconstant tree
semigroups. We also provided recursive formulas characterizing the maximal
complete unitary and semiconstant tree semigroups; these formulas lead to
efficient algorithms for computing the forms and sizes of such semigroups.
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Our results about aperiodic semigroups are summarized in Tables 1 and 2 for
small values of n. Transformation 1 is the identity; it can be added to unitary
and semiconstant transformations without affecting aperiodicity. The classes are
listed in the order of increasing size when n is large.

There are two more classes of syntactic semigroups that have the same com-
plexity as the semigroups of finite languages [4]: those of cofinite and reverse
definite languages. The lower bound for definite languages ([4]) is the same as
the tight upper bound for J-trivial languages ([3]), but it is not known whether
this is also an upper bound for definite languages.

Omitted proofs can be found in [6].

Table 1. Large aperiodic semigroups

3 4 5 6 7 8

10 35 126 462 1,716 6,435
8 38 192 1,002 5,336 28,814
10 41 196 1,007 5,342 28,821
6 24 120 720 5,040
16 65 326 1,957 13,700
6 24 120 720 5,040 40,320
10 45 270 1,737 13,280 121,500
10 47 273 1,849 14,270 126,123
10 47 ? ? ? ?

Monotonic (> 1) 1
Part. mon. e(n) -
Near. mon. e(n) + n —1 -
Finite (n — 1)! 1
J-trivial |e(n — 1)!] 1
R-trivial n! 1
Complete unitary with 1 -

Semiconstant tree with 1 —

W W W NN = WD W N

Aperiodic 1

Table 2. Large aperiodic semigroups continued

n: 9 10 11 12 13
Monotonic 24,310 92,378 352,716 1,352,078 5,200, 300
Part. mon. 157,184 864,146 4,780,008 26,572,086 148,321, 344
Near. mon. 157,192 864, 155 4,780,018 26,572,097 148, 321, 352
Finite 40, 320 362,880 3,628,800 39,916, 800 479,001, 600
J-trivial 109, 601 986,410 9,864,101 108,505,112 1,302,061, 345
R-trivial 362,880 3,628,800 39,916,800 479,001,600 6,227,020,800
Comp. unit., 1 1,231,200 12,994,020 151,817,274 2,041, 564, 499 29, 351, 808, 000
Sc. tree, 1 1,269,116 14,001, 630 169,410, 933 2,224, 759, 334 31, 405, 982, 420
Aperiodic ? ? ? ? ?

2 Terminology and Notation

Let X be a finite alphabet. The elements of X are letters and the elements of
27* are words, where X* is the free monoid generated by X. The empty word
is denoted by ¢, and the set of all non-empty words is X'+, the free semigroup
generated by Y. A language is any subset of X*.

Suppose n > 1. Without loss of generality we assume that our basic set
under consideration is @ = {0,1,...,n — 1}. A deterministic finite automaton
(DFA) is a quintuple D = (Q, X, 6,0, F'), where X' is a finite non-empty alphabet,
0: Q x X — @Q is the transition function, 0 € @ is the initial state, and F' C Q is
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the set of final states. We extend 6 to @ x X* and to 29 x X* in the usual way.
A DFA D accepts a word w € X* if §(0,w) € F. The language accepted by D is
L(D)={we X*|§0,w) € F}.

By the language of a state q of D we mean the language L, (D) accepted by the
DFA (Q, X, 0,q, F). A state is empty (also called dead or a sink) if its language
is empty. Two states p and ¢ of D are equivalent if L,(D) = Lq(D). Otherwise,
states p and ¢ are distinguishable. A state g is reachable if there exists a word
w € X* such that §(0,w) = gq. A DFA is minimal if all its states are reachable
and pairwise distinguishable.

A transformation of Q) is a mapping of @ into itself. Let ¢ be a transformation
of Q; then gt is the image of ¢ € @ under ¢. If P is a subset of @), then Pt = {qt |

g € P}. An arbitrary transformation has the form t = ( 0 1 mn=2n- 1) ,
Pop1--: Pn—2 Pn-1
where p, = ¢t for ¢ € Q). We also use t = [po, .. .,pn—1] as a simplified notation.
The composition of two transformations ¢ and to of Q is a transformation ¢1 oty
such that g(t1 o t2) = (gt1)t2 for all ¢ € Q. We usually write ¢1to for ¢1 o to.

Let Tg be the set of all n™ transformations of (); then 7g is a monoid under
composition. The identity transformation 1 maps each element to itself, that is,
ql = q for all ¢ € Q. A permutation of Q) is a mapping of @@ onto itself. For
k > 2, a transformation (permutation) ¢ of a set P = {qo,q1,...,qk—1} C Q is a
k-cycle if qot = q1, 1t = qo2, ..., qk—ot = qx—1,qx—1t = qo. A k-cycle is denoted
by (qo,q1,-- -, qk—1)- If a transformation ¢ of @ acts like a k-cycle on some P C @,
we say that ¢ has a k-cycle. A transformation has a cycle if it has a k-cycle for
some k > 2. For p # q, a transposition is the 2-cycle (p,q). A transformation is
aperiodic if it contains no cycles. A transformation semigroup is aperiodic if it
contains only aperiodic transformations.

In any DFA D, each word w € X* induces a transformation t,, of ) defined by
gty = 6(q,w) for all ¢ € Q. The set of all transformations of @ induced in D by
non-empty words is the transition semigroup of D, a subsemigroup of 7. A DFA
is aperiodic if its transition semigroup is aperiodic. If D is minimal, its transition
semigroup is isomorphic to the syntactic semigroup of the language L(D) [11,12].
A language is regular if and only if its syntactic semigroup is finite. The size of
the syntactic semigroup of a language is called its syntactic complexity. We deal
only with transition semigroups and view syntactic complexity as the size of the
transition semigroup.

If T is a set of transformations, then (T') is the semigroup generated by T.
IftD=(Q,%, 00, F)is a DFA, the transformations induced by letters of X' are
called generators of the transition semigroup of D, or simply generators of D.

3 Unitary and Semiconstant DFAs

We now define a new class of aperiodic DFAs among which are found the largest
transition semigroups known to date. We also study several of its subclasses.
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A wunitary transformation ¢, denoted by (p — q), has p # ¢, pt =g and rt = r
for all r £ p. A DFA is unitary if each of its generators is unitary. A semigroup
is wnitary if it has a set of unitary generators.

A constant transformation ¢, denoted by (Q — ¢), has pt = ¢ for all p € Q.
A transformation t is semiconstant if it maps a non-empty subset P of @Q to a
single element ¢ and leaves the remaining elements of () unchanged. It is de-
noted by (P — ¢). A constant transformation is semiconstant with P = @, and
a unitary transformation (p — ¢) is semiconstant with P = {p}. A DFA is semi-
constant if each of its generators is semiconstant. A semigroup is semiconstant
if it has a set of semiconstant generators.

For each n > 1 we shall define several DFAs. Let m, ni,ns, ..., n,, be positive
natural numbers. Also, let n = ny + --- + n,,, and for each 4, 1 < i < m, define
r; by r; = 23;11 n;. Fori=1,...,m,let Q; = {ri,ri+1,...,741 — 1}; thus the
cardinality of Q; is n;. Let Q = Q1 U---U Q. = {0,...,n — 1}; the cardinality
of @ is n. The sequence (n1,na,...,ny,) is called the distribution of Q.

A binary tree is full if every vertex has either two children or no children. Let
Ag be a full binary tree with m leaves labeled Q1,...,Q,, from left to right.
To each node v € Ag, we assign the union Q(v) of all the sets Q; labeling the
leaves in the subtree rooted at v.

With each full binary tree we can associate different distributions. A full
binary tree Ag with a distribution attached is denoted by Ag(ni,ng2,...,7m)
and is called the structure of ). This structure will uniquely determine the
transition function ¢ of the DFAs defined below.

We can denote the structure of () as a binary expression. For example, the
expression ((3,2),(4,1)) denotes the full binary tree in which the leaves are
labeled Q1, Q2, @3, and Q4, where |Q1| = 3,[Q2| = 2,(|Qs] = 4,|Q4] = 1, and
the interior nodes are labeled by Q1 U Q2, Q3 U Q4 and Q1 U Q2 U Q3 U Q4. On
the other hand, the expression (((3,2),4), 1) has interior nodes labeled Q1 U Q2,

Q1UQ2UQs and Q1 UQ2 UQsU Q4.
Definition 1 (Transformations)

Type 1: Suppose n > 1 and (n1,na,...,Nm) s a distribution of Q. For all
i=1,...,m and q,q+1 € Q; Type 1 transformations are the unitary trans-
formations (¢ = g+ 1) and (¢ + 1 — q).

Type 2: Suppose n > 1 and (n1,na,...,Ny) is a distribution of Q. If 1 < i <
m—1and i < j < m, for each g € Q; and p € Q;, (¢ — p) is a Type 2
transformation.

Type 3: Suppose n > 1 and Ag(ni,na,...,nm) is a structure of Q. For each
internal node w the semiconstant transformation (Q(w) — min(Q(w))) is of
Type 3.

Type 4: The identity transformation 1 on Q is of Type 4.

In the following DFAs the transition function is defined by a set of transfor-
mations and the alphabet consists of letters inducing these transformation.
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Definition 2 (DFAs). Suppose n > 1.

1. If there is no i € {1,...,m — 1} such that |Q;| = |Qi+1| = 1, then any DFA
of the form Dy(n1,...,nm) = (Q, Xy, 6u,0,{n — 1}), where 6, has all the
transformations of Types 1 and 2, is a complete unitary DFA.

2. Dyi(na, ... nm) = (Q, Xui, 0ui, 0,{n — 1}) is Dy(n1,...,nm) with 1 added.
3. Any DFA Dst(Ag(na, - ynm)) = (Q, Xset, Osct, 0, {n — 1}), where dset has
all the transformations of Types 1, 2 and 3, is a semiconstant tree DFA.

4. Dscti(AQ (nh cee 7nm)) = (Qa Ysctiy Oscti, 0, {n_ 1}) 18 Dsct(AQ(nly B nm))
with 1 added.

Following [7], we define a bipath (bidirectional path) to be a graph (V, E),
where V' = {wo,...,vk—1} for some k > 1, and for each vq,v441 € V there
are two edges (vq,vg+1) and (vg41,v4). If k = 1, ({vo},0) is a trivial bipath.
If we ignore self-loops, each edge in the graph uniquely determines a unitary
transformation, and the states in each Q; in Dy(nq,...,ny,) constitute a bipath.
Also, the graph of D, (n1,...,n,,) is a sequence (Q1, ..., Q. ) of bipaths, where
there are transitions from every ¢ in Q; to every p in @, if i < j.

Ezample 1. Figure 1 shows three examples of unitary DFAs. In Fig. 1 (a) we have
DFA D, (3), where the letter a,, induces the unitary transformation (p — ¢). In
Fig. 1 (b) we present D,,(3), where only the transitions between different states
are included to simplify the figure. Also, the letter labels are deleted because
they are easily deduced. Next, in Figs. 1 (c¢) and (d), we have the DFAs D,,(3,1)
and D, (2,2, 2), respectively. We shall return to these examples later.

Remark 1. All four DFAs of Definition 2 are minimal as is easily verified.

4 Unitary Semigroups

We study unitary semigroups because their generators are the simplest. We begin
with three previously studied special semigroups.

Monotonic Semigroups [4,8,9]

A transformation t of () is monotonic if there exists a total order < on @ such
that, for all p,q € Q, p < ¢ implies pt < gt. A DFA is monotonic if each of its
generators is monotonic. A semigroup is monotonic if it has a set of monotonic
generators. We assume that < is the usual order on integers.

The following result of [8] is somewhat modified for our purposes:

Proposition 1 (Gomes and Howie). The set M of all (Z"n_l) — 1 monotonic
transformations other than 1 is an aperiodic semigroup generated by Gy =
{(g—=q+1)]0<qg<n—2}U{(g—=qg—1)|1< qg<n—1}, and no smaller
set of unitary transformations generates M.

Corollary 1. The transition semigroup of Dy;(n) is the semigroup M U {1} of
all monotonic transformations.
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ai0, @12, @21 ao1, @10, @12
ao1, @21

ao1 ai2

Fig. 1. Unitary DFAs: (a) D4 (3); (b) Du(3) simplified; (¢) Du(3,1); (d) Du(2,2,2)

Figure 1 (b) shows D, (3) and D,;(3), if 1 is added. The transition semigroup
of D,;(3) has ten elements and is the largest aperiodic semigroup for n = 3 [4].

Partially Monotonic Semigroups [4,8]

A partial transformation t of @ is a partial mapping of @ into itself. If ¢ is
defined for g € @, then gt is the image of ¢ under ¢; otherwise, we write gt = [J.
By convention, [0t = 0. The domain of ¢ is the set dom(t) = {q¢ € Q | ¢t # O}.
A partial transformation is monotonic if there exists an order < on (Q such that
for all p, ¢ € dom(t), p < g implies pt < qt.

We start with all partial transformations of @\ {n—1} and add state (n—1) for
the undefined value [J. The resulting transformations are partially monotonic.
The next result follows from [8]:

Proposition 2. Forn > 2, the DFA Dy;(n—1,1) = (Q, Xui, 0ui, 0, {n—1}) has
the following properties:

1. Each of the 3n—4 transformations of Dyi(n—1,1) is partially monotonic.
Thus Dyi(n — 1,1) 4s partially monotonic, and hence aperiodic.

2. The transition semigroup PMqg of Dy;(n — 1,1) consists of all the e(n)
partially monotonic transformations of @Q, where e(n) = Z;é (";1) ("+,§_2).

3. Fach generator is idempotent, and 3n — 4 is the smallest number of idem-
potent generators of PM¢g. Moreover, each generator except 1 is unitary, and
3n — 5 is the smallest number of unitary generators of PMg \ {1}.

For n > 4 the semigroup of all partially monotonic transformations is larger
than the semigroup of all monotonic transformations.



Large Aperiodic Semigroups 131

General Unitary Semigroups

A set {to,...,tr—1} of unitary transformations is k-cyclic if it has the form
to=1(q0 = q1), t1 = (@1 = @2), -+, tk—2 = (Q—2 = q-1), tk—1 = (G%k-1 = o),
where the ¢; are distinct.

Lemma 1. Let T be a set of unitary transformations.

1. If T has a k-cyclic subset {to,...,tx—1} with k > 3, then (T) is not
aperiodic.

2. IfT contains a subset Tﬁ = {tm, tlo, t12, t13, t21, t31} where ti,j = (qi — q]‘)
and qo, q1, 42,93 € Q, then (T) is not aperiodic.

Theorem 1. If D = (Q, X, 4,0, F) is unitary, the following are equivalent:

1. D is aperiodic.

2. The set of generators of D does not contain any k-cyclic subsets with
k > 3, and does not contain any sets of type Tg.

3. Fvery strongly connected component of D is a bipath.

Proof. 1 = 2: This follows from Lemma 1.

2 = 3: Consider a strongly connected component C. If |C| = 1, the claim
holds. Otherwise, suppose p € C and (p — ¢) is a transition. Then there must
also be a directed path from ¢ to p. If the last transition in that path is (r — p),
where r # ¢, then the set of generators must contain a k-cyclic subset with
k > 3, which is a contradiction. Hence the transition (¢ — p) must be present.

Next, suppose that there are transitions (p — ¢), (p — r), and (p — s).
By the argument above there must also be transitions (¢ — p), (r — p), and
(r — s). But then the set of generators contains a subset of type Tg, which is
again a contradiction.

It follows that every strongly connected component is a bipath, and the graph
of the transitions of D is a loop-free connection of such bipaths.

3 = 1: Since a bipath is monotonic, it is aperiodic by Proposition 1. By
Schiitzenberger’s theorem [13], the language of all words taking any state of the
bipath to any other state of that bipath is star-free. Since the graph of D is a
loop-free connection of bipaths, the language of all words taking any state of D
to any other state of D is star-free. Hence D is aperiodic. a

A unitary DFA is complete if the addition of any unitary transition results in
a DFA that is not aperiodic.

Theorem 2. A maximal aperiodic unitary semigroup is isomorphic to the tran-
sition semigroup of a complete unitary DFA Dy(n1,...,nm), where (n1,...,Mumy)
s some distribution of Q.

Proof. We know that an aperiodic unitary DFA D is a loop-free connection of
bipaths. Let @1, ..., Q@ be the bipaths of D. There exists a linear ordering <
of them, such that there is no transformation (p — ¢) for ¢ € Q;,p € Q;,i < j.
If all possible transformations (¢ — p) for ¢ € Q;,p € Q;,i < j are present,
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then D is isomorphic to Dy(n1,..., Ny ). Otherwise we can add more unitary
transformations of Type 2 and obtain a larger semigroup. O

For each distribution (n1,...,n,,), we calculate the size of the transition semi-
group of Dy;(ni, ..., Nm)-

Theorem 3. The cardinality of the transition semigroup of Dyi(n1,...,Ny) is

fi(() 5 (&) ()0n)

Note that each factor of the product in Theorem 3 depends only on n; and
on the sum k = n;41 + -+ + nyy. Hence if Dyi(ny,...,ny) is maximal, then
Dui(na, ..., ny,) is also maximal and so on. Consequently, we have

Corollary 2. Let my;(n) be the cardinality of the largest transition semigroup
of DFA Dyi(na,...,nm) with n states. If we define my,;(0) =1, then forn >0

(21 5y, () (i1
mm(n)=].nlléfn<m“i(”_])<(]j >+,§O(n_]) h<2)<ﬁh )>)
2)

This leads directly to a dynamic algorithm taking O(n?) time for computing
myi(n) and the distributions (nq,...,n,) yielding the maximal unitary semi-
groups. This holds assuming constant time for computing the internal terms in
the summation and summing them, where, however, the numbers can be very
large. The precise complexity depends on the algorithms used for multiplication,
exponentiation and calculation of binomial coefficients.

We were able to compute the maximal D,; up to n = 1,000. Here is an ex-
ample of the maximal one for n = 100: D,;(12,11, 10, 10,9,8,8,7,6,5, 5,4, 3,2);
its syntactic semigroup size exceeds 2.1 x 1016, Compare this to the previously
known largest semigroup of an R-trivial language; its size is 100! which is ap-
proximately 9.3 x 10'®7. On the other hand, the maximal possible syntactic
semigroup of any regular language for n = 100 is 10290,

Asymptotic Lower Bound

We were not able to compute the tight asymptotic bound on the maximal
size of unitary semigroups. However, we computed a lower bound which is larger
than n!, the previously known lower bound for the size of aperiodic semigroups.

Theorem 4. For even n the size of the maximal unitary semigroup is at least

nl(n + 1)!
2n((n/2)1)*
For n = 100 the bound exceeds 7.5 x 10'°®. Larger lower bounds can also be

found using increasing values of j in Dy;(j,7,...,j), but the complexity of the
calculations increases, and such bounds are not tight.
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5 Semiconstant Semigroups

Nearly Monotonic Semigroups [4]

Let K¢ be the set of all constant transformations of @), and NMg = PMg U
Kg. We call the transformations in NM¢g nearly monotonic with respect to
the usual order on integers. For n > 4 the semigroup of all nearly monotonic
transformations is larger than that of all partially monotonic ones.

Semiconstant Tree Semigroups

An example of a maximal semiconstant tree DFA for n = 6 is Dyt ((2,2), 2);
its transition semigroup has 1,849 elements. For n > 4, the maximal semiconstant
tree semigroup is the largest aperiodic semigroup known.

Definition 3. Let A = (Qa, X 4,04,q94,F4) and B = (@B, 25,085,958, FB) be
DFAs, where Qa N Qp = 0, and X4 N Xg = (. The semiconstant sum of A
and B is denoted by C = (A,B) and is the DFA (Qc, Xc,0¢c,qa, Fg), where
Qc = QaUQg. For each transition t in 64, we have a transition t' in ¢ such
that qt' = qt for q € Qa and qt' = q otherwise. Dually, we have transitions
defined by t in §p. Moreover, we have a unitary transformation (p — q) for each
p € Qa,q € Qn, and a constant transformation (Qc — qa).

Lemma 2. The semiconstant sum C = (A, B) is minimal if and only if every
state of A is reachable from q4, the states of B are pairwise distinguishable, and
Fg is non-empty.

For m > 1, each Dyeri(Ag(na, ..., 1)) is a semiconstant sum of two smaller
semiconstant tree DFAs Dyeti(Aq,.,, (71, ..,nr)), defined by the left subtree of
the root of Ag(n1,...,7m), and Dseri(AQ, . n, (Mri1,---,7m)), defined by the
right subtree.

Lemma 3. If A and B are aperiodic, so is their semiconstant sum.

Proof. Suppose that ((A, B)) contains a cycle ¢t. This cycle cannot include both
a state from A and a state from B, since the only way to map a state from
B to a state from A in (A, B) is by a constant transformation, and a constant
transformation cannot be used as a generator of a cycle. Hence all the cyclic
states must be either in Q4 or g, which contradicts the assumption that A
and B are aperiodic. O

An DFA is transition-complete if it is aperiodic and adding any transition to
it destroys aperiodicity.

Lemma 4. If A and B are transition-complete, so is their semiconstant sum.

Corollary 3. All semiconstant tree DFAs of the form Dgei(Ag(ni, ..., Mum))
are transition-complete.

In order to count the size of the semigroup of a semiconstant sum, we extend
the concept of partial transformations to k-partial transformations.
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Definition 4. A k-partial transformation of Q is a transformation of @ into
QU {0O,0O,,...,0,}, where Oq,0s,...,0 are pairwise distinct, and distinct
from all g € Q.

Let A= (Q,X,d,s,F) be a DFA| and let ¢ be a k-partial transformation of
Q. We say that t is consistent for A if there exists ¢’ in § such that if ¢t € Q,
then gt = gt’ for all g € Q.

The set of consistent k-partial transformations of a semigroup describes its
potential for forming a large number of transformations, when used in a semicon-
stant sum. For a fixed n > 6, there exist semigroups with smaller cardinalities
than the maximal ones, but with larger numbers of consistent k-partial transfor-
mations for some k. Thus k-partial transformations are useful for finding such
non-maximal semigroups, as they can result in larger semigroups when used in
compositions.

The transition semigroup of A can be characterized by a function f4: N - N
counting all consistent k-partial transformations for a given k. For example, for
k =1, f4 is the number of all consistent partial transformations for A. For a DFA
A="Dyi(n1,...,nm), fa(1) is the size of the semigroup of Dy;(n1,...,Mm, 1).

From Theorem 3 we know that the number of consistent k-partial transfor-
mations for a bipath of size n having an identity transformation is my;(n, k) =

() + S () ().

Theorem 5. Let A and B be strongly connected DFAs with n and m states,
respectively. Let fa(k) and fg(k) be the functions counting their consistent k-
partial transformations. Then the function fc counting the consistent k-partial
transformations of the semiconstant sum C = (A, B) is fe(k) = fa(m+Ek) fe(k)+
n(k+1)"((k+1)™ — k™).

Corollary 4. The number of k-partial transformations of Dscti(Ag(n1, - .., nm))
of size n is:

mbi(n7k)7 me = 1;
fD(k) = L r r .
IP1ep (1K) D (B) + £(k + 1) ((k+ 1)" = K7), if m > 1,

where Dicyt is the DFA defined by Aq,.;, (n1,...,n:), the left subtree of the tree
AQ(n1, .- snm), Drighe is defined by Aq,, ., (Nit1,- - Nm), the right subtree of

Ag(n,...,nm), and £, r are the numbers of states in Dy and Dyight, Tespec-
tively.
Proof. This follows from Theorems 3 and 5. O

The size of the semigroup of DFA Dyei(nq, ..., ny) is fp(0).

Corollary 5. Let mgei(n, k) be the mazimal number of k-partial transforma-
tions of a semiconstant DFA Dgcyi(ni, ..., m) with n states. Then

mp; (1, k)
Mescri(n, k) = max Mscti(n — 8,8+ k)Mascti(s, k) (3)
I )k ) (G D K
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The maximal size of semigroups of the DFAs Dy.y; with n states is mgcti(n, 0).

Instead of a bipath and the value my;(n, k) we could use any strongly con-
nected automaton with an aperiodic semigroup. If such a semigroup would have
a larger number of k-partial transformations than our semiconstant tree DFAs
for some k, then we could obtain even larger aperiodic semigroups.

The corollary results directly in a dynamic algorithm working in O(n?) time
(assuming constant time for arithmetic operations and computing binomials) for
computing mset;(n, 0), and the distribution with the full binary tree yielding the
maximal semiconstant tree semigroup.

We computed the maximal semiconstant tree semigroups up to n = 500. For
n = 100, for example, one of the maximal DFAs is

Dscti (((((((27 2)7 (27 2))7 ((27 2)7 (27 2))): (((27 2)7 (27 2))7 ((27 2)7 3)))7
((((2,2),3),(3,3)),((3,3), (3,3)))), ((((3,2), (3,2)), ((3,2), (2,2))),
((2,2),(2,2)))), (((3,3),(3,2)),((2,2),2))),

and its syntactic semigroup size exceeds 3.3 x 10169,
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Abstract. We show that the upper bound (n — k) -2" 4+ k-2""! on the
state complexity of the square of a regular language recognized by an
n-state deterministic finite automaton with k final states is tight in the
ternary case for every k£ with 1 < k < n—2. Using this result, we are able
to define a language that is hard for the square operation on languages
accepted by alternating finite automata. In the unary case, the known
upper bound for square is 2n — 1, and we prove that each value in the
range from 1 to 2n — 1 may be attained by the state complexity of the
square of a unary language with state complexity n whenever n > 5.

1 Introduction

Square is an operation on formal languages which is defined as L? = L-L = {uv |
u € L and v € L}. It is known that if a regular language L is recognized by an n-
state deterministic finite automaton (DFA), then the language L? is recognized
by a DFA of at most n - 2" — 2"~! states [11]. This upper bound follows from
the upper bound m - 2" — 2"~! on the state complexity of the concatenation
K- -L={uw |ueée K andv € L} of languages K and L recognized by m-state
and n-state DFAs, respectively [9, 14]; here, the state complexity of a regular
language is the smallest number of states in any DFA recognizing this language.

Yu et al. [14] proved that the upper bound for concatenation is tight in the
ternary case by describing languages over a three-letter alphabet that meet this
upper bound for their concatenation. The binary witnesses have been presented
already in [9], however no proof has been given here. The tightness of this upper
bound in the binary case is proved in [5].

In [14] it is shown that the upper bound m-2" —2"~! for concatenation cannot
be met if the first language is accepted by an m-state DFA that has more than
one final state. In such a case, the upper bound is (m — k) - 2" + k- 2"~! where
k is the number of final states in the DFA for the first language [14].

* Research supported by grant APVV-0035-10.

M. Holzer and M. Kutrib (Eds.): CIAA 2014, LNCS 8587, pp. 136-147, 2014.
© Springer International Publishing Switzerland 2014
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The tightness of these bounds has been studied in [4], where binary witnesses
are described for every k with 1 < k < n—1. Later these results have been useful
for defining languages that are hard for concatenation of languages accepted by
alternating finite automata (AFAs). The known upper bound for alternating
finite automata is 2™ + n + 1 [3], and the authors of [3] wrote: ”...we show
that 2™ + n + 1 states suffice for an AFA to accept the concatenation of two
languages accepted by AFA with m and n states, respectively. We conjecture
that this number is actually necessary in the worst case, but have no proof.”

This open problem is almost solved in [6] by taking binary languages K%
and LT accepted by 2™-state and 2"-state DFAs, respectively, both with half
of states final, that meet the upper bound for concatenation in [4]. Then, as
shown in [6], the languages K and L are accepted by m-state and n-state AFAs,
respectively, and every AFA for the language K - L requires at least 2" +n states.

Motivated by the same problem for the square operation on alternating finite
automata, we study this operation in more detail in this paper. The upper bound
n-2"—2"~! on the state complexity of the square of a language recognized by an
n-state DFA is known to be tight in the binary case. Rampersad [11] described
a language over a binary alphabet recognized by an n-state DFA with one final
state whose square meets this upper bound.

As in the case of concatenation, this upper bound cannot be met by a language
accepted by an n-state DFA that has more than one final state. Here, the upper
bound for concatenation gives the upper bound (n — k) - 2" + k - 2”1 on the
state complexity of the square of a language recognized by an n-state DFA with
k final states. In the first part of our paper, we show that these upper bounds
are tight in the ternary case for every k with 1 < k < n — 2. We are not able to
prove the tightness in the case of k = n — 1, and we conjecture that in this case,
the upper bound cannot be met. The binary case remains open as well.

Using these results, we are able to describe a language L accepted by an n-
state AFA such that every AFA for the language L? needs at least 27 +n states.
This is smaller just but one than the upper bound 2™ + n+ 1 which follows from
the known upper bound 2™ + n + 1 for concatenation of AFA languages [3].

In the second part of the paper, we study the square operation on unary regu-
lar languages. In the unary case, the known upper bound on the state complexity
of the square of a language recognized by an n-state unary DFA is 2n — 1 [11].
We are interested in the question which values in the range from 1 to 2n —1 may
be attained by the state complexity of the square of a unary language with state
complexity n. We prove that for every n with n > 5, the hierarchy of possible
complexities is contiguous with no gaps in it. For every n and o with n > 5 and
1 < a<2n—1, we are able to define a unary language L with state complexity
n such that the state complexity of the language L? is . This is in contrast to
the results for the star of unary languages [2], where there are at least two gaps
of length n of values in the range from 1 to (n — 1) 4 1 that cannot be attained
by the star of any unary language with state complexity n.

We first recall some basic definitions; for further details, the reader may refer
refer to [12, 13].
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A nondeterministic finite automaton (NFA) is a quintuple A = (Q, X, 0,1, F),
where Q is a finite set of states, X is a finite alphabet, §: Q@ x X — 2% is the
transition function which is extended to the domain 29 x X* in the natural way,
I C @ is the set of initial states, and F' C @ is the set of final states. The
language accepted by A is the set L(A) = {w € X* | §(I,w) N F # 0}. An NFA
A is deterministic (and complete) if |I| = 1 and |§(g,a)| = 1 for each ¢ in Q) and
each a in X. In such a case, we write ¢ - a = ¢’ instead of §(q,a) = {¢'}.

The state complexity of a regular language L, sc(L), is the number of states
in the minimal DFA for L. It is well known that a DFA is minimal if all its states
are reachable from its initial state, and no two of its states are equivalent.

The concatenation of two languages K and L is the language K - L = {uv |
u € K and v € L}. The square of a language L is the language L? = L - L.

The reverse of a string w is defined by e = ¢ and (wa)® = aw® for a string w
and a symbol a. The reverse of a language L is the language L = {w® | w € L}.

A language is called unary (binary, ternary) if it is defined over an alphabet
containing one (two, three, respectively) symbols.

2 Square for Automata with k£ Final States

In this section we consider languages over an alphabet of at least two symbols.
The state complexity of concatenation of regular languages accepted by an m-
state and an n-state DFAs is known to be m - 2" — 2"~1 [9, 14]. However, if the
first automaton has k final states, then the upper bound for concatenation is
(m —k)-2" + k.27~ [14], and it is known to be tight in the binary case for
every k with 1 <k <n-—1[4].

It follows that the upper bound on the complexity of square is n - 2™ — 2771,
A binary witness language meeting this bound is presented in [11]. If a language
is accepted by an n-state DFA with k final states, then the upper bound is
(n—k)-2"+k-2"~1 For the sake of completeness, we give a simple alternative
proof here.

Lemma 1. Letn > 2 and 1 < k < n — 1. If a language L is accepted by an
n-state DFA with k final states, then sc(L?) < (n —k)-2" + k- 2"~ 1,

Proof. Let L be a language accepted by a DFA A = (Q,X,-,0, F), where Q =
{0,1,...,n — 1} and |F| = k. Construct an NFA N for the language L? from
the DFA A as follows. Take two copies of the DFA A; the states in the first copy
are labeled by qg, q1,-..,qn—1, and the states of the second copy are labeled by
0,1,...,n—1. For each state ¢; and each symbol a, add the transition on a from
@; to the initial state 0 of the second copy whenever i-a € F. The initial state of
the NFA N is qq if 0 ¢ F, otherwise N has two initial states gop and 0. The final
states of IV are final states in the second copy, thus states in F.

Consider the subset automaton of the NFA N. Each reachable subset of the
subset automaton is of the form {¢;} US, where S C {0,1,...,n—1}. Moreover,
if i € F, then S must contain the state 0. It follows that the number of reachable
states in the subset automaton is at most (n — k) - 2" + k- 2"~ 1. O
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Fig. 1. A DFA A of a language meeting the bound (n — k) - 2" + k- 2"~* for square

Our next aim is to show that the bounds (n — k) - 2" + k- 2"~ can be met
by languages over a three-letter alphabet assuming that 1 < k <n — 2. We are
not able to prove the tightness in the case of kK = n — 1, and we conjecture that
in this case, the bound 2™ + (n — 1) - 2"~ ! cannot be met.

Lemma 2. Let n > 3 and 1 < k < n — 2. There exists a ternary regular
language L accepted by an n-state DFA with k final states and such that sc(L?) =
(n—k)-2"+k-.2n"L

Proof. Let L be the language accepted by the DFA A = (Q,{a,b,c},-,0,F)
shown in Fig. 1, in which @ = {0,1,...,n—1}, F={i|n—k <i<n-—1}, and

q-a=(g+ 1) mod n;

qg-b=qifg#1and 1 -b=0;

g-c=1lifg#n—-land (n—1)-c=n—1;
notice that the automaton A restricted to the alphabet {a,b} and with k =1 is
the Rampersad’s witness automaton meeting the upper bound n - 2" — 2"~1 on
the state complexity of the square of regular languages [11].

Construct an NFA N for the language L? as described in the proof of Lemma 1.
The NFA N is shown in Fig. 2; to keep the figure transparent, we omitted the
transitions on ¢ going to states ¢; and 1.

Our goal is to show that the subset automaton corresponding to the NFA N
has (n — k) - 2" + k- 2"~ ! reachable and pairwise distinguishable states.

To this aim consider the following family of subsets of the states of N:

R={{a}uS|0<i<n—-k-1, SC{0,1,....,n—1}}
U {{g}uT|n-k<i<n—-1,TC{0,1,...,n—1}and 0 € T}.

b b b b b b b,c

Fig.2. An NFA N for the language (L(A))?; the transitions on ¢ going to states ¢
and 1 are omitted
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The family R consists of (n — k) - 2" + k - 2"~ ! subsets, and we are going to
show that all of them are reachable and pairwise distinguishable in the subset
automaton of the NFA N.

We prove reachability by induction on the size of subsets. The initial state
of the subset automaton is {qo}, and the following transitions show that all the
subsets in R of size at most two are reachable:

{ao} S {a} 2 - {gn-b-1} > {an-r, 0} 5 {gn-ps1,0} 5 -+ 5 {gu-1,0},
{a1-1,0} = {a0, 1} = {a0, 0},

{qo,1} M) {qo,j} where 2 < j <mn—1, and

{q0, (j — i) mod n} a—i>{qi,j} where 1 <i<n—-k—-1,0<j<n-1

Now let 2 <t < n, and assume that each subset in R of size t is reachable in
the subset automaton. Let us show that then also each subset in R of size ¢ + 1
is reachable.

To this aim let S = {q;, j1,j2,.-.,jt}, where 0 < j1 < jo < - - <jr <n-—1,
be a subset in R of size t + 1. Consider several cases:

(1) Let n —k <i<n-—1,s0 j;1 =0. We show that the set S is reachable by
induction on .

(la) If ¢ = n — k, then S is reached from {q¢n——1,j52 — 1,5 — 1,...,j+ — 1}
by a, and the latter set is reachable by induction on ¢.

(1b) Suppose i > n — k. If jo > 2, then the set S is reached from the set
{¢i—1,0,jo—1,...,j: — 1} by ab. If jo = 1, then the set S is reached from the set
{gi—1,m —1,0,535 — 1,..., 5 — 1} by a. Both sets containing ¢;_1 are reachable
by induction on 3.

(2) Let ¢ = 0. There are four subcases:

(2a) Let j; = 0 and j» = 1. Take S' = {gp—1,n—1,0,55—1,...,j: — 1}. Then
S’ is reachable as shown in case (1), and it goes to S by a.

(2b) Let j3 = 0 and jo > 2. Take 8" = {gn—1,0,j2—1,j5—1,...,5: —1}. Then
S’ is reachable as shown in case (1), and it goes to S by ab.

(2c) Let j1 = 1. Take S" = {g,—1,0,72 — 1,53 — 1,...,j; — 1}. Then S’ is
reachable as shown in case (1), and it goes to S by a.

(Qd) Letj1 Z 2. Take S/ = {qO,1,j2—j1—|—1,j3—j1+1,...,jt—j1+1}. Then
S’ is reachable as shown in case (2c), and it goes to S by (ab)/1 1.

(3) Let 1 <i<n-—k—1. Take S' = {qo, (j1 — %) mod n, ..., (j; — ¢) mod n}.
Then S’ is reachable as shown in cases (2a-2d), and it goes to S by a’.

This proves the reachability of all the subsets in R.

To prove distinguishability, notice that the string c is accepted by the NFA
N only from the state n — 1; remind that state 1 is not final since we have
k < m — 2. Next, notice that exactly one transition on a goes to each of the
states in {q1,92,.-.,Gn-1,1,2,...,n — 1}, and exactly one transition on ¢ goes
to state 0. It follows that the string a”~!~‘c is accepted only from the state i,
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where 0 < ¢ < n — 2, the string ca” !¢ is accepted only from the state ¢,_1,
and finally the string a”~'~?ca™ !¢ is accepted only from the state ¢;, where
0 <i < n-—2.Fig. 3illustrates this for n = 5 and k = 3. This means that all the
states in the subset automaton of the NFA N are pairwise distinguishable since
two distinct subsets must differ in a state ¢ of N, and the string that is accepted
only from ¢ distinguishes the two subsets. This proves distinguishability, and
concludes the proof. |

a4ca46 a3ca4c aZCa‘lc aca4c ca
A A A A A

Fig.3. The strings accepted only from the corresponding states; n = 5 and
k = 3. Notice that exactly one transition on a goes to each of the states in
{¢1,92,---,qn-1,1,2,...,n — 1}, and exactly one transition on ¢ goes to state 0. The

unique acceptance of appropriate strings follows from these facts.

As a corollary of the two lemmata above, we get the following result.

Theorem 1 (Square: k Final States). Letn >3 and 1 <k <n—2. Let L
be a language over an alphabet X accepted by an n-state DFA with k final states.
Then sc(L?) < (n—k)-2"+ k- 2"~ and the bound is tight if | 2| > 3. O

2.1 An Application

In this subsection we show how the witness languages described in Lemma 2 can
be used to define languages that almost meet the upper bound on the square
operation on alternating finite automata.

First, let us give some basic definitions and notations. For details and all
unexplained notions, the reader may refer to [1, 3, 6-8, 12, 13].

An alternating finite automaton (AFA) is a quintuple A = (Q, X, 6, s, F),
where ) is a finite non-empty set of states, @ = {q1,...,qn}, X is an input
alphabet, § is the transition function that maps ) x X' into the set 5,, of boolean
functions, s € @ is the initial state, and F' C @ is the set of final states. For
example, let A1 = ({q1,92},{a,b},d,¢1,{g2}), where transition function ¢ is
given in Table 1.
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Table 1. The transition function of the alternating finite automaton A;

1) a b
a @G Ag 1
q2 q2 q1Vq2

The transition function ¢ is extended to the domain B,, x X* as follows: For
all g in B,,, a in X, and w in X*,

5(!]’5) =9
lfg = g(qla .. 'aQn)’ then 5(930’) = g(d(qlaa)a .. 'ad(qnaa));
6(nga) :6(6(97w)7a)'

Next, let f = (f1,..., fn) be the boolean vector with f; = 1iff ¢; € F. The lan-
guage accepted by the AFA A is the set L(A) = {w € X* | i(s,w)(f) = 1}.
In our example we have

d(s,ab) = d(qr,ab) =6(6(q1,a),b) = 0(q1 A q2,b) = 1A (1 V@2) = q1 V qo.

To determine whether ab € L(A;), we evaluate (s, ab) at the vector f = (0,1).
We obtain 0, hence ab ¢ L(A;1). On the other hand, we have abb € L(A;) since
d(s,abb) = 6(q1 V g2,b) =1V (g1 A g2), which gives 1 at (0, 1).

An alternating finite automaton A is nondeterministic (NFA) if §(gx, a) are
of the form \/,.;¢i. If 0(qx,a) are of the form ¢;, then the automaton A is
deterministic (DFA).

Recall that the state complexity of a regular language L, sc(L), is the small-
est number of states in any DFA accepting L. Similarly, the alternating state
complexity of a language L, in short asc(L), is defined as the smallest number
of states in any AFA for L. The following results are well known.

Lemma 3 ([1, 3, 6, 7]). If L is accepted by an AFA of n-states, then LT is
accepted by a DFA of 2" states. If sc(LT) = 2" and the minimal DFA for LT
has 2"~ final states, then asc(L) = n. O

It follows that asc(L) > log(sc(L)). Using the results given by Lemma 2
and Lemma 3, we get a language that almost meets the upper bound on the
complexity of the square operation on AFAs.

Theorem 2 (Square on AFASs). Let L be a language over an alphabet X with
asc(L) = n. Then asc(L?) < 2" +n + 1. The bound 2" + n is met if | 2| > 3.

Proof. The upper bound follows from the upper bound 2™ + n + 1 on the con-
catenation of AFA languages [3]. Now let L be the ternary witness for square
from Lemma 2 with 2" states and 2"~ ! final states. Then, by Lemma 3, we have
asc(L) = n. By Lemma 2, we get

se((L*)®) =sc((L)?) =2n1- 22" 427712271 > 2n7 1. 22" (14 1/2).

By Lemma 3, we have asc(L?) > [log(2"~' - 22" (1 + 1/2))] = 2" + n, which
proves the theorem. a
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The above result for square complements the results on the complexity of basic
operations on AFA languages obtained in [6]. The following table summarizes
these results, and compares them to the known results for DFAs [9, 11, 14].

union intersection concatenation reversal star square
AFAsm+n+1 m+n+1 >2M+n > n > n >2"4+n
<2441 <2"+1<2"+1<2" +n+1
DFAs  mn mn m-2m —2n-t 2n 3/4.27 p.2n 207l

3 Square of Languages over Unary Alphabet

A unary alphabet is fundamentally different from the general case. It has a close
relation to the number theory — the length of strings is their only property that
really matters in complexity questions. From this point of view, unary languages
are nothing else than subsets of natural numbers. Instead of writing a™ € L, we
will write n € L. The square operation is then, in fact, the sum of two numbers
in the language. Let us start with some basic definitions and notations.

For integers 7 and j with ¢ < j, let [i,5] = {i,i+ 1,...,j}.

A DFA A = (Q,{a},0d,qo, F) for a unary language is uniquely given by less
information than an arbitrary DFA. Identify states with numbers from the in-
terval [0,n — 1] via ¢ ~ min{i | §(go,a’) = ¢}. Then A is unambiguously given
by the number of states n, the set of final numbers F', and the “loop” number
£ = 0(qo, a™). This allows us to freely interchange states and their ordinal num-
bers and justifies the notation convention used by Nicaud [10], where (n, £, F)
denotes a unary automaton with n states, the loop number ¢, and the set of final
states F'. Nicaud also provided the following characterization of minimal unary
automata.

Theorem 3 ([10, Lemma 1]). A unary automaton (n, ¢, F') is minimal if and
only if both conditions below are true:
(1) its loop is minimal, and
(2) states n — 1 and £ — 1 do not have the same finality (that is, exactly one
of them is final). O

Finite and cofinite languages are always regular, and if they are unary, then
it is easy to determine their state complexity.

Proposition 1. Let L be a unary language. If L is cofinite, then we have sc(L) =
max{m | m ¢ L} + 2. If L is finite, then sc(L) = max{m | m € L} + 2. O
d

Proposition 2. If a language is (co)finite, then also its square is (co)finite.

If ¢ € L, then every string w in L can be written as ew. This leads to the
following observation.

Proposition 3. Ife € L, then L C L?. O
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3.1 Finite Unary Languages

Interestingly, if we consider only finite languages with state complexity n, then
we cannot get any other complexity for square but 2n — 2.

Lemma 4. Let L be a finite unary reqular language with sc(L) = n. Then
sc(L?) = 2n — 2.

Proof. By Proposition 1, the greatest number in L is n — 2. It follows that
the greatest member of L? is the number 2n — 4. Hence L? is also finite and
sc(L))=2n—4+2=2n-2. O

3.2 General Unary Languages

If we take a unary language with state complexity n, the state complexity of
its square will be between 1 and 2n — 1 [11]. But could it be anywhere between
these two bounds? The next result shows that the answer is yes if n > 5.

Theorem 4. Letn > 5 and 1 < a < 2n — 1. There exists a unary language L
such that sc(L) = n and sc(L?) = a.

Proof. We will provide a witness for every liable combination of n and «. The
proof is structured to four main cases depending on «:

1. o = 2 (the proof works for n > 6),

2. a = 2n — 2 (the proof works for n > 2),

3. 1<a<n-—1and «a #2 (the proof works for n > 8),

4. n <a<2n—1and a # 2n — 2 (the proof works for n > 2).

All witnesses uncovered by these general proofs are part of Table 2 which is
an overview of the situation for n < 5 and o < n. If the combination of n and «
is liable, one witness is listed, non-existence is indicated by the symbol —.

Table 2. Witnesses for liable combinations of small values of n and a; 2 < n < 7 and
1<a<n

an=2 n=3 n=4 n=>5 n==6 n="7

1 - (3,0,{0,1}) (4,3,{0,1,3}) (5,4,{0,1,2,4}) (6,5,{0,1,2,3,5}) (7,6,{0,1,2,3,4,6})
2 (2,0,{0}) - - (5,1,{0,2}) (6,0, {0,2}) (7,5,{0,2,6})

3 3,0,{0}) (4,2,{1,2}) (5,0,{0,2,3}) (6,5,{0,2,3,5}) (7,6,{0,2,3,4,6})

4 (4,0,{0}) (5,0,{0,3,4}) (6,2,{0,3,4,5}) (7,0,{0,3,4,5})

5 (5,0,{0}) (6,2,{0,2,5}) (7,6,{0,1,4,6})

6 (6,0,{0}) (7,1,{0,1,3})

7

(77 07 {0})
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1. Let @« = 2 and n > 6. The construction of witnesses depends on the parity
of n. If n is even, then we take the language recognized by the witness DFA
A= (n,0,F), where F = {i € [0,n— 1] | ¢ is even and i # n — 2}. If n is odd,
then the witness DFA is A = (n,n —2,{i € [0,n — 1] | ¢ is even and i # n — 3}).

We claim that in both cases L(A)2 is the language of even numbers with the
corresponding minimal DFA (2,0, {0}). We give the proof for n even; the proof
for n odd has only slight technical differences.

We first show that A is minimal. The second condition of Theorem 3 is fulfilled
vacantly. The first condition — the minimality of the loop — is satisfied as well:
Any equivalent loop must be of even length as not to accept strings of different
parity. Since there is exactly one even non-accepting state, it cannot be equivalent
with any other state, and the loop is unfactorizable.

Now we show that L(A)? is the language of all even numbers. Since L(A)
contains only even numbers and the sum of two even numbers is even, L(A)?
contains only even numbers. Let us show that L(A)? contains all even numbers.

By Proposition 3, we have L(A) C L(A)?. All even numbers missing in L(A)
are in the form kn+ (n—2). But these numbers are in L(A)?, since kn+(n—2) =
(2+kn)+ (n—4), which is a sum of two numbers in L(A); recall, that 2 # n—2,
since n > 6.

2. Let @« = 2n—2 and n > 2. By Lemma 4, every finite language of complexity
n is a witness in this case; for example, we can take the language {n — 2}.

From now on, our strategy is based on Proposition 1. All our languages will
be cofinite, so their complexity is easily determined by answering the question —
how long is the longest string not contained in this language?

3.Let 1 <a<n—-1, a # 2 and n > 8. Technically, this case is further
divided to subcases a = 1, a = 3, a = 4,5 < a < n where « # n — 1, and
«a = n— 1. However, the main idea of the construction is always the same, so we
provide only the witness automata in Fig. 4, and one exemplary proof in the case
of 5 < a < n where a # n — 1. For this case, consider the language L accepted
by the unary automaton A = (n,n—1, F'), where F' = [a—1,n—3]U{0,1,n—1}.

First, let us show that the numbers greater than o — 2 are in L2. Since ¢ € L,
the language L is a subset of L? by Proposition 3. The only number greater than
a — 2 that is not in L is n — 2. However, we have n — 2 = (n — 3) 4+ 1, which is
the sum of two numbers in L. Therefore, the number n — 2 is in L2. It follows
that all numbers greater than o — 2 are in L2.

Now let us show that o — 2 is not in L?. The only numbers in L that are
smaller than o — 1 are 0 and 1. The sum of any two of them is at most 2, which
is less than o — 2. Thus, by Proposition 1, the state complexity of L? is a.

4. n<a<2n—1and a # 2n — 2, n > 2. Consider the unary language
L ={i|i>n-—1}. Then sc(L) = n and sc(L?) = 2n — 1 since the greatest
number that is not in L? is 2n — 3. By adding an arbitrary number different
than n — 2 to the language L, we get a language with the same state complexity
as L. But the state complexity of the square of the resulting language will be
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Fig. 4. The construction of witnesses for n and a with 1 < a <n

different. Let m = o« — n. Then 0 < m < n — 1 and m # n — 2. Let us see what
happens, if we add the number m to L.

Let L, = LU {m}. Then we have L2, = {2m} U {m +i|i > (n —1)}. Since
m # n — 2, we have 2m # m + n — 2, and therefore the greatest number that is
not in L2, is m +n — 2. It follows that sc(L2) =m+n—2+2 = a. o

4 Conclusions

We considered the square operation on regular languages. In the unary case, the
state complexity of square is 2n — 1 [11]. We proved that each value in the range
from 1 to 2n — 1 may be attained by the state complexity of the square of a
unary language with state complexity n whenever n > 5.

Next, we studied the square operation on languages over an alphabet of at
least two symbols. The known upper bound in this case is n - 2* — 2", and
it is known to be tight in the binary case [11]. We investigated the square for
languages accepted by automata with more final states. The upper bound on the
state complexity of the square of a language accepted by an n-state DFA with
k final states is (n — k) - 2" 4+ k - 2"~1. We showed that these upper bounds are
tight in the ternary case assuming that 1 < k <n — 2.

The case of kK = n — 1 remains open, and we conjecture that the upper bound
2" 4 (n — 1) - 277! cannot be met in this case. The binary case is open as well.

As an application, we were able to define a ternary language L accepted by an
n-state alternating finite automaton such that every alternating finite automaton
for the language L? requires at least 2" 4 n states. This is smaller just by one
than the known upper bound 2" +n + 1 [3]. Our result on the square operation
complements the results on the complexity of union, intersection, concatenation,
star, and reversal on AFA languages obtained in [6].
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Abstract. A two-way deterministic finite state automaton with one
counter (2D1CA) is a fundamental computational model that has been
examined in many different aspects since sixties, but we know little about
its power in the case of unary languages. Up to our knowledge, the
only known unary nonregular languages recognized by 2D1CAs are those
formed by strings having exponential length, where the exponents form
some trivial unary regular language. In this paper, we present some non-
trivial subsets of these languages. By using the input head as a second
counter, we present simulations of two-way deterministic finite automata
with linearly bounded counters and linear—space Turing machines. We
also show how a fixed-size quantum register can help to simplify some of
these languages. Finally, we compare unary 2D1CAs with two—counter
machines and provide some insights about the limits of their computa-
tional power.

1 Introduction

A finite automaton with one counter is a fundamental model in automata the-
ory. It has been examined in many different aspects since sixties [8]. One recent
significant result, for example, is that the equivalence problem of deterministic
one-way counter automata is NL-complete [2]. After introducing quantum au-
tomata [21,15] at the end of the nineties, quantum counter automata have also
been examined (see a very recent research work in [28]).

A counter is a very simple working memory which can store an arbitrary
long integer that can be incremented or decremented; but only a single bit of
information can be retrieved from it: whether its value is zero or not. It is a well-
known fact that a two-way deterministic finite automaton with two counters is
universal [18,19,22]. Any language recognized by a two-way deterministic finite
automaton with one counter (2D1CA), on the other hand, is in deterministic
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logarithmic space (L) [24].! Replacing the counter of a 2D1CA with a stack, we
get a two-way deterministic pushdown automaton (2DPDA), that can recognize
more languages [7]. Similarly, nondeterminism also increases the class of the
languages recognized by 2D1CAs [4].

Unary or tally languages, defined over a single letter alphabet, have deserved
special attention. When the input head is not allowed to move to the left (one-
way head), it is a well-known fact that unary nondeterministic pushdown au-
tomata can recognize only regular languages [9]. The same result was shown
for bounded-error probabilistic pushdown automata, too [13]. Currently, we do
not know whether “quantumness” can add any power. Their alternating ver-
sions were shown to be quite powerful: they can recognize any unary language
in deterministic exponential time with linear exponent [3]. But, if we replace the
stack with a counter, only a single family of unary nonregular languages [6] is
known: UPOWER(k) = {akn | n > 1} , for a given integer & > 2. In the case of two-
way head, we know that the unary encoding of every language in deterministic
polynomial time (P) can be accepted by 2DPDAs [20]; however we do not know
whether 2DPDAs are more powerful than 2D1CAs (see also [11]) on unary lan-
guages like in the case of binary languages. Any separation between L and P can
of course answer this question positively, but, it is still one of the big open prob-
lems in complexity theory. On the other hand, researchers also proposed some
simple candidate languages not seemingly accepted by any 2D1CA [11,23], e.g.

USQUARE = {a”2 | n > 1} . Although it was shown that two—counter machines

(2CAs) cannot recognize USQUARE if the input counter is initialized with n? (i.e.
no Godelization is allowed) [12,26], up to our knowledge, there is not any known
nondeterministic, alternating, or probabilistic one-counter automaton for it. We
only know that USQUARE can be recognized by exponential expected time 2D1CAs
augmented with a fixed-size quantum register [28] or realtime private alternat-
ing one-counter automata [5]. Apart from this open problem, we do not know
much about which nonregular unary languages can be recognized by 2D1CAs.
In this paper, we provide some answers to this question. In his seminal paper
[18], Minsky showed that the emptiness problem for 2D1CAs on unary languages
is undecidable. In his proof, he presented a simulation of two-way deterministic
finite automaton with two counters on the empty string by a 2D1CA using its
input head as a second counter. We use a similar idea but as a new programming
technique for 2D1CAs on unary languages that allows to simulate multi-counter
automata and space bounded Turing machines operating on unary or general al-
phabets. A 2D1CA can take the input and the working memory of the simulated
machine as the exponent of some integers encoded on unary inputs. Thus, once
the automaton becomes sure about the correctness of the encoding, it can start
a two-counter simulation of the given machine, in which the second counter is
implemented by the head on the unary input. Based on this idea, we will present
several new nonregular unary languages recognized by 2D1CAs. Our technique

! Since a 2D1CA using super-linear space on its counter should finally enter an infinite
loop, any useful algorithm can use at most linear space on a counter, which can be
simulated by a logarithmic binary working tape.
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can be applicable to nondeterministic, alternating, and probabilistic cases in a
straightforward way. We also show that using a constant-size quantum memory
can help to replace the encoding on binary alphabets with unary alphabets. Fi-
nally we compare unary 2D1CAs with 2CAs and provide some insights about
the limits of their computational power.

2 Background

Throughout the paper, X' denotes the input alphabet and the extra symbols ¢
and $ are the end-markers (the tape alphabet is ¥ = X U {¢,$}). For a given
string w, w” is the reverse of w, |w| is the length of w, and w; is the i*"* symbol of
w, where 1 < ¢ < |w|. The string ¢w$ is represented by @. Each counter model
defined in the paper has a two-way finite read-only input tape whose squares are
indexed by integers. Any given input string, say w € X*, is placed on the tape
as w between the squares indexed by 0 and |w| 4+ 1. The tape has a single head,
and it can stay in the same position () or move to one square to the left (+—) or
to the right (—) in one step. It must always be guaranteed that the input head
never leaves w. A counter can store an integer and has two observable states:
zero (0) or nonzero (+), and can be updated by a value from {—1,0,+1} in one
step. Let © = {0, +}.

A two-way deterministic one-counter automaton (2D1CA) is a two-way de-
terministic finite automaton with a counter. Formally, a 2D1CA D is a 6-tuple

D= (S’ 276,81,8a,3r),

where S is the set of states, s; € S is the initial state, sq,s, € S (s, # s,) are
the accepting and rejecting states, respectively, and ¢ is the transition function
governing the behaviour of D in each step, i.e.

§: 8\ {80,850} x ¥ x O = 8 x{e, |, =}x {~1,0,+1}.

Specifically, d(s,0,0) — (s',d;, ¢) means that when D is in state s € S\ {sq4, 51},
reads symbol o € ¥, and the state of its counter is € O, then it updates its
state to s’ € S and the position of the input head with respect to d; € {+, ], —},
and adds ¢ € {—1,0,+1} to the value of the counter. In order to stay on the
boundaries of @, if o = ¢ then d; € {|,—} and if 0 = § then d; € {{,+}.

At the beginning of the computation, D is in state s, the input head is placed
on symbol ¢, and the value of the counter is set to zero. A configuration of D on
a given input string is represented by a triple (s, ¢, v), where s is the state, ¢ is the
position of the input head, and v is the value of the counter. The computation
ends and the input is accepted (resp. rejected) by D when it enters s, (resp. s;).

For any k > 1, a two-way deterministic k-counter automaton (2DkCA) is a
generalization of a 2D1CA and is equipped with k counters; in each transition,
it checks the states of all counters and then updates their values. Moreover, we
call a counter linearly bounded if its value never exceeds O(|w|), where w is the
given input. But restricting this bound to |w| does not change the computational
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power of any kind of automaton having linearly bounded counters, i.e. the value
of any counter can be compressed by any rational number by using extra control
states. A two-counter automaton (2CA) is a 2D2CA over a unary alphabet and
without the input tape: the length of the unary input is placed in one of the
counters at the beginning of the computation. We underline that the length of
the unary input @’ is placed in the counter as it is: indeed if we allow a suitable
encoding of the input (by Gédelization, e.g. setting its initial value to 2™) a 2CA
can simulate any Turing machine [18,26].

We replace “D” that stands for deterministic in the abbreviations of deter-
ministic machines with “N”, “A” and “P” for representing the abbreviations of
their nondeterministic, alternating, and probabilistic counterparts.

We finish the section with some useful technical lemmas.

Lemma 1. 2D1CAs can check whether a given string is a member of language
UPOWER(k) = {a*" | n > 1}, with k > 2.

Lemma 2. For any given p € Z*, there exists a 2D1CA D that can set the
value of its counter to M if its initial value is M - p™ provided that the length of
the input is at least M - p"~', where M € Z*, pt M, and n > 0.

Lemma 3. The language L = {a2j3k | 4,k > 0} can be recognized by a 2D1CA.

Lemma 4. For any given p > 1, a 2D2CA D with values M > 0 and 0 in its
counters can test whether p divides M without moving the input head and, after
testing, it can recover the values of the counters.

3 Main Results

We start with the simulation of linearly bounded multi—counter automata on
unary languages and establish a direct connection with logarithmic-space unary
languages. Secondly, we present the simulation of linear—space Turing machines
on binary languages. Then we generalize this simulation for Turing machines that
use more space and for Turing machines without any resource bound. Thirdly,

we present our quantum result. We finish the section comparing unary 2D1CAs
and 2CAs.

3.1 Simulation of Multi-counter Automata on Unary Alphabet

We assume that all linearly bounded counters do not exceed the length of the
input. Let L C {a}* be a unary language recognized by a 2D2CA M with
linearly bounded counters and w = a™ be the given input that is placed on the
input tape (between the two end-markers as ¢a™$ and indexed from 0 to |w|+1).
We can represent the configurations of M on w with a state, an integer, and a
Boolean variable as follows:

(s,2'3"7'5°7°2 OnDollar), (1)

where
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— s is the current state,

— OnDollar = true means that the input head is on $,

— OnDollar = false means that the input head is on the i** square, and,
— ¢y (resp. cg) represents the value of the first (resp. second) counter.

By using OnDollar variable, we do not need to set i to (n + 1) and this will
simplify the languages that we will define soon. Note that we are using two
exponents, i.e. 23777, to store the position of the input head. In this way, we
can implicitly store the length of the given input (n).

Lemma 5. A 2D2CA, say M’, can simulate M on w without using its input
head, if its first counter is set to 20375070,

Proof. For any p € {2,3,5,7}, M’, by help of the second counter, can easily
increase the exponent of p by 1, test whether the exponent of p is zero or not,
and decrease the exponent of p by 1 if it is not zero. Moreover, M’ can keep the
value of OnDollar, which is false at the beginning, by using its control states.
Note that when the exponent of 3 is zero and the input head of M is moved to
the right, the value of OnDollar is set to true; and, whenever the input head
of M leaves the right end-marker, the value of OnDollar is set to false again.
During both operations, the exponents of 2 and 3 remain the same. Thus, M’
can simulate M on w and it never needs to use its input head. a

Note that, during the simulation given above, 2?37~ is always less than 3" for
any 7 € {0,...,n}, and so, the values of both counters never exceed 3"5"7™.

Now, we build a 2D1CA, say M”, simulating the computation of M’ on some
specific unary inputs. Let u C {a}* be the given input.

1. M" checks whether the input is of the form 3"5"7" = 105™ for a non-
negative integer n (Lemma 1). If not, it rejects the input.

2. M" sets its counter to 2°3"5°7° (Lemma 2). Then, by using its input head
as the second counter, it simulates M’ which actually simulates M on a™
(Lemma 5). M" accepts (resp. rejects) the input if M ends with the decision
of “acceptance” (resp. “rejection”).

Thus, we can obtain that if L C {a}* can be recognized by a 2D2CA with
linearly bounded counters, then {a'%" | a® € L} is recognized by a 2D1CA.
Actually, we can replace 105 with 42 by changing the representation given in
Equation 1 as:
(s,5'7" "2 3% OnDollar),

where 57"~ is always less than 7" for any i € {0,...,n}.

Theorem 1. If L C {a}* can be recognized by a 2D2CA with linearly bounded
counters, then {a*?" | a™ € L} is recognized by a 2D1CA.

Based on this theorem, we can easily show some languages recognized by
2D1CAs, e.g.

7L2
{a42 | n > 0} and {a42p |pis a prime} .

We can generalize our result for 2DKCAs with linearly bounded counters in a
straightforward way.
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Theorem 2. Let k > 2 and p1,...,pr+1 be some different prime numbers such
that one of them is greater than the (k+ 1) prime number. If L C {a}* can be
recognized by a 2Dk CA with linearly bounded counters, then

{a(Pl'P2”'Pk+1)" ‘an c L}
1s recognized by a 2D1CA.

Proof. Let P ={px,...,pr+1}. Since one prime number in P, say pr+1, is greater
than the (k -+ 1) prime number, there should be a prime number not in P, say
Ph.1, that is not greater than the (k + 1)*" prime number. We can use the
representation given in Equation 1 for a configuration of the 2DkCA:

(8, Phs1 (Phscd)" "1 P57 -+ P, OnDollar) .
pfcﬂ(p;eﬂ)”*i is always less than pj |, and so, the integer part of the configu-
ration is always less than (p; - p2 - pr+1)™. As described before, a 2D1CA can
check whether the length of the input is a power of (p1 - p2 - - - pr+1), and, if so,
it can simulate the computation of the 2DKCA on the input. The 2D1CA needs
to simulate k counters instead of 2 counters but the technique is essentially the
same. O

The simulation given above can be easily generalized for nondeterministic,
alternation, and probabilistic models. The input check and the initialization of
the simulation are done deterministically. Therefore, the computation trees of the
simulated and simulating machines have the same structure for the well-formed
inputs, i.e. the inputs not rejected by the initial input check.

Theorem 3. Let k > 2 and p1,...,pr+1 be some different prime numbers such
that one of them is greater than the (k + 1)** prime number. If L C {a}* can
be recognized by a 2NkCA (resp. 24k CA, bounded-error 2Pk CA, or unbounded-
error 2Pk CA) with linearly bounded counters, then

{a(Pl'P’z"'PkJrl)" ‘ CL" c L}

is recognized by a 2N1CA (resp. 2A1CA, bounded-error 2P1CA, or unbounded-
error 2P1CA).

Now, we establish the connection with logarithmic-space unary languages.
The following two easy lemmas are a direct consequence of the fact that, over
unary alphabet, a linear bounded counter can be simulated by the head position
and vice versa.

Lemma 6. Any two-way automaton with k-heads on unary inputs can be sim-
ulated by a two-way automaton with k-linearly bounded counters, where k > 1.

The reverse simulation holds even on generic alphabets.

Lemma 7. Any two-way automaton with k-linearly bounded counters can be
simulated by a two-way automaton with (k + 1)-heads, where k > 1.
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Both simulations work for deterministic, nondeterministic, alternating, and
bounded- and unbounded-error probabilistic models.

Fact 1. [10,14,16] The class of languages recognized by two-way multi-head de-
terministic, nondeterministic, alternating, bounded-error probabilistic, and
unbounded-error probabilistic finite automata are

L,NL, AL(= P), BPL, and PL,

(deterministic, nondeterministic, alternating, bounded-error probabilistic, and
unbounded-error probabilistic logarithmic space) respectively.

Based on this fact, the last two lemmas, and the other results in this section, we
can obtain the following theorem.

Theorem 4. Let L be any unary language in L (resp., NL, P, BPL, and PL).
Then there is an integer p, product of some primes, such that

{a?" | a™ € L}

can be recognized by a 2D1CA (resp., 2N1CA, 2A1CA, bounded-error 2P1CA,
and unbounded-error 2P1CA).

3.2 Simulation of Turing Machines on Binary and General
Alphabets

Let N be a single-tape single-head DTM (deterministic Turing machine) working
on a binary alphabet X' = {a,b}. Note that its tape alphabet also contains the
blank symbol #. We assume that the input is written between two blank symbols
for DTMs. We define some restrictions on N:

— There can be at most one block of non-blank symbols.

— The tape head is placed on the right end-marker at the beginning of the
computation which makes easier to explain our encoding used by the 2D3CA
given below. Note that this does not change the computational power of the
DTMs.

A configuration of A/ on a given input, say w € {a,b}*, can be represented as
usv, where uv € #{a,b}*# represents the current tape content and s is the
current state. Moreover, the tape head is on the last symbol of #u. The initial
configuration is #w#s1, where s; is the initial state. Here v is the empty string.
Note that u can never be the empty string.

By replacing a with 0, and b and # with 1s, we obtain a binary number
representation of u and v — we will denote these binary numbers by u and v,
respectively. Now, we give a simulation of N by a 2D3CA, say A/, on w.2 N/
does not have a tape but can simulate it by using three counters. During the
simulation, N’ keeps u and v" on its two counters. If N7 knows the state and the
symbol under head, it can update the simulating tape. N’ can keep the state of
N by its internal states and can easily check whether:

2 We refer the reader to [17] for a general theory of simulations.
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u equals to 1 or is bigger than 1;

v" equals to 0, equals to 1, or bigger than 1;
the last digit of u is zero or one; and

— the last digit of v" is zero or one.

Based on these checks, N can simulate the corresponding change on the tape
(in a single step of N') with the values of the counters.

By a suitable encoding, two counters can simulate k > 2 counters. Let p;, ps,

.., pr be co-prime numbers. The values of all k counters, say ci,ca,...,cg, can
be represented as pi'p5’---pi". A counter can hold this value, and, by using
the second counter, A can check if ¢; is equal to zero (Lemma 4) and it can
simulate an appropriate increment/decrement operation on ¢;, where 1 < i < k.
Therefore, we can conclude that a 2D2CA, say N, can simulate AN/ on w by
using prime numbers {2,3,5} for encoding, if its first counter is set to 31“!.
Here N’ can use the exponents of 3 and 5 for keeping the content of the tape
and the exponent of 2 to simulate the third counter.

Let’s assume that A uses exactly |w|+ 2 space, i.e. the tape head never leaves
the tape squares initially containing #w#. That is, the binary value of the tape
is always less than twice of 1wl, which is 1w10, during the whole computation.
Then the values of the counters can never exceed 51%1021w10 op 251wlglwl 'where
the exponents are the numbers in binary. Note that the whole tape is kept by
the exponent of 3 and 5, and so, their product is always less than 510,

Theorem 5. If L C {a,b}* can be recognized by a DTM, say N, in space |w|+2
with binary work alphabet, then

lwl
{aloo | w e L}

can be recognized by a 2D1CA, say N".

Proof. N rejects the input if it is not of the form {a'%"} (Lemma 1), where
n > 0. Then, it sets its first counter to 4" (Lemma 2). N rejects the input,
if n is not of the form lwl for some w € {a,b}. We know that a 2D2CA can
easily do this check if one of its counter is set to n, i.e. it needs to check n is
odd and n ¢ {0,1,2}. So, N7" can implement this test by using its input head
as the second counter.

As described above, if its first counter is set to 3'*!, the 2D2CA A" can
simulate A on a given input w. Due to the space restriction on N, we also know
that the counter values (of the 2D2CA’s) never exceed 100'%!. So, N needs
only to set its counter value to 3'™!. N firstly sets its counter to 4!*13%, and
then transfers 1wl to the exponent of 3. g

Remark that the language recognized by N/ can also be represented as

1lwlo
{alo |we L} .

This representation is more convenient when considering DTMs working on
bigger alphabets.
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Corollary 1. Let k > 2 and L C {ay,...,ar}* be a language recognized by a
DTM in space |w| + 2 with a work alphabet having k' > k elements. Then

1lwlo
{alo | w e L}

can be recognized by a 2D1CA, where w € {ay,...,ar}* and 1wl0 is a number
in base-k'.

Proof. The proof is almost the same by changing base-2 with base-k’. Addition-
ally, the 2D1CA needs to check whether each digit of w is less than k. O

We know that 2D1CAs can recognize POWER = {a"ba®" | n > 0} [23]. There-
fore, by using a binary encoding, we can give a simulation of exponential space
DTMs where the exponent is linear. Here, the input is supposed to be encoded

into the exponent of the first block of a’s and the working memory in the second
block of a’s.

Theorem 6. Let k > 2 and L C {a1,...,ar}" be a language recognized by a
DTM in space 21! with a work alphabet having k' > k elements. Then

{alomeQ(low) | z = 1wl0 and w € L}

can be recognized by a 2D1CA, where w € {as,...,ar}* and x = 1wl0 is a
number in base-k’.

We can generalize this result for any arbitrary space-bounded DTMs. It is not
hard to show that, for any z > 1, 2D1CAs can recognize

POWER(z) = {a"bam“”baewf(")b. ba®P (M) | > o} .

Corollary 2. Let z > 1 and k > 2 and L C {a1,...,ar}* be a language recog-
nized by a DTM in space exp®(|w|) with a work alphabet with k' > k elements.
Then

{alombaemp(lom)baemf(lom)b. . baezpz(lom) | r = 1wl and w € L}
can be recognized by a 2D1CA, where w € {ai,...,ar}* and x = 1wl0 is a
number in base-k’.

Note that, similar to the previous section, all of the above results are valid if
we replace deterministic machines with nondeterministic, alternating, or proba-
bilistic ones.

Now, we present a more general result.

Theorem 7. Let L be a recursive enumerable language and T be a DTM rec-
ognizing it (note that T may not halt on some non-members). The language

1w oS (w)
LT:{a2 3 \wGL},

where S(w) is a sufficiently big number that depends on w, can be recognized by
a two way deterministic one counter automaton D.
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Proof. We use a slight variation of the 2DCA simulation of a DTM given above.
Informally the a3 part of the input gives D enough space to complete its
simulation, i.e. decide the membership of w € L using its head position as a
second counter, being sure that its value never exceeds the size of the input.
First we show that if S(w) is large enough then a 2D1CA D can recognize the
language L>7:
L>7 = {anw?’k |we L and k> S(w)}.

D checks that the input is in the correct format a2 3" (Lemma 3), then it
simulates 7 on w like showed in the proof of Theorem 5. During its computation,
if D reaches the right end-marker, then it stops and rejects.

Suppose that on input w the Turing machine 7 does not halt: it visits an
infinite number of empty cells of its tape or it enters an infinite loop. In both
cases, the value of S(w) is irrelevant, and D will never accept the input a5,
in the first case for all values of S(w) D will hit the right end-marker and will
reject; in the second case, if S(w) is too low and D has not enough space to
simulate 7 in the loop area of the tape it will hit the right end-marker and
reject, if S(w) is large enough, D will also enter the endless loop.

Now suppose that the Turing machine 7 accepts (resp. rejects) w then there
are two possibilities: a) during its computation the 2D1CA (that uses the head
position like a second counter) never reaches the right end-marker; in this case
it can correctly accept (resp. reject) the input; or b) during its computation the
2D1CA reaches the right end-marker (informally it has not enough space) and
cannot correctly decide the membership of w € L; but in this case we are sure
that there exists a larger value S(w) = s’ > s that assures enough space to end
the computation. Also for every k > S(w), T will correctly accept each string in

{a21u;3k | w e L} )

We can slightly modify D and narrow the language it recognizes to exactly
L, i.e. making it accept each string in:

w QS (w)
{azl 3° | w e L} ,
but reject each string in:

{a/zlwsi

w e Landi# S(w)}.
We can divide the natural numbers as follows:
[0,3N) [3N,9N) [9N,27N) .. [3*'N,3*N) [3*N,3FFIN)

Let M be the maximum value of the second counter of D during the simulation
of the DTM on w (for each member of L, such value exists). M must be in one
of the above intervals, let’s say in [3¥~1N,3¥N). It is obvious that 3M must be
in the next interval [3¥ N, 381 N).
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The second counter can use the set {+3,0,—3} instead of {+1,0,—1} for
update operations, i.e. the head moves three steps left or right instead of a
single step, and using the internal states we can allow it to exceed the input
length up to three times its value: when the head reaches the right end-marker
it can keep track that it has made one “fold” and continues moving towards
the left; thereafter, if it reaches the left end-marker, it records that it has made
two folds and continues move rightward, and so on. When, after a fold, it hits
the last end-marker again it can decrease the number of folds and continue. Let
FOLD € {0,1,2,3} store the number of folds. When FOLD becomes 3, then the
2D1CA rejects the input immediately, i.e. the counter value reaches the value of
three times of the input length.

On input azlw‘gk, the second counter, that changes its value by {+3,0, -3},
will exceed 3*N but will never try to exceed 3**!N (3¥kN < 3M < 3FFIN).
So, FOLD must be 1 at least once and never becomes 3. Therefore, the 2D1CA
accepts the input if the simulation ends with the decision of “acceptance” and
FOLD takes a non-zero value at least once but never takes the value of 3.

If the input is a21w3k_7', for some positive integer 4, then the second counter
must need to exceed 3¥N, so, the FOLD value takes 3 before simulation termi-
nates and the 2D1CA rejects the input.

If the input is azlwgkﬂ, for some positive integer 7, then the second counter
can be at most 3¥! — 1, so the FOLD value never takes the value of 1 during
the simulation and the 2D1CA rejects the input. Thus, we can be sure that such
k has a minimum value and it corresponds to S(w) in the language L. O

Note that if the language L recognized by T is recursive, then the same 2D1CA
D described in Theorem 7 is a decider for L.

3.3 A Quantum Simplification

Ambainis and Watrous [1] showed that augmenting a two-way deterministic
finite automata (2DFAs) with a fixed-size quantum register® makes them more
powerful than 2DFAs augmented with a random number generator. Based on a
new programming technique given for fixed-size quantum registers [29], it was
shown that 2D1CAs having a fixed-size quantum register can recognize {a"®" |

n > 1}, {a2"32n | n > 1}, or any similar language by replacing bases 2 or 3
with some other integers for any error bound [27,25]. Therefore, we can replace

3 Tt is a constant-size quantum memory whose dimension does not depend on the in-
put length. The machine can apply to the register some quantum operators (unitary
operators, measurements, or superoperators) determined by the classical configura-
tion of the machine. If the operator is a measurement or a superoperator, then there
can be more than one outcome and the next classical transition is also determined
by this outcome, which makes the computation probabilistic. However, as opposed
to using a random number generator, the machine can store some information on
the quantum register and some pre-defined branches can disappear during the com-
putation due to the interference of the quantum states, which can give some extra
computational power to the machine.
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binary encoding with a unary one for Theorem 6 by enhancing a 2D1CA with a
fixed-size quantum register.

Theorem 8. Let k > 2 and L C {a1,...,ar}" be a language recognized by a
DTM in space 31! with a work alphabet having k' > k elements. Then

{a1ow3(1°m) | x = 1wl0 and w € L}

can be recognized by a 2D1CA augmented with a fixed-size quantum register for
any error bound, where x = 1wl0 is a number in base-k’ and w € {a1,...,ar}*.

Proof. Here the input check can be done by the help of the quantum register by
using the corresponding quantum algorithms given in [27]. Then, our standard
deterministic simulation is implemented. a

3.4 Unary 2D1CAs versus Two-Counter Machines

Minsky [18] showed that, for any given recursive language L defined over N,
UMINSKY(L) = {a® |z € L}

can be recognized by a 2CA%. Tt is clear that UMINSKY(L) is recursive enumer-
able if and only if L is recursive enumerable. Moreover, any language L not
recognizable by any s(n)-space DTM, UMINSKY(L) cannot be recognized by any
log(s(n))-space DTM, for any s(n) € {2(n). On the other hand, any language
recognized by a 2D1CA is in L (see Footnote 1). Therefore, there are many
recursive and non-recursive languages recognized by 2CAs but not by 2D1CAs.

Neverthless we believe that 2CAs and unary 2D1CAs are incomparable, i.e.
there also exist languages recognizable by a 2D1CA but not by any 2CA. Let
k> 1, ¥ = {ap,...,ar—1} be the alphabet, and r, : N — X* be a function
mapping n = (d; - - - d1dp), k-ary representation of n, to

QdyQd, * - gy, ifn >0
Tk(n)—{€d° & & Fn—0"

Both 2D1CAs and 2CAs can calculate r(n) symbol by symbol on the input a”,
and the following is immediate:

Lemma 8. If R is a regular languages over an alphabet of k symbols, then a
2D1CA can decide the language L = {a™ | r¢(n) € R}.

Proof. Suppose that F is a DFA that decides R; after transferring the input
to the counter, a 2D1CA can calculate incrementally the digits dg, d, ..., d; up
to the final fixed digit: it repeatedly divides the counter by k, and d; is the
remainder of the division; so it can simulate the transition of F on symbol a4,
and accept or reject accordingly when it reaches the last digit. O

4 The definition used by Minsky is a little different than ours but they are equivalent.
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Hence both 2D1CAs and 2CAs can recognize the whole class of unary lan-
guages:

C={L|L={a"|rk(n) € R} and R is a regular language
over an alphabet of size k}

As an example the family of unary non regular languages {a2n} is contained in
C. But, we conjecture that the following language cannot be recognized by 2CAs:

Lg ={a" | |r2(n)| + |rs(n)] =0 mod 2},

i.e. the binary representation and the ternary representation of n have both even
or odd length. A 2D1CA can easily decide Lg: after calculating if the length of
the binary representation of n is odd or even, it can recover the input using the
tape endmarkers, and then check if the length of the ternary representation of
n is the same. But there is no way for a 2CA to recover the input, so it should
calculate the binary and ternary representations of n in parallel, which seems
impossible.
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Abstract. We present a type system for automata and rational expres-
sions, expressive enough to encompass weighted automata and transduc-
ers in a single coherent formalism. The system allows to express useful
properties about the applicability of operations including binary hetero-
geneous functions over automata.

We apply the type system to the design of the VAUCANSON 2 platform,
a library dedicated to the computation with finite weighted automata,
in which genericity and high efficiency are obtained at the lowest level
through the use of template metaprogramming, by letting the C++ tem-
plate system play the role of a static type system for automata. Between
such a low-level layer and the interactive high-level interface, the type
system plays the crucial role of a mediator and allows for a cleanly-
structured use of dynamic compilation.

1 Introduction

VAUCANSON! is a free software? platform dedicated to the computation of and
with finite automata. It is designed with several use cases in mind. First and
foremost it must support experiments by automata theory researchers. As a
consequence, genericity and fleribility have been goals since day one: automata
and transducers must support any kind of semiring of weights, and labels must
not be restricted to just letters. In order to demonstrate the computational
qualities of algorithms, performance must also be a main concern. To enforce
this we aim, eventually, at applying VAUCANSON to linguistics, whose problems
are known for their size; on this standpoint we share goals with systems such
as OpenFST [2]. Finally our platform should be easy to use by teachers and
students in language theory courses (a common goal with FAdo [3]), which also
justifies our focus on rational expressions.

! Work supported by ANR Project 10-INTB-0203 VAUCANSON 2.
2 http://vaucanson.lrde.epita.fr

M. Holzer and M. Kutrib (Eds.): CIAA 2014, LNCS 8587, pp. 162-175, 2014.
© Springer International Publishing Switzerland 2014
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Among our goals flexibility and efficiency are potentially in conflict. The main
objective of this work is demonstrating how to reconcile them, and how to use
a type system to manage such complexity.

Aiming at both efficiency and flexibility essentially dictates the architecture:
the software needs to be rigidly divided into layers, varying in comfort and speed.

The bottom layer (named static) is a C++ library. For the sake of efficiency
the classical object-oriented run-time method dispatch (associated to the Ct++
virtual keyword) is systematically avoided, instead achieving compile-time code
generation by using template metaprogramming [1]. This results in a closed
world: new types of automata require the compilation of dedicated code.

At the opposite end of the spectrum, the topmost layer is based on IPython [6].
It is visual (automata are displayed on-screen) and, most importantly, interac-
tive: the user no longer needs to write a C++ or even a Python program, and
instead just interacts with the system using Python as a command language. In
such a high-level environment the closed-world restriction would be unaccept-
able, resulting as it would in error messages such as “this type of automaton is
not supported; please recompile and rerun”. To address this issue VAUCANSON
uses on-the-fly generation and compilation of code, relying on our type system
in a fundamental way.

This paper builds on top of ideas introduced last year [4]2. However, in that
work contexts were partitioned and entities of different types could not be mixed
together. In particular algorithms such as the union of automata were “ho-
mogenous”: operands had all the same type, which was that of the result. The
contribution of this paper is to introduce support for heteregeneous types: the
definition of a type calculus, its implementation and, to gain full benefit from it,
dynamic code generation.

This paper is structured as follows. In Sec. 2 we describe the types of weighted
automata, rational expressions and their components. Then, in Sec. 3, we study
how types relate to one another and how to type operations over automata. We
introduce the implementation counterpart of types in Sec. 4, which also explains
how run-time compilation reconciles performances and flexibility. Sec. 5 discusses
the pros and cons of the current implementation.

2 Typing Automata and Rational Expressions

Computing with weighted automata or rational expressions entails reasoning
about types. We should have a system strong enough to detect some unmet pre-
conditions (for instance applying subset construction on an automaton weighted
in Z), and at the same time expressive enough to encompass many different kinds
of automata, including transducers.

3 Names and notations have slightly changed. We now name “Value/ValueSet” the core
design principle in Vaucanson, rather than “Element/ElementSet”. For consistency
with POSIX regular expression syntax, curly braces now denote power: ‘a{2}’ means
aa instead of a-2, which is now written ‘a<2>’. Similarly, ‘a(*min, maz)’ is now written
‘a{min, maz}’.
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2.1 Weighted Automata

Usually a weighted automaton A is defined as a sextuple (4,K,Q,I, F, E), A
being an alphabet (a finite set of symbols), K a semiring, @ a finite set of states,
I/F initial/final (partial) functions @ — K, and E a (partial) function in @) x A x
@ — K. With such a definition, the generalization to transducers involves turning
the sextuple into a septuple by adding a second output alphabet, changing the
transition function domain to also take output labels into account, among the
rest. Independently from transducers, definitions also need variants for many
alternative cases, such as admitting the empty word as an input or output label.
In VAUCANSON this variability is captured by contexts, each composed of one
LabelSet and one WeightSet.

Different LabelSets model multiple variations on labels, members of a monoid:

letterset. Fully defined by an alphabet A, its labels being just letters. It is
simply denoted by A. It corresponds to the usual definition of an NFA.

nullableset. Denoted by A’, also defined by an alphabet A, its labels being
either letters or the empty word. This corresponds to what is often called
e-NFAs.

wordset. Denoted by A*, also defined by an alphabet A, its labels being (pos-
sibly empty) words on this alphabet.

oneset Denoted by {1}, containing a single label: 1, the empty word.

tupleset. Cartesian product of LabelSets, L1 X - -+ x L,. This type implements
the concept of transducers with an arbitrary number of “tapes”.

In the implementation LabelSets define the underlying monoid operations, and
a few operators such as comparison.

A WeightSet is a semiring whose operations determine how to combine weights
when evaluating words. Examples of WeightSets include (B, V,A), the family
(N, +, x), (Z,+, x), (Q,+, x), (R,+, x) and tropical semirings such as (Z U
{o0}, min, +); moreover tuplesets also allow to combine WeightSets, making
weight tuples into weights.

In the implementation a WeightSet defines the semiring operations and compar-
ison operators, plus some feature tests such as “star-ability” [5].

We may finally introduce contexts, and the definition of automata used in
VAUCANSON — a triple corresponding to its type (context), its set of states and
its set of transitions.

Definition 1 (Context). A context C is a pair (L,W), denoted by L — W,

where:
— L is a LabelSet, a subset of a monoid,

— W is a WeightSet, a semiring.

Definition 2 ((Typed, Weighted) Automaton). An automaton A is a triple
(C Q E) where:
=L — W 1is a context;
— Q 18 a finite set of states;
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(2)a
o8 A
(3)b

Fig.1l. Two (typed) automata: A;, whose context is C1 = {a,b,¢} — Q, and As,
whose context is C> = {a,b,d} — RatE[{z,y, 2z} — B], i.e., with rational expressions
as weights. In A; we reveal the Pre and Post hidden states.

(2)a

— FE is a (partial) function whose domain represents the set of transitions, in:
(Qx L x Q@)U ({Pre} x {$} x Q) U (Q x {3} x {Post}) = (W \{0}).

Notice that the initial and final functions are embedded in the definition of £
through two special states —the pre-initial and post-final states Pre and Post—
and a special label not part on L and only occurring on pre-transitions (tran-
sitions from Pre) and post-transitions (transitions from Post). This somewhat
contrived definition actually results in much simpler data structures and algo-
rithms: with a unique Pre and a unique Post there is no need to deal with initial
and final weights in any special way. On Fig. 1, automaton A; is drawn with
explicit Pre and Post states, while A, is drawn without them.

2.2 Rational Expressions

Definition 3 ((Typed, Weighted) Rational Expression). A rational ex-
pression € is a pair (C,E) where:

— C=L—W, is a contert,
— E is a term built from the following abstract grammar

E=0|1|¢|E4+E|E-E|E"]|(w)E|E(w)
where £ € L is any label, and w € W is any weight.

The set of rational expressions of type L — W is denoted by RatE[L — W],
and called a ratexpset. With a bit of caution rational expressions can be used as
weights, as exemplified by automaton As in Fig. 1: equipped with the sum of
rational expressions as sum, their concatenation as product, 0 as zero, and 1 as
unit, it is very close to being a semiring®.

Rational expressions may also serve as labels, yielding what is sometimes
named Extended Finite Automata [3], a convenient internal representation to
perform, for example, state elimination, a technique useful to extract a rational
expression from an automaton. So, just like tuplesets, ratexpsets can be used as
either a WeightSet or a LabelSet.

4 Ratexpset do not constitute a semiring for lack of, for instance, equality between
two rational expressions; however rational expressions provide an acceptable approx-
imation of rational series [7, Chap. III], the genuine corresponding semiring.
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(context) == (labelset) "—" (weightset)
(labelset) == "{1}" | (alphabet) | (alphabet) "?" | (alphabet) "*"
| (ratexpset) | (labelset) X ---Xx (labelset)
(weightset) == "B" | "N" | "Z" | "Q" | "R" | "Zmin"
| (ratexpset) | (weightset) x---x (weightset)
(ratexpset) = "RatE" (context)

Fig.2. A Grammar of Types

Fig. 2 shows the precise relation among the different entities introduced up
to this point: LabelSets, WeightSets, contexts, ratexpsets.

3 The Type System

3.1 Operations on Automata

Several binary operations on automata exist: union, concatenation, product,
shuffle and infiltration products, to name a few. To demonstrate our purpose we
consider the simplest one, i.e., the union of two automata, whose behavior is the
sum of the behavior of each operand.

Definition 4 ((Homogeneous) Union of Automata). Let A; = (C,Q1, E1)
and Az = (C,Q2, E2) be two automata of the same type C. Ay U Ag is the
automaton (C, Q1 U Q2, E1 U Es).

Def. 4 is simple, but has the defect of requiring the two argument automata
to have exactly the same type. Overcoming this restriction and making opera-
tions such as automata union more widely applicable is a particularly stringent
requirement in an interactive system (Sec. 4.3).

Automata union can serve as a good example to convey the intuition of het-
erogeneous operation typing: if its two operands have LabelSets with different al-
phabets, the result LabelSet should have their union as alphabet; if one operand
is an NFA and the other a e-NFA, their union should also be a e-NFA. It is also
reasonable to define the union between an automaton with spontaneous transi-
tions only (oneset) and an NFA (letterset) as a e-NFA (nullableset) — a type
different from both operands’, and intuitively “more general” than either.

Much in the same way, some WeightSets are straightforward to embed into
others: Z into Q, and even Q into RatE[L — Q]. Then, let two automata have
weights in Q and RatE[L — 7Z]; their union should have weights in the least
WeightSet that contains both Q and RatE[L — Z|, which is to say RatE[L — Q).
Once more the resulting type is new: it does not match the type of either operand.

3.2 The Hierarchy of Types

The observations above can be captured by introducing a subtype relation as
a partial order on LabelSets, WeightSets and contexts, henceforth collectively
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denoted as ValueSets. We write Vi <: V5 to mean that V; is a subtype of V5; in
this case each element of V; may be used wherever an element of V5 would be
expected, and we have in particular that V; C V5. Notice that this makes our
relation reflexive, so for every ValueSet V' we have that V <: V.

For simplicity we will focus on free monoids only. Let A, B be any alphabets
such that A C B. Then we define:

{1} <: A7 A< A A" < A*
A<:B A" <. B? A* <. B*

For WeightSets, if the WeightSet W; is a sub-semiring of Wa, it trivially
holds that W7 <: Wj; therefore N <: Z <: Q <: R. The WeightSet B, as the
WeightSet of language recognizers, is worthy of special treatment; in particular
it is convenient to allow heterogeneous operations between automata over B and
automata over other WeightSets, which yields:

B<:N<:Z<:Q<:R B <: Zmin (1)

This allows for instance to restrict the domain of a series realized by a weighted
automaton to the rational language described by a Boolean automaton. For this
reason it is desirable to have B at the bottom of the WeightSet hierarchy, so
that it can be promoted to any other WeightSet simply by mapping false to
the WeightSet zero, and true to its unit. However such conversion requires care
and should not be used blindly; in particular converting an ambiguous Boolean
automaton to another WeightSet leads in general to an automaton which does
not realize the characteristic series of the language recognized by the original.

A context C1 is a subtype of a context Cs if C; has a LabelSet and a WeightSet
which are respectively subtypes of the LabelSet and WeightSet of Cs.

(Ll — Wl) <: (L2 — WQ) iff Ly <: Lo and Wy <: W (2)
As of today tuples of ValueSets do not mix with other values:

(Vix-oxVy)<: (VW x--x V) iff (V;<:V/)foralll<i<n (3)
Interestingly, rational expressions can play the role of both labels and weights:

RatE[C4] <: RatE[C}] ifft € <Gy
Ly < RatE[Lg — WQ] iff Ly <: Lo (4)

Wi < RatE[Lg — WQ] iff Wy <t Wh
The subtype relations between LabelSets are summarized in Fig. 3. If two
LabelSets Ly and L2 admit a least upper bound (resp. a greatest lower bound),
we call it the join (resp. the meet) of these two LabelSets and we denote it
by L1 V Lo (resp. the L1 A Lo). The cases where no join or meet exists cor-

respond in practice to compilation errors about undefined cases. The join and
meet operations extend naturally to other ValueSets such as WeightSets, tuples,
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__(AuBy
AuB)' ™ N\
AUB A* B*

A BN/
i — / _(anBy

Fig. 3. The Hasse diagram of the LabelSets generated by the two alphabets A and B
showing, for instance, that A” vV B = (AU B)’

contexts and rational expressions, as per Equations (1) to (4)). For instance, for
any LabelSet L1, Lo and any WeightSet Wy, Wa:

RatE[L1 — Wl] V Ly = RatE[(Ll V Lg) — Wl]
RatE[L1 — Wl] vV Wy = RatE[Ll — (Wl V WQ)]
RatE[L; — Wi] V RatE[Ls — Wa] = RatE[(L1 — W1) V (Lo — Wa)]

At this point we are ready to describe typing for binary operations on hetero-
geneous automata more formally. An operation on two automata with contexts
Ly — Wy and Ly — Wy will yield a result with context (L1 V La) — (W1 V Wa).
As an example we can extend Def. 4 into:

Definition 5 (Heterogeneous Union of Automata). Let A; = (C1,Q1, E1)
and As = (Ca, Q2, E2) be two automata. Ay UAs = (C1 V Ca, Q1 UQ2, E1 UES).

3.3 Type Restriction

The specific semantics of some binary operations let us characterize the result
type more precisely. For instance spontaneous-transition-removal applied to an
automaton with LabelSet A’ returns a proper automaton, i.e., an automaton
with LabelSet A. Another interesting example is the product of automata labeled
by letters®, whose behavior is the Hadamard product of series of the behavior of
each operand, if the WeightSet is commutative.

Definition 6 (Product of Automata). Let A; = ((L1 — W1),Q1, E1) and
Az = ((Ly — Wa),Qa, E2) be two automata, where Ly and Lo are lettersets.
A1 & Ay is the accessible part of the automaton (Cy., Qg, Eg,) where Cg, = (L1 A
Ly) = (W1 vV W2), Qe = Q1 X Q2, and

(q1,€,qi) € Dom(E1)7
(92,4, q5) € Dom(E3);
E&((qhq?)aea (qlla qé)) = El((]h&qlﬁ : EQ(qQaeanZ)'

® The product operation can actually be extended to nullablesets, using a more com-
plex algorithm related to weighted transducer composition.

((q1,q2)7£7 (qllaqg)) € Dom(E&) lﬁ{
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Fig.4. A3 = A1 & A3 (see Fig. 1), with
E=(3)(y+2)and F = (})z". Its type is
Cs = {a,b} — RatE[{z,y,2} — Q].

Like for other binary operations it would be correct to describe the type of
the result of a product as the join of its operand types; however in this case
the specific operation semantics permits us to be more precise: a product result
transition is created if and only if labels match in the two argument automata,
and therefore the result LabelSet happens to lie in the meet of the argument
LabelSets. By contrast, each weight is computed as the product of argument
weights, in general belonging to two different WeightSets: the WeightSet of the
product hence lies in the join of the argument WeightSets.

Fig. 4 shows the heterogeneous product of A; and A, from Fig. 1.

4 Implementation Facet

4.1 The Value/ValueSet Design Principle

The implementation of VAUCANSON closely follows its algebraic design illus-
trated in Sec. 2 in terms of labels, weights, automata and rational expressions.
Other entities not shown here also exist, such as polynomials.

In a typical object-oriented implementation each of these concepts would be
implemented as a class, possibly templated. For instance a Boolean weight would
be an instance of some class boolean weight having a bool attribute. However
some of these concepts require run-time meta-data; for instance a letterset needs
a set of letters, so a letter label would aggregate not only a char for the
label, but also the whole alphabet, as a char vector. As a context aggregates
a LabelSet and a WeightSet it requires run-time meta-data as well, and since
rational expressions can also be used as weights, they, too, depend on run-time
meta-data. Therefore weights and LabelSets both need to be associated to meta-
data at run time.

However it would result in an unacceptable penalty to have every instance
carry even a mere pointer to meta-data such as an alphabet (a simple char
label, because of alignment, would then require at least eight bytes, a 8 x space
penalty on a 32-bit architecture!). To cut this Gordian knot, as a design principle,
we split traditional values into Value/ValueSet pairs. The value part is but the
implementation of a datum; the ValueSet, on the other hand, stores only one
copy of the meta-data related to the type (such as the alphabet) and performs
the operations on values (such as + for Z and min for Z,,;,) without relying on
dynamic dispatch.
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This design is asymmetric: ValueSets implement the operations on their Val-
ues; conversely from a Value there is no means to reach the corresponding Val-
ueSet. Values may in fact ultimately come down to plain data types like int or
char.

Following the Value/ValueSet design principle, VAUCANSON implements
LabelSets such as oneset, letterset<gemeratorset>S, nullableset
<generatorset>, wordset<generatorset>, and WeightSets such as b, z, ...,
ratexpset<contezxt>; finally, tupleset<ValueSet;, ..., ValueSet,> imple-
ments Cartesian products.

4.2 Computations on Types

Two different sets of routines are needed to support heterogeneous operations
such as the product and sum of automata or rational expressions: first a com-
putation on types based on join and meet, then a conversion of values to these
types.

The computation of joins and meets on basic types is straightforward.

r join(const r&, const b&) { return r(); }
r join(const r&, const z&) { return r(); }
r join(const r&, const q&) { return r(); }

The code snippet above states that R V W := R for W € {B,Z,Q}. Compos-
ite types such as rational expressions, tuples or even contexts follow the same
pattern, but are computed recursively.

Some features new to C++11 let us express the product context computation
(as per Def. 6) quite cleanly, as follows:

template <typename LhsLabelSet, typename LhsWeightSet,
typename RhsLabelSet, typename RhsWeightSet>
auto product_ctx(const context<LhsLabelSet, LhsWeightSet>& lhs,
const context<RhsLabelSet, RhsWeightSet>& rhs)
-> context<decltype (meet (lhs.LabelSet(), rhs.LabelSet())),
decltype(join(lhs.WeightSet (), rhs.WeightSet()))>

{
auto 1ls = meet(lhs.LabelSet(), rhs.LabelSet());
auto ws = join(lhs.WeightSet(), rhs.WeightSet());
return {ls, ws};

}

Two WeightSets are involved in the process of value conversions: the source
one, which is used below as a key to select the proper conv routine, and the
destination one (r in the following example). Type conversion may require run-
time computation such as the floating-point division below, or even something
more substantial like the construction of a rational expression in other cases.

S generatorset provides type and value information on the monoid generators; in
practice this corresponds to the type of characters and the alphabet, as a vector of
characters of the appropriate type.
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class r {
using value_t = float;

value_t conv(b, b::value_t v) { return v; }
value_t conv(z, z::value_t v) { return v; }
value_t conv(q, q::value_t v) { return value_t(v.num)/value_t(v.den); }

};

The process generalizes in a natural way to the case of composite types.

The join, meet and conv functions are used in the implementation of binary
operations such as the product, shown below as an example”; the idea is to first
compute the result type ctx, and then use it to create the result automaton res.

template <typename Ctxl, typename Ctx2>
auto product(const automaton<Ctx1>& lhs, const automaton<Ctx2>& rhs)
-> ...
{
auto ctx = product_ctx(lhs.context(), rhs.context());
auto res = make_automaton (ctx);
auto ws = res.WeightSet(); // a shorthand to the resulting WeightSet.

return res;

}

The core of the algorithm consists in an iteration over each reachable left-right
pair of states (1hs src,rhs src); for each pair of transitions with the same label
from 1hs src and rhs src, it adds a transition from the source state pair to the
destination state pair, with the same label and the product of weights as weight.

for (auto lhs_trans : lhs.out(lhs_src))

for (auto rhs_trans : rhs.out(rhs_src, lhs_trans.label))

{
auto weight = ws.mul(ws.conv(lhs.WeightSet(), lhs_trans.weight),

ws.conv(rhs.WeightSet (), rhs_trans.weight));
res.add_transition({lhs_src, rhs_src}, {lhs_trans.dst, rhs_trans.dst},
lhs_trans.label, weight);
}

Three WeightSets play a role in the computation of the resulting weight: first
ws.conv(lhs.WeightSet(), 1lhs trans.weight) promotes the left-hand side
weight from its original WeightSet 1hs.WeightSet () to the resulting one ws,
and likewise for the second weight; finally the resulting WeightSet multiplies the
weights (ws.mul(...)). For instance in Fig. 4 there is a transition from state
(p,7) to state (p,s) with label a, and whose weight is the product of é and
(y + 2). The conversion of the first weight corresponds to ‘Cs.W . conv(C1. W,
;)’, which results in (;)1; likewise for the second weight: ‘C3. W .conv(Co. W,

" In the following code excerpts some details have been omitted for clarity.
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(1)(y +2)) = (1)(y + 2)’. The resulting WeightSet, C3 then multiplies them:
‘C3.W.mul((5)1, ([)y+2)), e, (5)(y+2).

4.3 On-the-Fly Compilation

Code snippets shown so far are all part of the static layer, the statically-typed,
lowest-level Application Program Interface (API) of VAUCANSON, which strictly
follows the Value/ValueSet principle. As long as this API is used the compiler
will take care of generating the appropriate versions of the routine for the types
at hand, with no run-time overhead. Programming at this level however offers
little flexibility: the program is written and then compiled, period. Moreover,
types have to be explicitly spelled out in the program.

On top of this static layer, the dyn API takes care of the template parame-
ter book-keeping, memory allocation and deallocation, and even re-unites split
objects: for example a dyn: :ratexp aggregates both a (static-level) rational ex-
pression and its (static-level) ratexpset. By design dyn only includes a handful of
types such as dyn: :context, dyn: :automaton, dyn: :weight and dyn: :label:
all the wide variety of static-level entities is collapsed into a few categories of
objects carrying their own run-time type information (exposed to the user as
dyn: : context objects), so that operations can automatically perform their own
conversions without exposing the user to the type system.

The static/dyn bridge works with registries, one per algorithm. They play
a role similar to wvirtual tables in Ct++: to select the precise implementation
of an algorithm that corresponds to the effective type of the operands. These
registries are just dictionaries, mapping each given list of argument types to
the corresponding specific (static) implementation. This mechanism and other
details on the static/dyn bridge have been described in a previous work [4,
Sec. 4.2]; its complete treatment is beyond the scope of this paper.

Several commonly-used basic contexts are precompiled — in other words reg-
istries are initially loaded for some specific types. However, not only the number
of contexts is too large to permit a “complete” precompilation (24: 4 basic La-
belSets times 6 WeightSets), but tupleset and ratexpset also let the user define
an unbounded number of composite ones. Moreover, as demonstrated in Fig. 4,
some operation results belong to contexts that were not even in the operands. For
these reasons only some select contexts can be precompiled, which will certainly
frustrate some users.

On top of dyn VAUCANSON offers IPython support (see Fig. 5). IPython is an
enhanced interactive Python environment [6]. Thanks to specific hooks, entities
such as rational expressions feature nice IATEX-based rendering, and automata
are rendered as pictures. This binding of dyn features the familiar Python object-
oriented flavor as in “automaton.minimize()”, and operator overloading as in
“automaton & automaton”.In such an interactive environment (similar to what
formal mathematics environments offer), working with just a finite, predefined
set of types would be unacceptable.

To address these limitations VAUCANSON’s dyn layer features run-time code
generation, compilation, and dynamic object loading. The code generation is
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In [4]: ctx = vcsn.context("lal char(ab)_ratexpset<lal char(xyz) b>"); ctx

out[4]: {a,b} — RatE[{x,y,z} — B]
In [5]: r2 = ctx.ratexp(' (<x*>b)*<ytz>a(<x*>b+<y+tz>a(<x*>b)*<y+z>a)*'); r2

Out[51: ((x*)b)" (y+2)a (W )b+ (y+2)a((x*)b)" (y+2)a)

In [6]: a2 = r2.derived term().minimize()
alla2

Out[6]: <x*>b <x*>b

Fig.5. The computation of
A1 U As in the IPython note-
book interface of VAUCANSON.
The symbol & denotes the
<<1/2>e>a <<1/2>e>a empty word. Weights in Q
such as } have been lifted into

the WeightSet of Cs:
> (;)5 € RatE[{z,y,2} — Q].

<y+z>a
<y+z>a

<<1/3>e>b
<<1/3>e>b

a simple translation from the context object into C++ code instantiating the
existing algorithms for a given context and then entering into the appropri-
ate registries. Once the context-plugin is successfully compiled and linked, it is
loaded into the program via dlopen; however, differently from the usual prac-
tice, we do not need dlsym calls to locate plugin functions one by one; rather,
when a plugin is loaded, its initialization code simply adds its functions to the
registries. In other words a plugin compiled on the fly and loaded at run-time is
treated exactly like precompiled contexts.

Because a call in IPython eventually resolves into a call in the static library,
one benefits from both flexibility and efficiency — when C++ algorithms take
most of the time; of course Python-heavy computations would be a different
matter.

5 Future Work and Improvements

The subtype relation among semirings we introduced is natural; however a closer
look at these definitions reveals that several mechanisms are involved, which may
deserve more justification.

5.1 Syntactic and Semantic Improvements of Contexts

Contexts proved to be a powerful concept; however some early design decisions
resulted in limitations, to be lifted in the near future.
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First, the concrete syntax the user must use to define the context is cum-
bersome. For instance C5 = {a,b} — RatE[{z,y,2z} — Q] has to be written
lal char(ab) ratexpset<lal char(xyz) g> (see Fig. 5); a syntax closer to the
mathematical notation would be an improvement.

Second, the quantifiers ‘?’ and ‘*’ should probably apply to an entire LabelSet,
and not just to an alphabet like in Fig. 2:

(labelset) == "{1}" | (alphabet) | (labelset) "?" | (labelset) "*"
| (ratexpset) | (labelset) X ---Xx (labelset)

which would allow to define, for instance, two-tape transducers whose labels are
either a couple of letters, or the empty (two-tape) word: ({a,b} x {z,y})".

Third, our implementation of automata does not follow the Value/ValueSet
pattern, which prevents us from using them like other entities.

5.2 Dynamic Compilation Granularity

The compilation of plugins today is coarse-grained, in that we compile “all” the
existing algorithms for a given context. This is at the same time too much, and
not enough.

It is too much as it may suspend an interactive IPython session for half a
minute even on a fast laptop, to compile and load the given context library;
caching compiled code however makes this cost a one-time penalty.

It is not enough because algorithms such as union have an open set of pos-
sible signatures. The resulting type of the union of two automata might not be
precompiled, in which case, for lack of support for the resulting context, the com-
putation would fail. An unpleasant but effective workaround consists in warning
the system, at runtime, that a given context will be needed.

To address both shortcomings we plan to support fine-grained plugins able to
generate, compile and load code for one function with one signature.

6 Conclusion

We presented a type system for weighted automata and rational expressions —
a novel feature to the best of our knowledge— currently implemented in our
VAUCANSON 2 system, but not coupled to any particular platform.

Types lie at the very foundation of our design. At the lowest level, where
performance concerns are strong, we follow the Value/ValueSet principle and
types parameterize C++ template structures and functions; there a calculus on
types based on a subtype relation allows to define operations on automata of
different types and handles value conversions. At a higher level types make up
the bridge between the static low-level API and a dynamic one built on top of it.
Finally, run-time translation of types into C++ code allows to compile, generate,
and load plugins during interactive sessions, for instance under IPython.

VAUCANSON 2 is free software. Its source codeis available at http: //vaucanson.
lrde.epita.fr, along with virtual machine images to let users experiment and
play with the system without need for an installation.
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Abstract. We consider a restricted variant of the prefix-suffix dupli-
cation operation, called bounded prefix-suffix duplication. It consists in
the iterative duplication of a prefix or suffix, whose length is bounded
by a constant, of a given word. We give a sufficient condition for the
closure under bounded prefix-suffix duplication of a class of languages.
Consequently, the class of regular languages is closed under bounded
prefix-suffix duplication; furthermore, we propose an algorithm decid-
ing whether a regular language is a finite k-prefix-suffix duplication
language. An efficient algorithm solving the membership problem for
the k-prefix-suffix duplication of a language is also presented. Finally, we
define the k-prefix-suffix duplication distance between two words, extend
it to languages and show how it can be computed for regular languages.

1 Introduction

Treating sets of chromosomes and genomes as languages raises the possibility
that the structural information contained in biological sequences can be gen-
eralized and investigated by formal language theory methods [13]. Thus, the
interpretation of duplication as a formal operation on words has inspired a se-
ries of works in the area of formal languages opened by [3,14] and continued by
several other papers, e.g., [10] and the references therein. In [6] one considers
duplications that appear at the both ends of the words only, called prefix-suffix
duplications, inspired by the case of telomeric DNA. In this context, one inves-
tigates the class of languages that can be defined by the iterative application
of the prefix-suffix duplication to a word and tries to compare it to other well
studied classes of languages. It is shown that the languages of this class have a
rather complicated structure even if the initial word is rather simple.

Several problems remained unsolved in the aforementioned paper. This is the
mathematical motivation for the work presented here. By considering a weaker

* Florin Manea’s work is supported by the DFG grant 596676. Victor Mitrana’s work
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variant of the prefix-suffix duplication, called bounded prefix-suffix duplication,
we are able to solve, in this new setting, some of the problems that remained
unsolved in [6]. Another motivation is related to the biochemical reality that
inspired the definition of this operation. It seems more practical and closer to the
biological reality to consider that the factor added by the prefix-suffix duplication
cannot be arbitrarily long. One should note that the investigation we pursue here
is not aimed to tackle real biological facts and provide solutions for them. In fact,
its aim is to provide a better understanding of the structural properties of strings
obtained by prefix-suffix duplication as well as specific tools for the manipulation
of such strings.

We give a brief description of the contents of this work. We first define a
restricted variant of the prefix-suffix duplication called bounded prefix-suffix
duplication. It consists in the duplication of a prefix or suffix whose length is
bounded by a constant of a given word. We give sufficient conditions for a family
of languages to be closed under bounded prefix-suffix duplication. Consequently,
we show that every language generated by applying iteratively the bounded
prefix-suffix duplication to a word is regular. We also propose an algorithm
deciding whether there exists a finite set of words generating a given regular
language w.r.t. bounded-prefix-suffix duplication.

We show that the membership problem for the language obtained by applying
iteratively k-prefix-suffix duplications from a language recognizable in O(f(n))
time can be solved in O(nk log k+n?f(n)) time. In particular, when considering
the k-prefix-suffix duplication language generated by a word z, this problem can
be solved in O(nlogk) time, if |x| > k, and O(nklogk) time in the general case.

We then define the k-prefix-suffix duplication distance between two given
words as the minimal number of k-prefix-suffix duplications applied to one of
them in order to get the other one and show how it can be efficiently computed.
This distance is extended to languages and we propose an algorithm for effi-
ciently computing the k-prefix-suffix duplication distance between two regular
languages.

2 Preliminaries

We assume the reader to be familiar with fundamental concepts of formal lan-
guage theory and complexity theory which can be found in many textbooks,
e.g., [12] and [11], respectively.

We start by summarizing the notions used throughout this work. An alphabet
is a finite and nonempty set of symbols. The cardinality of a finite set A is written
|A|. Any finite sequence of symbols from an alphabet V' is called a word over V.
The set of all words over V is denoted by V* and the empty word is denoted by
g; also V7T is the set of non-empty words over V', V¥ is the set of all words over
V of length k, while V'=F is the set of all words over V' of length at most k. Given
a word w over an alphabet V| we denote by |w] its length, If w = zyz for some
x,y,z € V* then x,y, z are called prefix, subword, suffix, respectively, of w. For
a word w, w[i..j] denotes the subword of w starting at position i and ending at
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position j, 1 < i < j < |w|; by convention, wi..j] = ¢ if ¢ > j. If ¢ = j, then

wli..j] is the i-th letter of w which is simply denoted by w[i]. A period of a word
w over V is a positive integer p such that w[i] = w[j] for all ¢ and j with i = j
(mod p). By per(w) (called the period of w) we denote the smallest period of w.
If per(w) < |w| and per(w) divides |w|, then w is a repetition; otherwise, w is
called primitive. A primitively rooted square is a word w that has the form zx
for some primitive word x.

We say that the pair (i,p) is a duplication (repetition) in w starting at
position ¢ in w if w[i..i +p — 1] = w[i + p..i + 2p — 1]. Analogously, the pair
(i,p)w is a duplication in w ending at position 4 in w if w[i —2p + 1..i — p] =
w[i—p+1..7). In both cases, p is called the length of the duplication. Furthermore,
the pair (%, p)w is a duplication in w having the middle at position ¢ in w if
wli —p+ 1.i] = wli + 1...i + p|.

Despite that the prefix-suffix operation introduced in [6] is a purely mathe-
matical one and the biological reality is just a source of inspiration, it seems
rather unrealistic to impose no restriction on the length of the prefix or suffix
which is duplicated. The restriction considered in this paper concerns the length
of all prefixes and suffixes that are duplicated to the current word. They cannot
be longer than a given constant. This restricted variant of prefix-suffix duplica-
tion is called bounded prefiz-suffiz duplication. Formally, given a word z € V*
and a positive integer k, we define:

— k-prefiz duplication, namely PDy(x) = {ux | = uy for some u € V7T, |u| <
k}. The k-suffiz duplication is defined analogously, that is SDy(z) = {zu | x =
yu for some u € V7T, |u| < k}.

— k-prefiz-suffic duplication, namely PSDy(x) = PDy(x) U SDy(x).
These operations are naturally extended to languages L by

PDy(L) = | J PDi(x), SDy(L)=|J SDk(z), PSDy(L)= | ) PSDy(x).
z€eL €L €L
We further define, for each © € {PD,SD, PSD}:
6% (z) = {x}, (92“(;&) =07 (z) UBOL(O}(x)), for n >0, OF(z U Op (x
n>0
Furthermore, PSDj ( U PSDy(z). A language L C V* is called a bounded
€L

prefix-suffix duplication language if L = PSD}(x) for some z € V* and k > 0. A
prefix-suffix duplication language is defined analogously, see [6]. When duplica-
tions of arbitrary factors within the word are permitted, we obtain an (arbitrary)
duplication language, see, e.g., [3].

In this paper, we show a series of results of algorithmic nature. All the time
complexity bounds we obtain in this context hold for the RAM with logarithmic
memory-word size. In the algorithmic problems we approach, we are usually
given as input one or more words. These words are assumed to be over an
integer alphabet; that is, if w is the input word, and has length n, then we
assume that its letters are integers from the set {1,...,n}. See a discussion
about this assumption in [9]. If the input to our problems is a language, then
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we assume that this language is specified by a procedure deciding it (e.g., if the
language is regular, then we assume that we are given a DFA accepting it).

We recall basic facts about the data structures we use. For a word u, with
|u| =mn, over V- C {1,...,n} we can build in linear time a suffix array structure
as well as data structures allowing us to retrieve in constant time the length of
the longest common prefix of any two suffixes u[i..n| and wu[j..n] of u, denoted
LCP(i,j). These structures are called LCP data structures in the following. For
details, see, e.g., [8,9]. Similarly, one can construct in linear time data structures
allowing us to retrieve in constant time the length of the longest common suffix
of any two prefixes u[l..i] and u[l..j] of u, denoted LCS(i, j).

We also use a linear data structure, called deque (double-ended queue, see [15]).
This is a doubly linked list for which elements can be added to or removed from
either the front or back. Finally, tries are complete trees whose edges are labeled
with letters of an alphabet V, and ordered according to an (existing) order of
the letters of this alphabet; each path of a trie corresponds to a word over V.

3 Bounded Prefix-Suffix Duplication as a Formal
Operation on Languages

We start with some language theoretical properties of the class of duplication
languages. By combining the results from [1] and [4] (rediscovered in [3] and [14]
for arbitrary duplication languages), and [6] we recall the following result.

Theorem 1.

1. An arbitrary duplication language is regular if and only if it is a language over
an alphabet with at most two symbols.

2. A prefix-suffix duplication language is context-free if and only if it is a language
over the unary alphabet.

Whether or not every arbitrary duplication language is recognizable in poly-
nomial time is open while every prefix-suffix duplication language is in NL.

We say that a class £ of languages is closed under bounded prefix-suffix du-
plication if PSD},(L) € L for any L € £ and k > 1.

Theorem 2. Every nonempty class of languages closed under union with regu-
lar languages, intersection with reqular languages, and substitution with reqular
languages, is closed under bounded prefix-suffix duplication.

Proof. Let L be a family of languages having all the required closure properties.
By [7], £ is closed under inverse morphism. Let L C V*, with |V| = m, be a
language from L, and k be a positive integer. We define the alphabet

U=V U{p1,p2y s P} U{S1,82,...,8mr },
and the morphism h : U* — V* defined by h(a) = a for any a € V and
h(p;) = h(s;) = the i*" word of length k over V in the lexicographic order, for
all 1 <4 < mF. Further, let F be the finite language defined by F = {z € L |
|x] < 2k —1} and
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E=(LUPSD¥(F))n{z eVt ||z| > 2k}.
As PSD3*(F) is a finite language and £ is closed under union with regular
languages and intersection with regular languages, it follows that E is still in L.
The following relation is immediate:
PSD;(L) = PSD;(E) U PSD3*(F).
It is rather easy to prove that
PSD}(E) = o(h=(E) N {p1,p2, - -, Pk JV {81, 82, - - -, Spr })s

where o is a substitution defined by o(p;) = PDy(x;) and o(s;) = SDj(x;),
where z; is the it word of length k over V in the lexicographic order.

Each language PDj (z;) can be generated by a prefix grammar [5], hence it
is regular. Analogously, each language SDj (x;) is regular. Consequently, o is a
substitution with regular languages. By the closure properties of £, PSD}.(F)
belongs to £, hence PSDy (L) is also in L. O

Much differently from the statements of Theorem 1 we have:
Corollary 1. Fvery bounded prefiz-suffix duplication language is reqular.

A language L is said to be a multiple k-prefix-suffix duplication language
if there exists a language E such that L = PSD;(FE). If E is finite, then L
is said to be a finite k-prefix-suffix duplication language. Note that given a
regular language L and a positive integer k, a necessary condition such that
L = PSD;,(E) holds, for some set E, is L = PSD}(L). By Theorem 2 a finite
automaton accepting PSD} (L) can effectively be constructed and so the above
equality can be algorithmically checked. However, if the equality holds, we cannot
infer anything about the finiteness of E. The problem is completely solved by
the next theorem.

Theorem 3. Let L be a reqular language which is a multiple k-prefiz-suffiz du-
plication language for some positive integer k. There exists a unique minimal
(with respect to inclusion) regular language E, which can be algorithmically com-
puted, such that L = PSD;(E). In particular, one can algorithmically decide
whether L is a finite k-prefiz-suffiz duplication language.

Proof. Let L C V* be a multiple k-prefix-suffix duplication language accepted
by the deterministic finite automaton A = (Q,V, f, ¢, F). We define the language
My(L) = {zx € L| thereis no y € L such that x € PSDy(y)}.

As L = PSDj (L), it follows that
Mi(L) ={x € L| thereisnoy € L,y # x such that € PSDj(y)}.
Claim. If PSD}(E) = L for some E C L, then the following statements hold:
(i) My(L) C E, and
(ii) PSD;(My(L)) = L.

Proof of the claim. (i) Let © € Myp(L) C Lj; there exists y € E such that
x € PSD;(y). By the definition of My(L), it follows that = = y.

(ii) Clearly, PSD;(My(L)) € L. Let y € L; there exists € L such that
y € PSDj(x). We may choose = such that + € PSDy(z) for no z € L. Thus,
x € My(L), and y € PSD;j(My(L)), which concludes the proof of the claim.
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Clearly, M(L) = L\ PSDy(L); hence My(L) is regular and can effectively
be constructed.

In order to check whether L is a finite k-prefix-suffix duplication language we
first compute My (L). Then we check whether My (L) is finite. Finally, by Theo-
rem 2, the language PSDj (M (L)) is regular and can be effectively computed,
therefore the equality PSDj (My(L)) = L can be algorithmically checked. O

3.1 Membership Problem

In the sequel, we will make use of the following classical result from [2]. It is
known that the number of primitively rooted square factors of length at most
2k that occur in a word w at a position is O(log k). Moreover, one can construct
the list of primitively rooted squares of length at most 2k occurring in w in
O(nlogk) time. Each square is represented in the list by the starting position
and the length of their root, and the list is ordered increasingly by the starting
position of the squares; when more squares share the same starting position
they are ordered by the length of the root. Moreover, one can store an array of
n pointers, where the i** such pointer gives the memory location of the list of
the primitively rooted squares occurring at position 7. A similar list, where the
squares are ordered by their ending position, can be computed in the same time.
Further, we develop our main algorithmic tools.

Lemma 1. Given w € V*, of length n, and an integer k < n, we can identify
all prefizes w[l..i] of w such that w € SDj(w[l..7]) in O(nlogk) time.

Proof. We propose an algorithm that computes an array S[-], defined by S[i] =1
if w € SDj(w[l..7]), and S[i] = 0, otherwise. This algorithm has a preprocessing
phase, in which all the primitively rooted squares with root of length at most &
occurring in w are computed. This preprocessing takes O(nlogk) time.

Now, we describe the computation of the array S. Initially, all the positions
of this array are initialized to 0, except S[n], which is set to 1. Clearly, this is
correct, as w € SDj(w[l..n]) = SDj(w). Further, we update the values in the
array S using a dynamic programming approach. That is, for i from n to 1, if
S[i] = 1, then we go through all the primitively rooted squares (w[j + 1..i])?,
|i — j| < k, that end at position ¢ in w. For each such factor w[j + 1..i] we set
S[j] = 1. Indeed, w[l..i] can be obtained from w[1..5] by appending w[j + 1..7]
(which is known to be a suffix of w[l..j]); as we already know that w can be
obtained by suffix duplication from w|1..i], it follows that w can be obtained by
suffix duplication from wll..j]. The processing for each ¢ takes O(log k) time.

It is not hard to see that our algorithm works correctly. Assume that w €
SDj(w[l..5]) for some j < n. Let us consider the longest sequence of suffix du-
plication steps (or, for short, derivation) that produces w starting from wl1..5].
Say that this derivation has s > 2 steps, so it can be described by a sequence
of indices j1 = j < j2 < ... < js = n such that w[l..j;41] € SDg(w[l..j;] for
1 <i<s—1. We can show that w[j; + 1..j;11] is primitive for all i. Otherwise,
w[ji + 1..ji41] = t* for some word ¢ and £ > 2, so we can replace in the original
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derivation the duplication that produces w[l..j;4+1] from w[1..5;] by other ¢ du-
plication steps in which ¢ factors are added to wl[l..j;]. This leads to a sequence
with more than s duplications steps producing w from w[l..j], a contradiction.
Now, it is immediate that, in our algorithm, S[js] is set to 1 in the first step.
Assuming that for some i we already have S[j;+1] = 1, when considering the
value j; 11 in the main loop of our algorithm, as w[j; + 1..5;+1])? is a primitively
rooted square ending on position j;11, we will set S[j;] = 1. In the end, we will
also have S[j] = S[j1] = 1, so our algorithm works properly. O

Lemma 2. Given w € V*, of length n, we can identify all suffizes w[j..n] of w
such that w € PD}(w[j..n]) in O(nlogk) time.

The proof is similar to the one of Lemma 1, and it is left to the reader. The output
of the algorithm will be an array P[], defined by P[j] =1 if w € PDj(w[j..n]),
and P[j] = 0, otherwise.

The next lemma shows a way to compute the factors of length at least k, from
which w can be obtained by iterated prefix or suffix duplication.

Lemma 3. Given w € V* of length n and a list F' of factors of w of length
greater than or equal to k, given by their starting and ending position, ordered
by their starting position, and in case of equality by their ending position, we can
check whether there exists x € F such that w € PSDj(x) in time O(nlog k+|F).

Proof. The main remark of this lemma is that, if w[i..j] is longer than k, then
w € PSDj(wfi..j]) if and only if w[l..5] € PDj(w[i..j]) and w = w[l..n] €
SDj(w[l..5]). Equivalently, we have w € PSDj(w[i..j]) if and only if w[l..n] €
PDj(wi.n]) and w[l..n] € SD}(w[l..5]).

This remark suggests the following approach: we first identify all the suffixes
w[j..n] of w such that w € PDj(w[j..n]) and all the prefixes w(l..i] of w such
that w € SDj(w[1..7]); this takes O(nlogk), by Lemmas 1 and 2. Now, for
every factor w[i..j] in list F', we just check whether S[i{] = P[j] = 1 (that is,
w € PD}(w[i..n]) N SD}(w[l..7])); if so, we decide that w € PSDj(w[i..j]). O

Building on the previous lemmas, we can now solve the membership problem
for PSD; (L) languages, provided that we know how to solve the membership
problem for L on the RAM with logarithmic word size model.

Theorem 4. If the membership problem for the language L can be decided in
O(f(n)) time, then the membership problem for PSD; (L) can be decided in
O(nklogk +n?f(n)).

Proof. Assume that we are given a word w, of length n; we want to test whether
w € PSD;j(L) or not. For simplicity, we assume that L is constant (i.e., its
description, given as a procedure deciding L in O(f(n)) time, is not part of the
input). If L was given as part of the input, then we can use exactly the same
algorithm, but one should add to the final time complexity the time needed to
read the description of L and effectively construct a procedure deciding L in

O(f(n)) time.
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First, let us note that we can identify trivially in O(n?f(n)) the factors of w
that are in L. More precisely, we can produce a list F' of factors of w that are
contained in L, specified by their starting and ending position, ordered by their
starting position, and, in case of equality by their ending position. The list F’
can be easily split, in O(|F|) time, into two lists: F;, containing the factors of
length at least k, and Fs, the list of factors of length less than k. It is worth
noting that |F| € O(n?). By Lemma 3 it follows that we can decide in time
O(nlogk + |F1|) whether w € PSDj (x) for some = € F;.

It remains to test whether w € PSDj(z) for some x € F». The main remark
we make in this case is that there exists x € Fy» such that w € PSDj (x) if and
only if there exists y € PSDj(x) such that k < |y| < 2k and w € PSD;(y).
Therefore, we will produce the list F3 of words z € Uyep, PSDj(x) such that z
is a factor of w and k < |z| < 2k.

In order to compute F3 we can use the O(|u|?log|u|) algorithm proposed in
[6] to decide whether a word w is contained in PSD*(v). In that algorithm, one
first marks the factors of uw that are equal to v. Further, for each possible length
¢ of the factors of u, from 1 to |u|, and for each ¢ < n where a factor of length
¢ of u may start, one checks whether w[i..i + £ — 1] can be obtained by prefix
(respectively, suffix duplication) from a shorter suffix (respectively, prefix), that
was already known (i.e., marked) to be in PSD*(v), such that in the last step
of duplication a primitive root x of a primitively rooted square prefix z2 of
uli..i + € — 1] was appended to the shorter suffix (respectively, a primitive root
x of a primitively rooted square suffix 22 of u[i..i + £ — 1] was appended to the
shorter prefix). Each time we found a factor of w that can be obtained in this
way from one of its marked prefixes or suffixes, we marked it as part of PSDj (v)
and continued the search with the next factor of w.

In our case, we can pursue the same strategy: taking w in the role of u, and
having already marked the words of Fy (which are factors of w) just like we did
with the occurrences of v, we run the algorithm described above, but only for
{ < 2k. Note that the primitive roots of primitively rooted square suffixes or
prefixes of factors w[i..i + ¢ — 1] with ¢ < 2k have length at most k; hence, each
duplication that is made towards obtaining such a factor is, in fact, a k-prefix-
suffix duplication. In this manner we obtain the factors of w of length at most 2k
that are from PSDj (F5). The time needed to obtain these factors is O(nklog k).
We store this set of factors in Fj just like before: the factors are specified by their
starting and ending position, ordered by their starting position, and, in case of
equality by their ending position. The set F3 may have up to O(nk) factors, as
each of them has length at most 2k.

By Lemma 3, we can decide in time O(nlogk + |F3|) = O(nk) whether
w € PSD}(F3). Accordingly, adding the time needed to compute F3 from Fb, it
follows that we can decide in time O(nklog k) whether w € PSD}, (Fz). Hence,
we can decide whether w € PSD} (L) in O(nklogk + n?f(n)) time. O

In fact, there are classes of languages for which a better bound than the one in
Theorem 4 can be obtained. If L is context-free (respectively, regular) the time
needed to decide whether w € PSDj(L) is O(n?) (respectively, O(nk log k+n?)),



184 M. Dumitran et al.

where |w| = n. Indeed, F has always at most n? elements, and in the case of
context-free (or regular) languages it can be obtained in O(n?) time (respectively,
O(n?)) by the Cocke-Younger-Kasami algorithm (respectively, by running a DFA
accepting L on all suffixes of w, and storing the factors accepted by the DFA).
When L is a singleton, the procedure is even more efficient.

Corollary 2. Given two words w and x, with |w| > |z|, we can decide whether
w € PSDj(x) in time O(|lw|klogk). If |x| > k, then we can decide whether
w € PSDj(x) in time O(|lw|logk).

Proof. Assume that |w| = n and |z| = m. First, note that the list F of all
occurrences of x in w can be obtained in linear time O(n 4+ m), using, e.g., the
Knuth-Morris-Pratt algorithm [16], and |F'| € O(n).

For the first part, we follow the same general approach as in Theorem 4. If
|x| < k, we produce the list of all the factors longer than k, but of length at
most 2k, that can be derived from . This list is produced in O(nklogk) time.
Therefore, the total complexity of the algorithm is O(nklogk), in this case.

The second result follows now immediately from Lemma 3, as F' contains only
words of length at least k. o

4 Bounded Prefix-Suffix Duplication Distances

Given two words x, w and k > 1, the k-prefix-suffix duplication distance between
x and w is defined by
Sk (z,w) = inf{l | € PSD{(w) or w € PSD%(z)}.

By definition, the k-prefix-suffix duplication distance between two words is equal
to oo if the longer word cannot be derived from the shorter. In a similar fash-
ion, we can define k-suffix duplication distance or k-prefix duplication distance
between x and w as the minimum number of k-suffix duplication, respectively,
k-prefix duplication steps, needed to transform z into w or w into x.

Theorem 5. Given k > 1, let x and w be two words of respective length m and
n, n > m. If m > k, then op(z,w) can be computed in O(nlogk). If m < k,
then O (z,w) can be computed in O(nklogk).

The k-prefix-suffix duplication distance between two words can be extended
to the k-prefix-suffix duplication distance between a word x and a language L
by 6x(z,L) = min{ox(x,y) | y € L}. Moreover, one can canonically define the
distance between languages: for two languages L1, Lo and a positive integer k,
we set i (L1, L) = min{dx(z,y) | * € L1,y € La2}.

Theorem 6. Given two regular languages L1 and Lo over an alphabet V', recog-
nised by deterministic finite automata with sets of states Q@ and S, respectively,
and a positive integer k > 1, one can algorithmically compute 6y (L1, La) in
O((k + N)M2|V|?*), where M = max{|Q|,|S|} and N = min{|Q|,|S|}.
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Proof. Let us assume that both L, and Ly are given by the minimal deterministic
finite automata accepting them, namely A; and, respectively, As. Let A; =
(Q,V,0,q0,Qy) and Ay = (S,V, 6", 50, Sy). As a rule, we denote the states of Q
and S by ¢ and s, respectively, with or without indices.

Before starting the main proof, let us briefly explain a series of implementa-
tion details.We work with 5-tuples (g, s1, s2, w1, w2) and 4-tuples (s1, $2, w1, wa),
where wy, we € V*, |w1| = |we| < k; moreover, whenever |wy| < k then w; = wa.

A set T of 5-tuples as above is implemented as a 3-dimensional array My,
where Mr(q][s1][s2] contains a representation of the set {(wi,wq) € V* x V* |
(g, 81, 82, w1, wz) € T} which is implemented using a trie data structure essen-
tially storing all possible words of length &, augmented with suffix links. Using
this representation we can check in constant time whether or not a certain pair
of words (given as pair of nodes of the trie we construct) is in the set. The same
strategy may be used for implementing a set R of 4-tuples.

For a word w € V*| we denote by prefi(w) the longest prefix of length at
most k of w; similarly, let sufx(w) be the longest suffix of length at most k of w.

The algorithm that computes 0x(L1, L2) has two similar main parts. In the
first one, we compute the minimum value d; such that there exists a word x € Lo
with x € PSDg1 (L1). In the second part, we compute, using exactly the same
procedure, the minimum value do such that there exists a word y € L; with
y € PSD,‘?(LQ). Then, we conclude that dx(L1, L2) = min{d;,d2}. Hence, it
suffices to describe how the minimum value d; such that there exists a word
x € Ly with x € PSDz1 (L) is computed.

As a preprocessing phase of our algorithm, we compute in O(k|Q[?*|V|¥) time
(in a naive manner), for each ¢ € Q and w € V=F all states g2 such that
0’ (g2, w) = ¢1 and the state g3 = 6(¢q1,w). Provided that we use the same idea
of storing words as labels of nodes from the trie (the label of w being denoted
#(w)), we can store this information in space O(|Q|?|V|¥), so that we can obtain
in constant time, for ¢; and #(w), the states g2 and g3 defined above. We then
process the automaton Az in a similar manner, in time O(|S|?|V|¥).

We present now the main part of our algorithm. First, we compute the set

Ry = {(s1, 82, w1, wsz) | there exists w € Lq such that 6" (s1,w) = sa,

prefr(w) = w1, sufe(w) = wa}. 4
This computation is done as follows. We compute iteratively the sets Ts, i > 1,
each one containing the tuples (g, s, s1, w1, ws) for which there exists a word w
of length i, with prefi(w) = w1, sufi(w) = wa, §'(qo,w) = q and §" (s, w) = s1,
but there exists no word w’ shorter than w with the same properties. Clearly,
in such a 5-tuple, |wy| = |we| and if |wy| < k then w; = we. We can implement
the union (over all values of i) of the sets T? by marking in a trie storing all
the words of length k over V' the nodes corresponding to the words of this set.
The sets T¢ are computed as long as they are non-empty; clearly, if 7! is empty,
then the sets 77 are empty, for all j > i. On the other hand, as the number
of all the tuples (q,s,s1, w1, wz) as above is upper bounded by 2|Q||S||V|?*,
there exists ip such that T¢ = () when i > ig and Ti°~! # (). It is not hard
to see that 70! can be computed in time O(k|T%|), given the elements of T7.



186 M. Dumitran et al.

Indeed, for each 5-tuple (q,s,s1, w1, ws2) € T¢ and letter a € V, we compute
the 5-tuple (§'(q,a), s, 8" (s1,a), prefr(wia), sufr(wza)); note that the nodes of
the trie corresponding to the words prefi(wia) and sufi(w2a) can be obtained
in O(1) time, by knowing the nodes corresponding to w; and wy and using
their suffix links. Then, if the new tuple does not belong to UZ 1 T¢, we add it to
T+ by maintaining another trie-structure for UZ.:1 ¥, we obtain that checking
whether an element is in this set or adding an element to it is done in O(1) time.
To efficiently g0 through the elements of T, we store them in a linked list.

We now set Ty = |1, T%. Tt follows that T, is computed in (9(|QHSHV|2’“)
time. Therefore, Ry = {(31,52,w1,w2) | (¢, 81,82, w1, wa) € USES 5,4 € Qr}
Clearly, it takes O(|Q||S|?[V/|?*) time to compute Ry. We now set R; = UZ o Ri
and iteratively compute the sets R;, j =1,2,... as follows:

- Rj+1 = (le'+1 U RJZ'-H) \ Rja

- RJI-Jrl = {(s1, ", wi,wy) | there exist (s1,s2,w1,w2) € R;, and w’ € V*

a suffix of way, such that §"”(se,w’) = ¢, prefi(wiw’) = wi, sufr(waw') = wh},
~ R3,, ={(s,s2,w},wh) | there exist (s1,s2, w1, wz) € R;j, and w’ € V*

a prefix of wy, such that §”(s',w') = s1, prefr(w'wr) = wi, sufi(w'ws) = wh}.

Actually, (s1, 82, w1, w2) € R; if and only if there exists a word w which can
be obtained by applying j times the k-prefix-suffix duplication to a word from
L, such that prefi(w) = w1, sufir(w) = we, and 6" (s1,w) = s9; furthermore,
there is no word w’ that fulfils the same conditions and can be obtained by
applying less than j times the k-prefix-suffix duplication to the words of L.
Clearly, all the elements of these sets fulfil the conditions allowing us to use
again a trie implementation for the union of the sets. Using this implementation,
and additionally storing each R; as a list, the time needed to compute the
set Rji1 is upper bounded by O(k|R;|). Indeed, first we construct R3,: for
each tuple (s1,s2, w1, w2) € R; and prefix z of w1, we use the precomputed
data structures to obtain the state s such that ¢’(s,z) = s; and decide that
(s, s2, prefr(zwr), sufr(zws)) should be added to R;+1 (but only if it is not
already in other Rj with j/ < j + 1). To implement this efficiently, we consider
the prefixes of x in increasing order with respect to the length, and so we will
get the node corresponding to za in the trie in O(1) time when we know the
node corresponding to x. Then we construct R;H: for each tuple (s1, $2, w1, wa)
and for each suffix & of wo, we use the precomputed data structures to obtain
s = 0'(s2,z) and decide that (s1, s, prefi(wix), sufi(waz)) should be added to
R;11 (again, only if it is not in other Rj, with j° < j+1). This time we consider
the suffixes = of ws in decreasing order with respect to their length; in this way,
we get the node corresponding to x from the node corresponding to az in O(1)
time using the suffix links. The sets R; are computed until either one meets a
value jo such that (sg,s,w;,ws) € Rj, for some s € Sy and wy,wy € V=F or
R; = (. As the number of all 4-tuples that may appear in all the sets R; is
bounded by O(|S|?|V|?*), the computation of the sets R; ends after at most
O(k|S|?|V|?*) steps. Tt is clear that if the process of computing the sets R;
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ends by reaching the value jy mentioned above, then we conclude that dy = j.
Otherwise, di = oo holds. The correctness of the computation of d; follows
immediately from the discussions above.

Consequently, the total time needed to compute dy is O(|V|* + k|Q]*|V ¥ +
2k|S2IV 2 +|Q|IS 12V I**) = O(KIQI2|V |k +|Q||S]?|V[**). We can use the same
procedure to compute do, just by changing the roles of Ly and L,. Then, we
return as 0y (L1, Lo) = min{dy, d2}. The time needed to compute this distance
is O((k + N)M?|V|?*), where M = max{|Q|, |S|} and N = min{|Q|,|S|}. O

Note that if V' is a constant size alphabet, then the previous result provides
a cubic algorithm computing the distance between two regular languages. The
following corollary follows from Theorem 6, for L; = {z} and Ly = L.

Corollary 3. Given a word x, a reqular language L accepted by a DFA with g
states, and a positive integer k > 1, one can algorithmically compute di(x, L) in
O((k + |N|)|M|*|V|?*) time, where M = max{q, |z|} and N = min{q, |z|}.
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Abstract. In this paper, we study tree automata recognizing labeled
multidigraphs. We define that a labeled multidigraph is accepted by a
tree automaton if and only if the graph has a spanning tree accepted by
the tree automaton. We call this automaton a spanning tree automaton.
The membership problem of labeled multidigraphs for a spanning tree
automaton is NP-complete because the Hamiltonian path problem can
be easily reduced to it. However, it will be shown that the membership
problem is solvable in linear time for graphs of bounded tree-width.

1 Introduction

A spanning tree of a graph is a tree that consists of all of the vertices and some or
all of the edges of the graph. Checking if a graph has a particular spanning tree
has many practical applications. Since a set of particular trees can be defined
by a tree automaton, we define that a graph is accepted by a tree automaton if
and only if the graph has a spanning tree accepted by the tree automaton. We
call this automaton a spanning tree automaton. In this paper, the membership
problem of labeled multidigraphs for a spanning tree automaton is studied, that
is, the problem to determine, for any fixed tree automaton, whether a given
graph is accepted by the tree automaton.

The motivation of this study is to establish a robust and efficient recognition
method for mathematical OCR [2,6,10,9]. As shown in Fig. 1, a mathematical
OCR system constructs a labeled multidigraph representing the adjacency rela-
tion of mathematical symbols from a scanned image. The vertex labels represent
mathematical symbols, while the edge labels represent types of the adjacency
relation of mathematical symbols. From the labeled multidigraph, we want to
obtain the spanning tree representing proper connections of mathematical sym-
bols, which should be syntactically reasonable. In order to define the syntax of
mathematical formulae and verify candidates of the spanning tree, we make use
of spanning tree automata.

In [7,8], spanning tree automata for directed acyclic graphs (DAGs) were
studied. It was shown that the membership problem of DAGs for a spanning
tree automaton is NP-complete by the reduction from the Boolean satisfiability
problem (SAT). A linear-time algorithm solving the membership problem of
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Fig.1. (a) A scanned image, (b) a labeled multidigraph representing the adjacency
relation of mathematical symbols, and (c) the spanning tree representing proper con-
nections of mathematical symbols

DAGs of tree-width at most 2 was presented. This paper extends the results of
DAGs to labeled multidigraphs.

The membership problem of labeled multidigraphs for a spanning tree au-
tomaton is NP-complete because the membership problem of DAGs is NP-
complete [7,8] and DAGs are a special case of labeled multidigraphs. However,
the proof of NP-completeness of the membership problem of DAGs is rather
complicated. So this paper presents a simpler proof. It will be shown that the
membership problem of non-labeled simple graphs is NP-complete by reducing
the Hamiltonian path problem to the problem.

For labeled multidigraphs of bounded tree-width, we present a positive result.
It will be shown that there exists a linear-time algorithm that solves the mem-
bership problem of labeled multidigraphs of bounded tree-width by using one
theorem from Courcelle [4,1,5]. Courcelle’s theorem states that all graph proper-
ties definable in monadic second-order logic (MSOL) are linear-time decidable for
any graphs with bounded tree-width. A sentence in MSOL describing the prop-
erty “a labeled multidigraph has a spanning tree accepted by a tree automaton”
will be presented.
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This paper is organized as follows: In Section 2, some definition are given; in
Section 3, spanning tree automata are introduced and some basic properties of
them are shown; in Section 4, the membership problem of labeled multidigraphs
for spanning tree automata is studied; and in Section 5, the conclusion is drawn
and future work discussed.

2 Preliminaries

In this paper, we deal with labeled multidigraphs, defined as follows: A labeled
multidigraph is a 6-tuple G = (V, E, tail, head, X, A, 0, ), where V is a finite set
of wvertices, E is a finite set of edges, tail : E — V is a function assigning to
each edge its tail, head : E — V is a function assigning to each edge its head,
X is a finite set of wertexr labels, A is a finite set of edge labels, o : V. — X
is a function assigning to each vertex its label, and 6 : £ — A is a function
assigning to each edge its label. For a pair of edges e,¢’ € E, e and ¢’ are
multiple if tail(e) = tail(e’) and head(e) = head(e’), and e and e’ are symmetric
if tail(e) = head(e’) and head(e) = tail(e’). For a vertex v € V, the incoming
edges of v is the set in(v) = {e € F | head(e) = v}, the indegree of v is |in(v)|,
the outgoing edges of v is the set out(v) = {e € E | tail(e) = v}, and the
outdegree of v is |out(v)|. A source is a vertex of indegree 0, and a sink is a
vertex of outdegree 0. We define the size of a labeled multidigraph G as |V U E|,
the number of vertices and edges.

Let E' C FE be a subset of edges. The edge-induced subgraph of G by FE’,
denoted by G[E’], is the labeled multidigraph G' = (V' E’, tail’, head', X, A,
o’,d") such that V' C V| tail’ C tail, head C head, o' C o, § C § and
every vertex in V' has at least one incoming or outgoing edge in E’. The
spanning subgraph of G by E’, denoted by G(E'), is the labeled multidigraph
(V, E' tail’  head', X', A, 0,0") such that tail’ C tail, head’ C head and ¢' C 4.

Let G = (V, E,tail, head, X, A, 0,d) be a labeled multidigraph. G is acyclic
if there is not a subset of edges £’ C E such that E’ # () and every vertex of
G[FE’] has indegree 1 and outdegree 1. For a pair of distinct vertices u,v € V,
a simple directed path of G from u to v is an edge-induced subgraph G[E'] for
some E’ C E such that G[E’] is acyclic and every vertex of G[E’'] has indegree 1
and outdegree 1 except that u has indegree 0 and outdegree 1 and v has indegree
1 and outdegree 0.

A labeled rooted tree is a labeled multidigraph T = (V, E, tail, head, X, A, o,
) such that T is acyclic, T has exactly one source, and there is a unique simple
directed path from the source to every other vertex. The source of a tree is also
called the root, while the sinks are also called leaves. An ordered tree can be
seen as a special labeled rooted tree such that A = {1,2,...,mazxq}, mazy is
the maximum outdegree of vertices, and the outgoing edges of each vertex are
uniquely labeled as 1,2,3,. ...

For a labeled multidigraph G = (V, E, tail, head, X, A, 0, ), a spanning tree
of G is a spanning subgraph G(E’) for some E’ C E such that G(E’) is a labeled
rooted tree.

Let X = {x1,z2,...} be a fixed countable set of variables.
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Ezample 1. The following is an example of a labeled multidigraph: G = (V, E,
tail, head, X, A, 0,9), where
V = {v1,v2,v3, 04},
E = {e1,eq,e3,¢4,€5,€6,€7,€8,€9},
tail = {(e1,v1), (e2,v2), (es,v1), (e4,v1), (es5,v3), (es,v2), (e7,v4), (es,v4), (€9,v3)},
head={(e1,v1), (e2,v1), (e3,v2), (e4,v3), (€5,01), (e6,v4), (e7,02), (€8,03), (€9,v4)},
Y ={ace,rejt,
A={g0,1},
o = {(v1,acc), (va,rej), (v3,7ej), (va,7ej)}, and
0 ={(e1,e), (e2,1), (es3, 1), (eq,0), (e5,0), (es,0), (e7,0), (es, 1), (eg, 1) }.

One of spanning trees of G is T = (V, E',tail’, head', X, A, 0,0"), where E' =
{es,ea,e6},tail’ = {(es,v1), (e4,v1), (e6,v2)}, head = {(e3,v2), (e4,v3), (e6,v4)},

and §' = {(es, 1), (e4,0), (es,0)}. The root of T isvy.
G and T are illustrated as (a) and (b) in Fig. 2.

121 e, Uy

er (G

0 0 6
(a) (b)

Fig. 2. (a) a labeled multidigraph, and (b) one of spanning trees of it

Ezample 2. The following is an example of an ordered tree: T = (V, E, tail, head,
X, A 0,0), where
V = {v1,v9,vs,v4,v5, Vs, V7, V8, Vg },
E = {e1,eq,e3,¢4,€5,€6,€7,€8},
tail = {(e1,v1), (e2,v1), (e3,v2), (€4, v4), (e5,v4), (€6, v3), (€7, v3), (€5, vs)},
head = {(e1, v2), (€2, v3), (e3,v4), (€4, v5), (€5, v6), (€6, v7), (€7,vs), (€8, v9) },

Y ={ANV,~,T F},

A={1,2},

o = {(v,A), (v2,7), (v3,V), (v4,V), (v5,F), (v6,F), (v7,T), (vs,7), (v9,T)}, and
0 ={(e1,1),(e2,2), (e3,1), (eq,1), (e5,2), (e6,1), (e7,2), (es, 1) }.
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The root of T is vy. T 1is illustrated in Fig. 3.

Fig. 3. Representation of an ordered tree by a labeled multidigraph

3 Spanning Tree Automaton

In this section, the definition of spanning tree automata and some basic proper-
ties of them are introduced.

3.1 Definition

The definition of spanning tree automata is almost the same as well-known
nondeterministic top-down tree automata for ordered trees [3]. The difference is
that edge labels can be arbitrarily specified for the transition rules of a spanning
tree automaton.

Definition 1. A spanning tree automaton over alphabets X and A is a five-
tuple A = (Q, X, A, qo, R) where @ is a finite set of states, qo € Q is the initial
state, and R is a finite set of transition rules of the following form:

q(f(er(@1), .. en(an))) = fler(qu(z)), - - s enl(gn(zn))),

where n > 0, ¢,q1,...,G, € Q, f € X, c1,...,¢, € A, and z1,...,2, € X. The
number n is called the width of a transition rule. When n = 0, we write ¢(f) — f
instead of ¢(f()) — f().

Let T = (V, E, tail, head, X, A, 0,0) be a labeled rooted tree, and let € V be
the root of T. Let A = (Q, X, A, qo, R) be a spanning tree automaton. For A, a
state mapping on T is a function p : V' — Q. A state mapping p on T is acceptable
if u(r) = qo and, for each v € V, a transition rule q(f(ci(x1),...,cn(zp))) —
Fe1 (@ @) en(gnlen))) is in R for some n > 0, p(v) = g, o(v) = f, and v
has exactly n outgoing edges ey, . .., e, such that d(e;) = ¢; and p(head(e;)) = g;
for each 1 < i < n. A accepts T if there exists an acceptable state mapping on 7.

Let G = (V, E, tail, head, X, A, 0,0) be a labeled multidigraph, and let A be a
spanning tree automaton. A accepts G if G has a spanning tree T' and A accepts
T. A set S of labeled multidigraphs is recognizable if there exists a spanning tree
automaton A such that S = {G | G is accepted by A}.
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Example 8. The following is an example of a spanning tree automaton: A =
(sza AaQTaR)i where Q = {QTaQF}; X = {/\,\/,_\,T,F}, A= {172}7 and R
consists of transition rules

qr (AN(1(z1),2(22))) = A(gr(1(z1)), qr(2(22))),

qr(A(L(z1), 2(z2))) = Alar(1(z1)), ¢r(2(22))),
qr(A(L(z1),2(z2))) = Algr(1(21)), 97 (2(22))),
ar(AM(L(z1),2(x2))) = Aar(1(z1)), ar(2(22))),
qr(V(1(z1),2(z2))) = V(gr(1(z1)), qr(2(22))),
qr(V(1(z1),2(z2))) = V(gr(L(z1)), gr (2(22))),
qr(V(1(21),2(x2))) = V(gr(1(21)), ¢r(2(22))),
ar(V(L(z1),2(x2))) = V(gr(1(z1)), qr(2(22))),

qr(—(1(z1))) = ~(gr(1(z1))), qr(=(1(z1))) = =(gr(1(z1)))
qr(T) =T, and qp(F)— F.

The following is a state mapping on T in Example 2 for A: u = {(v1,qr),
(v2, qr), (v, qr), (v4, qr), (Vs qr), (ve, qr), (v7, qr), (vs, qr), (vo, qr)}. pu is illus-
trated in Fig. 4. Because p is an acceptable state mapping, the labeled rooted tree
T is accepted by A.

Fig. 4. A labeled rooted tree and a state mapping on it for A

3.2 Basic Properties

Concerning closedness of recognizable sets labeled multidigraphs, the properties
of spanning tree automata are the same as the case of DAGs [7,8]. Since the
same discussions as in [7,8] hold, we omit proofs.

Proposition 1. The class of recognizable sets of labeled multidigraphs is closed
under union.
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Proposition 2. The class of recognizable sets of labeled multidigraphs is not
closed under intersection.

Proposition 3. The class of recognizable sets of labeled multidigraphs is not
closed under complementation.

The emptiness problem is also the same as the case of DAGs [7,8].

Proposition 4. For a spanning tree automaton A, we can determine whether
there exists a labeled multidigraph accepted by A in linear time in the size of A.

4 Membership Problem

The membership problem of labeled multidigraphs for a spanning tree automaton
is the problem to determine, for any fixed spanning tree automaton, whether a
given labeled multidigraph is accepted by the spanning tree automaton.

4.1 NP-Completeness

The membership problem is NP-complete because the membership problem of
directed acyclic graphs (DAGs) for a spanning tree automaton has been shown
to be NP-complete [7,8] and, obviously, DAGs are a special case of labeled mul-
tidigraphs.

Since many graph problems can be simulated as the membership problem of
labeled multidigraphs for a spanning tree automaton, this paper presents a much
simpler proof than the one in [7,8]. We will show the NP-completeness of the
membership problem of non-labeled simple graphs by reducing the Hamiltonian
path problem to the problem. Non-labeled simple graphs can be seen as a special
case of labeled multidigraphs as follows: A non-labeled simple graph is a labeled
multidigraph S = (V, E, tail, head, ¥, A, 0,0) such that X = {f} and A = {¢}
for some fixed symbols f and ¢, no multiple edges are contained in E, and each
edge has a symmetric edge.

Theorem 1. The membership problem of non-labeled simple graphs for a span-
ning tree automaton is NP-complete.

Proof. Consider the spanning tree automaton A = (Q, X, g, R), where Q =
{a0}, & = {f}, and R = {ao(f(c(21))) = f(ao(e(a1))), ao(F) — f}.

It is clear that A accepts labeled rooted trees whose vertices have outdegree
at most 1. Therefore, a non-labeled simple graph is accepted by A if and only
if there exists a Hamiltonian path in the graph. Since the Hamiltonian path
problem is NP-hard, this problem is also NP-hard.

On the other hand, given a non-labeled simple graph S, we can nondeter-
ministically obtain a spanning tree 1" of S and check if T is accepted by A in
polynomial time. Thus the problem is in the class NP. Therefore, the problem
is NP-complete. a
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Corollary 1. The membership problem of labeled multidigraphs for a spanning
tree automaton is NP-complete.

Proof. NP-hardness is clear from Theorem 1. For any labeled multidigraph G, we
can nondeterministically obtain a spanning tree T" of G and check if T is accepted
by A in polynomial time. Thus the problem is in the class NP. Therefore, the
problem is NP-complete. a

4.2 Linear-Time Solvability of the Membership Problem for Graphs
of Bounded Tree-Width

We will show the linear-time solvability of the membership problem for graphs
of bounded tree-width by using one theorem from Courcelle [4,1,5].

Courcelle’s Theorem . FEvery graph property definable in monadic second-
order logic (MSOL) can be decided in linear time on graphs of bounded treewidth.

Let G = (V, E,tail, head, X, A, 0,§) be a labeled multidigraph, and let A =
(Q, %, A, qo, R) be a spanning tree automaton. Without loss of generality, we
may assume that @ = {1,...,m}, go = 1, and @ N X = (. Let ryax be the
maximum width of transition rules of A.

We will describe the property “a labeled multidigraph G has a spanning tree
T, and T is accepted by the tree automaton A” in monadic second-order logic.
For that purpose, the property has to be described with propositional logic
connectives (A, V, =, =, and <), individual variables (e, eq, ea,7,v,v1,v2,...),
set variables (E',C, P, Py, P2, V,V1,Va,...), the membership symbol (€), the
equals sign (=), existential (3) and universal (V) quantifiers over both individual
variables and set variables, and relations representing the graph G.

For Courcelle’s theorem, the following two types of representation of a directed
graph are allowed:

MS;: a domain V with a binary relation £E CV x V.
MSs: a domain V U FE with unary relations (i.e., sets) V and FE, and binary
relations tail C E x V and head C E x V.

MSs is more expressive than MS;. Since multidigraphs can be only described by
MS,, we will take MSs.

For each f € X, let Vy = {v € V | o(v) = f}, the set of vertices whose label
is f. For each ¢ € A, let E. = {e € E | §(e) = c}, the set of edges whose label is
c. The labeling functions o and § can be represented by these sets for all labels
in X and A. Thus, the labeled multidigraph G will be represented by the sets V'
and F, the binary relations tail and head, and the sets V; and E. for all f € X
and c € A.

The property is described by the following MSs-sentence ¢:

¢ := JE'(subset(E’, E) A spanning-tree(E") A accept(E"))
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(There exists a subset of edges E/ C F such that G{E’) is a spanning tree of G
and G(E') is accepted by the spanning tree automaton A.)

subset(E', E) :=Ve(e € E' = e € E)
(E' is a subset of E.)
spanning-tree(E’) := one-source(E’) A acyclic(E’) A unique-path(E")

(G(E') has exactly one source, G(E’) is acyclic, and there is a unique simple
directed path from the source to every other vertex in G(E’).)

one-source(E") := Jr(ing(r, E')
AVv((v €V Av #7) = Je(e € E' A head(e) = v)))

(There exists a vertex of indegree 0, and the indegree of every other vertex is
more than or equal to 1.)

acyclic(E") := —3C(Je(e € C) A subset(C, E’)
A Yv(member(v, C) = (iny (v, C) A outy (v, C))))

(There does not exist a non-empty subset of edges C' C E’ such that every vertex
of G[C] has indegree 1 and outdegree 1.)

member (v, C) := Je(e € C A (head(e) = v V tail(e) = v))
(v is a vertex of G[C].)

unique-path(E’) := Jr(ing(r, E') AVu((v Zr Av e V)
= 3P(subset(P, E') A path(r,v, P)) A =3Py, Py(Py # P»
A subset(Py, E') A path(r,v, P1) A subset(Pe, E') A path(r,v, P»))))

(G(E") has a source r and, for every vertex v € V, if v # r, then there is a
unique simple directed path from r to v.)

path(r, v, P) := acyclic(P) A ing(r, P) A outy(r, P) Ain; (v, P) A outg(v, P)
A Vu((member(u, P) Au # r Au # v) = (ing (u, P) A outy (u, P)))

(G[P] is a simple directed path from r to v.)
ing(v,E") :=v € VA —3e(e € E' A head(e) = v)
(The indegree of a vertex v € V is 0 in G(E’).)

inj(v,E") :==v €V Ade(e € E' A head(e) = v)A
—Jey,ea(er € E' Nea € E' Aey # ez A head(er) = v A head(ez) = v)
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(The indegree of a vertex v € V is 1 in G(E’).)
outg(v, E') :==v € V A —=Je(e € E' Atail(e) = v)
(The outdegree of a vertex v € V is 0 in G(E’).)

outy (v, E') :=v € V A3Je(e € E' Atail(e) = v)
A —3e1,ea(er € E' Neg € E' Ney # ex Atail(er) = v Atail(ez) = v)

(The outdegree of a vertex v € V is 1 in G(E’).)

accept(E') := 3Vi, ..., Vin(vertex(Vi, ..., Vi) Aone-in(Vi, ..., Vy,)
AVr(ing(r, E") = r € V1) A state-mapping(V1, ..., Vin, E'))
(There exist subsets of vertices V1, ..., V,, C V such that each vertex is in exactly

one of them, the root is in V7, and there is an acceptable state-mapping p such
that V; = {v € V | u(v) =i} for each 1 <i <m.)

vertex(Vi, ..., Vp) =W /\ weVi=veV)

1<i<m

(Va,...,V,, are subsets of V.)
one-in(Vy,..., V) :=

YolveV = \/ veVin /\ (vegVivogV;)

1<i<m 1<i<j<m

(Each vertex v € V is in in one of the sets V,...,V,, but not in two of them.)
state-mapping(Vi, ..., Vi, E') :=

Yo \/ Je1,...,en [ outgoing, (v,e1,...,e,, E)

0<n<rmax
A \/ veViAvel,
Q(f(cl(ml)w“sc'rb(mn)))"f(cl(QI(Il))’“wcn(Qn(In)))eR
A /\ (e; € E¢; N head(e;) € V)
0<i<n
(For each v € V, v has exactly n outgoing edges e1,...,e, € E’ for some

0 < n < rmax, a transition rule g(f(ci(x1),...,cn(xn))) = flai(ci(z1)), .- -,
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gn(cn(xy))) is in R, the rule can be applied to v, and appropriate state can be
assigned to each head(e;).)

outgoing,, (v, e1,...,en, B') :=

/\ (e; € E' Ntail(e;) = v) A /\ e #ej

1<i<n 1<i<j<n

A—3e | e € E' Atail(e) = v A /\ e#e;

1<i<n

(v has exactly n outgoing edges {e1,...,en} C F'.)

Clearly, the sentence ¢ means that there exists a set of edges E' C E such
that G(E’) is a spanning tree of G and G(FE’) is accepted by the spanning tree
automaton A. By Courcelle’s theorem, the following theorem holds.

Theorem 2. If inputs are restricted to labeled multidigraphs of bounded tree-
width, then the membership problem for a spanning tree automaton is solvable
in linear time on the size of an input graph.

5 Conclusion and Future Work

We have studied the membership problem of labeled multidigraphs for spanning
tree automata. The NP-completeness of the membership problem was shown by
reducing the Hamiltonian path problem to the problem. The linear-time solv-
ability of the membership problem for graphs of bounded tree-width was shown
by using one theorem from Courcelle [4,1,5].

As a future work, we want to construct a polynomial-time algorithm solving
the membership problem for graphs of small tree-width since a linear-time algo-
rithm obtained by Courcelle’s theorem is unusable in practice because of a big
hidden constant.
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Abstract. We present several series of synchronizing automata with
multiple parameters, generalizing previously known results. Let p and
q be two arbitrary co-prime positive integers, ¢ > p. We describe reset
thresholds of the colorings of primitive digraphs with exactly one cycle
of length p and one cycle of length ¢. Also, we study reset thresholds of
the colorings of primitive digraphs with exactly one cycle of length ¢ and
two cycles of length p.

1 Introduction

A complete deterministic finite automaton <f, or simply automaton, is a triple
(@, X,6), where @Q is a finite set of states, X is a finite input alphabet, and
6 : Q x X — Q is a totally defined transition function. Following standard
notation, by X* we mean the set of all finite words over the alphabet X, including
the empty word €. The function § naturally extends to the free monoid X*; this
extension is still denoted by §. Thus, via §, every word w € X* acts on the set
Q. For each v € X* and each ¢ € Q) we write ¢.v instead of §(q,v) and let
Q.v={q.v|qgeQ}

An automaton & is called synchronizing, if there is a word w € X* which
brings all states of the automaton &/ to a particular one, i.e. |Q.w| = 1. Any
such word w is said to be a reset (or synchronizing) word for the automaton .
The minimum length of reset words for .o/ is called the reset threshold of <.

Synchronizing automata serve as transparent and natural models of error-
resistant systems in many applied areas (robotics, coding theory). At the same
time, synchronizing automata surprisingly arise in some parts of pure mathemat-
ics (algebra, symbolic dynamics, combinatorics on words). See recent surveys by
Sandberg [10] and Volkov [13] for more details on the theory and applications of
synchronizing automata.

One of the most important and natural questions related to synchronizing au-
tomata is the following: given n, how big can the reset threshold of an automaton
with n states be? In 1964 Cerny exhibited a series of automata with n states

* Authors are supported by the Presidential Program for Young Researchers, grant
MK-3160.2014.1 and by the Russian Foundation for Basic Research, grant 13-01-
00852.

M. Holzer and M. Kutrib (Eds.): CIAA 2014, LNCS 8587, pp. 200-210, 2014.
© Springer International Publishing Switzerland 2014
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whose reset threshold equals (n — 1)? [4]. Soon after he conjectured, that this
series represents the worst possible case, i.e. the reset threshold of every n-state
synchronizing automaton is at most (n—1)2. This hypothesis has become known
as the Cerny conjecture. In spite of its simple formulation and many researchers’
efforts, the Cerny conjecture remains unresolved for about fifty years. Moreover,
no upper bound of magnitude O(n?) for the reset threshold of a synchronizing
n-state automaton is known so far. The best known upper bound on the reset
threshold of a synchronizing n-state automaton is the bound ”36_ " found by
Pin [8] in 1983.

In an attempt to understand why the Cerny conjecture is so difficult to resolve,
researchers started to look for slowly synchronizing automata, i.e. automata with
n states and reset threshold close to (n — 1)2. First series of such automata were
presented in [2]. The number of known series of slowly synchronizing automata
was significantly increased in [1]. In the latter paper the constructions are based
on the observed connection between slowly synchronizing automata and primi-
tive digraphs with large exponent.

A digraph D is said to be primitive, if there is a positive integer ¢ such that for
every pair of vertices u and v there is a path form u to v of length ¢. The smallest
t with this property is called the exponent of the digraph D. Equivalently, if M
is the adjacency matrix of D, then t is the smallest number such that M? is
positive. For additional results on the well-established field of primitive digraphs
we refer a reader to [3].

The underlying digraph D(gf) of an automaton &7 has @ as the set of vertices,
and (u,v) is an edge if u.z = v for some letter x € X. A coloring of a digraph
D is an automaton 7 such that D(&/) is isomorphic to D. Proposition 2 [1]
states, that the reset threshold of an arbitrary n-state strongly connected syn-
chronizing automaton is greater than the exponent of the underlying digraph
minus n. At the same time, the Road Coloring theorem [12] states that any
primitive digraph has at least one synchronizing coloring. Thus, n-state slowly
synchronizing automata can be constructed from the well-known examples [5]
of primitive digraphs on n vertices with exponents close (n — 1)2. This idea was
presented and explored in [1]. In the present paper we generalize several series
of slowly synchronizing automata presented in [1]. Namely, #;,, Z,, and 2.

Another motivation for the present paper comes from the following facts.
Computational experiments of Trahtman [11] revealed that not every positive
integer in {1,...,(n — 1)?} may serve as the reset threshold of some automaton
with n states over a binary alphabet. For example, there is no automaton with
nine states over a binary alphabet with the reset threshold in the range from 59
to 63. Similar gaps were found for automata with the number of states ranging
from 6 to 10. These results were confirmed in [1]. Moreover, a second gap was
presented, i.e. there are no 9-state automata over a binary alphabet with the
reset threshold from 53 to 55. For 11-state automata a third gap, along with the
first two, was found in the course of computational experiments of Kisielewicz
and Szykula [6]. This brings up the following natural question: given n, which
positive integers are reset thresholds of n-state automata? Surprisingly, the set
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FE, of all possible exponents of primitive digraphs on a fixed number n of vertices
has similar gaps [5] as the set R, of all possible reset thresholds of n-state
automata. Furthermore, for every n the set F, is fully described [3, p. 83].
We hope that study of this similarity could shed light on properties of R,,. The
following statement [7] plays the key role in the description of E,,: if the exponent
of a primitive digraph D is at least ("_12)2+1 + 2, then D has cycles of exactly
two different lengths. This motivates our choice in the present paper to focus on
automata whose underlying digraphs have exactly two different cycle lengths.

Let p and ¢ be two arbitrary co-prime positive integers, ¢ > p. In section 2 we
describe reset thresholds of the colorings of primitive digraphs with exactly one
cycle of length p and one cycle of length ¢q. In section 3 we study reset thresholds
of the colorings of primitive digraphs with exactly one cycle of length ¢ and two
cycles of length p.

2 Wielandt-Type Automata

We start with recalling the following elementary and well-known number-theoretic
result.

Theorem 1 ( [9, Theorem 2.1.1]). Given two positive co-prime integers p and q,
the largest integer that is not expressible as a non-negative integer combination

ofpand q,is (p—1)(¢—1) — 1.

Let us fix two positive co-prime integers p and g. Without loss of generality, we
assume p < q. Let n be a positive integer, n < p+ q. We define a Wielandt-type
automaton # (n, g, p) as follows (see Fig. 2). The state set Q = {0,1,...,n—1},
Y ={a,b}, and the transitions are defined in the following way:

0.a=qifn>q and0.a=q—p+1lifn=¢q; 0.0=1,;
t.x=i+1forl1<i<mn-—1andi+#q—1foreach z € X,
(g—1).2 =0 for each x € X;
if n>gq, then (n —1). 2 =n—p+1 for each x € X.

In case ¢ = n, p = n — 1 we obtain Wielandt automaton %, considered in [1]. It
is not hard to observe, that every strongly connected n-state automaton whose
underlying digraph has exactly one cycle of length p and exactly one cycle of
length ¢ is isomorphic to # (n, q, p).

First let us consider the case n = ¢ (see Fig. 1).

Lemma 1. Let &7 be a strongly connected synchronizing automaton, whose cy-
cles have lengths p and q. If ged(p,q) = 1, thenrt(/) > (p—1)(¢—1). Moreover,
if there are states s, t, and a positive integer £ such that:

(i) there is a shortest synchronizing word w which resets the automaton < to s,
(it) t .u = s for each word u of length ¢,

then rt(/) > (p—1)(¢ — 1) + £.
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a,b

a,b

Fig. 1. The Wielandt-type automaton # (g, q,p)

Proof. Let o = (Q,X,6). We prove the first part of the lemma. Consider a
synchronizing word w having shortest possible length. Let s = Q . w be the state
to which the automaton is synchronized. Note, that the word ww is synchronizing
for every u € X*, and @ . uw = s. In particular, we have s.w = s.uw = s. Thus
the word w, as well as the word ww, for every word w, labels a path in the
automaton &7 from the state s to itself. Every such path can be decomposed
into cycles of lengths p and ¢. Hence the number |w]|, as well as |w| + k, for
each positive integer k, can be represented as a non-negative combination of the
numbers p and ¢. Thus, by theorem 1, we have rt(«/) > (p — 1)(¢ — 1).

Assume now that in addition there exist a state ¢ and a positive integer £
such that t.u = s for each word u of length £. Suppose, contrary to our claim,
that |w| < (p —1)(¢ — 1) + £. Let u € X* be an arbitrary word such that
|luw| = (p—1)(¢—1)+£—1. As before, the word uw synchronizes the automaton
o/ to the state s. But after applying its prefix of length ¢ to the state t we end
up in the state s. Hence there is a path of length (p — 1)(¢ — 1) — 1 from s to
itself. But this number can not be represented as a non-negative combination of
p and ¢ by theorem 1. A contradiction.

Theorem 2. The reset threshold of the Wielandt-type automaton # (q,q,p)
equals (p—1)(¢ — 1)+ ¢ —p.

Proof. Any shortest reset word w for this automaton resets it to the state ¢—p+1,
since it is the only state which is a common end of two different edges with the

same label. Note, that any word of length ¢ — p brings the state 1 to the state
g —p+ 1. Lemma 1 implies that the reset threshold of #(q,q,p) is at least

p-@—-1)+q—p
Let us check that the word w = a9=P(ba?™')P~2ba9~P synchronizes # (q, q, p).
After applying the prefix a?™? we end up in the cycle C of length p:

Q.a"?={0,g-p+1,g-p+2,...,q—1}.

Next, we show that that the word (ba?~!)P~2 brings C' to a two-element set. We
state this fact as a separate lemma:
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Lemma 2. Let o be an automaton with the state set QQ over the alphabet X =
{a,b}. Let ¢ > p be two co-prime positive integers, and let r denote the remainder
of the division of q by p. Let C = {0,1,...,p — 1} be a subset of Q such that
0.a=1,0.ba9"t =0, andi.x =i+ 1modp for 1 < i < p—1 and for all
x € X. Then C .(ba? 1)P=2 = {0,p —r}.

Proof. First note, that i.ba9~! =i 4 r modp for each state i # 0. Consider the
equation i + rz = O mod p. Since r and p are co-prime, this equation has unique
solution in {1,...,p — 1} for every i # 0. Then i.(ba?"1)* = 0. If z # p — 1,
then i.(ba?=1)P=2 = 0. The case z = p — 1 occurs only if i = 7. In this case
r.(bad= P2 =p—r.
Returning back to the proof of the theorem, we have C'.(ba?=1)P=2 = {0,q — r}
(instead of {0,p — r}, since here the numeration of the states in the cycle C is
different from that in lemma 2). The word ba?"P brings the latter set to the
singleton ¢ — p + 1.

Let us consider now the general case of the Wielandt-type automaton # (n, q, p)
(see Fig. 2). Tt is rather easy to see, that given a synchronizing automaton % and

Fig. 2. The Wielandt-type automaton # (n, ¢, p)

a congruence p, the factor automaton %/p is also synchronizing, and rt(%/p) <
rt(Z). In particular, consider the following congruence o on Z: for two states s
and t we have sot if and only if s.2z =t.x for each x € X

Lemma 3. If B is synchronizing, then /o is also synchronizing, and
rt(B)o) < rt(B) < 1t(HB/o) + 1.

Proof. The inequality rt(%/p) < rt(%) is trivial. The states of %/o are congru-
ence classes [s]? of the states s of the automaton %. Let us consider a synchro-
nizing word w for the automaton %/o. For every pair of states s and s’ of the
original automaton % we have s.wo s’ . w. But this means that s. wz = s’ . wx
for any letter z € X, thus, the word wx resets the automaton . Thus we have
t(B) <rt(ZB/o) + 1.
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Lemma 4. Ifn > q, then #'(n,q,p)/o is equal to # (n —1,q,p), and
t(# (n,q,p)) =rt(# (n—1,q,p)) + 1.

Proof. Let wbeaword of minimal length, synchronizing the automaton #(n, ¢, p).
As in the proof of theorem 2, the word w resets # (n, g, p) to the staten —p+1. On
the last step w brings the states {n—1,n—p} to the staten —p+1. Hence w = w'z,
where x € ¥, and w’ brings the automaton #(n, ¢, p) to the set {n —1,n—p}. But
these two states form the unique non-trivial o-class (see Fig. 2). Thus the factor
automaton # (n, q, p)/o is equal to the Wielandt-type automaton # (n — 1, ¢, p).
Moreover, it is synchronized by w’. Thus, rt(# (n — 1,¢,p)) < vt(# (n,q,p)) — 1.
On the other hand, by lemma 3 we have rt(# (n — 1,q,p)) > tt(# (n,q,p)) — 1.
Therefore, we get the required equality.

Theorem 3. The reset threshold of the Wielandt-type automaton # (n,q,p) is
equal to (p—1)(¢g— 1) +n —p.

Proof. Since there are n — g states on the path from the state 0 to n —p + 1,
lemma 4 can be applied n — ¢ times to obtain the Wielandt-type automaton
# (q,q,p). By theorem 2, its reset threshold equals (p — 1)(¢ — 1) + ¢ — p. Each
time lemma 4 is applied, the reset threshold is decreased strictly by 1. Thus the
reset threshold of the automaton # (n,q,p) is equal to (p — 1)(¢ — 1) + n — p.

3 Dulmage-Mendelsohn-Type Automata

As in the previous section, let ¢ and p be two co-prime positive integers, and
q > p. Let k be a positive integer such that k < min{p, g—p+1}. Here we consider
Dulmage-Mendelsohn-type automata, which are the colorings of the following
primitive digraph D(q, p, k) (see Fig. 3). Its vertex set is {0, ...,q— 1}, the set of
edges is {(¢, (1 +1)modq) | 0 < i < ¢} U{(0,g—p+1),(k,(¢—p+Ek+1)modq)}.
Note, that D(q,p, k) has exactly one cycle of length ¢ and two cycles of length
p. The digraph D(q, p, k) has only two non-isomorphic colorings 2°%(q, p, k) and
P(q,p, k) (see Fig. 4).

Lemma 5. (i) Any shortest synchronizing word of the automaton 2%°(q,p, k)
synchronizes it to the state ¢ — p + 1.

(i) Any shortest synchronizing word of the automaton 2°%(q,p, k) synchronizes
it to the state ¢ — p+ 1 when k < g — p.

Proof. Part (i). Let t = q—p+ k+ 1. Note, that t = k.b=(¢g—p+k).a =
(g—p+k).b. Any shortest synchronizing word w can synchronize the automaton
9(q, p, k) either to ¢ —p+ 1 or t. Suppose, that w synchronizes 29°(q, p, k) to
the state t. By lemma 1 we have |w| > (p—1)(¢—1). Moreover, (p—1)(¢g—1) > k.
Consider the suffix v of w of length k. It is easy to see, that the full preimage
t.v~1 of the state t under the action of the word v is equal to {1,q —p + 1}. If
k = q — p, then the two incoming edges to the state ¢ — p + 1 are labeled by the
letter a, while the only incoming edge to the state 1 is labeled by the letter b.
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Fig. 4. Two Dulmage-Mendelsohn-type automata 2%%(q, p, k) and 2°°(q, p, k)

A contradiction. If k # g — p, then the set {1,qg—p+ 1} was necessarily obtained
from the set {0,q — p} by applying the letter b. But {0,¢q — p} .a =q¢—p+ 1.
Therefore, we can replace the suffix of w of length £ + 1 by the letter a, in
order to obtain a shorter synchronizing word. A contradiction. Hence the word
w synchronizes the automaton 2%(q, p, k) to the state ¢ — p + 1.

The proof of the part (ii) of the lemma is analogous to the part (i) with only
minor changes.

Theorem 4. The reset threshold of the Dulmage-Mendelsohn-type automaton
D(q,p, k) is equal to (p—1)(¢q—1)+q—p—k.

Proof. Let w be a reset word for the automaton 2%°(q,p, k) having minimal
length. By lemma 5 the word w synchronizes the automaton to the state g—p+1.
Note, that any word of length ¢ — p— k brings the state k+1 to the state g—p+1.
Lemma 1 implies |w| > (p—1)(¢—1)+q—p — k.

First let us assume that k = g—p. In this case it remains to prove that the word
wy = (ba?"1)P~2ba?™P is synchronizing. Let C be the cycle {0,q —p+1,¢—p+
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2,...,q— 1}. Note, that the word ba?~! maps all the states, that do not belong
to C, to the set C.ba?"'. Namely, k.ba?"! = (t — 1).ba?"!, where t = k.b;
(k—1).ba9"t = (g —1).ba?"t, (k —2).ba?" ! = (¢g—2).ba?"t,...,1.ba?" ! =
(g—k+1=p+1).ba? ! Thus it is enough to consider the action of the
word w; on the cycle C. By lemma 2 we have C.(ba?"1)P~2 = {0,q — r}, where
r is the remainder of the division of ¢ by p. But then it is easy to see, that
0.ba?7P=(¢q—7).ba?™=q—p+ 1.
Now assume that &k < ¢ — p. Let us show that the word

wy = ba? PR (had7 )P~ 2pg P

is synchronizing. All the states in the range from k to ¢ — p are mapped into the
cycle C under the action of the prefix ba~?~* =1, This prefix maps the remaining
states lying outside the cycle C, i.e. 1,2,...,k — 1, to the states ranging from
q—p—k+1toq—p—1. Namely, (k—i).ba? P F 1 =qg—p—ifor1 <i<k-—1.
The action of the word ba?~! on the states in {¢ —p—k+1,...,q —p — 1}
coincides with the action of this word on some states in the cycle C'. More
precisely, we have (g —p —1i).ba? ' = (¢ —1).ba?"! for 1 <i < k — 1, provided
that for no such i we have ¢ — p — i = k. If ¢ — p — i = k for some i, then
we have k.ba?"! = (t — 1).ba?"!, where t = k.b. In both cases the condition
k < p implies that all the resulting states t — 1,g — 1,...,¢ — k + 1 lie on the
cycle C. Hence the word wy brings the automaton 29(q, p, k) into the subset
of C.(ba?71)P=2ba?~P. As we have already seen, the latter set is the singleton
qg—p+1.

Theorem 5. The reset threshold of the Dulmage-Mendelsohn-type automaton
2°*(q,p, k) equals (p—1)(¢—1)+q—p—kif k < q—p, and (p—1)(q—1)+2(¢—p)
ifk=q—p.

Proof. First let us assume that k& < ¢—p. Let w be reset word for the automaton
2°*(q, p, k) having minimal possible length. Lemma 5 implies that the word w
brings the automaton to the state ¢ — p + 1. Note, that any word of length
q — p — k brings the state k + 1 to the state ¢ —p+ 1. Thus by lemma 1 we have
lwl=(@-1@-1)+q—p—k.

Let us prove that the word w; = a? P~ F(ba*~1ba?=F=1)P=2pa*~1pad=P~F is
synchronizing. Consider the cycle C ={0,¢q—p+1,g—p+2,...,q— 1}. Note,
that the prefix a? % maps the states, ranging from k+ 1 to ¢ — p, to the states
in C. Consider now the action of the prefix a9=P~* on the states from 1 to k.
If g—p—k—+1 >k, then all these states are mapped to some states in C. If
qg—p—k+ 1<k, then these states are mapped into CU{q—p—k+1,...,k}.
Next, for each state ¢ from ¢ — p — k + 1 to k we present a state t’ from C such
that t.ba*~1 = ' .ba*~1. If t # k, then it is easy to check that ' = ¢ — p + t.
Since ¢ —p—k+1 > 1, we have t' > ¢ — p + 1. Hence the state ¢’ € C.
If t = k, then ¢ = k + p (recall, that k + p < ¢). The state k + p belongs
to C. Indeed, from ¢ —p —k+1 < k and k < p we obtain k +p > 2k >
g —p+ 1. Hence the word w; brings the automaton 2¢(q, p, k) into the subset
of C'.(ba*~1ba?*=1)P=2pa*~1pa?=P~* Thus it remains to show, that the latter
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set is a singleton. The argument is similar to the proof of lemma 2. Instead of
the word ba?~! we use the word v = ba*~1ba¢=*~1. First we note, that the word
v fixes the state 0. The word v moves all the other states in C except ¢ — k along
the cycle in the same way as the word ba? ! does in lemma 2. The state ¢ — k
leaves the cycle after applying the prefix ba*~'b, but it can be easily seen that
(q—k).ba*1ba?"*~1 = (¢—k) .ba*'aa?"*~!. Thus we may treat the state ¢—k
as if it never left the cycle C'. Following the argument in lemma 2, we conclude,
that C'.vP=2 = {0,q — r}, where r is the remainder of the division of ¢ by p.
Finally, we observe that 0.ba*~'ba?P~F% = (¢ —r).ba*"1ba?P~% = q—p+ 1.

Consider now the case k = ¢ — p. Let w be a synchronizing word for the
automaton 2%*(q, p, k) having minimal possible length. Since the incoming edges
to the state ¢ — p + 1 have different labels, the word w necessarily resets the
automaton to the state ¢ — p + 1 + k. For convenience, let ¢ denote the state
q—p+ 1+ k. Every word of length k£ brings the state ¢ — p + 1 to the state
t. Therefore, by lemma 1 we have |w| > (p — 1)(¢ — 1) + k. Suppose |w| =
(p—1)(¢—1)+ k+i for some 0 < i < k — 1. Consider the states ¢ — ¢ (the
state 0, if ¢ = 0) and ¢ — p — i. The prefix of w of length k + 1 + ¢ will bring one
of these states to the state ¢ depending on the (i + 1)st letter. The remaining
(p —1)(¢ — 1) — 1 letters of w will move the state ¢ to itself. But this path is
a combination of cycles of lengths p and ¢, which is impossible by theorem 1.
Consequently, [w| > (p—1)(¢—1) + 2k = (p— 1)(¢ = 1) + 2(¢ — p).

Let us prove that the word wy = a9 P(ba¥~1bad=*=1)P=2pa*~1ha~P is syn-
chronizing. The prefix a?~P brings all the states lying outside the cycle C' =
{0,g—p+1,q—p+2,...,q—1} into C. Arguing as in the previous case we conclude,
that C.(ba*~1ba9=k=1P=2 = {0,q — r}. It easy to see, that 0.ba* " 1bad™P =
(g —7r).ba""tba?P = t.

We can partially generalize this result as we did in theorem 3 for the case
of more than ¢ states. We consider a primitive digraph Dy(q, p, k) presented on
Fig. 5, where 1 < A < p. For convenience, we set Do(q,p,k) = D(q,p, k). Its
colorings are denoted by 24%(q,p, k) and @ b(q,p, k).

Lemma 6. If 1 < XA < p and z € {a,b}, then 27*(q,p,k)/o is equal to D37,

(¢,p,k), and
1t(23*(q,p, k) = 1t(23241 (¢, p, k) + 1.

Proof. Let w be a word synchronizing the automaton #§*(q,p, k) having mini-
mal length. Then w resets the automaton either to the state s, or to the state
t. Let = be the last letter of w, so that w = w’xz. The word w’ brings the au-
tomaton Z¢*(q,p, k) either to the set {¢+ X —1,5s — 1}, or {g+2X—1,¢t—1}.
These two pairs of states form the two non-trivial o-classes. Hence the factor
automaton 75%(q,p, k)/o is equal to 237, (q, p, k), and it is synchronized by w'.
Thus rt(27%(q, p, k) /o) < rt(Z5%(q, p, k)) — 1. On the other hand, by lemma 3 we
have rt(23%(q,p, k) /o) > rt(277 (¢, p, k)) — 1, and we get the required equality.

Theorem 6. If1 <\ < p, then
(i) t(28%(q,p, k) = (p = V)(g =) +q—p—k+ X
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Fig. 5. The digraph D (q,p, k)

(ii) rt(28(q.p, k) = (p— L) (g — 1) +q—p—k+ X if k< q—p;
(#1) (23 (¢,p, k) = (p—1)(g = 1) +2(g —p) + A, if k = q — p.

Proof. Since there are \ states both on the path from the state 0 to s, and from k
tot, and k < k—p, lemma 6 can be applied A times. Each time lemma 6 is applied,
the reset threshold is decreased strictly by one. In the end, from the automaton
2% (q, p, k) we obtain the automaton Z¢%(q, p, k), whose reset threshold is known
by theorem 4. Therefore, we have rt(2¢* (¢, p,k)) = (p—1)(¢— 1) +q—p—k+ .
In an analogous way from the automaton Z7%(q,p, k) we obtain the automaton
2§°(q,p, k). Applying theorem 5, we obtain rt(2¢*(¢,p,k)) = (p —1)(¢ — 1) +
g—p—k+Xincase k < g—p, and rt(27%(¢,p,k)) = (p—1)(¢—1)+2(g—p)+ A
ifk=q—p.

The case of non-equal number of states on the paths from 0 to s and from
k to t can be treated in a similar way. Suppose there are \ states on one of
these paths, and A + u < p states on the other. We can apply lemma 6 A times.
Each time the reset threshold decreases strictly by one. In the end we obtain
an automaton in which either the path from 0 to s is an edge, and there are
1 states on the path from k to ¢, or, vice versa, the path from k to ¢ is an
edge, and there are p states on the path from 0 to s. We can continue taking
quotients of this automaton by o, and on each step analyse, whether the reset
threshold strictly decreases by one or remains unchanged. In the end we obtain a
Dulmage-Mendelsohn-type automaton, whose reset threshold is known. But this
analysis is quite technical with many cases to consider. Thus, we don’t present
here explicit proofs and formulas.
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Abstract. We prove new decidability and undecidability results concern-
ing the finite-ambiguity problem in acceptors, and the finite-valuedness
and lossiness problems in transducers. The acceptors and transducers we
study have infinite memory.
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1 Introduction

It is well-known that it is undecidable, given an NPDA whose stack makes only one
reversal (or, equivalently, a linear CFG), whether it is unambiguous. It is also known
that its unbounded ambiguity problem is undecidable [17]. Here, we show that it
is undecidable, given a nondeterministic counter automaton (NCA), whether it is
unambiguous (resp., has unbounded ambiguity). We also show that in the special
case when the counter of the NCA makes at most r-reversals (i.e., alternations be-
tween increasing and decreasing modes) for a given r > 1, determining whether it
is unambiguous (resp., k-ambiguous for a given k) is decidable. However, deciding
if an r-reversal NCA has unbounded ambiguity is open.

We then turn our attention to transducers. We study the questions of “finite-
valuedness” and “finite-lossiness” of a transducer and their connections to the
ambiguity of the underlying acceptor (i.e., the acceptor obtained by deleting the
outputs).

A transducer T of a given type is k-valued (k > 1) if every accepted input u
is mapped into at most k£ distinct outputs. T is finite-valued if it is k-valued for
some k. Similarly, a transducer is k-lossy (k > 1) if for every output v, there are
at most k distinct accepted inputs that are mapped into v. T is finitely-lossy if
it is k-lossy for some k.

We prove decidable and undecidable results concerning the finite-valuedness
and finite-lossiness problems for transducers with infinite memory. Similar prob-
lems have been investigated before, e.g., for nondeterministic finite transducers
(NFTs) [1,14,16]) and visibly pushdown transducers [4]. In [16], e.g., it was
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shown that finite-valuedness of NFTs is decidable. In [4], it was shown that
it is decidable if a visibly pushdown transducer is k-valued for a given k. We
show a similar result for 1-ambiguous pushdown transducers. (We note that as
language acceptors, l-ambiguous pushdown automata are more powerful than
visibly pushdown automata.) The question of whether a transducer with infinite
memory is finite-valued (i.e., k-valued for some k) has not been addressed before,
as far we know. Here, we exhibit such a class with decidable finite-valuedness
problem. The result concerns linear context-free grammars (LCFGs) with out-
puts, where we show that the finite-valuedness problem for LCFGs with outputs
(thus, a finite set of output strings is associated with the application of each rule)
is decidable if the LCFG is finitely-ambiguous. If the LCFG is ambiguous, the
problem becomes undecidable. The decidability of finite-valuedness generalizes
to finitely-ambiguous nonterminal-bounded CFGs with outputs.

Finally, we give a strong undecidability result concerning the equivalence prob-
lem for nondeterministic 2-tape finite automata. Note that a binary relation is ac-
cepted by a 2-tape finite automaton if and only if the relation is defined by an NFT.

We will use the following notation throughout the paper: NPDA for nondeter-
ministic pushdown automaton; DPDA for deterministic pushdown automaton;
NCA for an NPDA that uses only one stack symbol in addition to the bot-
tom of the stack, which is never altered (thus, the stack is a counter); DCA for
deterministic NCA; NFA for nondeterministic finite automaton; DFA for deter-
ministic finite automaton; 2NFA for two-way NFA (with end markers). Formal
definitions can be found in the book [9].

A counter is an integer variable that can be incremented by 1, decremented by
1, left unchanged, and tested for zero. It starts at zero and cannot store negative
values. Thus, a counter is a pushdown stack on unary alphabet, in addition to
the bottom of the stack symbol which is never altered.

An automaton (NFA, NPDA, NCA, etc.) can be augmented with multiple
counters, where the “move” of the machine also now depends on the status (zero
or non-zero) of the counters, and the move can update the counters. See [10] for
formal definitions. It is well known that a DFA augmented with two counters is
equivalent to a Turing machine (TM) [13].

In this paper, we will restrict the augmented counter(s) to only “reverse” once,
i.e., once it decrements, it can no longer increment. Thus, e.g., each counter in
an NPDA with 1-reversal counters makes only one reversal. Note that a counter
that makes r reversals can be simulated by [’“erl] 1-reversal counters.

2 Ambiguity in Acceptors

An acceptor M of any type (e.g., NFA, NPDA, etc.) is k-ambiguous (k > 1) if ev-
ery accepted string can be accepted in at most k distinct accepting computations.
Note that 1-ambiguous is the same as unambiguous. M is finitely-ambiguous if
it is k-ambiguous for some k; otherwise, it has unbounded ambiguity.

In this section, we look at the unambiguity and unbounded ambiguity prob-
lems concerning 1-reversal NPDAs (i.e., once the stack pops, it can no longer
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push) and NCAs. It is known and easy to prove (using the undecidability of the
Post Correspondence Problem) that it is undecidable, given a 1-reversal NPDA
M, whether M is k-ambiguous for any k. In [17] it was shown that unbounded
ambiguity for linear context-free grammars (which are equivalent to 1-reversal
NPDAs) is undecidable. Thus:

Theorem 1. [t is undecidable, given a 1-reversal NPDA M and an integer k >
1, whether M is k-ambiguous (resp., has unbounded ambiguity).

Here, we show that k-ambiguity and unbounded ambiguity for NCAs are also
undecidable.

Theorem 2. [t is undecidable, given an NCA M and an integer k > 1, whether
M is k-ambiguous.

Proof. We first consider the case k = 1. The proof uses the undecidability of
the halting problem for 2-counter machines. A close look at the proof in [13] of
the undecidability of the halting problem for 2-counter machines, where initially
one counter has value d; and the other counter is zero, reveals that the counters
behave in a regular pattern. The 2-counter machine operates in phases in the
following way. Let ¢; and ¢y be its counters. The machine’s operation can be
divided into phases, where each phase starts with one of the counters equal to
some positive integer d; and the other counter equal to 0. During the phase, the
positive counter decreases, while the other counter increases. The phase ends
with the first counter having value 0 and the other counter having value d;41.
Then in the next phase the modes of the counters are interchanged. Thus, a
sequence of configurations corresponding to the phases will be of the form:

(Q1a dlvo)a (q270a d2)7 (q37d3a 0)7 (q470a d4)a (Q5a d570)a (QGa 07d6)7 e

where the ¢;’s are states, with ¢; the initial state, and dy, ds, ds, ... are positive
integers. Note that the second component of the configuration refers to the value
of ¢1, while the third component refers to the value of c;. We assume, w.l.o.g.,
that d1 =1.

Let Z be a 2-counter machine. We assume that if Z halts, it does so in a
unique state qn. Let Z’s state set be @, and 1 be a new symbol.

In what follows, « is any sequence of the form I1Is - - Is,, (thus we assume
that the length is even), where I; = 1¥¢ for some k > 1 and q € Q, represents a
possible configuration of Z at the beginning of phase ¢, where ¢ is the state and
k is the value of counter ¢y (resp., co) if ¢ is odd (resp., even).

Define L,qq4 to be the set of all strings « such that

=111y Iom;

m>1;

I, = 1%1q;, where d; = 1 and ¢ is the initial state;

Is,, = 1Yqp, for some positive integer v;

forodd j, 1 <j <2m —1, I; = Ij41, ie., if Z begins in configuration I;,
then after one phase, Z is in configuration I;11;

Uk W=
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Similarly, define Leyen analogously except that the condition “I; = I;41” now
applies to even values of j, 2 < j < 2m — 2.

Now, let L = Lygq U Leyen. Let X' be the alphabet over which L is defined.

We can construct an NCA M accepting L C X* as follows. Given input x, M
nondeterministically executes (1) or (2) below:

(1) M checks that z is in L,qq deterministically by simulating the 2-counter
machine Z as follows: M reads x = L1 Iy oy = 1% q11%¢qy - - - 1%2m gy, and
verifies that d; = 1, ¢ is the initial state, g2, is the halting state g, and for
odd j, 1 < j < 2m —1, I; = I;;1. To check that I; = I;,, M reads the
segment 1%¢; and stores 1% in its counter (call it ¢) and remembers the state
g; in its finite control. This represents the configuration of Z when one of its
two counters, say c;, has value d;, the other counter, say cz, has value 0, and
its state is g;. Then, starting in state g;, M simulates the computation of Z
by decrementing ¢ (which is simulating counter ¢; of Z) and reading the input
segment 1%+1 until ¢ becomes zero and at which time, the input head of M
should be on gj4+1. Thus, the process has just verified that counter c of Z has
value 197+1 counter ¢; has value 0, and the state is Qj+1-

(2) M checks that  is in Leyen, i.¢., foreven j, 2 <j<2m—2,I; = ;1. M
operates in a similar way as described in (1).

Clearly, M is 2-ambiguous, and it is 1-ambiguous (i.e., unmbiguous) if and only
if the 2-counter machine Z does not halt, which is undecidable. Note that if Z
halts, there is exactly one string in L(M) that is accepted in two distinct ways.
Now for any k£ > 1, we can construct an NCA Mj, which on any input x, has
k computation paths: One path simulates M and the other k£ — 1 paths simply
accept z in k — 1 different accepting states. Then My, is (k + 1)-ambiguous, and
it is k-ambiguous if and only if Z does not halt, which is undecidable. O

Theorem 3. It is undecidable, given an NCA M, whether it has unbounded
ambiguity.

Proof. Let X, L, and M be as in the proof of Theorem 2. Let # be a new symbol
not in X, and L' = {a1# - #xp# |n > 1Lx1,...,2, in X* thereisal <p<n
such that x, is in L}.

We construct an NCM M’ which accepts L’ as follows. M’ on input z checks
that z has the valid format, i.e, z = x1# - - - #x,# for somen > 1,z1,...,2, in
2*, and nondeterministically selects a p and simulates M on z, and when M
accepts x,, M’ accepts z. Clearly, M’ is unambiguous if M is unambiguous (i.e.,
the 2-counter machine does not halt). If M is ambiguous, then M’ will accept
the string (z,#)" for any n in linearly distinct ways. It follows that M’ has
unbounded ambiguity if and only if M is ambiguous (i.e., not unambiguous),
which is undecidable by Theorem 2. O

In the above proof, M is either unambiguous or linearly ambiguous, but de-
termining which one is undecidable. A simple modification in the construction
yields:
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Corollary 1. It is undecidable, given an NCA M which can only be either un-
ambiguous or exponentially ambiguous, whether it is the former or the latter.

Proof. In the proof of Theorem 3, define L' = {a1# - #xp# | n > 1,21,..., 2,
in X*, for each 1 <i < n,z; is in L}. O

One interesting case is when the the counter of the NCA makes only one
reversal. More generally, consider a 2NFA augmented with 1-reversal counters.
Assume that it is finite-crossing in the sense that there is a given integer ¢
such that the input head crosses the boundary between any two adjacent input
symbols at most ¢ times. Then, we have:

Theorem 4. It is decidable, given a finite-crossing 2NFA M augmented with
1-reversal counters and an integer k > 1, whether it is k-ambiguous.

Proof. We first prove the case when k = 1. Assume M has n 1-reversal counters.
Given M, we construct a new finite-crossing 2NFA M’ with two sets of n counters
and one special 1-reversal counter, C. M’, when given a input x (with left and
right end markers), operates as follows. M’ simulates M while at the same time
uses counter C' to count the number of moves M makes (by incrementing C).
At some point during the simulation, M’ stops incrementing C, which has now
some value t > 0, and records in its finite control the “rule”, r, M uses in step
t+1. M’ continues the simulation of M. If M accepts x, M’ then moves its input
head to the left end marker and carries out a second simulation of M using the
second set of 1-reversal counters while decrementing C' to count the number of
steps M makes in this second run. When C becomes zero, M’ checks that the
rule 7/, M uses in the next step is different from r. M’ continues the simulation
and when M accepts, M’ accepts. It follows that M is 1-ambiguous if and only
if L(M') = @, which is decidable, since the emptiness problem for finite-crossing
2NFAs augmented with 1-reversal counters is decidable [6].

The proof above generalizes for k¥ > 1. Now M’ has to make k + 1 runs
(simulations) and uses k(k + 1) 1-reversal counters to verify that there are at
least k + 1 distinct accepting computations. We omit the details. o

We do not know if unbounded ambiguity is decidable for finite-crossing 2NFAs
augmented with 1-reversal counters. In fact, even for a special case, the question
is open:

Open: Is it decidable, given an NFA augmented with a single 1-reversal counter,
whether it has unbounded ambiguity?

If we consider the unambiguity and unbounded ambiguity problems of lan-
guages (instead of machines), the following was shown by Alan Finkel [5]:

Let X = {a,b,c} and d be a symbol not in X. Let Ly; = L(M) be a language
over X* which is accepted by an NCA M. Let V = {a"b™c? | n,m,p > 1,n=m
orm = p} and Wiy = Ly dX*UX*dV’, where V' = V. Using the fact that the
universality problem for languages accepted by NCAs is undecidable [9], Wy,
which is clearly accepted by a an NCA, is either unambiguous or exponentially
ambiguous, but determining which is the case is undecidable.
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Now we can change V' above to V' = {z1---z, | n > 1, each x; in atbTct,
there is a 1 < p < n such that x, is in V'}. Then Wy, (with this V) can be ac-
cepted by a 1-reversal NCA, and the above result still holds with “exponentially-
ambiguous” replaced with “linearly-ambiguous”. This is in contrast to our
Theorem 4 which states that k-ambiguity (for any k) for finite-crossing 2NFAs
augmented with 1-reversal counters is decidable.

3 Finite-Valuedness in Transducers

A transducer T is an acceptor with outputs. So, for example, an NPDT is a
nondeterministic pushdown automaton with outputs. So the transitions are rules
of the form:

(¢,a,2) = (p,z,y)

where ¢, p are states, a is an input symbol or ¢, Z is the top of the stack symbol,
x is € or a string of stack symbols, and y is an output string (possibly ). In this
transition, T in state ¢, reads a, ‘pops’ Z and writes x on the stack (if = # ¢,
the rightmost symbol of 2 becomes the top of the stack), outputs string y, and
enters state p.

We say that (u,v) is a transduction accepted by T if, when started in the
initial state qg, with input u, and the top of the stack is the initial stack symbol
Zy, T enters an accepting state after reading v and producing v. The set of
transductions accepted by T is denoted by L(T). An NCT (NFT, etc.) is an
NCA (NFA, etc.) with outputs.

A transducer T is k-valued (k > 1) if for every u, there are at most k distinct
strings v such that (u,v) isin L(T). T is finite-valued if T' is k-valued for some k.

A transducer T is k-ambiguous (k > 1) if T with outputs ignored is a k-
ambiguous acceptor. (Again 1-ambiguous is the same as unambiguous).

Theorem 5. It is decidable, given a 1-ambiguous NPDT T augmented with 1-
reversal counters and an integer k > 1, whether T is k-valued.

Proof. Consider the case k = 1, Given T', we construct an NPDA M with 1-reversal
counters, which uses two additional 1-reversal counters C(1,2)
and C(2,1). M on input z, simulates T suppressing the outputs and accepts x if
it finds two outputs y; and ys such that y; and ys disagree in some position p and
x is accepted by T. (Note that if |y1| # |y2|, they disagree on the last symbol of
the longer string.) In order to do this, during the simulation, M uses C(1,2) and
C(2,1) to record the positions i and j (chosen nondeterministically) in y; and yo,
respectively, and the symbols a and b in these positions, such that i = j and a # b.
Clearly, a and b can be remembered in the state. Storing ¢ and j need only increment
C(1,2)and C(2, 1) during the simulation. To check that i = j, after the simulation,
M decrements C(1,2) and C(2, 1) simultaneously and verifies that they reach zero
at the same time. Note that since T'is 1-ambiguous, M’s accepting computation on
x (except for the outputs) is unique and therefore the procedure just described can
be accomplished by M on a single accepting run on the input. Clearly, T"is 1-valued
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if and only if L(M) = @, which is decidable, since emptiness of NPDAs augmented
with 1-reversal counters is decidable [10].

The above construction generalizes for any £ > 1. Now M on input x, checks
that there are at least k + 1 distinct outputs y1,...,yx+1. M uses k(k + 1)
additional 1-reversal counters. In the simulation, for 1 <7 < k41, M nondeter-
ministically selects k positions p(i,1),...,p(i,i — 1),p(i,i+ 1),...,p(i,k+ 1) in
output y; and records these positions in counters C(4,1),...,C(i,i —1),C(i, i+
1),...,C(i,k + 1) and the symbols at these positions in the state. At the end
of the simulation, M accepts z if for all 1 < 4,5 < k + 1 such that i # j, the
symbol in position p(i, 7) is different from the symbol in position p(j,¢) and the
value of counter C(4, j) is the same as the value of C(j,1). O

The construction in the proof above does not work when T is k-ambiguous
for any k£ > 2. This is because the computation of T on an input x may not be
unique, so it is possible, e.g., that one accepting run on x produces output y; and
a different accepting run on x produces output y». So to determine if y; # yo,
we need to simulate two runs on input z, i.e., M will no longer be one-way. In
fact, we can prove:

Theorem 6. For any k > 1, it is undecidable, given a (k4 1)-ambiguous NCT
(resp., 1-reversal NPDT) T, whether T is k-valued.

Proof. In the last part of the proof of Theorem 2, the NCA M}, constructed is
(k4 1)-ambiguous, but it is undecidable whether M}, is k-ambiguous. Construct
from M an NCT T} which, on input u, simulates M} and also outputs the
sequences of “rules” used during the computation. Then T} is k-valued if and
only if M is k-ambiguous. The proof for NPDT is similar using Theorem 1. O

However, Theorem 5 holds for finite-crossing 2NFT's augmented with 1-reversal
counters, even when there is no restriction on ambiguity.

Theorem 7. It is decidable, given a finite-crossing 2NFT T augmented with
1-reversal counters and an integer k > 1, whether T is k-valued.

Proof. Given T, we construct a finite-crossing 2NCM M augmented with 1-
reversal counters. Consider the case ¥ = 1. M will have two new 1l-reversal
counters Cq and Cs. M simulates two accepting runs of T' (suppressing the
outputs) and uses Cq and Cs to check that the runs produce two distinct outputs.
For a general k, M simulates k+ 1 runs of 7" and checks using k(k+ 1) 1-reversal
counters to check that the runs generate at least k + 1 distinct outputs. O

While it is decidable, given an NFT, whether it is finite-valued [16], we have
the following open problem:

Open: Is finite-valuedness for 1-ambiguous NFT augmented with 1-reversal
counters decidable?
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4 Lossiness in Transducers

A transducer T is k-lossy (for a a given k > 1) if there are at most k distinct
inputs that are mapped into the same output. T is finitely-lossy if there is some
k such that T is k-lossy. A 1-lossy transducer is also called a lossless transducer.

A transducer T and an acceptor M are of the same type if they have the same
infinite memory structure. So, e.g., NPDT and DPDT are of the same type as
NPDA and DPDA, NFT and DFT are of the same type as NFA and DFA, etc.

Lossy transducers were studied in [11] as abstract models of communication
channels in analyzing lossy rates of these channels. The following result was
stated in [11], but because of space limitation, the proof was omitted. We give
the proof here for completeness, as we will need this result.

Theorem 8. The following statements are equivalent, where M and T are one-
way acceptor and transducer of the same type:

1. It is undecidable, given a nondeterministic acceptor M, whether M is k-
ambiguous for a given k (resp., finitely-ambiguous).

2. It is undecidable, given a deterministic transducer T, whether T is k-lossy
for a given k (resp., finitely-lossy).

Proof. First we prove that if (1) is undecidable, then (2) is also undecidable.
Let I' be the set of rules of M (i.e., each rule is represented by a symbol).
We construct a deterministic transducer of the same type as M whose input
alphabet is I'. Given a string w in I'* (thus w = ry---7,, where each r; is
a rule), T deterministically simulates M’s computation by reading w symbol-
by-symbol and executes rule r; and outputting the input symbol or ¢ involved
in rule r; and making sure that w is an accepting sequence of computation. It
follows that if M is k-ambiguous for a given k (resp., finitely- ambiguous), then
T is k-lossy (resp., finitely-lossy).

Now we show that if (2) is undecidable, then (1) is also undecidable. Suppose
T is a deterministic transducer with input and output alphabets X and A,
respectively. We construct a nondeterministic acceptor M with input alphabet
A. M on input w in A*, guesses a string x in X* symbol-by-symbol (without
writing them) and simulates T' on x and checks that w is the output of T on input
x. M accepts if T' accepts. Clearly, since T is deterministic, M is k-ambiguous
for a given k (resp., finitely- ambiguous) if T is k-lossy (resp., finitely-lossy). O

An NPDT is 1-reversal if its stack only makes one reversal. From Theorems
1, 2, 3, and 8, we get the following corollary (note that DPDT and DCT are the
deterministic versions of NPDT and NCT):

Corollary 2. Itisundecidable, given a 1-reversal DPDT (resp., DCT) T, whether
it is k-lossy for a given k (resp., finitely-lossy).

There is a close connection between finite-valuedness and finite-lossiness in
one-way nondeterministic transducers. Let T be a one-way nondeterministic
transducer of a given type. We can construct another nondeterministic one-way
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transducer T” of the same type as T such that L(T") = {(w,u) : (u,w) € L(T)}.
Clearly, T is k-lossy for a given k (resp., finitely-lossy) if and only if 7" is k-valued
(resp., finite-valued). The converse is also true.

The above relationship does not hold when the transducers are two-way: The-
orem 7 shows that it decidable, given a finite-crossing 2NFT T augmented with
1-reversal counters and an integer £ > 1, whether T is k-valued. However, it is
undecidable, given a 2DFT which makes only 1-turn on the input tape (left-to-
right then right-to-left), whether it is k-lossy for any k [11]. But, since Theorem
7 obviously holds when the input is one-way we have:

Corollary 3. It is decidable, given an NFT T augmented with 1-reversal coun-
ters and an integer k > 1, whether T is k-lossy.

The relationship between valuedness and lossiness does not preserve the de-
gree of ambiguity: We have seen in Theorem 5 that it is decidable, given a 1-
ambiguous NPDT T augmented with 1-reversal counters and an integer k > 1,
whether T is k-valued. However, from Corollary 2, it is undecidable, given a
1-reversal DPDT (i.e., the stack makes only one reversal), whether it is k-lossy
for any k (resp., finitely-lossy).

Finally, we note that it is decidable to determine, given an NFT T, whether
it is finite-valued [16]. Hence, we have:

Corollary 4. It is decidable to determine, given an NFT T, whether T is finitely-
lossy.

5 Finite-Valuedness in Context-Free Transducers

The notions of ambiguous, finite-valuedness, and lossiness can also be defined
for context-free grammars (CFGs) with outputs.

A context-free transducer (CFT) T is a CFG with outputs, i.e., the rules are
of the form A — (a,y), where « is a string of terminals and nonterminals, and
y is an output string (possibly ). We assume that the underlying CFG G of T,
i.e., the grammar obtained by deleting the outputs, has no e-rules (i.e.,no rules
of the form A — ¢ ) and unit-rules (i.e., no rules of the form A — B), where
A, B are nonterminals). Moreover, we assume that all nonterminals are useful
(i.e., reachable from the start nonterminal S and can reach a terminal string).

Throughout the paper, we will only consider leftmost derivations in T, i.e., at
each step, the leftmost nonterminal is expanded). Thus T generates transduc-
tions (u,v) (where u is a terminal string and v is an output string) derived in a
sequence of rule applications in a leftmost derivation: (S,&) =1 (u,v)

A nonterminal A in the underlying CFG of a CFT is self-embedding if there
is some leftmost derivation A =T aAB where a, 8 are strings of terminals and
nonterminals. (Note that |e3] > 0, since there are no e-rules and unit-rules.)
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A CFT T is k-ambiguous for a given k (resp., finitely-ambiguous) if its un-
derlying CFG is k-ambiguous (resp., finitely-ambiguous).

Lemma 1. Let T be a finitely-ambiguous CFT with terminal and nonterminal
alphabets X and N, respectively. Let G be its underlying finitely-ambiguous CFG.
Let A be a nonterminal such that A =% aAB, where a, 8 € (X UN)*. Then this
derivation (of aAB) is unique.

Proof. Suppose two distinct derivations A =7 aAB exist. Then, since A is a
useful nonterminal, there are an exponential (in k) distinct leftmost derivations:
S =* zAy =1 zaF ABFy =T zuFz0*y for some x,u, z, v,y in X*, for any k > 1.
This contradicts the assumption that the CFG G is finitely-ambiguous. O

Lemma 2. [t is decidable, given a finitely-ambiguous CFT T, whether there
exist a nonterminal A and a leftmost derivation A =T oAB for some o, 3 €
(X UN)* (note that af| > 0), such that there are at least two distinct outputs
generated in the derivation.

Proof. Let A be a nonterminal and L = {w | w = aAS, for some o, § € (Y¥UN)*
such that |aB] > 0, and A =T aAfB produces at least two distinct outputs}.
(Thus L C (X UN)*)

We construct an NPDA M with 1-reversal counters to accept L. M, when
given input w, tries to simulates a leftmost derivation A =T «AS (which, if it
exists, is unique, by Lemma 1) and checks that there are at least two distinct
outputs generated in the derivation. Initially, A is the only symbol on the stack.
Each derivation step is of the form B — zy, where z is in X* and ¢ is in
N(ZUN)*U{e}. If B is the symbol on the top of the stack, then M simulates this
step by checking that the remaining input segment to be read has prefix = (if z #
¢) and replacing B by ¢ on the pushdown stack. It uses two 1-reversal counters
C7 and C5 to check that there is a discrepancy in the outputs corresponding to
the derivation A =T aAfB. Since the derivation A =1 «AB is unique, this can
be done in the same manner as described in the proof of Theorem 5.

At some point in the derivation, M guesses that the stack contains a string of
the form z = y1 A7ya, where v1,v2 € (Y UN)*. M then pops the stack and checks
that the remaining input yet to be read is 1 Ay, and accepts if there were two
distinct outputs generated in the derivation.

It is easily verified that L(M) = L. The result follows since the emptiness
problem for NPDAs with 1- reversal counters is decidable [10]. O

Lemma 3. Let T be a finitely-ambiguous CFT and G be its underlying CFG.
Suppose for some nonterminal A, there is a leftmost derivation A =T o AB for
some o, € (X UN)*, with || > 0 such that there are at least two distinct
outputs generated in the derivation. Then T is not finite-valued.

Proof. Suppose there is a self-embedding nonterminal A and a derivation A =7+
aAB, where |af| > 0 and there are at least two distinct strings y; and yo that
are outputted in the derivation. Since all nonterminals are useful, we have in G,
S =* wAz =1 waABr =* waFAp*Fr = wuFzv*x for some terminal strings



On the Ambiguity, Finite-Valuedness, and Lossiness Problems 221

w,u, z,v,x, for all k > 1. Let yo, y3, Y4, Y5 be the outputs in the derivations
S =* wAzr, a =* u, A=7 2z, and 8 =* v, respectively. We have two cases:

Case 1. |y1]| = |y2| but y; # y2. Then corresponding to the string wu”zvkz

generated by G, there will be an unbounded number of distinct outputs:

Yoy YsYaYs, Yoy2yr YsYaYss Yoy2y2yr 2Y3yays, .. It follows that CFT T is not
finite-valued.

Case 2. |y1| # |y2|. Assume, e.g., that |y1| — |y2| = p. Then, again, there will be
an unbounded number of distinct outputs: yoy5ysyays (of length |yo| + k|yz| +
Y3l + [yl + lys]), yoyrysysyays (of length [yo| + Klya| +p + ya] + |ya| + [ys)),
Yoyry1ys ysyays (of length [yo| + klyz| + 2p + [ys| +[yal + |ys]), ... So again, the
CFT T is not finite-valued. O

We now prove the converse of Lemma 3 for linear context-free transducers
(LCFTs). ALCFT is a CFT whose underlying grammar is a linear CFG (LCFG).
Thus, the rules are of the form A — (uBv,y) or A — (u,y), where A, B are
nonterminals, u, v are terminal strings with |uv| > 0, and y is an output string.

Lemma 4. Let T be a finitely-ambiguous LCFT and G be its underlying LCFG.
Suppose there is no nonterminal A for which there is a leftmost derivation A =7
uAv for some u,v € X*, with |luv| > 0 such that there are at least two distinct
outputs generated in the derivation. Then T is finite-valued.

Proof. Let T be m-ambiguous for some m > 1. We will show that for any
string w € L(G), there are at most md™ distinct outputs where n = number of
nonterminals and d is a constant (to be defined later).

Let G ibe the underelying LCFG of T' (which is m-ambiguous) Then there are
at most m distinct derivations of any string w in L(G). Let F be one derivation
tree of w. By assumption, every loop in the derivation produces only one output.

Now in F, identify the first (from the root) nonterminal A such that A =7
uwAv for some terminal strings w,v and this is the “longest” derivation that A
“reaches” A, i.e., after uAv, A cannot “reach” A any more and can only reach
a nonterminal different from A. By assumption there is one output generated in
this derivation. We consider two cases:

Case 1. Suppose A can reach a self-embedding nonterminal B (which must be
different from A). Then we proceed as above, i.e., identify the first nonterminal
B such that B =7 «/'Bv' for some terminal strings «/,v’. Again there is only
one output generated in this derivation.

By iterating the process described above, we will eventually end up with the
following:
Case 2. A =1 z, where 7 is a terminal string and, in this derivation, no self-
embedding nonterminal is encountered.

The maximum number of iterations is the number of self -embedding nonter-
minals in the derivation tree F', which is at most n. Now the loops involving
the self-embedding nonterminals do not increase the number of distinct output
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values. Let d be the maximum number of distinct outputs that can be gener-
ated in any derivation of the form A =T xBy or of the form A =% z, and
no self-embedding nonterminal is encountered in these derivations. Note that d
can effectively be computed. Then the upper bound on the number of distinct
outputs that can be generated in derivation F' is d", independent of the length
of the derivation F. Since there at most m distinct derivations, the number of
distinct outputs that T can produce is at most md"”, independent of the length
of the derivation. It follows that T is finite-valued. O

Theorem 9. It is decidable, given a finitely-ambiguous LCFT T, whether it is
finite-valued.

Proof. Let G be the underlying LCFG of T. We determine if there is a self-
embedding nonterminal A in G for which there is a derivation A =% uAv (note
that |uv| > 0), and in this derivation T outputs at least two distinct strings y;
and ys. By Lemma 2, there is an algorithm for this. The result then follows from
Lemmas 3 and 4, g

When the LCFT is not finitely-ambiguous, Theorem 9 does not hold:
Theorem 10. [t is undecidable, given a LCFT T, whether it is finite-valued.

Proof. In [17], it was shown that there is a class of LCFGs for which every
grammar in the class is either unambiguous or unboundedly ambiguous, but
determining which is the case is undecidable. Let G be a LCFG in this class.
Number the rules in G and construct a LCFT T which outputs the rule number
corresponding to each rule. The result then follows. a

Lemma 4 does not hold for finitely-ambiguous CFTs. For consider the 1-
ambiguous CFT: S — (SA,0) | (a,0), A — (a,{0,1}), where S, A are nonter-
minals, a is a terminal symbol, and 0, 1 are output symbols. This CFT satisfies
the hypothesis of Lemma 4, but it is not finite-valued.

But for the case of nonterminal-bounded context-free transducers (NTBCFTs)
(i.e., there is an s > 1 such that every sentential form derivable in the underlying
grammar has at most s nonterminals), we can show that Lemma 4 holds. Hence:

Theorem 11. [t is decidable, given a finitely-ambiguous NTBCFT T, whether
it is finite-valued.

In the journal version of this paper, we will show that finite-valuedness for
1-ambiguous CFTs is decidable.

6 Undecidable Problems Concerning 2-Tape NFAs

A n-tape NFA is an NFA with n (one-way) heads operating independently on n
input tapes. We assume that n-tape NFAs and n- DFAs have right end markers
on the tapes, and acceptance is when all heads eventually reach $ on their tapes
and the machine enters an accepting state. When a head reaches $, it remains
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on $. The set of tuples accepted by a multitape NFA (DFA) M is denoted
by L(M). Note that the set of tuples (language) accepted by 2-tape NFAs are
exactly the set of transductions accepted by NFTs. Multitape finite automata
were introduced in the 1960’s in the papers [3] and [15], and the relations they
define (i.e., accept) are commonly referred to as rational relations. An n-tape
NFA is k-ambiguous if every accepted n-tuple is accepted in at most k distinct
accepting computations.

It is a known result that equivalence of multitape DFAs is decidable [8] (see
also [18] for the complexity of this problem). In fact, this decidability generalizes
to 1-ambiguous multitape NFAs [8]. We will prove a contrasting result below.

A multitape DFA is synchronized [2] if at each step during any accepting
computation, all heads that have not yet reached $ move synchronously one
position to the right. Thus the heads that have not yet reached $ are always
aligned.

The proof of the next result uses ideas in [2,12].

Theorem 12. It is undecidable to determine, given a 2-ambiguous 2-tape NFA
M and a synchronized 2-tape DFA M', whether L(M) = L(M') (resp., L(M) C
L(M)).

Proof. We use the undecidability of the halting problem for deterministic TMs on
blank tape. Let I" be the alphabet used to encode the sequence w of instantaneous
descriptions (IDs), separated by the separators #’s, that describes the halting
computation of the TM on blank tape, if it exists. Let L = L; U Lo, where
Ly ={(z,y) | z,y € ',z # y} and Ly = {(z,z) | « is the halting sequence of
IDs of the TM on blank tape }. Note that Lo # @ if and only if the TM halts
on blank tape.

We construct a 2-ambiguous 2-tape NFA M that accepts L. Given an input
(z,y), M nondeterministically guesses whether it is in L; or Lo as follows:

1. If M guesses that (z,y) is in L, then M moves both heads to the right
simultaneously and accepts if © # y. Clearly, for this computation, M is
deterministic and synchronized.

2. If M guesses that (z,y) is in Lo, then M assumes that the first tape and
second tape are identical. (During the computation, if the tapes are different,
then it does not matter what M does, since the input would already be
accepted when M guesses that the input is in L;.) M initially moves its
second head until it reads the first ID go# without moving the first head. M
then checks that the (identical tapes) correspond to the computation of the
TM. The first head of M would lag by one ID until the very end stage when
the second head reaches an accepting state, after which the first head moves
to the right end marker, and M accepts. Again the process is deterministic.
The initialization guarantees that the lag is bigger than 0, but upperbounded
by some constant.

Clearly, M is 2-ambiguous. Moreover, it is synchronized and accepts only strings
in Ly if and only if the TM does not halt on blank tape.
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Now construct a synchronized 2-tape DFA M’ to accept L;. Clearly, L(M') C
L(M). It follows that L(M) = L(M’) if and only L(M) C L(M’), and if and
only if the TM does not halt on blank tape, which is undecidable. a

7 Conclusion

The emptiness problem for NPDAs with reversal-bounded counters has recently
been shown to be NP-complete [7]. Using this result, we can derive lower and
upper bounds for many decidable problems discussed in the paper. We intend
to do this in the journal version of the paper.
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Abstract. We study the Kleene closure operation on regular and prefix-
free languages. Using an alphabet of size 2n, we get the contiguous range
from 1 to 3/4-2™ of complexities of the Kleene closure of regular languages
accepted by minimal n-state deterministic finite automata. In the case of
prefix-free languages, the Kleene closure may attain just three possible
complexities n — 2, n — 1, and n.

1 Introduction

Kleene closure is a basic operation on formal languages which is defined as
L* ={w]|w=wvvy- v,k >0,v; €L for all i}. It is known that if a language
L is recognized by an n-state deterministic finite automaton (DFA), then the
language L* is recognized by a DFA of at most 3/4 - 2" states [11,14]. The first
worst-case example meeting this upper bound was presented already by Maslov
in 1970 [11], although he claimed upper bound 3/4-2™ —1 in his paper. The proof
of the fact that his witness meets the bound 3/4 - 2™ can be found in [10].

Yu, Zhuang, and Salomaa [14] proved that the size of the minimal DFA for
Kleene closure depends on the number of final states of a given DFA, and that
the upper bound is 271 +27~1=* where k is the number of final and non-initial
states. These upper bounds have been shown to be tight in the binary case for
all k with 1 <k <n —11in [10]. If a regular language L is accepted by a DFA,
in which the initial state is the unique final state, then L* = L. Thus the state
complexities of a language and of its Kleene closure may be the same; here the
state complexity of a regular language L, sc(L), is the smallest number of states
in any DFA recognizing the language L. If a language L over an alphabet X
contains all the one-symbol strings a with a € X, then L* = X*, so sc¢(L*) = 1.

Hence we get the range from 1 to 3/4 - 2™ of possible values of the state
complexity of the Kleene closure of a regular language with state complexity n,
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in which the values 1,n,3/4-2", and 2"~ ! + 2" 17F with 2 < k < n — 1 are
attainable by the state complexity of the Kleene closure of binary languages.

In this paper, we consider the question whether or not the remaining values
in this range are attainable. Our motivation comes from the paper by Iwama
et al. [5], in which the authors stated the problem of whether there always
exists a regular language represented by a minimal n-state nondeterministic
finite automaton (NFA) such that the minimal deterministic automaton for the
language has « states for all integers n and « with n < o < 2™. The problem was
solved positively in [9] by using a ternary alphabet. On the other hand, as shown
by Geffert in [3], in the unary case, there are a lot of holes in the range from
n to 20(vnlegn) that cannot be attained by the state complexity of any unary
language represented by a minimal n-state NFA. However, no specific holes are
known for NFA-to-DFA conversion.

In the case of Kleene closure on unary languages, the holes in the range from
1 to (n—1)% 41 also exists [2]. Moreover, Cevorova in [2] described for every n
two specific holes of length n close to the upper bound (n—1)?+ 1. On the other
hand, the contiguous range of complexities of Kleene closure from 1 to 3/4 - 2"
have been obtained in [8] using an alphabet that grows exponentially with n.

In the first part of our paper, we improve the result from [8] by decreasing the
size of the alphabet to 2n. We show that for all n and o with 1 <« < 3/4-27,
there exists a language L over an alphabet of size 2n accepted by a minimal
DFA of n states and such that the minimal DFA for L* has « states.

In the second part of the paper, we study the Kleene closure operation on
prefix-free languages. Here the known upper bound is n [4], and we prove that
the state complexity of Kleene closure may attain only three valuesn—2,n—1,n.

First, let us recall some basic definitions. For further details and all unex-
plained notions, the reader may refer to [12,13]. A nondeterministic finite au-
tomaton (NFA) is a quintuple A = (@, X,4,1,F), where @ is a finite set of
states, X is a finite alphabet, 6: Q x X — 29 is the transition function which is
extended to the domain 29 x X* in the natural way, I C @ is the set of initial
states, and F' C @ is the set of final states. The language accepted by A is the set
L(A)={we X*|6(I,w)NF #0}. An NFA A is deterministic (and complete)
if |[I| =1 and |6(g,a)| = 1 for each ¢ in @ and each a in X. In such a case, we
write d(q,a) = ¢’ or simply ¢-a = ¢’ instead of §(q,a) = {¢'}.

The state complexity of a regular language L, sc(L), is the number of states
in the minimal DFA for L. It is well known that a DFA is minimal if all its states
are reachable from its initial state, and no two of its states are equivalent.

Every NFA A = (Q, X, 4,1, F) can be converted to an equivalent DFA A’ =
(29,2, I, F'), where R-a = §(R,a) and F' = {R € 29 | RNF # (}. The DFA
A’ is called the subset automaton of the NFA A. The subset automaton need not
be minimal since some of its states may be unreachable or equivalent. However,
if for each state ¢ of the NFA A, there exists a string w, that is accepted by A
only from the state ¢, then the subset automaton of the NFA A does not have
equivalent states since if two subsets of the subset automaton differ in a state ¢,
then they are distinguishable by wy.
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The concatenation of two languages K and L is the language K - L = {uv |
u € K and v € L}. The Kleene closure or star a language L is the language
L*=U;>o Lt where LY = {e}.

2 Kleene Closure on Regular Languages:
Contiguous Range of Complexities for Linear Alphabet

If a language L is accepted by an n-state DFA, then the language L* is accepted
by a DFA of at most 3/4 - 2" states, and this bound is known to be tight in
the binary case [10,11,14]. On the other hand, if a language L contains all one-
symbol strings, then L* = X*. Hence all the possible complexities of the star of
a language with state complexity n are in the range from 1 to 3/4-2" .

It has been shown in [8] that for all n and o with 1 < a < 3/4 - 2", there
exists a regular language L over an alphabet of size 2" such that sc(L) = n and
sc(L*) = «. Thus the range of possible complexities for star is contiguous without
any holes in it providing that the alphabet contains an exponential number of
symbols. The huge alphabet allows us to reach an exponential number of subsets
in a subset automaton for star using a new symbol for each subset. The aim of
this section is to prove a similar result using an alphabet of size at most 2n.

To do this, we will describe three constructions. In each of them, we will add
a new state and transitions on two new symbols to a given n-state DFA A with
sc¢(L(A)*) = «. The first construction will produce an (n + 1)-state DFA B
with sc(L(B)*) = a + 1. The second and the third construction, will result in
(n + 1)-state DFAs C' and D with sc(L(C)*) = 2a and sc(L(D)*) = 2a + 1,
respectively.

Using the induction hypothesis that all the values from n to 3/4-2" — 1
are attainable as the complexities of the star of minimal n-state DFAs over an
alphabet of size 2n, we will be able to show that all the complexities from n + 1
to 3/4-2"*1 — 1 are attainable for minimal (n + 1)-state DFAs over an alphabet
of size 2(n+1). The remaining values in the range from 1 to 3/4-2" are known to
be attained by the complexity of the star of unary or binary languages [2,8,14].

First, let us recall the construction of an NFA A* for the language L*. Let
a language L be accepted by a DFA A = (Q, X, +, s, F'). To get an NFA A* for
the language L* from the DFA A, we add a transition on a symbol a from a
state ¢ to the initial state s whenever q-a € F. Moreover, if the initial state s is
non-final, we add a new initial state gy. By each symbol a, the state gy goes to
{s-a}ifs-a ¢ F, and it goes to {s-a,s}if s-a € F.

Throughout this section, all DFAs will have a final initial state. Therefore, in
the construction of the NFA A*, there is no need to add a new initial state ¢q.
Let us start with the following example.

Ezample 1. Consider the 3-state DFA A shown in Fig. 1. The DFA A has two
final states 1 and f. Construct an NFA A* for L(A)* by adding transitions on
ag, a1, as from the states f, 1,2, respectively, to the initial state 1. The NFA
A* and the 4-state subset automaton A’ of the NFA A* are shown in Fig. 1
(bottom). Notice that the following conditions are satisfied:
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Fig.1. The DFA A for a language L (top), the NFA A* for the language L* (left-
bottom), and the subset automaton A’ (right-bottom)

(C1) the DFA A accepts the string ag only from the state f, the string a;
only from the state 1, and the string as only from the state 2;

(C2) the initial state of the subset automaton A’ is {1}, the subsets {2}, {1, f},
and {1,2, f} are reachable in the subset automaton A’, while the empty set is
unreachable since A is deterministic.

Since A satisfies (C1), it is minimal. Moreover, it follows from the construction
of the NFA A* that the NFA A* also satisfies (C1), that is, the string ag is
accepted by A* only from f, and a; is accepted only from ¢ for i = 1,2. This
means that all the states in the subset automaton A’ of the NFA A* are pairwise
distinguishable.

Our aim is to get 4-state DFAs B, C, and D whose stars require 4 + 1, 2 - 4,
and 2 -4 + 1 states, respectively.

(1) To get a 4-state DFA B for a language whose star requires 5 states, add a
new non-final state 3 to the dfa A, and transitions on two new symbols ag and
b3 as follows. The new state 3 goes to itself on old symbols ag, a1, and as. Next,

3-a3=fand qg-a3 =2if ¢ # 3;

q - bs = 3 for each state ¢q of B.

The initial state of B is the state 1, and final states are 1 and f. Construct an
NFA B* for the star of the language L(B) by adding transitions on ag, a1, as, as
from states f, 1,2, 3, respectively, to the initial state 1. In the subset automaton
B’ of the NFA B*, all the states that have been reachable in A’ are reachable
since the initial state of B’ is {1}, and we do not change the transitions on
ap, a1, az on the states of A. Moreover, state {3} is reached from state {1} by
bs. No other state is reachable in B’ because A’ satisfies (C2). Since B accepts
ap ounly from f, and a; only from ¢ (1 < ¢ < 3), DFA B is minimal, and all
the states of the subset automaton B’ are pairwise distinguishable. Finally, the
subset automaton B’ satisfies (C2). Fig. 2 (top) shows the new state and the
new transitions in the DFA B, and the reachability of the states in B’.

(2) Now we would like to duplicate the number of states in the subset automa-
ton A’, that is, to construct a 4-state DFA C for a language whose star requires
2 - 4 states. We again add a new non-final state 3 to the DFA A, going to itself
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Fig. 2. The new state and the new transitions in the DFAs B,C, D (left) and the
reachable states of the subset automata B’,C’, D’ (right)

on each old symbol. This time we define transitions on new symbols as, c3. The
transitions on az are the same as in case (1), and the transitions on cg are as
follows:

f-ecs=3andq-cs=1ifqg# f.
The new state and new transitions in the DFA C, and the reachability of the
states in C” are illustrated in Fig. 2 (middle).

(3) To get a 4-state DFA D for a language whose star requires 2-4 + 1 states,
we again add a new state 3, going to itself on old symbols, and transitions on
new symbols a3z and ds. The transitions on ag are as above, and

l-d3=3and ¢q-ds=1if ¢ # 1.
The new state and new transitions in the DFA D, and the reachability of the
states in D’ are illustrated in Fig. 2 (bottom). a

Let us show that the above described constructions work in the general case.

Lemma 1. Let 4 <n < a <3/4.-2"—1. There exists a regular language L over
an alphabet X, with |X,| < 2n such that sc(L) = n and sc(L*) = a.

Proof. If a DFA A accepts the empty string, then we can construct an NFA A*
for the language (L(A))* from the DFA A by adding the transition on a symbol
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a from a state ¢ to the initial state of A whenever the state ¢ goes by a in A to
a final state.

We prove by induction on n the following claim: For every a with n < a <
3/4-2™—1, there exists an n-state DFA A over an alphabet Y, of size at most 2n
and such that {ag, a1,...,a,—1} C X, with the stateset @ = {1,2,...,n—1, f},
the initial state 1, the set of final states {1, f}, satisfying the following conditions:

(C1) the string ag is accepted by A only from the state f, and the string a;
is accepted only from the state i (1 <i<n—1);

(C2) the subset automaton A’ of the NFA A* has « reachable states, and the
states {1},{2}, {1, f},{1,2, f} are reachable in A’, while the empty set is not
reachable.

We first prove the induction step, and then will discuss the basis.

Assume that our claim holds for n and all a with n < o < 3/4-2"—1, and let
us show that then it also holds for n+1 and all @ with n+1 < o < 3/4-2"F1 —1.

To this end, let « be an integer with n < o« < 3/4-2™ — 1, and let A be
an n-state DFA satisfying the induction hypothesis. We will show that we are
able to construct (n + 1)-state DFAs B,C, D from the DFA A by adding a
new state n and transitions on two new symbols, so that the star of languages
L(B),L(C), L(D) will require a+1, 2, and 2.+ 1 states respectively. Moreover,
the DFAs B, C, D and the subset automata B’, C’, D’ will satisfy (C1) and (C2).

(1) Let us start with the construction of the DFA B for a language whose
star requires a + 1 states. We add a new state n to the DFA A, going to itself
on each symbol in X,,. Next, we add transitions on two new symbols a,, and b,
defined as follows:

n-a, = fandq-a, =2if ¢ #n;

q - b, = n for each state q of the DFA B.

Notice that the string a, is accepted by B only from the state n, while the
unique acceptance of the other strings a; remains the same as in A. Hence B
satisfies (C1).

Construct the NFA B* for the star of the language L(B). In the subset au-
tomaton B’ of the NFA B*, the initial state is {1}, and all the subsets that are
reachable in the subset automaton A’ are also reachable in B’ because we do
not change the transitions on the symbols in X, on states of A. Thus B satisfies
(C2). Moreover, the subset {n} is reachable in B’ since {1} goes to {n} by by,.

We need to show that no other subset is reachable in B’. To this aim consider
the family of o + 1 sets

R = {S| S is reachable in A"} U {{n}}.

Since the initial state of B’ is in R, we only need to show that each set R in R goes
to a set in R by each symbol in X}, 11 = X, U {ayn,by,}. This is straightforward
for symbols in X,,. Let S be a reachable state of A’. Then S goes to {2} by ay,.
The set {2} is in R since it is a reachable state of A’ by (C2). By b, the set S
goes to {n} which is in R. The set {n} goes by b, to itself, and by a,, to {1, f}
which is R by (C2).
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Due to unique acceptance of the (one-symbol) strings a;, automata B and B’
do not have equivalent states. Thus B is minimal, and the star of the language
L(B) requires exactly « + 1 states.

(2) Now we describe the construction of the DFA C for a language whose star
requires 2« states. We again add a new state n to the DFA A going to itself on
each symbol in X,,. We also add the transitions on a, as in case (1). Thus C
will satisfy (C1). Next, we add transitions on new symbol ¢, defined as follows:

f-cn=mnandq-c,=1ifq# f.

Construct the NFA C* for L(C)*. In the subset automaton C’ of the NFA C*,
all the subsets that are reachable in A’ are reachable as well, and so C’ satisfies
(C2). Moreover, state {1, f} goes to {1,n} by ¢, and then to S U {n} for every

reachable set of A’ because state n goes to itself on every symbol in X, in the
DFA C. Thus each set in the family

R = {5 | S is reachable in A"} U {SU{n}|S is reachable in A’}

is reachable in C’. We need to show that no other set is reachable in C’. To do
this, it is enough to show that each set R in R goes to a set in R by each symbol
in ¥p41 = X, U{an,cy}. This is straightforward for symbols in X,,. Each set S
that is reachable in A" goes to {2} by a,. The set {2} is in R by (C2). By ¢y,
the set S goes either to {1} or to {1,n}. Both these sets are in R. Now consider
a set SU{n} in R; notice that S is non-empty since A is deterministic. By a,,
the set SU{n} goes to {1,2, f}, and by ¢,, it goes either to {1} or to {1,n}. All
the resulting sets are in R by (C2). Thus no other set is reachable in C’. Since
C satisfies (C1), automata C' and C’ do not have equivalent states. Hence the
DFA (' is minimal, and the star of the language L(C) requires exactly 2« states.

(3) To get an (n+1)-state DFA D for a language requiring 2.+ 1 states for its
star, we add a new state n going to itself on each symbol of X,,, and transitions
on all two new symbols a,,d,. The transitions on a,, are the same as above, so
the DFA D satisfies (C1). The transitions on d,, are as follows:

l-d,=mnandq-d,=1if ¢ # 1.
Construct the NFA D* for the language L(D)*. Now consider the following
family of 2a: + 1 sets

R = {S| S is reachable in A’} U{SU{n} | S is reachable in A"} U {{n}};

recall that the empty set is not reachable in A’. Each reachable set in A’ is also
reachable in the subset automaton D’ of the NFA D*. Next, state {1, f}, which
is reachable in A’ by (C2), goes to {1,n} by d,. From {1,n}, each state SU {n}
with S reachable in A’ is reachable in D’. The set {n} is reached from {1} by
dy,,. Thus D’ satisfies (C2). To prove that no other set is reachable in D’, we only
need to show that each set R in the family R goes to a set in R by each symbol
in X, = X,,_1 U{an,d,}. This is straightforward for symbols in ¥,,. Let S be a
reachable state in A’. Then S goes to {2} by a,, and it goes either to {n} or to
{1,n} by d,. All the resulting sets are in R. Now let R = S U {n}, where S is
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Fig. 3. The basic automata Ay o

reachable in A’ thus S is non-empty. By a,,, the set R goes to {1,2, f} which is
in R. By dp, it goes either to {1} or to {n} or to {1,n}, all of which are in R.
The set {n} goes to {1, f} by a,, and it goes to {1} by d,,. Both the resulting
sets are in R. Thus D’ has exactly 2a + 1 reachable states. Since D satisfies
(C1), it is minimal, and the star of the language L(C) requires 2« + 1 states.

Hence if all the values from n to 3/4-2™ —1 are attainable as the complexity of
stars of minimal n-state DFAs, then all the complexities from 2n to 3/4-2"+1 —1
are attainable for minimal (n + 1)-state DFAs using the second and the third
construction. The first construction gives the values from n + 1 to 2n — 1. This
completes the induction step.

Now, let us deal with the basis. We describe the basic automata for n = 3
and a = 4,5, as well as for n = 4 and o = 4,7. All these automata will satisfy
conditions (C1) and (C2). From these automata, using our constructions we can
get all the DFAs with n = 4 and 4 < a < 11, which proves the basis.

The basic automata A,, o, for languages Ly, o with sc(Ly, o) = n and sc(Ly, ) =
a are shown in Fig. 3. All four DFAs satisfy (C1). The complexity of their star,
as well as the validity of condition (C2), can be verified using a software, for
example, JFLAP [1]. O

The next two propositions recall the known facts that the remaining values
in the range from 1 to 3/4 - 2™ can be attained by unary or binary languages.

Proposition 1 ([2,8]). Letn > 2 and 1 < a < n. There exists a language over
an alphabet of size at most two such that sc(L) = n and sc(L*) = a. o

Proposition 2 ([10,11,14]). Let n > 2. There exists a binary language L such
that sc(L) = n and sc(L*) = 3/4-2". O

All the results of this section are summarized in the following theorem.

Theorem 1. Letn > 2 and 1 < « < 3/4-2"™. There exists a regular language
L over an alphabet X, with |X,| < 2n such that sc(L) = n and sc(L*) = «a. O
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We also did some calculations in the binary case. Using the lists of codes of
pairwise non-isomorphic binary automata of 2, 3, 4, and 5 states, we computed
the frequencies of the resulting complexities for Kleene closure, as well as the
average complexity. Every value in the range from 1 to 3/4-2" has been obtained
at least once. In the case of n = 6,7,8,9, we considered binary automata, in
which the first symbol is a circular shift of the states, and the second symbol is
generated randomly. We found out that all values from 1 to 3/4-2™ are attainable,
that is, for every v with 1 < a < 3/4 - 2", we found a minimal n-state binary
DFA A such that the state complexity of L(A)* is exactly . All the results can
be found at http://im.saske.sk/~ palmovsky/Kleene%20Closure.

On the other hand, the situation is different in the unary case. Here the known
upper bound is (n — 1)? + 1, and it is tight [14]. However, as shown in [2], there
are at least two gaps of length n in the range from 1 to (n — 1)? + 1 that cannot
be attained by the state complexity of the star of any unary language with state
complexity n.

3 Kleene Closure on Prefix-Free Languages

If w = wv for a strings v and v, then u is a prefiz of w. If, moreover, the string v
is non-empty, then v is a proper prefix of w. A language is prefiz-free if it does
not contain two distinct strings, one of which is a prefix of the other. A DFA is
prefix-free if it accepts a prefix-free language. The following characterization of
minimal DFAs accepting prefix-free languages is well known.

Proposition 3 ([4]). Let A be a minimal DFA for a non-empty language L.
Then L is prefix-free if and only if A has exactly one final state that goes to the
dead state on each symbol of the input alphabet. O

Using this characterization, a DFA A* for the star of a prefix-free language L,
accepted by an n-state DFA A = (Q, X, -, s,{f}), can be constructed as follows.
We make the final state f initial, and redirect the transition on each symbol a
from the final state f to the state s-a. This gives an n-state DFA A* for the
language L* [4]. The aim of this section is to show that the resulting complexity
of L* may be n — 2,n — 1 or n. Let us start with the following observation.

Lemma 2. Let A be a minimal prefiz-free DFA with the final state f and the
dead state d. Let p and q be two distinct states different from d. Then p and q
can be distinguished by a string w such that the computations of A on the string
w starting in the states p and q do not use any transition from f to d.

Proof. Let - be the transition function of A. Let a string w be accepted from p and
rejected from ¢. Then the computation on w from p cannot use any transition
from f to d, otherwise w would be rejected from p. If the computation on w
from ¢ uses a transition from f to d on a symbol a, then w can be factorized as
w = uav such that g-u = f, f-a =d, and d-v = d. Hence u is accepted from
q. Consider the computation on w from p. Since u is a proper prefix of w, this
computation is rejecting, and does not use any transition from f to d. Thus v is
the desired string, and the proof is complete. a
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Now we are ready to get a lower bound on the state complexity of the star of
prefix-free languages.

Lemma 3. Let L be a prefiz-free reqular language with sc(L) = n, where n > 3.
Then n —2 < sc(L*) < n.

Proof. Let A = ({1,2,...,n— 2, f,d},X,-,1,{f}) be the minimal DFA for a
prefix-free language L with the dead state d. Since L is prefix-free, all the tran-
sitions from the final state f go to the dead state d.

To get a DFA A* for the language L* from the DFA A [4], we make the state
f initial, and redirect the transition from f to d on each symbol a in X' to the
state 1 - a. In the resulting DFA A*, the states 1 and d may be unreachable,
while any other state is reachable since A is minimal.

First, consider the case that the state 1 is reachable in A*. Then all the
reachable states are pairwise distinguishable since d is the only state that does
not accept any string, f is the only final state, and the remaining states are
distinguishable in the DFA A* by Lemma 2.

Now, assume that the state 1 is unreachable in A*, that is, the state 1 does
not have any in-transition in the DFA A. It follows that no out-transition from
the state 1 can be used to show the distinguishability of the states 2,3,...,n—2
in DFA A, and so these states are distinguishable in the DFA A* by Lemma 2.
This completes the proof. a

Lemma 4. Let n > 4 and n — 2 < « < n. There exists a binary prefiz-free

language L such that sc(L) = n and sc(L*) = .

Proof. The minimal DFAs of prefix-free regular languages whose stars meet the
complexities n,n — 1, and n — 2 are shown in Fig. 4 (top, middle, and bottom,
respectively). O

b b a,b

b a,b
Lo el

a,b

Yo oT o020

Fig. 4. The DFAs of the prefix-free languages meeting the complexities n (top), n — 1
(middle), and n — 2 (bottom) for their star
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Let us denote by Ry (n) the set of possible complexities of the star of prefix-free
languages with state complexity n over a k-letter alphabet, that is,

Ri(n) ={sc(L*) | L C X*,|X| =k, L is prefix-free and sc(L) = n}.
Using this notation, we get the following result.
Theorem 2. Let Ri(n) be the set of possible complezities of the star of prefiz-

free languages over a k-letter alphabet, as defined above. Then we have

(a) R (1) = Ri(2) = {2} where k > 1;
(b) Ri(n) = {n— 2} where n > 3;

(c) R2(3) = {1,2} and Rx(3) = {17 ,3Yifk > 3;
(d) Rk(n) ={n—2,n—1,n} if k > 2 and n > 4.

Proof. (a) The only prefix-free languages with state complexity 1 and 2 are
the empty language and the language {c}, respectively. The star of both these
languages is {e}.

(b) The only prefix-free unary language with the state complexity n, where
n > 3, is the language {a"~2}. Its star is the language (a"~2)* with the state
complexity n — 2.

(c) Using a binary alphabet, we cannot reach the initial and the dead state of
a 3-state DFA A from the initial state. Therefore, in the DFA A*, at most two
states are reachable. The languages b*a and a + b meet the complexities 2 and
1, respectively. The language b*a over the ternary alphabet {a,b, c} meets the
complexity 3.

(d) The equality is given by Lemma 3 and Lemma 4. O

We also did some computations. Having the lists of binary minimal and pair-
wise non-isomorphic prefix-free DFAs, we computed the complexities of the stars
of the accepted languages. The table below shows the frequencies of complexities
n —2,n — 1, and n, and the average complexity for n = 2,3,4,5,6,7.

Table 1. The frequencies of the complexities n—2,n—1, n, and the average complexity
of star in the binary case; n = 2,3,4,5,6,7

n\sc(L*) 1 2 3 4 5 6 7  average
2 - 1 - - - - - 2
3 1 2 - - - - - 1.5
4 - 4 18 6 - - - 3.071
5 - - 56 299 166 - - 4.211
6 - - - 1255 7120 5078 - 5.284
7 - - - - 37733 222125 184182 6.600
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4 Conclusions

We investigated the operation of Kleene closure (star) on regular and prefix-free
languages. In the case of regular languages, we obtained the contiguous range
of complexities from 1 to 3/4 - 2™ for an alphabet of size 2n. We proved that for
all n and o with 1 < o < 3/4- 2", there exists a regular language defined over
an alphabet of size at most 2n with the state complexity n such that the state
complexity of its star is a. This improves a similar result from [8] that uses an
alphabet that grows exponentially with n.

We did some computations in the binary case, and we obtained a contiguous
range of complexities of stars from 1 to 3/4-2" for all n with 2 < n < 9. Whether
or not this is true for every n remains open.

In the second part of the paper, we examined a similar problem for prefix-
free languages. We showed that the state complexity of the star of a prefix-free
language with state complexity n may attain just three values n—2,n—1, and n.
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Abstract. We study the NFA reductions by invariant equivalences. It is
well-known that the NFA minimization problem is PSPACE-complete.
Therefore, there have been approaches to reduce the size of NFAs in
low polynomial time by computing invariant equivalence and merging
the states within same equivalence class. Here we consider the nonde-
terminism reduction of NFAs by invariant equivalences. We, in partic-
ular, show that the left-invariant equivalence is more useful than the
right-invariant equivalence for reducing NFA nondeterminism. We also
present experimental evidence for showing that NFA reduction by left-
invariant equivalence achieves the better reduction of nondeterminism
than right-invariant equivalence.

Keywords: Nondeterministic finite automata, Regular expression, NFA
reduction, Invariant equivalences.

1 Introduction

Regular expressions are widely used for many applications such as search engine,
text editor, programming language, and so on. People often use regular expres-
sions to describe a set of pattern strings for the pattern matching problem.

Once a regular expression is given, then we convert a regular expression into an
equivalent nondeterministic finite-state automaton (NFA) by automata construc-
tions such as Thompson construction [21] or the position construction® [6,17].
In some cases, the obtained NFA should be converted into a deterministic one
by the subset construction. However, the size of the deterministic finite-state
automaton (DFA) for the regular expression may be exponential. In addition
to that, the problem of minimizing NFAs is PSPACE-complete [14], thus, in-
tractable.

Since DFAs are usually much faster than NFAs, the most of applications
prefer DFAs to NFAs. For example, consider the membership problem which is
the simplest form of pattern matching problem based on FAs. Given an FA of
size m and a string of length n, the problem requires O(n) time if the FA is
deterministic whereas it takes O(m?n) time [7,22] in the worst-case if the FA is
nondeterministic.

1 Also known as Glushkov construction.
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© Springer International Publishing Switzerland 2014
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start start
DFA reject NFA
: reject :
accept or reject accept

Fig. 1. Difference between deterministic and nondeterministic computations

The real problem is, it is impossible to have small DFAs as NFAs for the same
regular languages. It is well known that exponential number of states may be
required for an NFA to be represented by a DFA. As an alternative solution,
there have been many approaches on NFA reduction techniques for the space-
efficient implementations of the applications using regular expressions.

The idea of reducing the size of NFAs by equivalence relations was first pro-
posed by Ilie and Yu [11]. Champarnaud and Coulon [5] modified the idea to use
preorders over the set of states instead of equivalences for the better reduction.
Later, Ilie et al. [9] showed that it is possible to reduce the size of an NFA with
n states and m transitions in O(mlogn) time by equivalences and O(mn) time
by preorders. Ilie et al. [10] also showed that the optimal use of equivalences can
be computed in polynomial time and the optimal use of preorders is NP-hard.

Here we consider the problem of reducing the nondeterminism of NFAs by
using invariant equivalences because the nondeterminism is also a very important
factor for the efficient simulation of NFAs. We define the computation graph for
estimating the nondeterminism of NFAs and investigate several properties. Then,
we compare the right- and left-invariant equivalences by reducing NFAs by the
equivalences and give experimental results with uniformly generated random
regular expressions.

The paper is organized as follows. In Section 2, we shall give some defini-
tions and notations. We introduce the well-known construction of the position
automaton from a regular expression in Section 3. We present NFA reduction
by invariant equivalences in Section 4 and consider the nondeterminism of NFAs
in Section 5. The experimental results are given in Section 6. Section 7 concludes
the paper.

2 Preliminaries

Here we briefly recall the basic definitions used throughout the paper. For
complete background knowledge in automata theory, the reader may refer to
textbooks [7,22].
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Let X be a finite alphabet and X™* be the set of all strings over the alphabet X
including the empty string A. The size |X| of X is the number of characters in X.
For a string w € X*, we denote the length of w by |w| and the ith character of
w by w;. A language over X' is any subset of X*. A reqular expression over X is
B, A, or a € X, or is obtained by applying the following rules finitely many times.
For two regular expressions R and R, the union R1 + Ro, the concatenation
Ri - Rq, and the star R} are regular expressions. For a regular expression R,
the language represented by R is denoted by L£L(R). The size |R| of a regular
expression R implies the number of symbols including the characters from X
and syntactic symbols such as +, -, and *. We denote the number of occurrences
of characters from X in R by |R|s.

A nondeterministic finite-state automaton (NFA) A is specified by a 5-tuple
(Q,X2,6,s, F), where @Q is a finite set of states, X' is an input alphabet, ¢ :
Q x ¥ — 29 is a multi-valued transition function, s € Q is the initial state and
F C Q@ is a set of final states.

For a transition ¢ € §(p,a) in A, we say that p has an out-transition and ¢
has an in-transition. Furthermore, p is a source state of ¢ and q is a target state
of p. The transition function ¢ can be extended to a function Q x X* — 29 that
reflects sequences of inputs. A string w over X' is accepted by A if there is a
labeled path from s to a state in F' such that this path spells out the string w,
namely, d(s,w) N F # (. The language L£(A) recognized by A is the set of all
strings that are spelled out by paths from s to a final state in F'. Formally we
write

L(A)={we X" |d(s,w)NF # 0}

For a state ¢ € @, we denote
Lr(Aq)={weX*|qed(s,w)}, Lr(A,q) ={weX*|dquw)NF#£0};

when A is understood from the context, we simply write £, (q), Lr(q), respec-
tively.

For a state ¢ € () and a string w € X*, the g-computation tree T4 4., of A on
w is a labeled tree where the nodes are labeled by elements of @ x (XU {\,4}),
where | ¢ Y. Note that T4 4 1 is a single-node tree labeled by (g, A). Assume
that w = au, where a € X, u € X*, and 6(¢,a) = (0. Then, T4 4. is again a
single-node tree where the only node is labeled by (g,4). If §(¢,a) = {p1,.-.,Pm},
where m > 1, then T4 4. is the tree with the root node labeled by (¢,a) and
the root node has m children where the subtree rooted at the ith child is T4 p, v
for i = 1,...,m. We call the tree T4 s the computation tree of A on w and
simply denote T 4 ,,. If there is an accepting computation for w in the NFA A,
T 4. has a leaf labeled by (g, A), where ¢ € F.

We also define the computation graph G 4., of A on w by merging equivalent
subtrees of the computation tree as a single subtree. If T 4 ,, has two computation
trees T 4,40 as subtrees, where w = wv, w,u,v € X*, and ¢ € @, then we merge
the trees into one.

We denote the number of nodes and the number of edges of a computation
tree Taw by |Taw|y and |Ta |5, respectively. We define the size |Ti4 .| of a
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computation tree T4, t0 be |T4,|n + |T4,w|E- Note that the similar notations
are defined analogously for the size of computation graph.

3 NFA Constructions from Regular Expressions

We first recall the well-known construction called the position construction for
obtaining NFAs from regular expressions [6,17]. The automaton obtained from
the construction is called the position automaton which is also called the Glushkov
automaton.

Given a regular expression R, we first mark each character of R with a unique
index called the position. From the leftmost character of R, we mark the index
of each character with the number from 1 to |R|x. The set of indices is called
the positions of R and denoted by pos(R) = {1,2,...,|R|s}. We also denote
posy(R) = pos(R) U {0}. We denote the marked regular expression obtained
from R by R. Note that L(R) C A*, where A ={a;|a€ X,1<i<|R|s}. For
instance, if R = abe + d(ef)*, then R = a1bacs + da(esfs)*. For a € X, a = a.

For a regular expression R, we define first, last, and follow as follows:

first(R) = {i | a;w € L(R)},
last(R) = {i | wa; € L(R)},
follow(R, ) = {j | uasajv € L(R)}.

We extend follow(R, 0) = first(R) and define lasto(R) to be last(R) if A € L(R)
and last(R) U {0} otherwise.
Then, the position automaton of R is defined as follows:

Apos(R) = (posy(R), X, dpos, 0, lasty(R)),

where
6pos = {(i,a,j) ‘ .7 € fO”OW(R,i),(I = aj}‘

Notice that the position automaton of R recognizes the same language with the
regular expression R, that is, L(R) = L(Apoes(R)).
The position automaton has two useful properties as follows.

Property 1. The position automaton for the regular expression R has always
|R|x + 1 states.

Proof. Recall that every position automaton satisfies Property 2. The NFA
Apos(R)/=, is obtained from A,.s(R) by merging states if they are in the
same left-invariant equivalence class. In other words, any two states ¢ and p
are merged if p =, ¢, thus, £1(p) = Lr(g). This implies that p and ¢ should
have in-transitions consuming the same character because otherwise L (p) #
L1,(q). Therefore, the merged state by the left-invariant equivalence =y, also has
in-transitions labeled by the same character. a
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Property 1 guarantees that the position automaton always has smaller number
of states than Thompson’s automaton [21].

Property 2. All in-transitions for any state of the position automaton are labeled
by the same character.

Caron and Ziadi [4] named the second property as the homogeneous property.
We say that an FA is homogeneous if all in-transitions to a state have the same
label. The homogeneous property helps to improve the regular expression search
algorithms because we can represent the DFA using O(2/R1> 4| %) bit-masks
of length [Ryx| instead of O(2/%!= . |X|) [18,19]. We can compute the position
automaton in quadratic time in the size of regular expression using inductive
definition of first, last, and follow [3].

Note that there have been proposed two more algorithms for obtaining smaller
NFAs than position automata from regular expressions. Antimirov [2] introduced
an NFA construction based on partial derivatives called the partial derivate au-
tomaton. Ilie and Yu [12] constructed an NFA called the follow automaton based
on the follow relation. It is already proven that a partial derivative automaton
and a follow automaton are quotients of the position automaton and always
smaller than the position automaton.

4 NFA Reduction by Invariant Equivalences

There have been many results for reducing the size of NFAs by using invariant
equivalences [9,11,13]. Here we briefly recall how the reduction works.

Basically, the idea of NFA reduction is from DFA minimization in the sense
that we find indistinguishable states and merge them to reduce the size of DFAs.
Let A= (Q,X,d,s, F) be an NFA. For any two states p and ¢ of A, we say that
p and q are distinguishable if there exists a string w such that §(g, w)NF # ) and
d(p, w)NF = (. Naturally, this leads to the fact that p and q are indistinguishable
if and only if Lr(p) = Lr(q). If = is an equivalence on @ which is right-invariant
with respect to A, then p = ¢ implies that p and ¢ are indistinguishable.

The largest right-invariant equivalence relation =g over @) should satisfy the
following properties:

(i) =rN(F x (Q - F)) =0,
(ii) for any p,q € Q,a € X, p =g q if for all ¢’ € 6(q,a), there exists p’ € d(p, a)
such that ¢’ =g p'.

After computing =g, we can reduce the NFA A by simply merging all states
in the same equivalence class. Given an equivalence = and an NFA A, we de-
note the NFA obtained after merging the equivalent states by A/=. For any
regular expression R, A(R)/=, is always smaller than the partial derivative au-
tomaton and the follow automaton since =g is the largest one among all the
right-invariant equivalence relations.

Note that the largest left-invariant equivalence relation =7, can be computed
by reversing the given NFA and computing the largest right-invariant equivalence
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of it. Although the partial derivative automaton [2] and the follow automaton [12]
can be obtained by the right-invariant equivalence relations, the left-invariant
equivalence has some nice properties.

Fig. 2. A position automaton Apes(R) where R = ace + acf + ade + adf + bee + bef +
bde + bdf

See the position automaton Ayes(R) in Fig. 2 as an inspiring example. Note
that this example is already used in the paper by Ilie and Yu [13]. Fig. 3 is an
NFA reduced by =i and Fig. 4 is an NFA reduced by =;.

Fig. 3. An NFA Apos(R)E

R

While the number of states is smaller when reduced by =g than =, the
NFA reduced by =y, is deterministic. Note that the NFA reduction by =, does
not always produce DFAs. However, this example implies that the left-invariant
equivalence is useful for reducing nondeterminism of NFAs since the equivalence
relation is computed in the same direction as the simulation of NFAs.

We also mention that the NFA reduction by the left-invariant equivalence pre-
serves the homogeneous property which is very useful for the regular expression
search algorithms.
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Fig. 4. An NFA Apes(R)=

L

Lemma 1. Let R be a regular expression. Then, Ayos(R)/=, is homogeneous.

5 Nondeterminism of NFAs

Many researchers have studied various measures of nondeterminism in NFAs [8,20].
Here we compare the nondeterminism of NFAs using the size of the computation
graph. We give an example for the comparison of the computation tree and the
computation graph.

Example 1. Let A be an NFA described in Fig. 5. Then, the computation tree

Fig.5. An NFA A

and the computation graph of A on the string abbb are depicted in Fig. 6.

Now let us discuss the reason why we compare the nondeterminism of NFAs
using the computation graph instead of the computation tree. Let A be an
NFA of size m and w be a string of length n. Hromkovi¢ et al. [8] showed
that the number of accepting computation can be exponential in the worst-case.
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Fig. 6. The computation tree and the computation graph of the NFA A on the string
aaab

This follows that the size of the computation tree can be also exponential since
a computation tree has corresponding leaves for each accepting computation.
This implies that the size of the computation tree can be quite different with
the runtime complexity for simulating A on w, which is O(m?n) in the worst-
case. On the other hand, the size of computation graph almost coincides with

the algorithmic complexity of NFA simulation.

Lemma 2. Given an NFA A with m states and a string w € X* of length n,
the following statements hold:

(i) the number of nodes and edges in the computation graph of A on w are at
most mn + 1 and m + m?(n — 1), respectively, and
(i) the number of nodes and edges in the computation tree of A on w are at

mn+171 mn+171 .
most ™" and ™ — 1, respectively.

Proof. We first prove (). Since we assume that A has only one initial state, the
simulation of A starts with one state. After then, A may simulate all states in
the worst-case because of the nondeterminism. Therefore, the number of nodes
in the computation graph of an NFA can be mn + 1 in the worst-case.

Moreover, the graph can have m edges from the initial node since A can move
to all states by reading a character in the worst-case. Then, since each state of
A can have m options to move by reading a character, the number of edges in
the computation graph of A can be m + m?(n — 1) in the worst-case.

Now we prove (7). The computation tree of A on w has one initial node and
has m children by reading any character. Then, every node of the computation
tree can have m children since there can be up to m transitions for each state

and character. Thus, the total number of nodes can be
n+l _ 1
1_~_m+m2_~_._.+mn—1+mn: m
m—1

Note that the number of edges can be ’”;:_11_ L' _ 1 since a tree always has t — 1

edges if there are ¢ nodes. a
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We have a simple lower bound NFA for the given upper bounds in Lemma 2,
which is an m-state NFA A = (Q, X, 6, s, F), where Q = F and Q = §(g, a) for
all g € Q and a € Y. Fig. 7 depicts the lower bound when m = 2.

root root

m i><i 00000 +++ OOO0OO M
m 0000000 - 0000000 M"

Fig. 7. A lower bound example when m = 2 for the upper bound in Lemma 2

We establish the following result as a corollary.

Corollary 1. Given an NFA A with m states and a string w € X* of length n,
|G aw]| is in O(m3n) and |T 4| is in O(m™).

However, the size of the computation graph and tree is linear in the length of
the input string for DFAs in the worst-case.

Lemma 3. Let A = (Q,X,6,s,F) be a DFA and w € X* be a string. Then,
ITawly < |w]+1 and |Taw|e < |wl.

Proof. Since A is a DFA, we have only one transition from any state of A to
proceed by reading an input character. Therefore, we always have a sequence of
states visited by reading the string w instead of tree structure. If w = A, then
|T 4| =1 since T4 x consists of a single node labeled by (s, ). Otherwise, we
have an accepting computation

S—=q1—>q2 > 4q3 = = Qlw|—1 7 G

of length |w| 4+ 1 in the worst-case, where 6(s,w1) = q1, (g, wi+1) = ¢i+1 and
g € Q for i = 1,...,|w|. Note that the sequence itself is the computation tree
in DFAs. If the DFA is incomplete and the computation fails before completed,
the length of the computation becomes shorter than |w| + 1. O

Corollary 2. Let A= (Q,X,4,s,F) be a DFA and w € X* be a string. Then,
G awly < Jw|+1 and |Gaw|p < |w).

Considering that the size of the computation graph represents the computa-
tional cost for simulating FAs well, it is evident that DFAs are much better than
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NFAs regardless of the size of FAs because they make a deterministic choice at
each step.

Here we consider the advantage of reducing NFAs by the left-invariant equiv-
alence. The empirical studies on NFA reductions show that the right-invariant
equivalence is more powerful in terms of better reduction on the number of
states and transitions. However, it turns out that the left-invariant equivalence
can reduce the nondeterminism of NFAs better than the right-invariant.

Lemma 4. Let A= (Q,X,4,s, F) be an NFA and A’ be an NFA obtained from
A by merging two equivalent states q and p in Q. Then, there exists a string
w € X* such that |G 4 w|N < |Gawl|n if and only if L(p) N LL(q) # 0.

Proof.

(<=) We first prove the statement that if L (p) N Lr(q) # 0, then there exists
a string w such that |G w|N < |Gaw|n. Since L(p) N L1(q) # 0, we say a
string w’ € Lr(p) N L1 (q). Consider the computation graphs G 4., and G4 4,
where w = w'u and w’, u € X*. While the computation of A on w maintains two
states p and ¢ after reading w’, the computation of A’ only maintains the merged
state. As a result, the number of nodes in the computation graph decrease.
(=) We prove that if there exists a string w such that |Ga w|n < |GAw|N,
then £, (p)NLL(q) # 0. The decrease on the number of nodes in the computation
graph G 4/ ,, implies that at least one state visited during the simulation of A
on w is merged with the other state. This means that there exists a string w’,
where w'u = w and w’,u € X*, which makes A to visit the merged state. Since
the merged states are p and ¢ by assumption, w’ € L (p) N LL(q). O

From Lemma 4, the following result is immediate.

Theorem 1. Let A be an NFA and = be a left-invariant equivalence. If there
exist two distinct equivalent states in A, then there exists a string w € X* such
that G.a) | < |G aul.

We also observe that NFA reduction by the right-invariant does not guarantee
the reduction of nondeterminism.

Corollary 3. There exist an NFA A with two distinct equivalent states and
a right-invariant equivalence = such that for any string w € X%, |G 4/_ | <
|G A w)-

6 Experimental Results

We present experimental results regarding the NFA reduction by invariant equiv-
alences. Especially, we aim to analyze how the NFA reduction affects the nonde-
terminism of NFAs. For experiments, we have used uniformly generated random
regular expressions by FAdo [1].

FAdo [1] is an ongoing project developed by Almeida et al. that provides a set
of formal language manipulation tools. We have used 1,000 uniformly generated
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regular expression by the FAdo system. Note that the random generation of
regular expressions is based on Mairson’s work [16] for generating words in a
context-free language uniformly. The context-free language used for the random
generation of regular expressions is presented by Lee and Shallit [15].

6.1 Size Reduction of NFAs

First we look at the size reduction of NFAs constructed from random regular
expressions by invariant equivalences. See Table 1 for the result.

Table 1. The average states/transitions in position automata and reduced NFAs con-
structed from uniform random regular expressions

Number of states/transitions

Rl 12
APOS APOS/EL APOS/ER APOS/ELR APOS/ERL
2 13.2/21.0 11.6/16.9 9.5/14.0 9.2/13.5 9.0/13.3
20 5 16.3/19.7 15.8/19.0 13.2/16.0 13.0/15.9 13.0/15.8
10 17.3/19.5 17.1/19.2 14.8/16.9 14.7/16.8 14.7/16.7
2 29.8/58.3  24.4/41.4  20.2/34.7  19.0/32.4  18.6/31.8
50 5 36.6/51.8 34.7/47.8 28.4/38.5 27.7/38.0 27.6/37.5
10 40.7/50.1 39.6/48.1 34.1/41.2 33.7/40.8 33.6/40.6

2 57.9/122.9 45.5/83.8 38.2/70.2 35.5/65.8 34.7/63.1
100 5 71.0/108.4 66.3/97.3 54.7/76.5 53.1/75.3 52.9/73.9
10 80.0/103.0 77.8/98.9 67.1/81.9 66.1/81.1 65.9/80.4

When we compare the size reduction effects of the right- and left-invariant
equivalences, it is obvious that the right-invariant equivalence is superior on
average for reducing the size of NFAs from the result.

On the average of all the position automata used in the experiment, the
number of states is reduced 8.3% by =r and 22.7% by =g. The number of
transitions is reduced 14.8% by =, whereas 29.7% is reduced by =g.

We also compare two more reductions, where we reduce the NFAs in both di-
rections. For simplicity, we write Apos/=,  and Apos/=5, instead of (Apos/=1)/=x
and (Apos/=r)/=,, respectively. On average, =gy, is slightly better in terms of
the size reduction of NFAs than = since =g, reduces 25.0% of states and
31.6% of transitions whereas =pr reduces 25.5% of states and 32.7% of tran-
sitions. However, the difference between the two-way reductions is very small
compared to the difference between =g and =;..

6.2 Reduction of Nondeterminism

For measuring the degree of the practical nondeterminism in NFAs, we use
the following definition which can be the measurement of nondeterminism for
simulating strings with the NFAs.
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Let A be an NFA and w be a string. Then, we define the redundancy of
simulation RS 4w of A on w as follows:

RS 4 = |17
[l

Recall that the number of edges in the computation graph G 4 ., almost coincides
with the practical time complexity for simulating w on A. We divide |G 4,4 |E
by |w| to obtain the redundancy of simulation since |w| is the optimal number
of edges in the computation graph for simulating w on any FA A if w € L(A).
Therefore, RS 4w = 1 if the given NFA is deterministic or simulates the string w
deterministically. We conduct experiments with the randomly generated regular
expressions used in the previous experiments.

For generating random strings of the regular expressions, we use a Java library
called Xeger?. We use random strings from the regular expressions instead of
uniformly generated random strings because if the computations fail easily, it is
difficult to compare the nondeterminism of NFAs.

Once we choose 1,000 random regular expressions, we convert the regular
expressions into position automata and reduce the automata by four different
equivalences =1, =g, =L, and =gy. Then, we generate 10,000 random strings
by Xeger for each regular expression and simulate the five types of automata
with the strings.

Table 2 summarizes the result of the experiment. Under the assumption that
the redundancy ratio reflects the nondeterminism of NFAs for simulating strings,
the best reduction is obtained by = in all cases.

Table 2. The average states/transitions in position automata and reduced NFAs con-
structed from uniform random regular expressions

RS A,w
Rl 12
-APOS -APOS/EL APOS/ER APOS/ELR APOS/ERL
2 1.625 1.331 1.469 1.296 1.401
20 5 1.103 1.046 1.096 1.046 1.076
10 1.043 1.009 1.043 1.009 1.024
2 2.227 1.662 1.946 1.628 1.795
50 5 1.132 1.043 1.122 1.042 1.086
10 1.062 1.018 1.059 1.018 1.034
2 2.516 2.149 2.365 2.115 2.314
100 5 1.172 1.066 1.164 1.065 1.112
10 1.059 1.015 1.057 1.015 1.033

The interesting result is that =; shows the better reduction than =g as
anticipated in Theorem 1. On average, the redundancy ratio is reduced 12.4%

% Xeger  generates a random  string from a  regular  expression.
https://code.google.com/p/xeger/
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by =1 and 4.8% by =g. This result clearly suggests that the reduction by the
left-invariant equivalence is more useful than the right-invariant one to reduce
the nondeterminism of NFAs.

One more thing to note is, =;, shows the better result than =g;. Recalling
that =r g shows better result than =g in terms of the size reduction of NFAs,
this result is noticeable. From the empirical result, =7z can be the best option
for reducing the size and the nondeterminism of NFAs at the same time.

7 Conclusions

We have studied the relationship between NFA reductions and nondeterminism
of NFAs. The NFA reduction techniques based on the equivalence and preorder
relations are well investigated in literature.

Here we have considered the NFA reduction by invariant equivalences. While
the most of NFA constructions focus on the right-invariant equivalence for ob-
taining small NFAs from regular expressions, we have revealed that the reduction
by left-invariant equivalence helps to reduce the nondeterminism of NFAs better
than the right-invariant equivalence. We have presented empirical results with
randomly generated regular expressions.

In future, we aim at comparing the NFA reduction techniques by equivalences
and preorders with respect to the nondeterminism of reduced NFAs. Investigat-
ing how to optimally reduce the nondeterminism of NFAs is an open problem.
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Abstract. We show that the only analytic functions computable by fi-
nite state transducers in sofic M&bius number systems are Mobius trans-
formations.

Keywords: exact real algorithms, absorptions, emissions.

1 Introduction

Exact real arithmetical algorithms have been introduced in an unpublished
manuscript of Gosper [5] and developped by Vuillemin [16], Potts [14] or Kor-
nerup and Matula [10,9]. These algorithms perform a sequence of input ab-
sorptions and output emissions and update their inner state which may be a
(2 x 2 x 2)-tensor in the case of binary operations like addition or multiplication
or a (2 x 2)-matrix in the case of a Mdbius transformation. If the norm of these
matrices remains bounded, then the algorithm runs only through a finite number
of states and can be therefore computed by a finite state transducer. Delacourt
and Kurka [3] show that this happens if the digits of the number system are
represented by modular matrices, i.e., by matrices with integer entries and unit
determinant. This generalizes a result of Raney [15] that a Mobius transfor-
mation can be computed by a finite state transducer in the number system of
continued fractions. Frougny [4] shows that in positional number systems with
an irrational Pisot base § > 1, the addition can be also computed by a finite
state transducer.

In the opposite direction, Koneény [8] shows that under certain assumptions, a
finite state transducer can compute only M&bius transformations. In the present
paper we strenghten and generalize this result and show that if an analytic func-
tion is computed by a finite state transducer in a number system with sofic ex-
pansion subshift, then this function is a Mobius transformation (Theorem 10).
Since modular number systems have some disadvantages (slow convergence),
we address the question whether a Mobius transformation can be computed
by a finite state transducer also in nonmodular systems which are expansive,
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so that they converge faster. Karka and Delacourt [13] show that in the bimod-
ular number system (which extends the binary signed system) the computation
of a Mobius transformation has an asymptotically linear time complexity. Al-
though the norm of the state matrices is not bounded, it remains small most of
the time. In the present paper we show that this result cannot be improved. For
any expansive number systems whose transformations have integer entries and
determinant at most 2 there exists a Mdbius transformation which cannot be
computed by a finite state transducer (Theorem 15).

2 Subshifts

For a finite alphabet A denote by A* = UmZO A™ the set of finite words. The

length of a word u = ug...Uy,_1 € A™ is |u| = m. Denote by AN the Cantor
space of infinite words with the metric

d(u,v) = 27F, where k = min{i > 0 : u; # v;}.

We say that v € A* is a subword of u € A* U AN and write v C u, if v = Ui ) =
U; ... uj—1 for some 0 < ¢ < j < |u|. The shift map o : AN — AN ig defined
by o(u); = ui+1. A subshift is a nonempty set X C AN which is closed and
o-invariant, i.e., o(X) C X. If D C A* then

Yp={uc AV: Yo Cu,v ¢ D}

is the subshift (provided it is nonempty) with forbidden words D. Any subshift
can be obtained in this way. A subshift is uniquely determined by its language
L(X)={veA*: Jue ¥, v u}. Anonempty language L C A* is extend-
able, if for each word u € L, each subword v of u belongs to L, and there exists
a letter a € A such that ua € L. If X' is a subshift, then £(X) is an extendable
language and conversely, for each extendable language L C A* there exists a
unique subshift X C AN such that L = £(X). The cylinder of a finite word
u € L£(X) is the set of infinite words with prefix u: [u] = {v € X': vy u)) = u}.

3 Finite Accepting Automata

We consider finite automata which accept (regular) extendable languages, so the
classical definition simplifies: we do not need accepting states (see Kurka [11]).

Definition 1. A (deterministic) finite automaton over an alphabet A is a
triple A = (B, ,1), where B is a finite set of states, § : A x B — B is a partial
transition function, and v € B is an initial state.

A finite automaton determines a labelled graph, whose vertices are states p € B
and whose labelled edges are p _%, ¢ provided §(a, p) = ¢. For each a € A we have
a partial mapping 6, : B — B defined by d,(p) = §(a, p) and for each u € A* we
have a partial mapping &, : B — B defined by 0, = dy,,_, o+ 0 dy,. We write
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36.(p) if &, is defined on p. For u € AN we write 36, (p) if 6o,y (p) for each
prefix ujg ,,) of u. The follower set of a state p € B is F, = {u € AN : 35,(p)}.

We assume that every state of A is accessible from the initial state, i.e., for
every ¢ € B there exists u € A* such that 0,(¢) = ¢. The states that are not
accessible can be omitted without changing the function of the automaton. The
language accepted by A is L4 = {u € A* : 30,(¢)}, so a word u is accepted iff
there exists a path with source ; and label u. We say that X C AN is a sofic
subshift, if its language is regular iff it is accepted by a finite automaton, i.e., if
there exists an automaton A such that X = F, = {u € AN : 35,(:)}.

4 Mobius Transformations

On the extended real line R = RU{oco} we have homogeneous coordinates
x = (x0,71) € R?\ {(0,0)} with equality x = y iff det(z,y) = zoy1 — 150 = 0.
We regard = € R as a column vector, and write it usually as x = i‘f, for example
oo = ;. A real M6bius transformation (MT) is a self-map of R of the form

ax—l—b_ axrg + bxy

M = =
(@) cr+d cxg+dry’

where a, b, c¢,d € R and det(M) = ad — bc # 0. If det(M) > 0, we say that M is
increasing. An MT is determined by a (2 x 2)-matrix which we write as a pair
of fractions of its left and right column M = (¢, Z). If m # 0, then (79, zg)
determines the same transformation as M. Denote by M(R) the set of real MT
and by MT(R) the set of increasing MT. The composition of MT corresponds to
the product of matrices. The inverse of a transformation is (¢, )~ = (4, 7).
Denote by M™ the n-th iteration of M.

The stereographic projection h(z) = (iz 4+ 1)/(z + 7) maps R to the unit
circle T={z € C: |z] =1} in the > complex plane. For each M € M(R) we get
a disc Mébius transformation M : T — T given by M( y=hoMoh™'(z).
The circle derivation of M at x € R is

Vi e |12

where ||z|| = \/22 + 22. The trace and norm of M = (*, ) € M*(R) are

la + d| 0| = Va2 + b2 + c2 + a2

Vad —be’ - Viad — be

We say that z € R is a fixed point of M if M(z) = z. If M = (%, ) is not the
identity, M (z) = z yields a quadratic equation bx + (d — a)zox1 — cx? = 0 with
discriminant D = (a — d)? + 4bc = (a + d)? — 4(ad — be), so D > 0 iff tr(M) > 2.
If tr(M) < 2, then M has no fixed point and we say that M is elliptic. If
tr(M) = 2, then M has one fixed point and we say that M is parabolic. If
tr(M) > 2, then M has two fixed points and we say that M is hyperbolic.

tr(M) =
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Definition 2. The similarity, translation and rotation are transformations
with matrices

r 0 1 ¢ cos! sin!
S’r‘: 3 aT = 3 >R = 2 3 2 .
<O 1) ¢ <O 1) ‘ (—siné cosé)

S, is a hyperbolic transformation with the fixed points 0, co. T} is a parabolic
transformation with the fixed point co, and R; is an elliptic transformation.

Definition 3. We say that transformations P,Q € M™T(R) are conjugated if
there exists a transformation M € M(R) such that Q = M~1PM.

Conjugated transformations have the same dynamical properties and the same
trace. A direct computation shows that tr(PQ) = >, P;;Qj = tr(QP). It
follows that if Q = M ~'PM, then tr(Q) = tr(PMM~') = tr(P). If x is a fixed
point of P, then y = M~z is a fixed point of Q and Q*(y) = P*(z).

Theorem 4 (Beardon [2]).

1. Transformations P,Q € M1 (R) are conjugated iff tr(P) = tr(Q).

2. Each hyperbolic transformation P is conjugated to a similarity with quotient
0 <r < 1. P has an unstable fized point u(P) and a stable fized point s(P)
such that lim,,_, o, P™(x) = s(P) for each x # u(P).

3. Each parabolic transformation P is conjugated to the translation Ti(xz) =
x4+ 1. P has a unique fized point s(P) such that lim,, ., P"(x) = s(P) for
each x € R.

4. FEach elliptic transformation is conjugated to a rotation Ry with 0 <t < m.

5 Mobius Number Systems

An iterative system over a finite alphabet A is a system of Mobius transfor-
mations F = {F, € MT(R) : a € A}. For each finite word u € A™, we have
the composition F, = F,, , 0---0 Fy,, so Fy,(z) = F,(Fy(x)) for any uv € A*
(F = Idg is the identity). The convergence space Xp C AN and the value
function @ : Xy — R are defined by

0,n)

Xp={uecA": lim Foo. (i) €R}, o(u) = lim_ Foo o (@)

Here i is the imaginary unit. If u € Xp then @(u) = lim,_, Fu_[ol.n) (z) for every
complex z with positive imaginary part and also for most of the real z. The
concept of convergence space is related to the concept of convergence of infinite
product of matrices considered in the theory of weighted finite automata (see

Culik IT et al. [6] or Kari et al [7]).

Proposition 5 (Kurka [12]). Let F be an iterative system over A.

1. For v € AT, u € AY we have vu € Xp iff u € Xp, and then ®(vu) =
E N (@(u).

v
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2. For v € A" we have v>*° € Xg iff F, is not elliptic. In this case $(v>°) =
s(F;1) is the stable fized point of F 1.

v

Definition 6. We say that (F,Y) is a number system if F' is an iterative
system and X C Xg is a subshift such that ® : X — R is continuous and
surjective. We say that (F,X) is an expansive number system if for each
u € X, we have F (P(u)) > 1. We say that (F, X, A) is a sofic number
system, if (F,X) is a number system and A is a finite automaton with L4 =

L(2).

If (F,X) is expansive, then the convergence in @(u) = lim, o Fu_[ol‘n) (1) is

geometric. In nonexpansive systems this convergence may be much slower (see
Delacourt and Kurka [13]).

()
1 NN P B(F)
1 t R
CG {/zo NGQO 1[-1,3] = [0(17), ®(01%)]
0[~1,1] = [#(1%), &(1)]
= O 1 oo o8]
1[=1,1] = [®(017),d(1
> 1\*I /i ez RO Q)
Or

Fig.1. The accepting automaton of the subshift of the binary signed system with
forbidden words D = {10,00,10,00,11,11} (left) and ®-images of the follower sets
(right). Here [}, —;] ={z € R: > | or z < —}} U{oco} is an unbounded interval
which contains co.

0

Example 1. The binary signed system (F,Xp) has alphabet A = {1,0, 1,0},
transformations

Fi(z) =2z +1, Fy(z) =2z, Fi(z) =22 — 1, Fy(z) =z/2,
and forbidden words D = {10,00,10,00,11,11}.

The digits 1, 0 stand for —1 and co. A finite word of Xp can be written as 0™ u,
where m > 0 and u € {1,0,1}*. If |u| = n then

1 om (U0 Uno1 | @
For(2) =2 (2 Tt oo +2n)’

so for u € {1,0,1}N we get

n—oco 0 u
>0
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Thus Y'p C Xp and @ : X'p — R is continuous and surjective. The subshift X'p
is sofic. Its accepting automaton has states B = {¢,1,0,1,0}, initial state ¢« and
transitions which can be seen in Figure 1 left. Computing for each p € B the
minimum and maximum of paths which start at p, we obtain the @-images of
the follower sets in Figure 1 right.

6 Finite State Transducers

Definition 7. A finite state transducer over an alphabet A is a quadruple T =
(B,0,7,t), where (B,d,1) is a finite automaton over A and 7: AXx B — A* is a
partial output function with the same domain as §.

For each u € A we have a partial mapping 7, : B — A* defined by induction:
2(p) = A Tua(p) = 70 (p)7(a, 6, (p)) (concatenation). The output mapping works
also on infinite words. If u is a prefix of v, then 7,(p) is a prefix of ,(p), so for
each p € B and u € AN we have 7,(p) € A* U AN. A finite state transducer
determines a labelled oriented graph, whose vertices are elements of B. There is
an oriented edge p ¥V ¢ iff §,(p) = ¢ and 7,(p) = v. The label of a path is the
concatenation of the labels of its edges, so there is a path p WY g iff 6, (p) = ¢
and 7,(p) = v.

Definition 8. We say that a finite state transducer T = (B, 6,7,t) computes a
real function G : R — R in a number system (F, X)) with sofic expansion subshift
X, if for any u € AN we have 35,() iff u € X and in this case P(1,(1)) =
G(D(u)).

Proposition 9. Assume that a finite state transducer T computes a real func-
tion G in a number system (F, X)) with sofic expansion subshift. Then for every
state p € B there exists a real function Gp : (Fp) — R such that if w € F,, and
Tw(p) = z, then &(z) = GpP(w). We say that T computes G, at the state p. If
u,v € L(X), du(p) = q and 7,(p) = v then G, = F,GpF .

Proof. Assume that ¢ w/v 5 w/Z and set G, = F,GF,; . By Proposition 5,
Gp®(w) = F,GF'®(w) = F,G®(uw) = F,d(vz) = &(2),
so T computes G, at p. If p u/v g /% then
F,G,F['®(w) = F,Gp®(uw) = F,d(vz) = &(2),

so T computes F,,G,F, ! at ¢ and must be equal to G,.

7 Analytic Functions

A real function G : R — R is analytic, if it can be written as a power series
G(xz) =), 50 an(x —w)"™ in a neighbourhood of every point w € R. For w = oo
this means that the function G(1/x) is analytic at 0. Every rational function,
i.e., a ratio of two polynomials is analytic in R. The functions e*, sinx or cosx
are analytic in R but not in R.
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Lemma 1. Let G : R — R be a nonzero analytic function and let Fy, F1 €
M (R) be hyperbolic transformations such that FoG = GFy. Then G is a rational
Sfunction.

Proof. Any hyperbolic transformation is conjugated to a similarity S,(z) = rz
with 0 < r < 1. Thus there exist transformations fo, f1 and 0 < rg, 71 < 1 such
that Fy = fOSTOfo_l, = flSrlfl_l. For H = fo_lel we get

SreH =8, [y G = fo 'FoGfi = fg 'GFi fy = Hf{'Fifi = HS,.,.

Since G is analytic, H also is analytic and H(x) = ag + a1x + asz? + -+ in a
neighbourhood of zero, so

2 2,.2
roag + roa1x + roa2x” + -+ = ag + a1r1x + agrirs + - - -

Since ro # 0 we get ap = 0. If n is the first integer with a,, # 0, then ro = r{.
For m > n we get r{am = amri”, s0 am = 0. Thus H(z) = a,2™ and therefore

G= fonf1 is a rational function.

Koneény [8] proves essentially Lemma 1 but makes the assumption that the
derivation of G at the fixed point of F} is nonzero, i.e., H'(0) # 0 which implies
that H is linear. Without the assumption of analyticity, we would get a much
larger class of functions. Given 0 < 79,71 < 1, let h : [r1,1] — [ro,1] be any
continuous function with h(ry) = ro, k(1) = 1. Then the function H : (0,00) —
(0,00) defined by H(z) = r§ - h(r;™ - z) for vt < 2 < P, n € Z, satisfies
H(riz) = roH(x). We can define H similarly on (—o0, 0), and if we set H(0) = 0,
H(oo) = oo, then H : R — R is continuous but not necessarily analytic or
differentiable.

To exclude rational functions of degree n > 2, we prove Lemma 2. Recall
that the degree of a rational function is the maximum of the degree of the
numerator and denominator, so rational functions of degree 1 are just Mobius
transformations.

Lemma 2. Let G be a rational function of degree n > 2, and let Fy, F1, F5, F3 €
M (R) be hyperbolic transformations such that FoG = GFy, FoG = GF5. Then
Fy has the same fized points as Fy and F3 has the same fized points as F1.

Proof. By Lemma 1 there exist transformations fo, f1 and 0 < rg,7; < 1 such
that Fy = fOS,«DfO_l, = flsrlfl_l, and H = fO_IGfl is a function of the form
H(z) = pa™ with n > 2. Since G = foHf; ', we get

I FBafoH = fo ' oG fi = fo 'GFs fr = HfT ' Ffi.
Setting fo 'Fafo = (%, %), fi "Fsfi = (&, B) we get
(apz™ + b)(Cxz + D)™ = p(cpa™ + d)(Az + B)"

Comparing the coeficients at 22" and 22"~ we get aC™ = pcA"™, aC"'D =
pcA" 1 B. Thus pcA"D = aC™D = pcA" ' BC, so pcA"~*(AD — BC) = 0 and
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therefore cA = 0 and it follows aC = 0. Comparing the coeficients at = and z°,
we get bC D" = pdAB"~!, bD™ = pdB", so pd AB" D = bcD" = pdCB" and
pdB"~Y(AD — BC) = 0. Thus dB = 0 and it follows bD = 0. We have therefore
proved cA = aC = dB = bD = 0. It follows that either A= D =a=d =0 or
B =C =b=c=0. In the former case, F; and F3 would be elliptic which is
excluded by the assumption. Thus B = C' = b = ¢ = 0, so both f(;ngfO and
fi Ly f1 have the fixed points 0 and oo, which are also fixed points of Sr, and
Sy, . It follows that F» has the same fixed points as Fiy and F3 has the same fixed
points as Fj.

Lemma 3. Let G : R — R be an analytic function and let Fy, F; € MT(R) be
parabolic transformations such that FoG = GFy. Then G € M(R) is a MT.

Proof. A parabolic transformation is conjugated to the translation Ty (z) = x+1.
Thus there exist transformations fy, f1 such that Fy = fOTlf(;l, = flTlffl.
For H = f;'Gf1 we get T'H = HT,. The function Hy(z) = H(x) — z is then
periodic with period 1, i.e., Ho(x + 1) = Hy(x). Since Hp is analytic at oo, it
must be zero, otherwise it would not be even continuous at co. Thus H(z) = x
and G is an MT.

Lemma 4. Let G : R — R be an analytic function and let Fy, F; € M (R) be
transformations such that FoG = GFy. If one of the Iy, Fy is hyperbolic and the
other is parabolic, then G is the zero function.

Proof. Let H = f(;lel as in the proof of Lemma 3. If H(z)+1 = H(r1x), where
H(z) = ap + a1x + - - -, then we get ag + 1 = ap which is impossible. Suppose
ro-H(x)=H(x+1) with0 <79 <1.If H(0) =0, then H(n) =0foralln € Z
and H =0, since H is continuous at co. If H(0) # 0, then H(n) = H(0) - r{, so
lim;, oo H(n) =0, lim,,—,_~, H(n) = oo which is impossible.

Theorem 10. Let (F,X) be a number system with sofic subshift X. If G : R —
R is a nonzero analytic function computed in X by a finite state transducer, then
G € M(R) is a Mébius transformation (the determinant of G may be negative).

w/z

Proof. Let 1 u/v p ¢ p be a path in the graph of the transducer. By Proposition
9, G, = F,GF! is analytic and G,F,, = F.G,. By Proposition 5, F,, F,
cannot be elliptic and by Lemma 1, 3, 4, G, must be a rational function, so
G = F,'G,F, is rational too. Assume by contradiction that the degree of G is
at least n > 2. Then all G, must have degree n and by Lemma 3 and 4, F,, F,
must be hyperbolic whenever p “/? p. Take any infinite path u/v. There exists
a state p € B which occurs infinitely often in this path, so we have words u(®,
v® such that v = u(@DuMu® ... and

) /@ @ 7y (@) /(@)
u v u v u v
LT ey

By Lemma 2, all F,;) with ¢ > 0 have the same fixed points. It follows that
d(u) = Fujg) (s), where s is one of the fixed points of F,u). However the set
of such numbers is countable, while the mapping @ : X — R is assumed to be
surjective, so we have a contradiction. Thus G, € M(R) and therefore G € M(R).
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8 Rational Transformations and Intervals

Denote by Z the set of integers and by Q = {z € Z*\ {J} : gcd(z) = 1} the
set of (homogeneous coordinates of) rational numbers which we understand as a
subset of R. Here ged(x) is the greatest common divisor of 29 and x1. The norm

||z|| = /22 + 22 of 2 € Q does not depend on the representation of z. We have
the cancellation map d : Z* \ {J} — Q given by d(z) = i?;izggg Denote by

7Z2%2 the set of 2 x 2 matrices with integer entries and
M(Z) = {M € Z**? : ged(M) =1, det(M) > 0}.

We say that a Mobius transformation is rational if its matrix belongs to M(Z).
For x € Q we distinguish M - x € Z? from Mz = d(M - z) € Q. For M =
(2,%) € 72%2 denote by d(M) = (9, %9) where g = ged(M), so we have

e’ d c/g?d/g
a cancellation map d : Z2*2\ {(J,9)} — M(Z). We distinguish the matrix

multiplication M - N from the multiplication MN = d(M - N) in M(Z). The
inverse of M = (%, %) e M(Z) is M~ = (%, ?), s0 M- M~ = det(M) - I,
MM-t=1.

Lemma 5. If M,N € M(Z), then g = ged(M - N) divides both det(M) and
det(N).

Proof. Clearly g divides M~!- M -N = det(M)- N. Since ged(N) = 1, g divides
det(M). For the similar reason, g divides det(N).

Definition 11. A number system (F, X)) is rational, if all its transformations
belong to M(Z). A rational number system is modular, if all its transformations
have determinant 1.

Theorem 12 (Delacourt and Kurka [3]). If (F, X) is a sofic modular num-
ber system, then each transformation M € M™(Z) can be computed in (F,X) by
a finite state transducer.

Proposition 13. A modular number system cannot be expansive.

Proof. Assume by contradiction that a modular system (F, X) is expansive and
let u € X be such that ®(u) = 0, so Fg (0) > 1. If F,, = (%, ), then F2 (0) =
bQidz > 1, so b =d = 0 and therefore det(F,,) = 0 which is a contradiction.

9 The Binary Signed System

It is well-known that in redundant number systems, the addition can be com-
puted by a finite state transducer (see e.g. Avizienis [1] or Frougny [4]), provided
both operands are from a bounded interval. The binary signed system of Exam-
ple 1 is redundant, since the intervals V, = &(F,) overlap: their interiors cover
whole R. It is not difficult to show that any linear function G(z) = rz, where r is
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rational, can be computed by a finite state transducer. This is based on the fact
that the matrices F, - G, - F,; ! have a common factor which can be cancelled:
(Zn ooy

(éag?n)'(gag)'(zoa(l)) 0 »2mg/s

m m m_._ on
(2() ) 1b)'(p72)'(1 ) = (20p72 agn; bq)’

On the other hand we have

Proposition 14. The function G(x) = x+ 1 is not computable by a finite state
transducer in the binary signed system.

Proof. Assume that 7 = (B, d,,t) computes G(x) = = + 1. Since 7y (¢) = 07

0" /O 0" /o™

there exists p € B and r,s > 0, m,n > 0 such that ¢ p -5 p. However,

for G, = Fy-GF;! (2(;, +) we get

” n r+n
F’”GF ! (0’2(%).(20’215).(20’?):(20 327,}+s)#Gp~

and this is a contradiction.

10 Bimodular Systems

We are going to prove another negative result concerning the computation of a
Moébious transformations in expansive number systems. We say that a rational
number system (F, Y) is bimodular, if F,, € M(Z) and det(F,) < 2 for each
a € A. Kurka and Delacourt [13] show that there exists a bimodular number
system (which extends the binary signed system) in which the computation of a
Moébius transformation has an asymptotically linear time complexity. Although
the norm of the state matrices is not bounded, it remains small most of the time.
We show that this result cannot be improved. There exist transformations which
cannot be computed by a finite state transducer.

Lemma 6. Assume F € M(Z) and det( ) < 2.
1. If F*(0) > 1, then either F = (2,9), F(0) =0, orF: 4, o), F(0) = oc.
2. If F*(00) > 1, then either F = ( ° 1,d),F(oo) rF:((l),g),F(oo):oo.

Proof. Let F = (%, 5). If F*(0) = ii:fdz) > 1, then det(F) = 2 since b, d cannot

be both zero. Thus b* + d?> < 2 and b,d € {—1,0,1}, so either F = (i, (1)) or

F = (%, 71, If F*(00) = ') > 1, then det(F) = 2, a,c € {—1,0,1} and

27 0 a?+4c?
either F = (},5),or F=(°,2).

Theorem 15. Let (F,X) be a rational bimodular system. Then there exists a
transformation G € M(Z) which cannot be computed by a finite state transducer
n (F,X).
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Proof. Denote by mods the modulo 2 function. Choose any transformation G
such that G(0) = 0 and modz(G) = (9, ), e.g., G(z) = z+2 Pick aword u € X
with @(u) = 0 and assume that we have a finite state transducer which computes
G on u with the result v, so ¢(v) = 0. The computation of the transducer
determines a path whose vertices compute functions Gy, = U[o‘m)GFu[ol ., and
in each transition we have either G, ,, Un /A Gnt1,m or Gpm Avn Grnom+t1- We
show by induction that during the process no cancellation ever occurs: either
det(Gr+1,m) = 2det(Gpm) or det(Gpm+1) = 2det(Gp,m). Denote by z, =
D(Ufp,00)) = Fu[o,n)@(u) = Fu[o,n)(O)7 so g = 0 and y,, = FU[O,W)G@(u) =
Fog o (0), so yo = 0. Denote by H, n, = mods(Gy ). We show by induction

that zp, ym € {0,000}, and H,, ,, is determined by x,,ym by the table

Tn,Ym 0,0 0,00 00,0 00,00

Hom (1,9) (650) (5:1) (55 0)
If 2,, = ym = 0, then F; (0) > 1 so by Lemma 6 either 2,1 = 0
F,, (z,) = 0 and then H,i1,, = (]o %) (37(1)) (b %) (513 3) _ (g
or Tpq1 = oo and then Hyy1m = (7, () - (070) =000 0y =8,
Similarly F (0) > 1 so by Lemma 6 either y,,+1 = 0 and then Hpomt1
(2,?) (?,8) (?,8),0rym+1fooandthean,mH (a,é) (‘i g) (é §
If(fﬂn,ym):(O,OO),theneitheranrl:OandHnJrlm:(O,O) (C’O) ( o

or rp1 =00 and Hyq1m = ((1)7 8) ’ (87 (11) = (8’ (1)) or Ym+1 = 0 and Hp 1

((1)’2)'((1)78):((1)78)70rym+1:OoandHn,m-‘rl_((l)vg) ((1)78)_((1)78)
If (zn, ym) = (00,0) theneitherxn_H:()andHnHm:(g,(l))-(f,g)—(1,0)
or Tp4+1 = oo and Hn+1ﬂn:(87(1))'(8’11)):(87(1)) or Ym+1 =0 and Hy i1 =
(g’?)(g’?):(g’g) Orym+1zooandHn,m+l—(g’é) (87(1)) (8’(1))
If (5, yn) = (00,00) then either 2,41 = 0 and Hyy1m = (9, ) (4, 3) = (5, 5),

O Tp41 = X and Hn+1,7n = (87 é)(ga 11)) = (8’ (1))’ or ym+1) =0 and Hn m+1 =
((1)’ 2) ’ (8’ (1)) = (87 (1))7 Or Ym+1 = 00 and Hy i1 = ((1)7 (l;) ’ (87 (1)) = (0’ 0) It
follows that in all cases det(Gy, ) = 2" det(G). If n +m # n’ +m/, then
Gn,m # Gnrm and the corresponding states of the transducer must be different.

Thus the number of states cannot be finite.

11 Conclusions

We have shown that the only analytical functions in extended real line com-
putable by finite state transducers in M6bius number systems are Mobius trans-
formations. However, many questions remain still open. For example, without
the assumption of analyticity, we obtain a wider class of functions. Namely, in
the signed binary system from Example 1, the function f(z) = |z| can be also
computed by a finite state transducer. Thus the question arises, which continu-
ous, or differentiable (to some degree) functions can be computed in such a way.
Similarly, one can also ask which “wild” functions, such as nowhere continuous,
or continuous but nowhere differentiable functions, can be computable by finite
state transducers in Mobius number systems.
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Abstract. Minimization of nondeterministic finite automata (NFA) is
a hard problem (PSPACE-complete). Bisimulations are then an attrac-
tive alternative for reducing the size of NFAs, as even bisimilarity (the
largest bisimulation) is almost linear using the Paige and Tarjan al-
gorithm. NFAs obtained from regular expressions (REs) can have the
number of states linear with respect to the size of the REs and conver-
sion methods from REs to equivalent NFAs can produce NFAs without
or with transitions labelled with the empty word (e-NFA). The stan-
dard conversion without e-transitions is the position automaton, Aes.
Other conversions, such as partial derivative automata (A,q) or follow
automata (Ay), were proven to be quotients of the position automata
(by some bisimulations). Recent experimental results suggested that for
REs in (normalized) star normal form the position bisimilarity almost
coincide with the A,q automaton. Our goal is to have a better charac-
terization of Apq automata and their relation with the bisimilarity of the
position automata. In this paper, we consider A,q automata for regular
expressions without Kleene star and establish under which conditions
they are isomorphic to the bisimilarity of Ayes.

1 Introduction

Regular expressions (REs), because of their succinctness and clear syntax, are
the common choice to represent regular languages. The minimal deterministic
finite automaton (DFA) equivalent to a RE can be exponentially larger than the
RE. However, nondeterministic finite automata (NFAs) equivalent to REs can
have the number of states linear with respect to (w.r.t) the size of the REs. But,
minimization of NFAs is a hard problem (PSPACE-complete). Bisimulations are
then an attractive alternative for reducing the size of NFAs, as even bisimilarity
(the largest bisimulation) can be computed in almost linear time using the Paige
and Tarjan algorithm [20].

Conversion methods from REs to equivalent NFAs can produce NFAs with-
out or with transitions labelled with the empty word (e-NFA). The standard
conversion without e-transitions is the position automaton (Apes) [12,17]. Other
conversions such as partial derivative automata (Apq) [1,18], follow automata
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© Springer International Publishing Switzerland 2014
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(Ay) [14], or the construction by Garcia et al. (A,) [11] were proved to be quo-
tients of the position automata, by specific bisimulations! [10,14]. When REs are
in (normalized) star normal form, i.e. when subexpressions of the star operator
do not accept ¢, the A,q automaton is a quotient of the Ay [8].

The A,,s bisimilarity was studied in [15], and of course it is always not larger
than all other quotients. Nevertheless, some experimental results on uniform
random generated REs suggested that for REs in (normalized) star normal form
the Apos bisimilarity automata almost coincide with the A, automata [13].

Our goal is to have a better characterization of A,q automata and their rela-
tion with the A, bisimilarity. All the above mentioned automata (Apos, Apd,
Ay, and A,) can be obtained from a given RE by specific algorithms (without
considering the correspondent bisimulation of A,,s) in quadratic time. We aim
to obtain a similar algorithm that computes, directly from a regular expression,
the position bisimilarity automaton.

In this paper, we review the construction of A,; as a quotient of A,,s and
study several of its properties. For regular expressions without Kleene star we
characterize the A,; automata and we prove that the A,4 automaton is isomor-
phic to the position bisimilarity automaton, under certain conditions. Thus, for
these special regular expressions, we conclude that the A4 is an optimal conver-
sion method. We close considering the difficulties of relating the two automata
for general regular expressions.

2 Regular Expressions and Automata

Given an alphabet X = {01, 09,...,0%} of size k, the set RE of regular expres-
sions o over X' is defined by the following grammar:

a:=0lelor|-|ox|(ata)|(a-a)](a), (1)

where the symbol - is often omitted. If two regular expressions o and 3 are
syntactically equal, we write « = . The size of a regular expression «, |a],
is its number of symbols, disregarding parenthesis; its alphabetic size, |a|s, is
the number of occurrences of letters from X; and |al. denotes the number of
occurrences of € in . A regular expression « is linear if all its letters are distinct.

The language represented by a RE « is denoted by L(«). Two REs « and
B are equivalent if L(a) = L(B), and one writes o = . We define e(a) = ¢ if
€ € L(a) and e(a) = (), otherwise. We can inductively define e(a) as follows:

e if (e(a) =¢) V (e(B) =¢)
(o) =) =10 eloth) = otherwise
o e ! o
WD e

1 Also called right-invariant equivalence relations.
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The algebraic structure (RE, +,.,0,¢) constitutes an idempotent semiring, and
with the Kleene star operator x, a Kleene algebra. The axioms for the star
operator can be defined by the following rules [16]:

e+ aa® =a* and € + a*a = o7,
f+tay<y = o’f<yand f+ya <y = fa” <7,

where v < 8 means a+( = (. Given a language L C X* and a word w € X*, the
left-quotient of L w.r.t. w is the language w1 L = {x | wx € L}. Brzozowski [6]
defined the syntactic notion of derivative of a RE o w.r.t. a word w, d, (), such
that £(dy,(a)) = w™1L(a), and showed that the set of derivatives of a regular
expression w.r.t. all words is finite, modulo associativity (A), commutativity (C),
and idempotence (I) of 4+ (which we denote by modulo ACI).

In this paper, we only consider REs a normalized under the following condi-
tions:

— The expression « is reduced according to:
e the equations 0 +a=a+0 =, c.a=a.c=qa, l.a=al =10
e and the rule, for all subexpressions 8 of @, 8 =7 +¢ = e(y) = 0.
— The expression « is in star normal form (snf) [5], i.e. for all subexpressions

B* of a, e(B) = 0.

Every regular expression can be converted into an equivalent normalized RE
in linear time.

A nondeterministic finite automaton (NFA) is a five-tuple A = (Q, X, 9, qo,
F) where @ is a finite set of states, X' is a finite alphabet, go in @ is the initial
state, ' C @ is the set of final states, and 6 : Q x X — 29 is the transition
function. This transition function can be extended to words in the natural way.
The language accepted by A is L(A) = {w € X* | §(q,w) N F # 0}. Two
NFAs are equivalent if they accept the same language. If two NFAs A and B
are isomorphic, we write A ~ B. An NFA is deterministic (DFA) if for all
(g,0) € Q@ x X, 16(q,0)] < 1. A DFA is minimal if there is no equivalent DFA
with fewer states. Minimal DFAs are unique up to isomorphism.

A binary symmetric and reflexive relation R on @ is a bisimulation if Vp,q € Q
and Vo € X if pRq then

— pe€ Fif and only if g € F
— Vp' € §(p,o) ¢’ € §(q, o) such that p'Rq’.

The sets of bisimulations on @ are closed under finite union. The largest bisim-
ulation, i.e., the union of all bisimulation relations on @, is called bisimilar-
ity (=), and it is an equivalence relation. Bisimilarity can be computed in
almost linear time using the Paige and Tarjan algorithm [20]. If R is a equiv-

alence bisimulation on ) the gquotient automaton A/ 'R can be constructed by
A/ R= (Q/ R, ‘s/R, [q0], F /), where [q] is the equivalence class that contains

g€ Q5 /p={ld|qe S} with S C Q; and & = {([p],0,[d]) | (p,o,q) € 6}.
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It is easy to see that E(A/R) = L(A). The quotient automaton A/Eb is the min-
imal automaton among all quotient automata A/ ‘R> Where R is a bisimulation on
Q, and it is unique up to isomorphism. By language abuse, we will call A/;b the

bisimilarity of automaton A. If A is a DFA, A/Eb is the minimal DFA equivalent
to A.

2.1 Position Automaton

The position automaton was introduced independently by Glushkov [12] and
McNaughton and Yamada [17]. The states in the position automaton, equivalent
to a regular expression «, correspond to the positions of letters in « plus an
additional initial state. Let o denote the linear regular expression obtained by
marking each letter with its position in «, i.e., £(a) € X" where X = {0y | 0 €
Y,1 < i < |a|lg}. For example, the marked version of the regular expression
7= (ab* 4+ b)*a is T = (a1b} + b3)*as. The same notation is used to remove the
markings, i.e., &« = a. Let Pos(a) = {1,2,...,|a|s}, and Posy(a) = Pos(a) U{0}.

We consider the construction of the position automaton following Berry and
Sethi [3] and Champarnaud and Ziadi [10], i.e. the c-continuation automaton.
In this way the relation between Ap,s and Apq is immediate.

If « is linear, for every symbol o € X and every word w € X, dwe (@) is
either () or unique modulo ACI [3]. If dy, () is different from §), it is named c-
continuation of a w.r.t. o € X, and denoted by ¢, (a). We define co(r) = de (o) =
a. This means that we can associate to each position ¢ € Posy(a), a unique c-
continuation. For example, given 7 = (a1b5 + b3)*as we have c,, (1) = biT,
e, (T) = b57, cpy(T) = 7, and ¢4, (1) = €. The c-continuation automaton for a
is Ac (Ol) = (QcazadcaquFc) where Q. = {QO} U {(ivcai(a)) ‘ (S POS(O&)}, qo =
o), F. = 1l eao) | o) = 2}, 5 = ((Gca) b G 0)) |

=bAdy, (o () # 0}. The A.(7) is represented in Figure 1.

If we ignore the c-continuations in the label of each state, we obtain the
position automaton.
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Proposition 1 (Champarnaud & Ziadi). Va € RE, Ay,ys(a) ~ A.(a).

2.2 Partial Derivative Automaton

The partial derivative automaton of a regular expression was introduced inde-
pendently by Mirkin [18] and Antimirov [1]. Champarnaud and Ziadi [9] proved
that the two formulations are equivalent. For a RE « and a symbol o € Y| the
set of partial derivatives of o w.r.t. o is defined inductively as follows:

9o (0) = 05(c) =0 Op(o + B) = Dy () Uy (B) -
P G L 00(08) = (0 U ()0 (5)
7 0, otherwise 0y (a*) = 0, ()™

where for any S CRE, 8 € RE, SO =05 =0, Se=eS =S, and S8 = {af|a €
SHif B#0, and 8 # .

The definition of partial derivative can be extended to sets of regular expres-
sions, words, and languages. Given a € RE and 0 € X, 0,(S) = U,eg 00 ()
for S C RE, 0:(a) = a and Oyo(a) = 05 (0y()),for any w € X*,0 € X, and
(@) = Uyer, Ow(e) for L € X*. We know that (U, ¢y, o) £(T) = wL(a).
The set of all partial derivatives of « w.r.t. words is denoted by PD(a) =
Uwe s+ Ow(a). Note that the set PD(«a) is always finite [1], as opposed to what
happens for the Brzozowski derivatives set which is only finite modulo ACI.

The partial derivative automaton is defined by A,q(a) = (PD(), X, 6pa, &
Fyq), where 6,g = {(7,0,7") | 7 € PD(«v) and 7 € 0,(7)} and Fpq = {7 €
PD(«) | e(1) = €}. Considering 7 = (ab* + b)*a, the Figure 2 shows A,q(7).

b a,b
a
(T b b% a @
N
[¢]

Fig. 2. Aya(7)

Note that if « is a linear regular expression, for every word w, |0y ()| < 1 and
the partial derivative coincide with d,, () modulo ACI. Given the c-continuation
automaton A.(«), let =. be the bisimulation on Q. defined by (i, ¢, (@) =
(4, ¢o, (@) if co, () = c5; (). That the A,q is isomorphic to the resulting quo-
tient automaton, follows from the proposition below. For our running example,
we have (0,¢.) =, (3,¢p,) and (1,¢q,) =¢ (2,¢p,). In Figure 2, we can see the
merged states, and that the corresponding REs are unmarked.

Proposition 2 (Champarnaud & Ziadi). Va € RE, A,q(a) ~ AC(O‘)/: .

—cC
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Inductive Characterization of A,4. Mirkin’s construction of the A,q(«) is
based on solving a system of equations a; = o1ay1 + ... + opayr + (o), with
o9 = a and ay5, 1 < j <k, linear combinations the a;, 0 <7 < n,n > 0. A

solution 7(«) = {au,...,a,} can be obtained inductively on the structure of «
as follows:
(@) =0 m(aUB) =7n(a) Un(B) 3)
m(e) =0 m(af) = n(a)BUn(B)
m(o) = {e} m(a*) = w(a)a™.

Champarnaud and Ziadi [9] proved that PD(a) = m(«) U {a} and that the
two constructions led to the same automaton.

As noted by Broda et. al [4], Mirkin’s algorithm to compute 7(a) also provides
an inductive definition of the set of transitions of A,q(c). Let ¢(a) = {(o,7) |
v € Op(a),0 € X} and Ma) = { | & € 7w(a), e(a’) = €}, where both sets
can be inductively defined using (2) and (3). We have, dpq = {a} X p(a) U F(a)
where the result of the x operation is seen as a set of triples and the set F' is
defined inductively by:

F0)=F(e)=F(o)=0,0€ X
F(Q+B)ZF(O‘)UF(5) (4)
F(af) = F(a)8 U F(B) U A(a)B x ¢(B)
F(a*) = F(a)a* U (M) x o(a))a*.

Then, we can inductively construct the partial derivative automaton of «
using the following result.

Proposition 3. For all « € RE, and X (a) = AMa) Ue(a){a},
Apa(a) = (m(a) U{a}, X, {a} x p(a) U F(a),a, X (a)),

Figure 3 illustrates this inductive construction, where we assume that states
are merged whenever they correspond to syntactically equal REs.

A new proof of Proposition 2 can also be given using the function 7. Let =’
be a function that coincides with 7 except that 7'(¢c) = {(0,€)} and in the two
last rules the regular expression, either 8 or a*, is concatenated to the second
component of each pair in 7.

Proposition 4. Let o € RE, 7'(a) = {(i, ¢, ())|i € Pos(a)}.

By Proposition 4, we can conclude that if we compute 7/ () we obtain exactly?
the set of states Q. \ {(0,cc)} of the c-continuation automaton A.(«). Then it is
easy to see that 7(a) is obtained by unmarking the c-continuations and removing
the first component of each pair, and thus QC/;C = m(a)U{a}. Considering 7 =
(a1by + b3)*aq, 7' (1) = {(a1,b57), (b2,b37), (b3, T), (bs, &)}, which corresponds
exactly to the set of states (excluding the initial) of A.(7), presented in Figure 1.
The set 7(7) is {b*7, 7,¢}. That the other components are quotients, also follows.

2 Considering, for each position 4, the marked letter o;.
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Apa(0) : Apa(e) : Apa(o) : :
Apa(a+B) @ : %
=0
Apa(aB) : O
Apd(a*) R AT

Fig. 3. Inductive construction of A,4. The initial states are final if ¢ belongs to its
language. Note that only if £(8) = e the dotted arrow in A,q(a3) exists and the state
A(a)B is final.

3 A,q Characterizations and Bisimilarity

We aim to obtain some characterizations of A,q automaton and to determine

when it coincides with the bisimilarity of the position automaton, i.e. APOS/Eb.
We assume that all regular expressions are normalized. This ensures that the A,
is a quotient of Ay, so the smaller known direct e-free automaton construction
from a regular expression. As we discuss in Subsection 3.4, to solve the problem
in the general case it is difficult, mainly because the lack of unique normal forms.
Here, we give some partial solutions. First, we consider linear regular expressions
and, in Subsection 3.2, we solve the problem for regular expressions representing
finite languages.

3.1 Linear Regular Expressions

Given a linear regular expression «, it is obvious that the position automaton
Apos(a) is a DFA. In this case, all positions correspond to distinct letters and
transitions from a same state are all distinct. Thus, A,4(«) is also a DFA.

Proposition 5. If o is a normalized linear regular expression, Apq(a) is mini-
mal.

Proof. By [8, Theorem 2] we know that

Co. (@) # Co, (@) & {0 [ O5(co, () # 0} # {0 | Do (cq, () # 0}
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where o is a normalized linear regular expression and o, and o, are two dis-
tinct letters. We want to prove that any two states ¢, («) and ¢y, () of Apa(a)
are distinguishable. Consider ¢’ € X such that ¢’ € {0 | 9,(cs, (a)) # 0} but
o' ¢ {o | 9s5(co,(a)) # 0}. Then dpa(co, (a),0") = co(cr). By construction,
we know that Jw € X* such that d,q(cs (@), w) € Fpq. Let w’ = o’w. There-
fore dpa(co, (@), w') = dpa(co (@), w) € Fpq and either §,4 is not defined for
(o, (@), w") or 6pa(cqy, (@), w') is a non final dead state. Thus, the two states are
distinguishable. O

It follows, from this, that for any linear regular expressions «,

Apa(a) ~ Apos (a)/zb

3.2 Finite Languages

In this section, we consider normalized regular expressions without the Kleene
star operator, i.e. that represent finite languages. These regular expressions are
called finite regular expressions. The following results characterize NFAs that
are A,q automaton.

Proposition 6. The Ayq(a) = (PD(a), X, 04, , Fy) automaton of any finite
reqular expression a # 0 has the following properties:

1. The state € always exists and it is a final state;

2. The state € is reachable from any other state;

3. All other final states, g € Fy \ {€}, are of the form (a1 +¢€)...(an +¢€);
4- ‘Fa‘ < ‘Oé‘a +1;

5. The size of each element of PD(«) is not greater than |a.

Proof. We use the inductive construction of A,q(«).

1. For the base cases this is obviously true. If o is v+, then w(a) = 7(y)Un(B).
As € € 7(y) and € € 7(B), by inductive hypothesis, then ¢ € 7(«a). If « is
7B, then 7(a) = w(y)BUn(B). As e € w(5), € € w(w).

2. If ais € or o it is obviously true. Let o be v + 8. The states of A,q(a) are
{a} Un(y) Um(B). By construction, there exists at least a transition from
the state a to a (distinct) state in 7w(y) Un(8). Let o be v8. The states of
Apa(a) are {a}Un(y)BUn(B). For B € {BIUn(B), Fwp € € Dy, (B'). In the
same way, for ' € {y}Un(v), Jw, € € O, (7). Thus, for o/ =+'f € w(v)5,
we can conclude that € € Oy w, (). From the state a we can reach the state
€ because the transitions leaving it go to states which reach the state ¢.

3. Tt is obvious, because final states must accept €.

4. For the base cases it is obviously true. Let o be v+ 8. We know that |a|. =
1Yle +18le, |Fal < |Fy| + |Fp| — 1, and that e(a) = ¢ if either e(y) or &(5)
are €. Then |Fy| < |v|e + |8l +1 < |as + 1. If a is v we know also that
lale = |v]e + |B]e and that (o) = € if e(y) and €(8) are e. If () = ¢, then
|Fo| < |Fy| + |Fg| — 1. Otherwise, |Fo| = |F3|. We have, in the both cases,
Fal < yle + 1Bl +1 < [a]e + 1.
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5. If o is € or o it is obvious that the proposition is true. Let o be v + 5. For
all o € m(a) = w(y) Um(B), |au| < |y] or |au| < |8], and thus |a;| < |af. If
o is 7B, then (@) = w()8 U n(8). For 7 € m(7), [l < 7. I a; € 7(7)8,
a; =i and |a;| < [y + |B] < |af. If a; € 7(B), |ou| < [B] < |al. 0

Caron and Ziadi [7] characterized the position automaton in terms of the
properties of the underlying digraph. We consider a similar approach to charac-
terize the A,q for finite languages. We restrict the analysis to acyclic NFAs. We
first observe that Ay.s are series-parallel automata [19] which is not the case for
all A,q as can be seen considering Apq(a(ac + b) + be).

Let A = (Q, X,0,q0,F) be an acyclic NFA. A is an hammock if it has the
following properties. If |Q] = 1, A has no transitions. Otherwise, there exists an
unique f € F such that for any state ¢ € () one can find a path from ¢¢ to f
going through ¢. The state qg is called the root and f the anti-root. The rank
of a state ¢ € @, named rk(q), is the length of the longest word w € X* such
that §(q, w) € F. In an hammock, the anti-root has rank 0. Each state ¢ of rank
r > 1, has only transitions for states in smaller ranks and at least one transition
for a state in rank r — 1.

Proposition 7. For every finite reqular expression «, Apq(c) is an hammock.

Proof. If the partial derivative automaton has a unique state then it is the A,4(¢)
or Apq(0) which has no transitions. Otherwise, for all ¢ € PD(«) there exists at
least one path from gy = « to ¢ because A,q(c) is initially connected; also there
exists at least one path from ¢ to ¢, the anti-root, by Proposition 6, item 2. 0O

Proposition 8. An acyclic NFA A = (Q, X, 6, qo, F) is a partial derivative au-
tomaton of some finite reqular expression o, if the following conditions holds:

1. A is an hammock;
2. ¥q,q' € Qrk(q) =rk(¢') = Jo € X d(q,0) #4(q',0).

Proof. First we give an algorithm that allows to associate to each state of an
hammock A a regular expression. Then, we show that if the second condition
holds, A is the Ayq() where « is the RE associated to the initial state.

We label each state ¢ with a regular expression RFE(q), considering the states
by increasing rank order. We define for the anti-root f, RE(f) = €. Suppose that
all states of ranks less then n are already labelled. Let ¢ € @ with rk(¢) = n. For
o € X, with §(¢,0) = {q1,...,qm} and RE(q;) = B; we construct the regular
expression o(f81 + - -+ + Bp). Then,

RE(q) = Z 0(61 + -+ 6m)

ceX

where we omit all ¢ € X' such that §(q,c) = (). We have, RE(qy) = «

To show that if A satisfies condition 2. then A ~ A,q(), we need to prove
that RE(q) # RE(q’) for all ¢,q' € Q with ¢ # ¢’. We prove by induction on
the rank. For rank 0, it is obvious. Suppose that all states with rank m < n
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are labelled by different regular expressions. Let ¢ € @, with rk(q) = n. We
must prove that RE(q) # RE(q') for all ¢ with rk(¢’) < n. Suppose that
rk(q) = rk(¢'), RE(q) = o1(a1 + -+ ay) + -+ 0i(B1 + - + Bm), and
RE(q) = of () +-+ay,)+- -+ (B + -+ B,,). We know that 30(q, o) #
0(¢’,0). Suppose that 0 = o1 = of. Then we know that 3¢t oy # «j,, thus
RE(q) # RE({). If rk(q) > rk(¢'), then there exists a w € X* with |w| = n
such that 6(q,w) N F # 0 and 6(¢’,w) N F = 0. Thus RE(q) # RE({). ]

3.3 Comparing A, and A’POS/Eb

As we already mentioned, there are many (normalized) regular expressions «

for which A,q(a) ~ Apos (a)/;b. But, even for REs representing finite languages
that is not always true. Taking, for example, 71 = a(a+b)c+b(ac+bc)+a(c+c),
we have PD(ry) = {m,ac + be, (a + b)e,c + ¢, ¢, e}, Fpa = {e}, Opa(mi,a) =
{(a + b)c,c + ¢}, dpa(m1,b) = {ac + bck, dpalac + be,a) = dpa(ac + be,b) =
dpa((a + b)e,a) = dpa((a +b)c,b) = {c} and dpa(c + ¢, ¢) = dpa(c,c) = {e}. One
can see that ¢ =, (¢ + ¢) and (ac + bc) = (a + b)c. Thus, APOS(Tl)/;b has two
states less than Apq(71). The states that are bisimilar are equivalent modulo the
+ idempotence and left-distributivity. It is also easy to see that two states are
bisimilar if they are equivalent modulo + associativity or + commutativity.

Considering an order < on X and that - < +, we can extend < to REs. Then,
the following rewriting system is confluent and terminating:

a+(B+7) = (a+8)+y (+ Associativity)
at+pf—=pF+a if 3 <a (4+ Commutativity)
ata—a (+ Idempotence)
(aB)y = a(By) (. Associativity)
(a+7)8 = af+98 (Left distributivity).

A (normalized) regular expression « that can not be rewritten anymore by this
system is called an irreducible regular expression modulo ACIAL.

Remark 9. An irreducible regular expression modulo ACIAL « is of the form:

Wi+ .. wy Wi+ W, (5)

where wi,w; are words for 1 <¢ < n, 1 < j <m, and o; are expressions of the
same form of o, for 1 < j < m. For for each normalized RE without the Kleene

star operator, there exits a unique normal form.

For example, considering ¢ < b < ¢, the normal form for the RE 71 given

above is 75 = ac+ a(ac+ be) + b(ac+ be) and Apq(12) ~ Apos (72)/517' As we will
see next, for normal forms this isomorphism always holds.
The following lemmas are needed to prove the main result.

Lemma 10. For o € X, the function 0, is closed modulo ACIAL.



274 E. Maia, N. Moreira, and R. Reis

Proof. We know that o has the form wq + ...+ w, + wiar + ... + Wiy, where

w; = ov;,v; € X*, wh = av],vj e X ie{l,---,n}, je{l,---,m}. Thus,
Vo € ¥ 0,(a) = p(wr) U ua(wn)ua(wl)alu U 0, (wh)aym, where
05 (w;) = v; and Oy (wj)e; = viaj. Then it is obvious that the both possible
results are irreducible modulo ACIAL. Thus the proposition holds. a

Lemma 11. For w,w’ € X*,

1. Vo €X) |0,(w)] <1.
2. w#w = (Vo€ X)ds(w) #0,(w) V Os(w) = 05(w') =0.
3. (Vo € X2)0y(wa) = 0, (w)a = {w'a}, if w=ow'.

Proof. 1. Let w = ow’. Then 9, (w) = 9,(cw’) = {w'}. For o # o', 9, (w) = 0.
2. We need to consider three cases:
(a) if o & First(w) and o ¢ First(w’) then d,(w) = 0 and 9, (w') = 0.
(b) if o € First(w) and o ¢ First(w’) then dy(w) # 0 nd 5 (w") = 0.
(c) if o € First(w), o € First(w') and w = ov , w' = ov’ then v # v'. As
Oy (w) = v and Oy (w') = v’ then 9, (w) # I, (w').
3. Let w = ow'. Then 9,(wa) = d,(w)a = dp(ow')a = {w'a}. For o # o,
05 (wa) = 0. |

Proposition 12. Given o and 3 irreducible finite reqular expressions modulo
ACIAL,
aZf = Joe X d,(a) # ds(B).

Proof. Let a # . We know that & = wy + -+ - + w,, + Wiy + - - - + W,y and
B=x14 4 Tpw +z1 1+ -+, B . The sets of partial derivatives of o and
B w.or.tao€ X can be written as:

Do () = AU O (wi, ) U+ Uy (wi;) Udy(wy, oy, U---Udy(wy, ey,
9 (B) = AU O (ziy) U ...Uag( ZJ_,) 9o (27,) B, U...uag(x;;,)ﬁz;ﬂ

where the set A contains all partial derivatives ¢ such that ¢ € 9,(7) if, and only
if, v is a common summand of a and 3, i.e. if vy = w; = z; or v = wja; = 2}, Pk
for some 14, j, [, and k. Without loss of generality, consider the following three
cases:

L. If iy # 0 and i} # 0, we know that for k € {4},...,i},}, w;, # z and, by
Lemma 11, 0,(w;, ) # O» (k). And also, by Lemma 11, 0, (w;, ) # 0x(2},) Bk,
for k € {l},...,1,,}. Thus, 8, (w;) N d(B) = 0.

2. If 47 # 0 and z; = 0, this case corresponds to the second part of the previous
one.

3. It iy =i =0, for k € {lf,...,l;,}, we have w; cy;, # z)c and then
either w; # ), or oy, # Br. If wy # ), then 0, (w; ) # 0,(},) and thus
Op(wy, )au, # Og(wy)ak. If ay, # By it is obvious that Jy(w))oy # 05 (7}, )k
Thus, 0, (wy, )eu, N 9s(B) = 0. o

Theorem 13. Let o be a irreducible finite reqular expression modulo ACIAL.

Then, Apq(a) =~ APOS(O‘)/Eb
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Proof. Let Apq(a) = (PD(v), X, dpd, v, Fpq). We want to prove that no pair of
states of Apq(a) is bisimilar. As in Proposition 8, we proceed by induction on
the rank of the states. The only state in rank 0 is €, for which the proposition
is obvious. Suppose that all pair of states with rank m < n are not bisimilar.
Let v, 5 € PD(a) with n = rk(vy) > rk(8). Then, there exists 7' € 0,(7) that
is distinct of every 8 € 8,(83), by Proposition 12. Because rk(8’) < n and
rk(y") < n, by inductive hypothesis, v’ #, 8. Thus v % 8. O

Despite Apq (o) ~ Apos (O‘)/Eb, for irreducible REs modulo ACIAL, these NFAs
are not necessarily minimal. For example, if 73 = ba(a + b) + c(aa + ab), both
NFAs have seven states and a minimal equivalent NFA has four states.

Finally, note that for general regular expressions representing finite languages,

Apos(a)/zb can be arbitrarily more succinct than A,4. For example, considering
the family of REs

an =aay +alay +az) +alay +az +a3) +...+alar +as+ ...+ ay)

the Apq(ay) has n + 2 states and 'APOS(O‘)/Eb has three states independently
of n.

3.4 General Regular Languages

If we consider general regular expressions with the Kleene star operator, it is

easy to find REs a such that Apq(a) % APOS(O‘)/Eb. This is true even if A5 ()
is a DFA, i.e. if « is one-unambiguous [5]. For example, for a = aa* + b(e + aa*)

the Apq(a) has one more state than APOS(O‘)/Eb. Ilie and Yu [15] presented a
family of REs

ap=(a+b+e)la+b+e)...(a+b+e)(a+b)¥,

where (a + b+ ¢) is repeated n times, for which Apq(o,) has n + 1 states and

APOS(O‘")/Eb has one state independently of n. Considering n = 3 the Apq(as)
are represented in Figure 4.

Fig. 4. Apa((a+b+e)(a+b+e)(a+b+e)(a+b)*)

In concurrency theory, the characterization of regular expressions for which
equivalent NFAs are bisimilar has been extensively studied. Baeten et. al [2]
defined a normal form that corresponds to the normal form (5), in the finite case.
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a,b
k :
>
(1)

Fig. 5. Ame(T)

For regular expressions with Kleene star operator the normal form defined by
those authors is neither irreducible nor unique. In that case, we can find regular

expressions « in normal form such that A,q(a) # Apos(a)/;b. For example,
for 7 = (ab* + b)* the A,q(7) has three states, as seen before in Figure 2,

and APOS(T)/Eb has two states, as shown in Figure 5. Other example is 74 =

a(e+aa*)+ba*, where |PD(74)| = 3, and in APO“‘(T‘l)/Eb a state is saved because
(e + aa*) =, a*. This corresponds to an instance of one of the axioms of Kleene
algebra (for the star operator).

As no confluent or even terminating rewrite system modulo these axioms is
known, for general REs it will be difficult to obtain a characterization similar to
the one of Theorem 13.
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Abstract. The expressive power of regularity-preserving multi bottom-
up tree transducers (MBOT) is investigated. These MBOT have very at-
tractive theoretical and algorithmic properties. However, their expressive
power is not well understood. It is proved that despite the restriction
their power still exceeds that of composition chains of linear extended
top-down tree transducers with regular look-ahead (xToP™), which are a
natural super-class of STSG. In particular, topicalization can be modeled
by such MBOT, whereas composition chains of XTOP® cannot implement
it. However, the inverse of topicalization cannot be implemented by any
MBOT. An interesting, promising, and widely applicable proof technique
is used to prove those statements.

1 Introduction

Statistical machine translation [15] deals with the automatic translation of nat-
ural language texts. A central component of each statistical machine transla-
tion model is the translation model, which is the model that actually performs
the translation. Various other models support the translation (such as language
models), but the type of transformations computable by the system is essentially
determined by the translation model. Various different translation models are
currently in use: (i) Phrase-based [23] systems essentially use a finite-state trans-
ducer [13]. (ii) Hierarchical phrase-based systems [4] use a synchronous context-
free grammar (SCFQ), and (iii) syntax-based systems use a form of synchronous
tree grammar such as synchronous tree substitution grammars (STSG) [5], syn-
chronous tree-adjoining grammars (STAG) [24], or synchronous tree-sequence
substitution grammars (STSSG) [25]. In this contribution, we will focus on syntax-
based systems. Since machine translation systems are trained on large data, the
used translation model must meet two contradictory goals. Its expressive power
should be large in order to be able to model all typical phenomena that occur in
translation. On the other hand, the model should have nice algorithmic proper-
ties and important operations should have low computational complexity. The
mentioned models cover a wide spectrum along this axis with SCFG and STSG
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as the weakest models with the best parsing complexities. It is thus essential
for the evaluation of a translation model to accurately determine its expressive
power and the complexities of its principal operations [14].

A relatively recent proposal for another translation model suggests the multi
bottom-up tree transducer (MBOT) [18,19]. It can be understood as an exten-
sion of STSG that allows discontinuity on the output side or as a restriction of
STSSG that disallows discontinuity on the input side. MBOT are thus a natural
(half-way) model in between sTSG and STSSG. In addition, [18,19] demonstrated
that MBOT have very good theoretical and algorithmic properties in compari-
son to both sTsG and sTssG. They have been implemented [2] in the machine
translation framework MOSES [16] and were successfully evaluated in an English-
to-German translation task, in which they significantly outperformed the sTsG
baseline. However, MBOT also have a feature called finite copying [7], which
on the positive side yields that the output string language can be a multiple
context-free language (or equivalently a linear context-free rewriting system lan-
guage) [12]. Since this class of languages is much more powerful than context-free
languages, its algorithmic properties are not as nice as those of the regular tree
languages [10,11], which can be used to represent the parse trees of context-free
grammars. It is not clear whether this added complexity is necessary to model
common discontinuities like topicalization.

In this contribution we demonstrate that the regularity-preserving MBOT (i.e.,
those whose output is always a regular tree language) retain the power to com-
pute discontinuities such as topicalization. Moreover, these MBOT remain more
powerful than arbitrary composition chains [22] of STSG. In particular, no chain
of STSG can implement topicalization. However, whereas STSG can trivially be
inverted, neither MBOT nor regularity-preserving MBOT can be inverted in gen-
eral. In fact, we show that the inverse of topicalization cannot be implemented
by any MBOT, which confirms the bottom-up nature of MBOT. Overall, these
results allow us to relate the expressive power of regularity-preserving MBOT to
the other classes (see Figure 6). Secondly, we want to promote the use of explicit
links as a tool for analyses. Links naturally record which parts of the input and
output tree have to develop synchronously in a derivation step. However, once
expanded, the “used” links are typically dropped [3]. Here we retain all links in
a special component of the sentential form in the spirit of [20,9]. We investigate
the properties of these links and then use them to prove our main results. With
the links the proofs split into a standard technical part that establishes certain
mandatory links [9] and a rather straightforward high-level argumentation that
refutes that the obtained link ensemble is well-formed. We believe that this proof
method holds much potential and can successfully be applied to many additional
setups.

2 Notation

We write N for the set of all nonnegative integers (including 0). Given a rela-
tion R C 51 x Sy and S C Sy, we let R(S) = {s2 | Is1 € S: (s1,82) € R}
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and R~ = {(s2,51) | (s1,52) € R} be the elements of S related to elements
of S (via R) and the inverse relation of R, respectively. Instead of R({s}) with
s € S1 we also write R(s). The composition of two relations Ry C S; X So and
Ry C S5 x S3 is the relation Ry ; Ry C S7 x S3 given by

Ri; Ry = {(s1,53) | Ri(s1) N Ry ' (s3) # 0} .

As usual, S* denotes the set of all (finite) words over a set S with the empty
word e. We simply write v.w or vw for the concatenation of the words v, w € S*,
and the length of a word w € S* is |w|. Given languages L,L" C S*, we let
L-I'={vw|veL,we L'}. An alphabet X is a nonempty and finite set of
symbols. Given an alphabet X' and a set S, the set T’ (S) of X-trees indexed
by S is the smallest set such that S C Tx(S) and o(ty,...,tx) € Tx(S) for all
keN,oe X, and ty,...,tx € Tx(S). We write Ts; for T (0).

Whenever we need to address specific parts of a tree, we use positions. FEach
position is a word of N*. The root of a tree has position € and the position i.p
with ¢ € N and p € N* addresses the position p in the i*? direct child of the root.
The set pos(t) denotes the set of all positions in a tree t € T (.5). We note that
positions are totally ordered by the lexicographic order C on N* and partially
ordered by the prefix order < on N*. The total order C allows us to turn a finite
set P C N* into a vector P by letting P = (w1,...,wm) if P ={w,...,wn}
with wy C -+ T wy,. Given a tree t € Tx(S) its size [t| is the number of its
nodes (i.e., [t| = |pos(t)|), and its height ht(¢) coincides with the length of the
longest position (i.e., ht(t) = max,epos(s)|w])-

We conclude this section with some essential operations on trees. To this
end, let t,u € Tx(S) be trees and w € pos(t) be a position in t. The label
of t at w is t(w). For every s € S, we let pos,(t) = {w € pos(t) | t(w) = s}
be those positions in ¢ that are labeled by s. The tree t € Tx(S) is linear if
[pos,(t)] < 1 for every s € S. We let idx(t) = {s € S | pos,(t) # 0}. Finally, the
expression t[u],, denotes the tree that is obtained from ¢ by replacing the subtree
at w by u. We also extend this notation to sequences w = (u1, ..., Un) of trees
and positions w = (w1, ..., w,,) of t that are pairwise incomparable with respect
to <. Thus, t[u],, denotes the tree obtained from ¢ by replacing the subtree at w;
by u; for all 1 < i < m. Formally, t{t]ew = (- - (t[t1]w,) - ) [Um]w,, -

3 Formal Models

The main transformational grammar formalism under discussion is the multi
bottom-up tree transducer (MBOT), which was introduced by [17,1]. An English
theoretical treatment can be found in [6]. In general, MBOT are synchronous
grammars [3] with potentially discontinuous output sides, which makes them
more powerful than the commonly used STSG [5]. Thus, each rule of an MBOT
specifies potentially several parts of the output tree. We essentially recall the
definition of [20].

Definition 1. A multi bottom-up tree transducer (for short: MBOT) is a tuple
G = (N,X,S,P), where
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Fig. 1. Example productions

— N is its finite set of nonterminals,

— X is its alphabet of input and output symbols,

— S € N is its initial nonterminal, and

— PCTx(N)x N xTs(N)* is its finite set of productions such that ¢ ¢ N,

€ is linear, and \J, <<, idx(r;) € idx(¢) for every ({,n,r) € P.

If all productions (¢,n,r) € P obey |r| < 1, then G is a (linear) extended top-
down tree transducer with regular look-ahead (xTOP®) [21], and if they even
fulfill |r| = 1, then it is a (linear) nondeleting extended top-down tree transducer
(n-XTOP).

In comparison to [20] we added the requirement of ¢ ¢ N, which could be
called input e-freeness. To avoid repetition, we henceforth let G = (N, X, S, P)
be an arbitrary MBOT. As usual, £ and r of a production (¢,n,r) € P are called
left- and right-hand side, respectively. We also write ¢ " r instead of lyn,r).
The productions of our running example MBOT are displayed in Figure 1. The
initial nonterminal is S, and we omit an explicit representation of the set N of
nonterminals (containing the various slanted N, and S) and the set X of symbols
because they can be deduced from the productions. For completeness’ sake, the
leftmost production on the first line in Figure 1 can be written as

<S(Nw7NVP)a Sa S(NwanvaVP)> .

In contrast to [19,2], which present the semantics of MBOT using a bottom-
up process based on pre-translations, we present a top-down semantics in the
style of [20] here. As usual [3], the top-down semantics requires us to keep track
of the positions that are supposed to develop synchronously in the input and
output. Such related positions are called linked positions, and the additional data
structure recording the linked positions is called the link structure. Although the
link structure might at first be seen as an overhead (since it is not required for the
bottom-up semantics), it will be an essential tool later on. In fact, all our later
arguments will be based on the link structure, so we explicitly want to promote
the use of link structures and an investigation into their detailed properties.



282 A. Maletti

/S\ / ?\

S S
s—s=¢ /N — I~ =¢ N, VP —N, Nuu VP

Ny, _Nyp N, Nvp Nyp TN 7\
\@ Nuna  Nvp Niana  Nyp

P I A 1IN

=G W VP\ — And  Niana VP =a¢ w_ VP — And they VP

/N 7\ /N 7\
Niana  Nvp Niana  Nvp kAnA  Nvp were  Nyp
\—/

Fig. 2. Partial derivation using the productions of Figure 1. The active links are clearly
marked, whereas disabled links are light.

We start with the introduction of the link structure resulting from a single
production. In fact, the link structure of a production is implicit because we
assume that an occurrence of a nonterminal n in the left-hand side is linked to
all its occurrences in the right-hand side. We usually depict these links as (light)
splines in graphical illustrations of productions (see Figure 1). However, once
we move to the derivation process, an explicit representation of these links is
required to keep track of synchronously developing nonterminals.

Definition 2. Given ¢ "~ 7 € P and positions v and w = (w1, ..., wy,) with
m = |r| to which the production should be applied, we define the link structure

links,, 4 (¢ " ) by Unen 1<i<m ({v} - pos, (£)) x ({w;} - pos,(ri)).

In other words, besides linking occurrences of the same nonterminal as already
mentioned, we prefix the positions by the corresponding position given as a pa-
rameter. These argument positions will hold the positions to which the produc-
tion shall be applied to. Now we are ready to present the semantics. Simply said,
we select an input position, its actively linked output positions, and a production
that has the right number of right-hand sides. Then we disable the selected links,
substitute the production components into the corresponding selected positions,
and add the link structure of the production to the set of active links. Formally,
a sentential form is simply a tuple (¢, A, D, u) consisting of an input and an out-
put tree t,u € Tx(N) and two sets of links A, D C pos(t) x pos(u) containing
active and disabled links, respectively. We let SF(G) be the set of all sentential
forms, and D(G) is the set {{¢,D,u) | (t,0,D,u) € SF(G),t,u € Tx} of all
potential dependencies for nonterminal-free input and output trees. In graphical
representations we only present the input and output trees and illustrate the
links of A and D as clear and light splines, respectively.

Definition 3. We write (t, A, D,u) =g (t', A, D", ') for two sentential forms
(t,A,D,u),{t', A", D' v’y € SF(Q), if there exist a nonterminaln € N, an input
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position v € pos,, (t) labeled by n, actively linked output positions A(v), and a
production ¢ ~~ v € P such that

= | = |A(v)] and w = A(v),

— t' =t[l], and v = urly, and

— A’ = (A\L)Ulinks, (¢ = 7) and D' = DUL with L = {(v,w) | w € A(v)}.
As usual, =% is the reflexive and transitive closure of =c. The MBOT G com-
putes the dependencies dep(G) C D(G) given by

{t, D, u) € D(G) | (5:{(¢,8)},0,9) =5 (t,0, D,u)} .

Finally, the MBOT G computes the relation G C Tx, x Ty, which is given by
G = {(t,u) | (t, D, u) € dep(G)}.

Note that disabled links are often not preserved in the sentential forms in the
literature [3], but we want to investigate and reason about those links as in [20,9],
so we preserve them. The first steps of a derivation using the productions of
Figure 1 are presented in Figure 2.

In the remaining part of this section, we recall the notion of regular tree
languages [10,11] and some properties on dependencies [20,9]. Any subset L C T's;
is a tree language, and a tree language L C T is regular [6] if and only if there
exists an MBOT G = (N, X, S, P) such that L = G=!(Tx) (i.e., L is the domain
of G). A relation R C T, x Ty preserves regularity if R(L) is regular for every
regular tree language L C T’s.

Next, we recall the properties on dependencies of [20,9]. We only define them
for the input side, but assume that they are also defined (in the same manner)
for the output side.

Definition 4. A dependency (t,D,u) € D(G) is
— input hierarchical if wy £ w1 and there exists (vi,w}) € D with w} < wsy for
all (v, wn), (va,we) € D with v1 < va,
— strictly input hierarchical if (i) v1 < vy implies w1 < we and (i) v1 = vo
implies wi < wy or we < wy for all (vi,wr), (va,we) € D,
— input link-distance bounded by b € N if for all links (v1,w1), (v1v',w2) € D
with |v'| > b there exists (v1v,w3) € D such that v < v’ and 1 < |v| <b,

— strict input link-distance bounded by b if for all positions v, v1v" € pos(t)
with [v'| > b there exists (viv,ws) € D such that v < v and 1 < |v| <b.
The set dep(G) has those properties if each dependency (t, D,u) € dep(G) has

them.

We also say that dep(G) is input link-distance bounded if there exists an
integer b € N such that it is input link-distance bounded by b. We summarize
the known properties in Table 1.

4 Main Results

In this contribution, we want to investigate the expressive power of regularity-
preserving MBOT, which constitute the class of all MBOT whose computed re-
lation preserves regularity. This class has very nice (algorithmic) properties
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Table 1. Summary of the properties of the dependencies dep(G) for grammars G
belonging to the various grammar formalisms [20,9]

hierarchical  link-distance bounded regular
Model \ Property input output input output domain range pres.
n-XTOP strictly strictly strictly strictly
XTOP® strictly strictly strictly
MBOT strictly strictly X X
reg.-pres. MBOT strictly strictly

(see Table 1). It was already argued by [19] that regularity should be preserved
by any grammar formalism (used in syntax-based machine translation) in order
to obtain an efficient representation of the output tree language. In fact, several
(syntactic) ways to obtain regularity preserving MBOT are discussed there, but
these all yield subclasses of the class of all regularity-preserving MBOT. On the
other hand, XToP® and n-xTOP, which are both slightly more powerful than
the commonly used STSG [5] but strictly less powerful than regularity-preserving
MBOT, are not closed under composition [21], but always preserve regularity.
Consequently, [22] consider the efficient evaluation of (composition) chains of
n-XTOP, and their approach can easily be extended to XToPR. Obviously, every
chain of XTOP® can be simulated by a regularity-preserving MBOT because each
individual XTOP® can be simulated and MBOT are closed under composition [6].
However, the exact relation between these two classes remained open. This ques-
tion is interesting because it solves whether the (non-copying) features of MBOT
(such as discontinuity) can be achieved by chains of xToP®. In particular, it
settles the question whether chains of XTOP® can handle discontinuities, which,
in general, cannot be handled by a single XTOPR.

The author assumes that the question remained open because both possible
answers require deep insight. If the classes coincide, then we should be able
to simulate each regularity-preserving MBOT by a chain of XxToPR, which is
complicated due to the fact that “regularity-preserving” is a semantic property
on the computed relation. Such a construction would (most likely) shed light
on the exact (syntactic) consequences of the restriction to regularity-preserving
MBOT. On the other hand, if regularity-preserving MBOT are more powerful than
chains of XTOP® (which we prove in this contribution), then we need to exhibit
a relation that cannot be computed by any chain of XTOP®, which requires deep
insight into the relations computable by chains of XToP®. Fortunately, there was
recent progress in the latter area. In [8] it was shown that a chain of 3 XTOP® can
simulate any chain of XTOPR. Together with the linking technique of [20,9], this
will allow us to present a regularity-preserving MBOT that cannot be simulated
by any chain of XTOP®. The counterexample is even linguistically motivated in
the sense that it abstractly represents topicalization (see Figure 3), which is a
common form of discontinuity.

Ezample 5. Let Tpc = (N, X, S, P) be the MBOT with N = {S, 7,7, T",U},
symbols X' = {0,d,7,a}, and the productions P illustrated in Figure 3. It is
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- Vi /) .
T/ \U =7 >U\ ! /\ U\ =7 T/ \T’ 2 %
T.U .1 tl/ \0' u/ \a
/N /\
o o § 5 to O o o
VANELAN /AN VANERRVAN /\ /N
T U T U T T T T tm-1 O 123 /0’\
tm/ \u tm—1  tm

| = | a o«

Fig. 3. Productions of the counterexample MBOT Tpc with z € {T,T’,T"} and relation
(topicalization) computed by it for all m € N and arbitrary trees w,t1,...,tm, which
can contain binary J-symbols, unary ~-symbols, and nullary a-symbols

clearly regularity-preserving because it is straightforward to develop two
n-XTOP (G; and G4 that compute transformations similar to topicalization (see
Figure 3), but just preserving v and just preserving t1, . . ., t,,, respectively. Thus,
the language Tpc(L) for a regular tree language L is obtained as G1 (L) NG2(L).
Since n-XTOP preserve regularity [21], G1(L) and G2(L) are regular tree lan-
guages, and regular tree languages are closed under intersection [10,11]. The
relation computed by Tpc is depicted in Figure 3.

Theorem 6. The relation Tpc cannot be computed by any chain of XTOPR.

Proof (Sketch). We already remarked that 3 XTOP® suffice to simulate any chain
of xTOP® according to [8]. Consequently, in order to derive a contradiction we as-
sume that there exist 3 XTOP® G1, G, Gs such that Tpc = G1 ;G ; G3. We know
that dep(G1),dep(G2),dep(Gs) are input and output link-distance bounded (see
Table 1), so let b € N be such that all link-distances (for all 3 xTOP®) are bounded
by b. Using an involved technical argumentation based on the link properties and
size arguments [9] (using only the symbols vy and « for the trees u,t1,...,tm),
we can deduce the existence of the light dependencies depicted in Figure 4 (for
the input and output tree and two intermediate trees without the clearly marked
links), in which m > b®. Consequently, the ellipsis (clearly marked dots) in the
output tree (last tree in Figure 4) hides at least b? links that point to this part
of the output because there must be a link every b positions by the link-distance
bound. Let (vf,w{),..., ", ,w!,) with m” > b* be those links such that
w < --- < wl,. These links are marked with (1) in Figure 4. Clearly, w!,
dominates (via <) the positions of the subtrees t,,—1 and t,,, but it does not
dominate that of the subtree u. The input positions of those links, which point
to positions inside the third tree in Figure 4, automatically fulfill vf < ... <o/,
since dep(G3) is strictly output hierarchical. A straightforward induction can be
used to show that (for any XTOPR) all links sharing the same input positions must
be incomparable with respect to the prefix order < [9], which uses the restriction

that ¢ ¢ N for each production (¢,n,r) € P. Consequently, v} < --- < v/

m!
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Fig. 4. Illustration of the dependencies discussed in the proof of Theorem 6. Inverted
arrow heads indicate that the link points to a position below the one indicated by the
spline. The links relating the roots of the trees are omitted.

Similarly, we can conclude v;,,, < wy _ , vy < w; , and vy £ w,, where the
last statement uses that dep(Gs) is strictly input hierarchical. Repeating essen-
tially the same arguments for dep(Gz), we obtain links (v, w}),..., (v, w..,)
with m’ > b such that vf < w} <--- <w], <o, and v} <--- </ ,. These
links are labeled by (2) in Figure 4. Moreover, v, < wy,, ,, Vi, < Wy, , and
v] £ w,. Using the arguments once more for dep(G1), we obtain a link (v, w)
such that v; < w < v],,. This final link is marked (3) in Figure 4. Moreover,
we have v < v, , and v < vy, but v £ v,,. However, such a position does not

exist in the input tree, which completes the desired contradiction. a

It is noteworthy that the proof can be achieved using high-level arguments
based on the links and their properties. In fact, the whole proof is rather straight-
forward once the basic links (light in Figure 4) are established using [9].
Arguably, the omitted part of the proof that establishes those links is quite
technical and involved (using size arguments and thus the particular shape of
the trees u,ty,...,t,), but it can be reused in similar setups as it generally
establishes links in the presented way between identical subtrees (for which in-
finitely many trees are possible). The proof nicely demonstrates that the difficult
argumentation via two unknown intermediate trees reduces to (relatively) simple
arguments with the help of the links. The author believes that the links will pro-
vide a powerful and versatile tool in the future and have been neglected for too
long. From Theorem 6 it follows that (some) topicalizations cannot be computed
by any chain of XTOP® (or any chain of n-XTOP), and since Tpc is computed by
a regularity-preserving MBOT, we can conclude that regularity-preserving MBOT
are strictly more powerful than chains of XTOP®.

Corollary 7. Regularity-preserving MBOT are strictly more powerful than com-
position chains of XTOPR (and composition chains of n-XTOP).

Our next result will limit the expressive power of MBOT. Using the linking
technique [9] once more (this time for MBOT), we will prove that the inverse
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(o
/N /\
o i1 a
t/ \ :
1 g — ta O
/> /\
2l o tm—1 O
8 A
tm—1 tm, tm u

Fig. 5. Illustration of the dependencies discussed in the proof of Theorem 8. Inverted
arrow heads indicate that the link points to a position below the one indicated by the
spline. The links relating the roots of the trees are omitted.

relation Tpc™! cannot be computed by any MBOT. This confirms the bottom-up
nature of the device. It can “grab” deeply nested subtrees and transport them
towards the root, but it cannot achieve the converse.

Theorem 8. The relation Tpc*

of ) MBOT.

cannot be computed by any (composition chain

Proof (Sketch). Since MBOT are closed under composition [6], we need to consider
only a single MBOT. In order to derive a contradiction, let G = (N, X, S, P) be an
MBOT such that G = Tpc™'. As usual, we know that dep(@G) is input and output
link-distance bounded (see Table 1), so let b € N be a suitable bound. Moreover,
let a > |r| for all productions (¢,n,r) € P. Hence a is an upper bound for the
length of the right-hand sides. Finally, let & > max(a, b) be our main constant.

Again we need to use a (different, but similar) involved technical argumenta-
tion [9] based on the link properties and size and height arguments (that uses
the symbols d, 7, and « for the subtrees u, 1, ..., ;) to deduce the existence of
the light dependencies shown in Figure 5, in which m > 2k. Consequently, the
ellipsis (clearly marked dots) in the output tree hides at least 2 links that point
to this part of the output because there must be a link every b positions by the
link-distance bound. Let (v, w), (v/,w") be those links such that w < w’. These
links are clearly indicated in Figure 5.

Clearly, w’ dominates the positions of the subtrees ¢, and u. Since dep(G) is
strictly output hierarchical (see Table 1), we obtain that (i) v < v’ and (ii) v’ dom-
inates the input positions of the (light) links pointing into the subtrees t,, and u.
Obviously, the root € is the only suitable position, so v = v’ = € as indicated in Fig-
ure 5. Another straightforward induction can be used to show that (for any MBOT)
all links sharing the same input positions must be incomparable with respect to
the prefix order < [9], which uses the restriction that £ ¢ N for each production
(¢,n,r) € P.However, (¢,w) and (g, w’) are two links with the same source and
comparable target because w < w’, so we derived the desired contradiction. a

Again we note that the proof could be straightforwardly achieved using high-
level arguments on the links and their interrelation after establishing the basic
links (light in Figure 5). Then the link-distance can be used to conclude the ex-
istence of links and their input and output target can be related to existing links
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MBOT

reg.-pres. MBOT

(XTOPR)3 = (XTOPR)*

n-XTOP* (XTOPR)?
|
: /
|
n-XTOP? XTOPR
n-XTOP

Fig. 6. HassE diagram for the discussed classes, where C* is the composition closure
of class C and the dashed line just indicates that all powers in between form a chain
and are thus strictly contained as well

using the hierarchical properties. In this way, we could in both cases derive a
contradiction in rather straightforward ways, which would not have been possi-
ble without the links. Typically, such (negative) statements are proved using the
fooling technique (see [1] or [21] for examples), which requires a rather detailed
case analysis of all possible intermediate trees and applied productions, which
then individually have to be contradicted. In a scenario with 2 unknown inter-
mediate trees such an approach becomes (nearly) impossible to handle. Thus, we
strongly want to promote the use of links and their interrelations in the analysis
of translation models.

Theorem 8 yields that regularity-preserving MBOT are not closed under in-
version. In other words, there are regularity-preserving MBOT G (such as Tpc),
whose inverted computed relation G~! cannot be computed by any MBOT.

Corollary 9. Regularity-preserving MBOT (and general MBOT) are not closed
under inversion.

Let us now collect these results together with some minor consequences in a
Hassk diagram (see Figure 6).
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Abstract. In this paper, we consider weighted synchronous context-
free tree grammars and identify a certain syntactic restriction of these
grammars. We suggest a new weighted tree transducer formalism and
prove that the transformations of the restricted grammars are precisely
those of the linear and nondeleting instances of these transducers.

1 Introduction

Synchronous context-free grammars (or: syntax-directed translation schemata)
were introduced in the context of compiler construction in the late 1960s [12].
They define string transductions by the simultaneous derivation of an input and
an output word. In contrast, modern systems for machine translation of natural
language employ weighted tree transformations to account for the grammatical
structure of the input sentence and the ambiguity inherent in spoken language
(cf. the survey in [10]). Such transformations may be computed by weighted syn-
chronous tree substitution grammars [17], or by weighted linear and nondeleting
extended top-down tree transducers [7]. The former derive input and output
trees simultaneously, while the latter model has unidirectional semantics: it de-
rives the output from its input tree. The advantage of unidirectional semantics
is that it may serve as a starting point to define weighted tree transformations
which are conditional probability distributions [3].

Synchronous context-free tree grammars (scftg) have been proposed as a gen-
eralization of synchronous tree substitution grammars that may allow mod-
elling even more linguistic phenomena [13]. In this work, we consider weighted
scftg (wscftg), and investigate simple wscftg (s-wscftg), a syntactic restriction
of wscftg (Section 3). In Section 4 we introduce a formalism with unidirectional
derivation semantics, called weighted pushdown extended top-down tree trans-
ducer (wpxtop). It is a weighted extended top-down tree transducer [7] whose
finite state control is equipped with a tree pushdown [9,6]. We devise certain
normal forms for s-wscftg as well as for linear and nondeleting wpxtop. Sec-
tion 5 contains the main result: we prove that the transformations of linear and
nondeleting wpxtop are exactly those of s-wscftg. This proof relies on a close
correspondence between the normal forms of the respective formalisms.
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Let us turn back to string grammars: In [12, Thms. 2 and 3], the subclass
of simple synchronous context-free grammars was identified and characterized
by pushdown transducers. Thus, this work is also a generalization of a classical
result from formal languages to weighted tree languages.

2 Preliminaries

We denote the nonnegative integers by N, and {1,...,n} by [n] for every n € N.
A set X equipped with a function rky: Y — N is a ranked set, its elements are
symbols. A ranked alphabet is a finite ranked set. Let 3 be a ranked set. When X
is obvious, we write rk instead of rky. Let k € N. We set ) = rk! (k). Let U be
a set and A denote YUUUC, where C'is made up of the three symbols ‘(’; )’, and
CHRCE® and Ty, ..., T C A*, then define (T4, ..., Ty) = {o(t1, ..., tx) |
o € ,t; € Ty,i € [k]}. The set Tx(U) of trees (over X indexed by U) is the
smallest set T C A* such that U C T and for every k € N, S6)(T,... , T) CT. A
tree «() is abbreviated by «, and Tx () by Tx. Let ¢ € T (U). The set of positions
(Gorn addresses) of t is denoted by pos(t) C N*. We denote the lexicographic
order on N* by <jey, the label of t at its position w by t(w), and the subtree
of t at w by t|. For any A C XU U, let pos,(t) = {w € pos(t) | t(w) € A}.
Given k € N, ty, ..., t € T (U), and pairwise different uy,..., ux € U, denote
by t[ui/t1,. .., ug/tr] the result of substituting every occurrence of w; in ¢ with
the tree t;, where i € [k]. For V C U, t is linear (resp. nondeleting) in V if every
v € V occurs at most (resp. at least) once in ¢. The set of all trees in Tx(U)
which are linear and nondeleting in U is denoted by T2 (U). In the following,
let X (resp. Y) denote the sets of variables {x1,z2,...} (resp. {y1,v2,...}).
Let k € N. We set X, = {x; | 7 € [k]} and YV}, = {y; | ¢ € [k]}. Let t1, ...,
try € Tx. We write t[t1,...,tg] for tlx1/t1,...,xx/tg] if t € Tx(Xk), and for
tyr/t1, .- ur/te) if t € T(Yy). A tree &€ € TR (Xy) is a (k-)context (over X)) if
the variables occur in the order x1, ..., z; within the word £ € A*, when read
from left to right. The set of all k-contexts over X' is denoted by Cx(X}). Define
deci(t) = {(&t1 .. tg) | € € TH(Xy), t1,. ..ty € To(U),t = E[t1, ..., 1]} Let
t € Ty, and T C Tx. Then linp(t) denotes the linearization of t with respect to
T, i.e. the tuple (§,%1 ...t,) such that there is an n € N with (3) £ € Cxs(X,,),
ti, ..., tn €T (11) t =E[t1, ..., tn]; and (44) |poss(€)| is minimal with respect
to (i) and (). Unless stated otherwise, X, I', and N denote arbitrary ranked
alphabets.

A tuple (S, +,-,0,1) is a semiring if (S, +, 0) is a commutative monoid, (.5, -, 1)
is a monoid, multiplication distributes over addition from the left and from the
right, and 0 is annihilating with respect to multiplication. Following convention,
such a semiring is referred to by its carrier set S. We call S complete if it is
equipped with an infinitary sum », that maps every indexed family of elements
of S into S, where ) must extend + and satisfy infinitary associativity, commu-
tativity, and distributivity laws [4]. The Boolean semiring (B,V,A,0,1,\/), with
B = {0,1}, and the semiring of nonnegative real numbers (R, +,-,0,1,>") are
two examples of complete semirings. In the sequel of this work, let S denote
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an arbitrary complete semiring (S, +,-,0,1,%"). A mapping L: Ty, — S is a
weighted tree language, and a mapping 7: Ty, X T, — S a weighted tree transfor-
mation. Refer to [8] for a survey of weighted tree languages and transformations.
Let U, U’ be sets. We identify any function f: U — B with the subset f=1(1)
of U, and write U Cg, U’ if U is a finite subset of U’.

3 Weighted Synchronous Context-Free Tree Grammar

Context-free tree grammars (cftg) [14] generalize context-free grammars to trees.
Their sentential forms are trees that consist of terminal and nonterminal symbols
from X, resp. V. Both may appear at any position of the tree. In the application of
a production, a nonterminal A is substituted with its right-hand side, a tree over
N U X with variables, which are, in turn, substituted with the subtrees of A.

The semantics of synchronous cftg, in particular, is based on the concept of
synchronized trees. We say that two trees & and ¢ over N U X' are synchronized
if there is a one-to-one relation between the occurrences of nonterminals in &
and in (. Two nonterminals are linked if they are thus related. The relation is
specified implicitly, by equipping the occurrences of nonterminals in £ and in ¢
with indices that are unique in the respective tree. Nonterminal occurrences in
& and ( are linked iff both are equipped with the same index. Since the actual
values of the indices are irrelevant, synchronized trees which are identical up to
renaming of indices are identified in the following formalization.

For each M C N, let NI denote the ranked set {A | A € N,i € M}, where
rk(Al) = rk(A) for every i € M. In the sequel, let M, M;, My, etc., denote
arbitrary finite subsets of N. For every set U, define (N , 2, U) to be the set
of all £ € Tymnys(U) such that for every i € M, there is exactly one position
w € pos(€) with &(w) = Al for some A € N. In this situation, nt((¢) denotes A
and pos(® (¢) denotes w. The set ((N, P U))2 is denoted by S(N, x.0).
Abbreviate ;. yIBI(N, £,U) by Z(N, X,U), and ;¢ SB(N, X,U) by
S(N, X, U).

Let (&1,&2) € S(N, 2, U), and ((1,(2) € S(N,E, U). We say that
(&1,&2) and (1, ¢2) are identical up to renaming of indices, denoted by (&1,&2) =
(C1,C2), if there is a function p: M; — My such that for every j € {1,2}, ¢; is
the result of replacing every Al e N in §; by Ale@l The relation = is an
equivalence on S(N, X, U). The equivalence class of (£1,&2) with respect to =
is denoted by [£1,&2] and the factor set S(N, X, U)/= by S_(N, X,U). We call
(C1,¢2) fresh for (£1,&2) if MyNMs = (). When considering the equivalence classes
[€1, &2 and [¢1, (o], their representatives (£1,&2) and ({1, (2) can always be chosen
fresh for each other. We omit U from the above sets’ identifiers whenever U = ().

A wscftg can now be understood as a context-free tree grammar such that the
right-hand sides of its productions are (equivalence classes of) pairs of synchro-
nized trees. Formally, a weighted synchronous context-free tree grammar (wscftg)
[13] is a tuple G = (N, S, X, Z, P, wt) such that N is a ranked alphabet of non-
terminal symbols, X is a ranked alphabet of terminal symbols, Z € N is the
initial nonterminal, P is a finite set of productions p, each of the form
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A(xla s al'k) - [gaC] ) (1)

where k € N, A € N*®)_ and furthermore, (i) (£,() € S(N, Y, Xy) for some
M Cgn N; (i) 0t (€) = nt((() for every i € M; (idi) € is a k-context, while ¢
is linear and nondeleting in Xj; and finally, (iv) wt: P — S\ {0} is a mapping
that assigns to every production its weight. In a production of the form (1),
the tree £ is referred to as its input component, and ( as its output component.
Note that this definition of wscftg is more restricted than the one in [13], as
linked nonterminals must be identical, and therefore of the same rank. However,
for this work we will adhere to the definition above, as the pushdown machine
characterization in Section 5 does not apply to the more general definition. If all
nonterminals of G are nullary, i.e. N = N, then G is a weighted synchronous
reqular tree grammar (wsrtg).

The set S_ (N, X)) is the set of sentential forms of G, denoted by SF(G). Given
a production p € P as in (1), we define the binary relation = on SF(G). Let
[m1,7m2], [K1,K2] € SF(G), where (£,¢) is fresh for (n1,72). Then [n1,72] =¢
[k1, ko] if there are i € N, g, 19 € Z(N, X, X;) both linear and nondeleting in
X1, and @1, ..., ©k, Y1, ..., Y € Z(N, X) such that

m = o [AD(p1, ... 1), 2 = o [AD(r, ... yn)]
=wo| € [p1,..., k)], and Ko =o| ¢ [1,... k] -

Note that :% is indeed well-defined, because £ and ¢ are chosen fresh, and hence
the relation = is compatible with substitution. Refer to Fig. 1 for an example of
a production and its application to a sentential form.

The weight of a tuple of trees (s, t) under the transformation of G is defined as
the sum of the weights of all its derivations, and the weight of such a derivation
is the product of the weights of the contained productions. However, we must
take care not to sum up unappropriately often — therefore the sum is restricted
to derivations that are in a certain sense leftmost. Formally, the relation :>Z7LO
on SF(G) is defined just like =%, only with the additional requirement that the
nonterminal A@ occurs leftmost-outermost in the tree n;. That is, we require
that for every w € pos(n), if w <jex pos™ (11), then n;(w) ¢ NE. Let m € N,
o, ™m € SF(G), and d = p1...p, € P™. We write mg :>ng0 7 if there are
Ty ey Tm—1 € SF(G) such that m;_; :%i,LO m; for every i € [m]. The mapping
wt is extended to P* by wt(pi...pm) = [[/~, wt(p;). Let, for every m € N,
m € SF(G), and s, t € Ty,

[g]](m) (s,1) Zwt and [G](s,t) Z [[Qﬂ ZI Z) my(5:1) -
Tr:‘jge,f:[s’t] meN

The latter weighted tree transformation [G] : Tx x Ty, — S is the transformation
of G. Two wscftg Gi and Go are equivalent if [G1] = [G2].

Next, we will introduce simple wscftg. Intuitively, we demand that for every
production of the grammar the call structure in its input component is the
same as in its output component. The call structure of a tree £ comprises the
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Fig. 1. A wscftg production p and its application to a sentential form
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entirety of the successor relations between the nonterminals and the variables in
&. Formally, a wscftg G is called a simple wscftg (s-wscftg) if for every production
in P of the form (1), for every i € M, and for every j € [rk(nt()(¢))], the sets
{&(wjv) € NEUX | w = pos™(€),v € pos(€|w;)} and {¢(wjv) € NUX |w =
pos?(¢),v € pos(C|w;)} are equal. For example, the production p in Fig. 1 is
the production of a s-wscftg, as in both components, C' (resp. z3) is in the first
(resp. second) subtree of B, while z1 has no nonterminal as an ancestor. But p
would not belong to a s-wscftg if ;1 and z2 (or B and C’) were exchanged
with each other in the input component. Note that every wsrtg is a s-wscftg.
Also note that there are wscftg whose transformations can not be defined by
s-wscftg, cf. [1, Thm. 2(b)].

Let us introduce a certain normal form for s-wscftg that is closely related
to the Chomsky normal form for context-free grammars. A s-wscftg G is said
to be in normal form if every production p in P is of either of the following
two forms: (i) A(xy,...,25) — [€,&], for some & € Tym(Xk); we then call p a
nonterminal production, and denote the set of all such productions of G by Pyr;
or (ii) A(z1,...,xr) — [£,C], for &, ¢ € Tx(Xk); then p is a terminal production,
and the set of all such productions of G is denoted by Pr.

Lemma 1. For every s-wscftg there is an equivalent s-wscftg in normal form.

Proof. Assume that G is a s-wscftg, and that p € P is of the form (1), but nei-
ther terminal nor nonterminal. Then there must be an occurrence of a terminal
symbol in € or in (. W.Lo.g., let it occur in £ at position u. Distinguish the
following two cases: (i) There are positions on the path from the root of £ to
u that are labeled by a nonterminal. Then let v’ be the one such position of
maximal length (as an element of N*) and let 7 € N be such that v'j is a prefix
of u. By definition of G, there must be a position w’ € pos(¢) with {(w’) = £(v').
Set v = v'j and w = w'j. Note that since G is simple, the set of nonterminals
and variables that occur in |, must be equal to the respective set in (|y,. (i)
There are no positions on the path from the root of £ to u that are labeled by
nonterminals. In this case, we set v = w = ¢. This concludes the case analysis.
Now let (¢,&1...&k,) = linz(€|,) and (¥, (1 ... C(ky) = ling(C|w), where 5 =
X U{€ € Tymus(X) | €(e) € NI}, As G is simple, ky = ky (denoted by
k') and there must be a permutation w: [k'] — [k’] such that for every j € [K'],
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§i(e) = Cuy)(e). Let ¢ = 1/?[901/9%_1(1), ooy Tpr [T-1(7)]. Replace the subtrees
|y and (|, in p by B(fl,...,gk/), resp. B(Cw(l),...,gw(k/)), where B is a
new nonterminal and [ a fresh index, and call this production p’. Moreover,
let p” be the production B(z1,...,zr) — [p,1]. Construct the wscftg G' =
(N',S, X, Z, P, wt') with N' = NU{B}, P = P\ {p}U{p,p"}, and wt'(p’) =
wt(p), wt'(p”) = 1, while wt'| pnpr = wt|pnps. By inspection of the definition, G’
is also simple. One can show that there is a weight-preserving bijection between
successful leftmost-outermost derivations in G and G’, and therefore [G] = [G'].
Obviously, this construction can only be applied a finite number of times, and
the resulting grammar is an equivalent s-wscftg in normal form. O

As an example for the above, let p be the production A(z1, x2,z3) — [£, (], with
[€.¢1 = [o/(w1, BY((CBla2), D)), 7 (B (o (D (a), CBa)) ), 1) -

In the construction’s first iteration the terminal position © = ¢ in £ is chosen,
thus case (i) applies and v = w = e. Hence p is replaced by a production
p/ = (A(xlaanxS) — [g/,cl}, where [g/’cl] is

[E8 (21, BY(0(CB (), D¥(x3)))), B (1, BE(o(DE(3), CB(a2))))]

and by p” of the form E(z1,22) — [o(21,22), (22, 21)]. In the second iteration
let w =21 in &, this yields case (7). Then also v = w = 21, and p’ is replaced by
the production A(xy,x9,x3) — [£”, ("], with [¢,("] equal to

[E3 (2, BY(FE(CB (), DB)(3)))), EF (1, BE(FE(CB(a2), DB(23))))]

and by F(z1,22) — [o(x1,22),0(x2,z1)]. All introduced productions satisfy the
conditions of the normal form, so the construction may terminate at this point.

4 Weighted Pushdown Extended Tree Transducers

In contrast to the productions of wscftg, the rules of wpxtop are asymmetric, and
permit a state-based rewriting of input into output trees. Just as for extended
tree transducers, every rule allows matching the current input tree with a context
of arbitrary height, and their right-hand sides are output trees at whose frontiers
the rewriting process may continue on the remaining subtrees of the input. Unlike
the former however, the derivations of wpxtop are controlled by tree pushdowns
[9,6]. Thus, a rule can additionally inspect the top symbol of the current tree
pushdown, and push further symbols that control the remaining derivation. In
the example derivation step in Fig. 2, the context ¢ has already been produced
as output, while the input tree o(s1,0(s2,a)) must yet be rewritten. Since the
tree pushdown is y(k1, k2), the rule r can be applied, producing some output.
The transduction must continue on the remaining inputs s; and so, controlled
by the pushdowns k1 and y(«, k2).
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Fig. 2. A wpxtop rule r and its application

A weighted pushdown extended top-down tree transducer (wpztop) is a tuple
M = (Q,S, X, T, q0,7, R, wt) where @ is a dyadic ranked alphabet of states,
ie. Q = Q®?, ¥ and I' are ranked alphabets of, resp., terminal and pushdown
symbols, qo € Q is the initial state, vy € I'?) is the initial pushdown symbol, and
R is a finite set of rules r of the form

a(&v(yr, - uw) — ¢, (2)

for some g € Q, k,n € N,y € I'*) ¢ € Cx(X,), and ¢ € TE(Q(XH,TF(YIC))).
Finally, wt: R — S\ {0} assigns to every rule its weight. We call a wpxtop M
linear and nondeleting (In-wpzxtop) if for every rule from R of the form (2), ¢ is
linear and nondeleting in X, UYy. It is one-state if |Q] = 1.

Consider a wpxtop M as above. The set of derivation forms of M, denoted
by DF (M), is the set T (Q(Tx, Tr)). For every r € R of the form (2), define the
binary relation =, on DF(M) as follows. Given s, t € DF(M), let s =, t if
there are ¢ € Tx(Q(Tx, Ir) U X1), S1, ..., Sn € Ty, and K1, ..., ki € Tp such
that z; appears exactly once in ¢,

5= c[q(f[sl, .. .,sn],v(m,...,mk))] , and
t:c[([xl/sl,...,xn/s”,yl/m,...,yk/nk]].

Again, care must be taken that there is no superfluous summation of the weight
of what is essentially the same derivation. Therefore, the leftmost rewrite relation
=1 1s defined just like =7, but the rule r must be applied to the leftmost
state that occurs in s. Formally, we add the restriction that for every v,w €
pos(c), if c(w) = z1 and v <jex w, then c(v) ¢ Q. Given a sequence d =
r...Tm € R™ m € N, we write s :>§I\A7L t if there are &, ..., &, € DF(M)
such that s = &, t = &, and &_1 :>5§1’L & for every i € [m]. The mapping
wt is extended to R* by setting wt(ry ...rm) = [[1~, wt(r;). For every m € N,
k €T1pr, and s, t € Ty,

M) ) (5., ¢) Zwt , and [M](s,t) Z M) () (5,1).
deR™ meN
a(s,m) =% Lt
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Fig. 3. Derivation of the example wpxtop M’

We refer to [M]: Ty, x T, — S as the transformation of M, and say that two
wpxtop M and M’ are equivalent if [M] = [M’]. From now on, let M denote
the wpxtop (@, S, X, I, qo, Y0, R, wt), unless stated otherwise.

As an example for the derivation semantics of wpxtops, consider M =
(Q,B,X,T,q0,7, R, wt) with Q = {q0, 1}, ¥® = {0}, ¥V = {5}, and T =
{a, ao,oq} while I'® = {n}, IV = {5}, I'® = {4}, and X = 7*) = ¢ for
every k > 3. Let R be given by the eight rules

1= gi(x1,n(y1,y2)) = q (9517 (5(y1),5(y2))) )

roqi = qi(o(xr,2),m(y1,y2)) = o (qu—(x1,v1), qa—i) (22, y2)) ,
T3 = gi(z1,6(y1)) = 6(qi(21,91)) , and

T4 = qi(a,y) = a;,

where i € {0,1}. Compare Fig. 3 for a derivation of M. The finite state control
of M allows rewriting o alternatingly into the symbols ag and aq, while its
tree pushdown permits producing an equal unbounded number of symbols ¢ in
independent subtrees. We note that the latter feature of the transformation can
not be achieved by any (input-linear) extended tree transducer [7]. This can be
proved by a pumping argument.

The following parallel derivation lemma will be used implicitly in many sub-
sequent proofs. It allows the decomposition of a nonempty derivation into the
application of a rule and a number of independent subderivations.

Lemma 2. Let k, m € N, q € Q, s, t € Ty, and K, K1, ..., kg € I with
K =v(K1,..., k) for some~y € T'®). Then

l
m ,(m
IMEE™ Dt = 3wt [TIMIZET o 0t)
r=(q(&,7 (Y, yr))»C)ER,  I=1
ling (x,1p (v)) (O)=(¢q1 (ziq ,m1) - qr (i) m)),
(£,51...5p)Edecy, (), (C,t1...t))Edec; (),
ml,m,mleN,Zé=1mj:m

The wpxtop is related to the following formalisms. If |posy(£)| < 1 for every rule
of the form (2) and S = B, then M is a top-down pushdown tree transducer [18],
and if also ling(x,7.(v))(¢) = (¢, q1(w1,m1) . . . gn(21,7m0)) With ¢ = &, then M is
a pushdown tree automaton [9]. If I' = {v}, then M is a weighted extended top-
down tree transducer (wxtop) [7]. Obviously, in this case the pushdown symbols
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can be omitted from M and its rules. If S = B and |posy(§)] = 1 in every
rule, then the wxtop M is a top-down tree transducer [5]. We call a wxtop M a
weighted finite-state relabeling (wqrel) [8, Thm. 5.15] if every rule in R is of the
form q(a(xl, .. ,xk)) — 5(q1(x1), e ,qk(xk)) for some k € N, o, § € X*) and
4 q1, -+, qk € Q. A wqrel M is a finite-state relabeling (qrel) [5] if S = B. In
the nomenclature of [6], wxtop are weighted RT(TRg, x TP)-transducers, i.e.
regular tree grammars equipped with a variant of the tree storage type TR that
allows finite lookahead and decomposition, and with a tree pushdown storage
type TP.

In the following lemma, we prove the existence of a one-state normal form for
In-wpxtop. The reader’s proof idea might be to modify the proof that every cre-
ative dendrolanguage can be generated by a one-state creative dendrogrammar
[15, Thm. 7], in which the state behaviour of a creative dendrogrammar is en-
coded into its pushdown symbols. However, this construction does not preserve
the properties of linearity and nondeletion. Nevertheless, a different encoding of
state transitions on the pushdown can be found which leaves these properties
intact. In this encoding scheme, we replace a pushdown symbol v € I'®) with
(¢,v,q1--.qi) € I"®) where qi, ..., qi and g are states of the original trans-
ducer M. This new pushdown symbol has the intended meaning that, if M pro-
cesses v with state ¢, then it will eventually process the i-th successor symbol ;
of v with state g;, where i € [k]. Of course, 7; should then again be substituted
with a symbol of the form (g;, v;, w;) for some w; € Q* —i.e., the structure of the
constructed tree pushdown must reflect possible state transitions of M. Thus,
the described method generalizes the construction of one-state pushdown string
automata, cf. e.g. [11, Lect. 25], to linear and nondeleting trees.

Lemma 3. For every In-wpztop M there is an equivalent one-state In-wpztop M’.

Proof. The new pushdown alphabet is given by I"*) = {(¢,7,q1...qx) | 7 €
'™ q,q1,...,q. € Q) for every k € N. For every ¢ € Q, k€N, py, ..., pr € Q,

define the qrel Bl = (Q,B,'UI"UY},q, Rp), where Rp contains the rules

pi(yi) > yi and  s(vy(z1,...,zn)) = (s,7,81 - sn)(sl(xl), e sn(xn))

for every i € [k], n €N, v € '™ and s, s, ..., 8, € Q. Note that the elements
of Y} are nullary terminal symbols of Bf . The application of Bl . to a

tree pushdown 1 € Tp(Y%) will encode possible state transitions of M into 7,
which start out at the root with ¢ and reach y; in state p;.

Construct the wpxtop M’ = (Q',S, X, I'", v}, R, wt’) with Q" = {x}, and
Y = (q0,70,¢€). For every rule 7 € R of the form (2), where lingx 7.(v))(¢) =
(¢ qu(ziy,m) - .- gl ,mm)), and every pi, ..., pr € Q, add all ' of the form

*(ga (Q77ap1 . ~pk)(y17 s 7yk)) — é[*(xilvnll)v s 7*(1‘2},,777;)]

to R, where 1, € [Bgi..;,,](n;) for j € [n], and wt’(r') = wt(r). As the con-
struction modifies no variables from X and Y, M’ is linear and nondeleting.
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To prove equivalence of M and M’, the following auxiliary statement is neces-
sary. Assume n € N, sets V; and mappings f;: V; — S for every i € [n]. Then

Z(ﬁfl(vl) ’vl eVi,...,un € Vn> = ﬁZ(fl(v) ‘ v e Vi) . (3)
i=1 =1

This follows from the distributivity of S. Now, we can prove the following propo-
sition by complete induction: for every m € N, ¢ € Q, s, t € Ty, and « € T,

S (IMTE™s,0) | 1 € [B2)(9) = IMIE ™ (s,1). (4)

For m = 0, obviously both sides of the equation are 0, so consider m + 1. We ab-
breviate lists of subterms like a1, ...,a, or a; ...ay, by a1 5, the set Q(X,Tr(Y))
by U, and Q'(X,Tr(Y)) by U’. Assume that k = y(k1,...,kx) for k € N,
veTI'® ki, .. ki €Tp. Then

S (M (s, 0) | # € [B21())
= > (o) TT M (o0 t3)

j=1
‘ pik € Q, 1" = (x(§,(¢,7,p1e) (Y1) — C) € R,
ling: (¢) = ({ (@i, M) - - % (Tin, ), Ko € [BE] (5u), u € [K],
(6,51 ”7«) € decn(s), (éatl,’ﬂ) € dec”(t)v min [S N? Z?:l m; = m)

= > (wter HZ[W’*“”’) (siystg) | Tiny (1) = (s Yoy
: pul,u1€Q>
K, € [BE](ku,) v € (1),

o, € [BY. . 10slun.)
‘ r=(q(&7 (W) = ¢) € R, ling(¢) = (¢, q1(ziy,m) - - qn (T, 7)),
(&, 81,n) € decn(s), (f,tl,n) € decn(t), min €N, Z _ my = m)

- Z(wt(r) : H Z([[M’}];’(m")(sz'j,tj) | 0 € [BE](n;[k1,4]))

‘ r=(q(&,7(y1.6)) = ¢) € R, ling (¢) = (, q1(ziy,m1) - - - (@i, 1)),
(€,51,0) € decn(s), (¢, 11,0) € decn(t), min €N, Sy m; = m)

B3 (wtr) H MY (s, 1)
| = €)= O € R () = G gty
(€, 51,n) € decn(s), (CA:tl,n) € decn(t), mim €N, Zj:l mj; = m)
= M (s,1).
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First of all, let us explain why the second equation holds. Obviously, the function
*,(m;)
f] = )‘pl - - Dk, 77/1 ce 77;7,7 Kll te K?e' [[M/]]n;[;n’ik](slgat])

only depends on the argument T];», and on those p, and k!, such that y, occurs
in n;. Because M’ is linear and nondeleting, we can partition {p1,...,px} and
{k1,..., K} } into disjoint sets P; and K of those states and tree pushdowns that
f; depends on. Hence we may apply (3) and swap the sum and the product. In the
following equation, the relabelings of n; and of the parameters &,,, are combined
into a relabeling of 7 [y, , - - -, Ku,] = Nj[K1, ..., kk]. This is possible because of
[8, Lem. 5.9], since qrels are also bottom-up weighted tree transducers. Now, for
every s, t € Ty,

IMI(s,8) = 3 M (s,8) = ST M (s,8) = M (s, 1),

meN meN

by (4), because [BZ](70) = {(40,70,€)}- O

In the normal form for wpxtop we introduce in the following, the rules of the
transducer are partitioned into two kinds: (4) rules which do neither consume
any input nor produce any output, but may, however, push to the pushdown
storage, and (%) rules which can consume input and produce output, but may
only pop the root of the pushdown store and push no further symbols. Formally,
a wpxtop M is said to be in index normal form if every rule r € R is of one of the
following forms: (i) q(xl,’y(yl, e ,yk)) — q(xl,n) for some ¢ € @, k € N, and
n € Tr(Yy); then r is an indez-creating rule, the set of all such r € R is denoted
Ric; (i) (&7 (y1, -5 ux)) = Clan(r,91); - - - qu(@r, ya)| for some ¢ € T3 (Yy)
and q1, ..., g; € Q; then r is an indez-erasing rule, and the set of all such r € R
is denoted Rip.!

Lemma 4. For every In-wpxtop M, there is an equivalent In-wpztop M’ in
index normal form. If M is one-state, then so is M'.

Proof. Assume that, w.lo.g., ' N R = (. We construe the finite set R as a
ranked alphabet with rk(r) = n for each r € R as in (2). Construct the In-
wpxtop M’ = (@, S, X, I, q0,70, R', wt'), where I = I' U R, and for every rule

r from R of the form (2) with ling(x 7.(v))(¢) = Caqr(ziy s mi,) (T, i),
the two rules

= (Q(xla’Y(yla o yk)) = (@, (e, - vnn))) )
with wt’(r') = wt(r), and

= (Q(g,r(yl, e ayn)) — é[ql(xiwyh)v cey qn(xin’yin)]) ;

! The names of these kinds of rules are not related to the indices from Section 3, but
in analogy to the two kinds of productions of creative dendrogrammars [15].
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with wt’(r"") = 1, are inserted into R’. One can show by complete induction that
forevery m € N, g€ Q, s, t € Ty, and k € 1p,

IMIE™ (5.8) = M (5,1 )

Then, for every s, t € Ty,

[MI(s,t) = Y [MIL T (s,0) = 37 ML ™ (s,8) = [M] (5,1).

meN meN

The second equality holds with (5) because, obviously, there are no derivations
d of odd length such that go(s, o) :>§lw’L t. O

5 Main Result

Now, we can exploit the similarity between s-wscftg in normal form and one-
state wpxtop in index normal form to obtain the proof that both formalisms are
equivalent. We require a further concept, however. Given £ € Z(N, X, X), define
&l as the tree in Tyyx(X) which results from & by replacing every nonterminal
Al in ¢ by A.

Definition 1. Let G = (N, S, X, Z, P,wtp) be a s-wscftg in normal form and
M= ({*},5, 2, I'x,v, R, wtr) be a one-state In-wpzxtop in index normal form.
We say that G and M are related if N = I', v = Z, and (i) the production
p= (A(xl,...,xk) — [5,5]) is in Pxt iff the rule r = (*(xl,A(yl,...,yk)) —
*(xl,gi[yl, .. .,yk])) is in Ric, with wtp(p) = wtr(r); and (ii) the production
p = (A(xl,...,xk) — [§,C]) is in Pr iff the rule v’ = (*(g,A(yl,...,yk)) —
C[*(ml,yl), .. .,*(wk,yk)]) is in Rig, where wtp(p') = wtr(r’).

Lemma 5. Let G and M from Def. 1 be related. Then [G] = [M].

Proof. We prove the equation [[g]](m) = [[M]];fm) by complete induction for

[,m]
every m € N, n € Tym, and s, t € Ty. The case m = 0 is trivial. So let, w.l.o.g,
n= A(nl,...,nk) for some k € N, A € N and ny, ..., np € Tnm, then

[[g]][m+1 (s,t) = Z(wt(d) ’ de P I =¢ Lo [s,t])
= 3 (utr@) m[g el (50) | P = (A1) = [6.€)) € Par, € fresh)
+ 32 (wtetr) H 917 ((s5:t5) | p = (AGwrs) > [6,C) € Pr,

(5731,7@) € deck(s), (Cvtl,k) € deck(t)v

k
mla"'vmkENv Zj:lmj :m)
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(1m) x,(m)

= (wtr(r) [[M]]g[mk (s,1)
+ > (wtn(r) IHMWW%,>m (X0,

r=x%(& Ay1k)) = Cx(z1,91), - -, *(2k, y&)] € Rix,
(f,slyk) c deck(s), (C,tl,k) S deck(t),

k
mi,...,mg €N, ijlmj:m)

= 3" (wt(a) | d € R +lnhs) = t) = IMI D (s,1).

= +(@1, Alye)) = *(@1, Efyna) € Ric)

In the second step, we have abbreviated the restriction that (§,§) is fresh for

(m,m), .., (Mk,mk) by “€ is fresh”. Moreover, we again abbreviated sequences
like a1, ..., a, or a; ...a, by ay,,. Now, for every s, t € Ty,
[9](s,t) = > [9] 7t omy (5. 8) = > MG (s,8) = [M] (s, 1),
meN meN
concluding the proof. a

Theorem 1. The classes of transformations of s-wscftg and In-wpztop are equal.

Proof. Let G be a s-wscftg. By Lemma 1, we can assume that G is in normal form.
But then, a related In-wpxtop M can be constructed according to Definition 1,
and by Lemma 5, [G] = [M]. Conversely, let M be a In-wpxtop. By Lemmas 3
and 4, M can be assumed to be one-state and in index normal form. So there is
a related s-wscftg G by Definition 1, and [M] = [G] by Lemma 5. |

6 Conclusion

In this work, we proved the equivalence of linear and nondeleting weighted push-
down extended tree transducers and simple weighted synchronous context-free
tree grammars, and thus generalized [12, Thms. 2 and 3] to weighted tree trans-
formations.

We conclude with the claim that the characterization in [1, Thm. 1] can also
be generalized to weighted tree transformations. That is, the class of transforma-
tions of s-wscftg is exactly the composition of the classes In-HOM ™!, In-WSCFT,
and In-HOM, that contain, respectively, the transformations of inverse linear and
nondeleting tree homomorphisms [7, p. 170], linear and nondeleting weighted
context-free tree grammars (In-weftg) [2], and linear and nondeleting tree homo-
morphisms. In fact, the construction for direction C can be read off directly from
the one-state wpxtop M in index-normal form that is equivalent to a s-wscftg
G by Lemma 5: its index-creating rules determine the productions of a In-wcftg
G’ over the terminal alphabet I', and its index-erasing rules the values of the
homomorphisms h; and hs. For the other direction O, one may assume the given
In-weftg G to be in normal form [16,2]. Then the nonterminal productions of G
directly determine the nonterminal productions of the constructed s-wscftg G’,
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while the terminal productions of G’ are the result of applying the supposed tree
homomorphisms h; and hs to the right-hand sides of the terminal productions
of G.

Contrasted to the bimorphism characterization of wscftg over B in [13], the
above characterization gives an idea of the restricted power of s-wscftg in com-
parison to wscftg.
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Abstract. We introduce weighted variable automata over infinite al-
phabets and commutative and idempotent semirings. We prove that the
class of their behaviors is closed under sum, and under scalar, Hadamard,
Cauchy, and shuffle product, as well as star operation. Furthermore, we
consider rational series over infinite alphabets and we state a Kleene-
Schiitzenberger theorem.

Keywords: Infinite alphabets, weighted variable automata, semirings.

1 Introduction

The concept of finite automata with infinite input alphabets is of increasing re-
search interest in the last years. These models are motivated by real practical
applications especially data bases, system verification, and web services. Several
such automata models have been investigated, namely register (cf. [8,12,14]),
pebble (cf. [12,13]), data automata (cf. [2]), P automata over infinite alphabets
[4] as well as variants of them. Unfortunately, most of these devices are quite
complicated according to implementation and application. In [7], the authors
considered the model of variable finite automata with infinite input alphabets.
The main advantage of this model is the simplicity of its definition and oper-
ation. More precisely, it is based on an underlying finite automaton with finite
input alphabet which consists of a constant subalphabet of the infinite alphabet,
and variable symbols of two types, the bounded variable symbols and one free
variable symbol. The variable automaton recognizes a language in the following
way. Firstly, it computes the language of the underlying automaton. Then, it sub-
stitutes the variable symbols with letters from the infinite alphabet. For these
substitutions concrete requirements are imposed. It was shown that variable fi-
nite automata have nice properties. In [11] (cf. also [10]), the model of variable
automata was extended to the setup of trees over infinite ranked alphabets.

All the aforementioned types of automata refer to qualitative characteristics
of the systems applied to. On the other hand, it is well-known that current
practical applications require also quantitative features and analysis. Usually,
when automata are involved in the investigation, the quantitative analysis is
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© Springer International Publishing Switzerland 2014
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achieved by weighted automata models (cf. [5]). According to the authors’ best
knowledge, a quantitative counterpart for automata over infinite alphabets does
not exist. Recently, in [3] the authors considered quantitative infinite alphabets
to model controlled variables for a controller synthesis from incompatible situa-
tions. It is the scope of this paper to introduce weighted automata over semirings
consuming letters from an infinite alphabet. For this, we use the model of [7]
since in the weighted setup it also has a simple definition and implementation.
Therefore, we consider weighted variable automata over commutative and idem-
potent semirings and infinite alphabets, and investigate several closure proper-
ties of the class of their behaviors. For our proofs, we mainly use the techniques
which were developed in [11] for variable tree automata over infinite ranked
alphabets. Furthermore, we introduce rational expressions over infinite alpha-
bets using the same idea as for our automata models. This enables us to state
a Kleene-Schiitzenberger theorem for the class of series over infinite alphabets
obtained as a consequence of the corresponding seminal result for series over
finite alphabets. A similar approach for defining regular expressions over infinite
alphabets has been followed in [1,9]. Finally, an application of our results, using
the Boolean semiring, derives new results and a Kleene theorem for the class of
languages accepted by variable finite automata of [7].

The structure of the paper is as follows. Besides this Introduction, the paper
contains 5 sections. In Section 2 we present the preliminary notions used in the
sequel. In Section 3 we introduce the model of the weighted variable automaton
and in Section 4 we prove that the class of series accepted by these automata
is closed under sum, scalar product, Hadamard product, Cauchy product, star
operation and shuffle product. In Section 5 we deal with rational series over
infinite alphabets and we state a Kleene-Schiitzenberger result. In Section 6 we
apply our results to weighted variable automata over the Boolean semiring, and
thus we obtain new results for the class of recognizable languages accepted by
variable finite automata. Finally, in the Conclusion, we refer to open problems
and future research.

2 Preliminaries

Let X be an alphabet, i.e., a nonempty (potentially infinite) set. As usually, we
denote by X* the set of all finite words over X' and X = X* \ {¢}, where ¢ is
the empty word. A subset L C X* is a language over X). A word w = 0q...0p-1,
where 0q,...,0,-1 € X (n > 1), is written also as w = w(0) ... w(n — 1) where
w(i) = o; for every 0 < i < n — 1. If S is a set, then P (S) will denote the
powerset of S.

A monoid (K,-,1) is a nonempty set K which is equipped with an associative
operation - and a unit element 1 such that 1-k = k-1 = k for every k € K.
A monoid is called commutative if - is commutative. A semiring (K,+,-,0,1) is
an algebraic structure such that (K, +,0) is a commutative monoid, (K,-,1) isa
monoid, 0 # 1, - is both left- and right-distributive over +, and 0-k = k-0 = 0 for
every k € K. If no confusion arises, we shall denote the semiring simply by K and
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the - operation simply by concatenation. The semiring K is called commutative if
the monoid (K, -,1) is commutative. Moreover, K is called additively idempotent
(or simply idempotent), if 1 + 1 = 1 which in turn implies that k + k = k for
every k € K.

Example 1. The following structures constitute semirings.

- The semiring of natural numbers (N,+,-,0,1) ,

- the Boolean semiring B = ({0,1},+,+,0,1),

- the tropical or min-plus semiring (R1U{oo}, min, +, 00, 0) where Ry = {r €
R |r >0},

- the arctical or maz-plus semiring (R4 U {—oo}, max, +, —00,0),

- the Viterbi semiring ([0,1],max,-,0,1),

- every bounded distributive lattice with the operations supremum and infi-
mum, and especially the fuzzy semiring F' = ([0, 1], max, min, 0, 1).

All the previous semirings, except the first one, are idempotent and commutative.

Let X be an alphabet and K a semiring. A formal series (or simply series)
over X and K is a mapping s : X* — K. For every w € X* we write (s, w) for
the value s(w) and refer to it as the coefficient of s on w. The support of s is
the set supp(s) = {w € X* | (s,w) # 0}. A series with finite support is called
a polynomial. The constant series k (k € K) is defined, for every w € X*, by

(Z:, w) = k. Moreover, for every w € X*, we denote by w the series determined,

for every u € X*, by (w,u) = 1 if u = w and 0, otherwise. The class of all series
over X and K is denoted as usual by K ({(X*}), and the class of polynomials over
Y and K by K (X*).

Let s,r € K{{(X*)) and k € K. The sum s + r, the scalar products ks
and sk as well as the Hadamard product s ® r are defined elementwise by
(s + r,w) = (s,w) + (r,w), (ks,w) = k- (s,w), (sk,w) = (s,w) - k, and
(sOr,w) = (s,w)-(r,w), respectively, for every w € X*. It is well-known that the
structures (K((Z*)) ,+, 0,0, T) and (K (2%, +,0,0, T) are semirings, which
moreover are commutative (resp. idempotent) whenever K is commutative (resp.
idempotent).

The Cauchy product of r and s is the series r-s € K ((X*)) defined for every
w 6 x* by

(r-s,w) Z{ru v) | u,v € X*, w = uv}.

The nth-iteration r" € K ((E*)) (n > 0) of a series r € K ((X*)) is defined
inductively by

=¢ and "t =r.¢" forn>0.

Then, we have (r", w) =Y {H1<i<n(7’, ug) | up € X w=uy ... un} for every
w € X*. A seriesr € K ((X*)) is called proper whenever (r,e) = 0. If r is proper,
then for every w € X* and n > |w| we have (r",w) = 0. The star r* € K ((X*))
of a proper series r € K ((£*)) is defined by r* = > _,7". Thus, for every
w € X* we have (r*,w) = Z (r™, w).

0<n<|w
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Finally, the shuffle product of r and s is the series r L s € K ((X*)) defined

for every w € X* by
(r s, w) Z{ru (s,v) |u,v € Z*,w € uv}
where u L v denotes the shuffle product of v and v.

Next we turn to weighted automata. For this we assume the alphabet X' to be
finite. A weighted automaton over X and K is a quadruple A = (Q, in, wt, ter)
where @ is the finite state set, in : Q — K is the initial distribution, wt : QQ X
X x Q — K is a mapping assigning weights to the transitions of the automaton,
and ter : Q — K is the final (or terminal) distribution.

Let w =w(0) ... w(n—1) € X*. A path of A over w is a sequence of transitions
Py = ((qi»w(%), ¢i+1))g<i<n_1- The weight of P, is given by the value

weight(Py) = in(qo) - ] wt (@i, w(@), gir1)) - ter(an).

0<i<n—1

The behavior of A is the series ||Al| : X* — K whose coefficients are given by

(Al w Zwezght

for every w € X*.

A series s € K ({(X*)) is called recognizable if s = ||A4| for some weighted
automaton A over X and K. As usual we denote by Rec(K,ZX) the class of
recognizable series over X and K. Two weighted automata A = (Q, in, wt, ter)
and A" = (Q’,in/,wt',ter’) over X and K are called equivalent if ||A| = ||A’].

Finally, a weighted automaton A = (Q,in,wt,ter) over X and K is called
normalized if there exist two states gin, qter € @, Gin # Gter, such that:

- in(q) = 1if ¢ = gin, and 0 otherwise,
- ter (q¢) = 1 if ¢ = qer, and 0 otherwise, and
wt ((qa g, QZn)) = wt ((Qtem ag, q)) =0

for every ¢ € Q,0 € X. We shall denote a normalized weighted automaton
A = (Q,in,wt,ter) simply by A = (Q, ¢in, Wi, Gter). The next result has been
proved by several authors, cf. for instance Chapter 3 in [5].

Proposition 1. Let A = (Q,in,wt,ter) be a weighted automaton over X and
K. We can effectively construct a normalized weighted automaton A’ such that

(1A ,w) = (J|A]| ,w) for every w € X and (||A’|,€) = 0.

3 Weighted Variable Automata

In this section, we introduce the concept of weighted variable automata. More-
over, we present preliminary results, needed in Section 4, for the proof of the
closure properties of the behaviors of our models.

Let X, X’ be (infinite) alphabets. A relabeling from X to X’ is a mapping
h:X — P(X). Next let I' C X be a finite subalphabet of X', Z a finite set
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whose elements are called bounded variables and y an element which is called a
free variable. We assume that the sets X, Z, and {y} are pairwise disjoint. A
relabeling h from I' U Z U {y} to X is called valid if

(i) it is the identity on I",!

(ii) card( (2)) =1 for every z € Z,

(iii) h is injective on Z and I'NA(Z) = (), and
(iv) h(y) = 2\ (I"Uh(Z)).

The above definition means that the application of h on a word w over 'UZU{y}
assigns to every occurrence of a symbol z € Z in w the same symbol from X,
but it is possible to assign different symbols from X to different occurrences
of y in w. This justifies the names bounded and free for the set of variables Z
and the variable y, respectively. It should be clear that a valid relabeling from
I'uZu{y} to X is well-defined if it is defined only on Z satisfying conditions (ii)
and (iii). We shall denote by VR(I"U Z U {y}, X) the set of all valid relabelings
from I'U Z U {y} to X, and simply by VR(I" U Z U {y}) if the alphabet X is
understood.

We set A =T"UZU{y} and let w € X*. The preimage of w over A is the
set preima(w) = {u € A* |there exists h € VR(A) such that u € h=(w)}.

Now we are ready to introduce our weighted variable automata.

Definition 1. A weighted variable automaton (wva for short) over X' and K
is a pair A = (X, A) where X is an infinite alphabet and A = (Q,in,wt, ter) is
a weighted automaton over I'y and K. The input alphabet I'y of A is defined by
'y =X,UZU{y}, where ¥4 C X is a finite subalphabet, Z is a finite alphabet
of bounded variables, and y is a free variable.

The behavior of A is the series || A]| : * — K whose coefficients are deter-
mined by

(ML wy = > (Al

u€preimr, (w)

for every w € X*. Clearly, the above sum is finite and thus (||A|,w) is well-
defined for every w € X*.

Two wva A and A’ over X and K are called equivalent whenever ||A| = ||A|.

A series r over X and K is called v-recognizable if there exists a wva A such
that r = ||.A||. We shall denote by V Rec (K, X) the class of v-recognizable series
over X and K. It should be clear that every weighted automaton A over a finite
subalphabet X’ C X' and K can be considered as a wva such that its transitions
labelled by variables carry the weight 0. Therefore, we get the next result, where
the strictness of the inclusion trivially holds by the definition of wva.

Proposition 2. U  Rec(K,X') CVRec(K,X).
finite X'CX

! Abusing notation we identify {¢} with o, for every o € I'.
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Throughout the paper X will denote an infinite alphabet and K an
idempotent and commutative semiring.

In the sequel, we will call a wva A = (¥ A) over X' and K, simply a wva.
Definition 2. A wva A = (X, A) is called normalized if A is normalized.

Proposition 3. Let A = (X, A) be a wva. We can effectively construct a normal-
ized wva A" such that (|| A'|| ,w) = (|| Al ,w) for everyw € X and (|| A’]| ) = 0.

Next, we wish to investigate closure properties of the class V Rec (K, X). For
this, we cannot apply the well-known constructions from classical weighted au-
tomata theory. For instance, let A = (X, A) be a normalized wva, where A =
({¢ins @, Qter }s Gin, Wta, qer), IT'a = {a} U {z} U {y} and transitions with non-
zero weights given by wta((¢in,a,q)) = wta((q,2,qter)) = 1. Consider also
the normalized wva A'= (X, A") where A" = ({d}, Qler }> Gon» WA, Qher)s Tar =
[} UL} ULy’ and wta (gl @', al,)) = whas (€ ¥ 0ley)) = 1. Moreover, let
us assume that a # o'. Clearly, (||Al|,aa’) =1 and (|| A||,a’) = 1. Nevertheless,
if we consider the disjoint union of A and A’, say the weighted automaton B,
then a,a’ € I'g which implies that we cannot apply a valid relabeling assigning
the letter a’ to z. This in turn, implies that the word aa’ does not belong to the
support of the wva derived by the weighted automaton B. Furthermore, another
problem of this construction is the choice of the free variable among y and 3’
which moreover causes new inconsistencies. Similar, even more complex, situa-
tions arise for the constructions of wva proving closure under further properties
like Hadamard, Cauchy, and shuffle product. The subsequent material is needed
for our investigation for the closure properties of V Rec (K, X).

Let A =(X, A) be a wva where A = (Q, in,wt, ter) with I'n = X4 U Z U {y},
and X’ C X a finite alphabet such that X'\ 34 # (). We define on VR (I'4) the
relation =5 determined for every hy,ha € VR (I'4) by

hi =5 hy iff hi(o) N X = ha(o) N X for every o € Z U {y}.

It should be clear that =5 is an equivalence relation. Moreover, since Z U {y}
and X’ are finite, the index of =y is finite. Let V' be a set of representatives
of VR(I's)/ =x. For every h € V, we let Z, = {z € Z | h(z) € X'} and
I, = XA UX U(Z\ Z,) U {y}, and we consider the weighted automaton
Ap = (Qp, inp, wty, tery) over I, and K, where Qn, = {qn | ¢ € Q} is a copy
of @, inn(gn) = in(q) and terp(qn) = ter(q) for every gn € Q. The weight
assignment mapping wty, is defined as follows. For every qn,q;, € Qn,0 € I,
we let

wt((g,0,¢')) if o € XaU(Z\ Zp) U{y}
) wt((g,2,4)) if o =h(z) and z € Zj,
win (@ 260)) =3 i ((g,4.4)) i o € b (y) N 5
0 otherwise.

Without any loss, we assume that the sets @y, are pairwise disjoint. We let Qv =
U Qn, I'v = ¥4 U X' UZ U {y}, and consider the wva A(sr yy=(X, Az vy)
heV
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over ¥ and K, where A(s/ vy = (Qv,iny,wty,tery) is a weighted automaton
with input alphabet I'y,. Its initial and final distribution are defined, respectively,
by iny (q) = inn (q), tery (q) = tery (q) for every ¢ € Qpn, h € V. The weight
assignment mapping wty : Qv X I'y X Qv — K is given by

wt ,o,q ) if q,q' € for some h € V
wty ((¢:0,¢)) = {0 .02 otﬁeiwisth

for every q,q' € Qvy,0 € I'y.
Since the weighted automaton A (s v is the disjoint union of Ay, h € V, we

get that |‘A(2/7v) H = Z [lAn||- Therefore, for every w € X*, we have
hev

w)y = > ([Azwvlhw=> > (4l w.

u€preimr,, (w) heV uepreimr, (w)

(M v)

The next result is crucial for the proofs of the closure properties of the class
VRec(K, X).

Lemma 1. H.AH = H'A(E'sV)H .

Proof. Letw =w (0)...w(n —1) € X*. Considerawordu = u (0)...u(n—1) €
preimp, (w) and a valid relabeling h € VR (I'4) with w € h (u). We define the
word v’ = u’ (0)...u' (n — 1) € I} as follows.

u’(z):{u(l) if (u(@) e ZaUZ\ Zp)or (u(i)=yand w(i) ¢ X'\ Xy)
w (i) if (u (i) € Zp) or (u (i) =y and w (i) € X'\ Xy)

for every 0 <i¢<n—1.

We consider the set of valid relabelings V' C V as follows: g € V' implies
that g(z) = h(z) for every z € ZpN{u (i) |0<i<n—1} and g(y) N X" =
h(y) N X" whenever u (i) = y and w(i) € X’ for some 0 < i < n — 1. Let
PéA) be a path of A over u. Then, by construction of A (s v, for every g € V7,
there exists a path ngg) of A, over v with weight (Py‘g)) = weight (P&A)).
Clearly, there are r = card(V') such paths and since K is idempotent, we get

Z weight (P( g ) = weight (PviA)). On the other hand, for every g € V\ V'
gev’

and path Pglg) of Ay, we have weight (Péfqg)) = 0. Therefore, we obtain

Zweight (P ) Z Z wezght( (A ))

(A) gev A
Py P,E/ )

We define the valid relabeling b’ € VR(I'v) by h'(z) = h(z) for every z €
Z \ Zp, and we let, nondeterministically, h'(z) € X\ (ZaU X' Uh(Z\ Zp) U
{w @) |0<i<n—1and w(i) € h(y)}) for every z € Zj. Then we have w €
h' (u') which implies that v’ € preimp, (w).
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Conversely, let v’ =’ (0)...w (n—1) € preimp, (w). Hence, there is a valid
relabeling b’ € VR (I'v) such that w € h' (u'). By construction of A s/ vy, there
is a valid relabeling h from I'4 to X and a word u =« (0) ... u (n — 1) € I'} such
that

W (i) if u' (i) € ZAUZ\ Zn
u(l) =< z if u' (i) = h(z) and z € Zp,
y ifu' (@) € (h(y) N2 U {y}

for every 0 < ¢ < n — 1. Keeping the previous notations, for every g € V',
there is a path Pglg) of the weighted automaton A, over u'. By construction

of A(s vy, all such paths quf%) (9 € V') have the same weight and there exist

)

r = card(V’) such paths. Furthermore, for every g € V' and Péfﬁlg there is a

path PZ(LA) of A over u with weight (P&A)) = weight <P15f4g)), and since K is

idempotent we get weight <P15A)) = Z weight <P15f49)). On the other hand,
gev’
for every g € V' \ V' and path Pglg) of Ay, we have that weight (Péfqg)) =
0. Therefore Z Z weight (Péfqg)) = Zweight <P1(LA)). We consider the
geVv P(Ag) P&A)

relabeling h” from 'y to X defined in the following way. It is the identity on
X4, MW'(z) = bW/ (z) for every z € Z \ Zp, h"'(z) = h(z) for every z € Zp, and
R (y) =K (y)U((h(y) N Z")\ h(Zp)) (in fact (h(y) N X" )Nk (Z1) = 0 since h is
a valid relabeling on I'4). Trivially A" is a valid relabeling and w € h”(u) which
implies that u € preimp, (w).

We conclude that for every w € X* we have

|, w) > Az

u’€preimp,, (w)

= > D (4l

u/€preimry, (w) geVv

= Z Z Z weight (Péfxg))

u’€preimr,, (w) geV PE;AQ)

= Z Z weight (P&A)>

u€preimr, (w) p{4)

= > (AlLw

u€preimr, (w)

= ([, w)

(A vy

,u')

and our proof is completed.
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4 Closure Properties of the Class V Rec (K, X).

In this section, we state the closure of the class of v-recognizable series over the
infinite alphabet X' and the semiring K, under sum, and under scalar, Hadamard,
Cauchy and shuffle product, as well as star operation. Due to space limitations
we present only the proof for the closure under the shuffle product.

Proposition 4. The class V Rec (K, X) is closed under sum.

)

Proposition 5. The class V Rec (K, X)) is closed under the scalar products.

Proposition 6. The class V Rec (K, X) is closed under Hadamard product.
)

Proposition 7. The class VRec (K, X) is closed under Cauchy product.

Proposition 8. The class VRec(K,X) is closed under the star operation ap-
plied to proper series.

Proposition 9. The class VRec (K, X)) is closed under the shuffle product.

Proof. Let ™ € V Rec (K, X)) with ¢ = 1,2. We consider the proper series /()
(i = 1,2) over X and K defined, for every w € X*, by (T’(i),w) = (r® w) if
w € ¥, and 0 otherwise.

Then r® wr® = /O '@ 4 (7 ) r@ 47D (73 &) 4 (rW) &) (rP) g) &
and by Propositions 2, 5, and 4, it suffices to show that +'(Viur’(?) € V Rec (K, X).
By Proposition 3, there are normalized wva A% = (X A®) with A =
(Q(i), qi(;),wt(i), q,&) over ') = ¥y 70 y {y(i)} and K, accepting respec-
tively (), with i = 1,2. Without any loss, we assume that Q) N Q® = ¢

. 1
and (ZO U {yM}) N (2@ U {y®}) = 0. We consider the wva AEZ)‘(Q)’Vl) =
1 2 2 .
<E, AEE)<2)’V1)> and AEE)“%VQ) = <E, AEE)(l),Vz)> determined by the procedure
before Lemma 1. By Proposition 3 and Lemma 1 these wva can be also as-
(1) _ (1) (1) (1) (1)
(2(2)7\/1) - Vi ’qinvl’ Vi ’qtervl

rOUS® and AR = (QF 0, wit?) afl),, ) over 1)U . More-

sumed to be normalized hence, let A wt ) over

over, without any loss, we assume that Qg}l) N QEZ) =0. We let y = (y(l),y@))
and consider the set H = (ZW U {yM}) x (Z& U {y?})\ {y} and a maximal
subset G C HU ZM U Z®) satisfying the following condition: every element of
ZM) (resp. of Z(®)) occurs either in at most one pair of H as a left (resp. as
a right) coordinate, or as a single element of G. Assume that Gy, ...,G,, is an

enumeration of all such sets. We let Q = Qg/ll) X Q%), I'g, = TOur@ua;uiyl,
for every 1 < j < m, and consider the normalized wva AGj: <E ,AG].> over X
and K with Ag, = <Q, < Z(i)vl,qfiz/z) swta, <q£2vl,qt(2v2)) over I'g,, where
the weight assignment mapping wtg, is defined for every 1 < j < m as follows.



Weighted Variable Automata over Infinite Alphabets 313

¢V, o, q’(l))) if ¢ =¢® ando e XM U XU (Z(l) N Gj)
q?,0,¢@)) if ¢V =¢W and 0 € VMU XA U (2 NGy)
¢, 20, M) if ¢ = ¢® and o = (&, 2) € G, U {y}

¢@,2® ¢®)) if ¢V = ¢ O and o = (2, 2?) € G; U {y}

0 otherwise

for every (¢V,¢?), (¢, ¢®) € Q,0 € I's,.

\ 4] = 2 1l

2, V3)

For this let w,w; = w; (0)...wy (ng — 1), ws :_w; (0)...wg (g —1) € X
such that w € wy Wwo, and uy € prezmpu)ux(z) (w1)7 ug € preimpeyno) (ws).
Hence, there exist valid relabelings b)) € VR (F 2(2)) and h? € VR(I®
U E(l)) such that wy; € AV (u1),we € h(?) (ug). We consider a path

Next, we show that

‘ IR

Pu1 : (qz(yllz/ , Ul (O) 4 (1)> (Qr(h) 1, U1 (nl 1) ) qgr)‘v ) OfA((lz)w) V) over uy and
apath P, : <qz(n)v ,uz (0), qu)) <qu22) 1 U2 (ng — 1), Qt(zzv ) of AE?@) Va) over

ug. We distinguish the following cases.

— The sets {w1(0),...,wi(n1 — D} N (2\ (ZD U X®)) and {ws(0),...,ws
(n2 — 1)} N (2\ (W U X@)) are disjoint. Then, if weight(P,,) # 0 #
weight(P,,), by the definition of the list Gi,...,G.,, there is a set
J C{1,...,m}suchthatforeveryj € J thereisa path P(Gj) of Ag, overu, for
u € (uy Wug)Npreimr, (w) withweight (P )) weight(P,, )weight(P,,).
Since K isidempotent it holds > weight (Pl(b j)) = weight(P,, )weight(P,,)

JjeJ
and thus > weight (P,EGJ)) = weight(P,, )weight(P,,).
1<j<m

— We assume that ({w1(0),...,wi(n; — 1)} N (2\ (XD UL@)))n
({w2(0),...,wa(no — 1)} N (Z\ (2D U X@))) # 0. Moreover, for simplic-
ity, we assume that the two sets have only one common letter o, and let
0<h<...<lp, <m—1land 0< g1 <...<gs <no — 1 be the positions

in wy,ws respectively, such that wy(ly) = ... = wi(ly) = wa(g1) = ... =
wa(gs) = o. Since u1 € preimpoyyse (w1) and vy € preimpe | sa (ws)
we get that uy(ly) = ... = uy(l,) = 2V and us(gr) = ... = ua(gs) =

for some (V) € ZW U {yM} and 2 € Z@) U {y@}. If weight(P,,) #
0 # weight(P,,), by the definition of the list Gy,...,Gp,, there is a set
J C{1,...,m} such that for every j € J there is a path qu,Gj)of Ag; over
u/, where v/ is obtained by u by replacing (! (resp. 2(?)) in u; (resp. us)
at the positions {1, ..., (resp. g1,...,gs) by the pair (:E(l),x(z)), and from
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the remaining letters we replace every occurrence of y") and 3 with y,
for u € uy W us. Again, we have weight (Pu(,Gj)) = weight(P,, )weight(P,,)
and hence, . weight (Pé,c;j)) = weight(P,, )weight(P,,). On the other

1<j<m
hand, it is trivially shown that v’ € preimre, (w).

Conversely, keeping the previous notations, for every w € X+, u' € preim I, (w)
for some 1 < j < m, there are u; € preimpmxe (w1),uz € preimpe s (ws)
with w € w; LW we, such that for every path PZE,GJ Jof Ag, over u', there are paths

Py, of Aélx)@),vl) over uy and Py, of AE22)<1>,V2) over us, with weight (qu,Gj)) =

weight(P,, )Jweight(P,,). With the same argument as above, we get
> weight (P,E,Gj)) = weight(Py, )weight(Py, ).

1<j<m
Now, for every w € X7, we get

‘ ’w>
wi ,wo €N

(2)
) wl) (HA(L‘“),W)
wew) Wwsy

= Z Z (HA&)(z),vl)

wi,wp €T ur€preim (1) (2) (w1)
wew) Wwsy

(1)
(e
_ (1)

- ¥ (4o

)
,Ul)

> (|4

u2 EPreim [ (2) (1) (wa)

= Z Z Zweight(Pul)

wi,wp €T wr€preim (1) (2) (w1) Puy

wewy Wwsy
Z Zweight(PuZ)

ungreimF(z)UZ(l) (w2) Pugy

= Z Z Z Z Zweight(Pul)weight(PuQ)

wi,we €T ur€preim (1) (2) (w1) ug€preim () (1) (w2) Puy Puy
wew] Wwsa

= Z Z Z weight (Plscj)>

1<j<m u€preimrg, (w) P(Gj)
J w

= > e v

1<j<m
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which implies that HA&)@) W) ‘ L HAE‘Q(U V)‘ = Y |||, ie., PO w
o o 1<5<m
r(2) = Z | Ac, ||- Therefore, by Proposition 4, we conclude that /() wr'?) e

1<j<m
VRec (K, X), as required.

5 Rational Series over Infinite Alphabets

In this section, we deal with the notion of rational series over the infinite alphabet
X and the semiring K. In fact, we intend to prove a Kleene-Schiitzenberger type
result for v-recognizable series over X and K. For this, we define the notion
of rationality for series over X in the same way we did it for v-recognizable
series. Firstly, we recall the concept of rational series over finite alphabets. Let
I' C X be a finite subalphabet of X, Z a finite set of bounded variables, y a
free variable and assume that the sets X, Z, and {y} are pairwise disjoint. The
class Rat(K, A) of rational series over A = I'U Z U {y} and K is the least class
of series containing the polynomials over A and K and being closed under sum,
Cauchy product, and star operation applied to proper series.

Definition 3. A series s over X and K is called v-rational if there is a finite
alphabet I' C X and a rational series s’ over A =T'UZU{y} and K such that

(s,w) = Z (s',u)

uepreima(w)
for every w € X*.

We shall denote by V Rat(K, X) the class of v-rational series over X and K.

One could think of alternative definitions, more precisely, by defining rational
series over the infinite alphabet X in the same way we do it for rational series
over finite alphabets. It is not difficult to see that such a consideration should
not derive an expressively equivalent notion to wva. Consider for instance the
normalized wva A = (X, A) where A = ({qin, Gter }, Qin, W, Qier) With X4 = {a}
and Z = {z}. The only non-zero assignment of wt is given by wt((gin, 2, Gter)) =
k # 0. Then trivially, [|A[| = >, ¢\ () ko’ and it is not difficult to see that
this series is not rational in the sense of rational series over finite alphabets.
Even if we should consider our rational series to contain, by definition, series of
the above form, then still this is not sufficient. For instance let us consider the
normalized wva B = (X, B) where B = ({Din, P, Pter } s Din, W, Dter) with Xp =
{b}, Z = {z,2'} and non-zero weights wt((pin, z,p)) = k, wt((p, 2, Pter)) = k.
Then it is easily obtained that

1B =Y kkad
a,a’€X\{b}
a#a’
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On the other hand, the Cauchy product of the series Y. ka Y. kd

acX\{b} a’eX\{b}
clearly differs from | B||. Next, we state our Kleene-Schiitzenberger type the-
orem for series over X and K.

Theorem 1. VRec(K,X) = VRat(K,X).

6 Application to Variable Finite Automata

In this section, we derive new results for the class of languages accepted by
variable finite automata (vfa for short) over the infinite alphabet X' (cf. [7]). Let
Z be a finite set of bounded variables and y a free variable. Then, a variable
finite automaton over X' is a pair A = (X, A) where A = (Q,I'a,I,E,F) is a
finite automaton with input alphabet I'y = Y4 U Z U {y} (¥4 C X is a finite
alphabet). The language of A is defined by

LA= |J hw.
u€L(A)
heVR(Ia)

Then the vfa A = (X, A) can be considered, in the obvious way, as a wva A’
over the Boolean semiring B. Moreover, it holds w € L(A) iff (||A’|,w) =1 for
every w € X*.

Now, we introduce rational languages over Y. More precisely, a language L
over X' is rational if there is a finite alphabet I" C X and a rational language L’
over A =T"UZU{y} such that

L= U h(uw).

uel’!
heV R(A)

Clearly, for every v-rational series s € VRat(B,Y) its support supp(s) is a
rational language over X and vice-versa. Now, a straightforward application of
the results of the previous sections, derives the following corollaries.

Corollary 1. The class of recognizable languages over X' is closed under union,
intersection, concatenation, Kleene star, and shuffle product.?

Corollary 2 (Kleene). A language over X is recognizable iff it is rational.

Conclusion

We introduced weighted variable automata over an infinite alphabet X and a
commutative and idempotent semiring K. Our model is the extension of variable
finite automata of [7], in the quantitative setup. We proved the closure of the

2 The closure under union and intersection has been also proved in [7].



Weighted Variable Automata over Infinite Alphabets 317

class of the behaviors of wva under sum, and under scalar, Cauchy, Hadamard,
and shuffle product, as well as star operation. We considered v-rational series
over X and K and showed a Kleene-Schiitzenberger theorem. The idempotency
property of the semiring K is crucial for our proofs. Therefore, it should be
interesting to state our results by relaxing this property for K. Moreover, it
should be interesting to study the concept of wva over more general structures
than semirings, that are currently used in practical applications, for instance
valuation monoids [6]. In [10,11] the authors considered and studied variable tree
automata over infinite ranked alphabets. We intend to extend and investigate
this model to the quantitative setup.
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Abstract. We construct zero-error quantum finite automata (QFAs) for
promise problems which cannot be solved by bounded-error probabilistic
finite automata (PFAs). Here is a summary of our results:

1. There is a promise problem solvable by an exact two-way QFA in
exponential expected time, but not by any bounded-error subloga-
rithmic space probabilistic Turing machines.

2. There is a promise problem solvable by a Las Vegas realtime QFA,
but not by any bounded-error realtime PFA. The same problem can
be solvable by an exact two-way QFA in linear expected time but
not by any exact two-way PFA.

3. There is a family of promise problems such that each promise prob-
lem can be solvable by a two-state exact realtime QFAs, but, there
is no such bound on the number of states of realtime bounded-error
PFAs solving the members of this family.

Our results imply that there exist zero-error quantum computational de-
vices with a single qubit of memory that cannot be simulated by any
finite memory classical computational model. This provides a compu-
tational perspective on results regarding ontological theories of quan-
tum mechanics [20,28]. As a consequence we find that classical automata
based simulation models [24,6] are not sufficiently powerful to simulate
quantum contextuality. We conclude by highlighting the interplay be-
tween results from automata models and their application to developing
a general framework for quantum contextuality.

1 Preliminaries

Observables act as windows through which quantum physics allows us to
extract classical information about quantum entities. More precisely, a quantum
observable refers to a Hermitian operator H, whose eigenvalues correspond to

* See http://arxiv.org/abs/1404.2761 for the full paper [32].
** Jibran Rashid was supported by QSIT Director’s Reserve Project.
*** Abuzer Yakaryilmaz was partially supported by CAPES, ERC Advanced Grant
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M. Holzer and M. Kutrib (Eds.): CIAA 2014, LNCS 8587, pp. 318-331, 2014.
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the classical values a quantum system can take when it is measured. A pair
of observables A and B are compatible if they commute, i.e., AB — BA = 0,
and they are said to be incompatible otherwise. Intuitively, if the operators
commute then it is possible to simultaneously measure them such that the
obtained measurement results co-exist at the same time.

Assume we are given the observables for a quantum system of dimension
greater than two. We choose to assign values to these observables corresponding
to results obtainable if we were to measure the underlying quantum system.
Quantum contextuality refers to the fact that for sets of commuting
observables, there always exists at least one set for which the actual quantum
outcomes would contradict our pre-assigned list. In other words, there is no
classical hidden variable model which produces the same predictions as quantum
physics. This is what Kochen and Specker proved in their seminal 1967 result [25].
We now present a specific example due to Peres and Mermin to make things more
concrete [31,26].

Consider the 3 x 3 grid G, as depicted in Figure 1. The task is to assign entries
A; € {—1,+1} for each cell in the grid such that the parity, i.e., the product of
the entries in each row and column is “+1” except for the third column which
is required to have parity “—1”. Let Ri be the parity for row 7 and Cj be the
parity for column j. The fact that no such assignment exists for the square can
be verified by noting that H‘;Zl Ri = 1 while szl Cj=-1.

Ci1 C2 3
Rl A1 | A2 | As 1 Rl | I®Z | ZQZ
R2| Ay | As | Ag | 1 IX | Xal | X@X
R3] A7 | Ag | Ay | 1 ZeX | XQZ | YRY
e

Fig. 1. The Peres—Mermin magic square on the left. Each entry in the right square gives
the measurements performed by the players to generate the corresponding output bit
for the Peres—Mermin square. Here X, Y, and Z are the Pauli spin matrices while I is
the identity operator.

Consider Alice and Bob who are presented with the 3 x 3 grid. After
determining a common strategy, the players are spatially separated and the
game proceeds as follows. Alice receives input ¢ and Bob receives input j, each
chosen uniformly random from the set {1,2,3}. They are required to output
cell entries corresponding to row ¢ and column j, respectively, such that the
parity requirement is satisfied and furthermore the common cell in their output
is consistent, i.e., both of them assign it with the same value.
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Even though no classical strategy allows the players to win the magic square
game with certainty, if the players share a pair of Bell states given by

1

V/

then performing the measurements given in Figure 1 result in correlations that
always satisfy the magic square requirements. This does not correspond to a fixed
assignment to the square, just that in each independent run of the game, Alice
and Bob are able to generate output that satisfies the requirements imposed on
the rows and columns.

The recent works have focused on developing a general framework for
contextuality based on generating a hypergraph for a given contextuality
scenario and studying its combinatorial properties [11,2]. Even though graph
theoretic structures are appropriate for modelling contextuality, they lack
the computational perspective that emerges by modelling the computational
procedures that generate contextuality scenarios. Quantum automata provide
exactly such a framework. As a direct consequence of such considerations, we find
that separations between classical and quantum finite automata imply that no
amount of finite memory is in general sufficient to simulate quantum behaviour.
Similar results have also been obtained by Hardy [20] and Montina [28].

Kleinmann et al. [24] and Blasiak [6] have suggested a classical simulation
of Peres-Mermin magic square using classical memory. Cabello and Joosten [10]
have shown that the amount of memory required to simulate the measurement
results of the generalized Peres-Mermin square increasingly violate the Holevo
bound. Cabello [8] proposed the principle of bounded memory which states
that the memory a finite physical system can keep is bounded. On the other
hand, Cabello [7] has also shown that the memory required to produce quantum
predictions grows at least exponentially with the number of qubits n.

We show that a stronger statement follows from our results on the separations
between quantum and classical finite automata. More specifically, there exist
promise problems that quantum automata equipped with a single qubit can
solve with zero-error while no classical finite memory model can solve these
problems with bounded error. In contrast, the exponential separation obtained
by Cabello [7] requires a quantum system of size n. The hidden variable model
for a single qubit due to Bell [5] does not apply since there are only finite bits
available for the classical simulation.

We assume the reader is familiar with the basics of quantum computation [30]
and the basic models in automata theory [36].

)=, (100)+ 11))%2,

1.1 Promise Problems

We denote input alphabet by X', which does not include ¢ (the left end-marker)
and $ (the right end-marker), and X = X' U {¢,$}. A promise problem is a pair
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P = (Pyes, Pno), Where Pyeg, Pno € X% and Pyes NPy, = () [35]. P is said to be solved
by a machine M with error bound € € (0, é) if any member of Pys is accepted
with a probability at least 1 — € and any member of Py, is rejected by M with
a probability at least 1 — €. P is said to be solved by M with bounded-error if it
is solved by M with an error bound. If ¢ = 0, then it is said that the problem is
solved by M ezactly. A special case of bounded-error is one-sided bounded-error
where either all members of Pyes are accepted with probability 1 or all members
of Py, are rejected with probability 1. M is said to be Las Vegas with a success
probability p € (0, 1] [22] if

— M has the ability of giving three answers (instead of two): “accept”, “reject”,
or “don’t know”;

— for a member of Pyes, M gives the decision of “acceptance” with a probability
at least p and gives the decision of “don’t know” with the remaining
probability; and,

— for a member of P,, M gives the decision of “rejection” with a probability at
least p and gives the decision of “don’t know” with the remaining probability.

If P satisfies Pyes UPyo = X* and it is solvable by M, then it is conventional said
that Pyes is recognized by M.

1.2 Quantum Automata

A two-way finite automaton with quantum and classical states (2QCFA) [3] is
a two-way deterministic finite automaton augmented with a fixed-size quantum
register. All automata models in this paper have a single-head read-only tape
on which the given input string is placed between left and right end-markers.
The head never moves beyond the end-markers. The input head can move to the
left, move to the right, or stay on the same square. This property is denoted as
“two-way” . If the input head is not allowed to move to left, then it is called “one-
way”. As a further restriction, if the input head is allowed to stay on the same
square only for a fixed-number of steps, then it is called “realtime”. Formally, a
2QCFA! is
M= (Sa Qa Ea 5> 51,41, Sa, sr)a

where S and @ are the set of classical and quantum states, respectively; s; € S
and ¢; € @ are the initial classical and quantum states, respectively; s, € S and
sr € S (sq # sr) are the accepting and rejecting states, respectively; and 0 is
the transition function composed by two sub-elements d, and ¢, that govern the
quantum part and classical part of the machine, respectively. Suppose that M
is in state s € S and the symbol under the input head is o € . In each step,
first the quantum part and then the classical part is processed in the following
manner:

! Here, we define a slightly different model than the original one, but, they can
simulate each other exactly.
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— 4(s,0) determines either a unitary operator, say Us,, or a projective
operator, say Ps, = {Pss1,...,Pso k) for some &k > 0, and then it is
applied to the quantum register. Formally, in the former case,

6(1(5707 W)) - (7/ =1, Us,a|'(/}>)7

where we fix ¢ = “1” if a unitary operator is applied and U ,|¢) is the
evolved state. In the latter case,

5q(870»|w>)ﬁ{<' \/|Z:|¢l )‘ [9:) = Ps,o|1h), (3i]ahs) # 0, and1<z<k}

where 7 is the measurement result and Ji‘il)w) is the post-measurement
state. Note that only a single outcome (i € {1,...,k}) can be observed in

the case of a projective measurement.
— After the quantum phase, the machine evolves classically. Formally,

d(s,0,i) — (5',d),

where 7 is the measurement outcome of quantum phase, s’ is the new classical
state, and d € {<+, ], —} represents the update of the input head.

Note that, for Las Vegas algorithms, we need to define another halting state
called sy corresponding to answer “don’t know”.

The computation of M on a given input string w starts in the initial
configuration, where the head is on the first symbol of @ = ¢w$, the classical
state is s1, and the quantum state is |¢1). The computation is terminated and
the input is accepted (resp., rejected) if M enters to state s, (resp., s;).

A two-way automaton is called sweeping if the input head is allowed to
change its direction only on the end-markers [34,23]. A very restricted version
of sweeping automaton called restarting realtime automaton runs a realtime
algorithm in an infinite loop, [37], i.e. if the computation is not terminated
on the right end-marker, the same realtime algorithm is executed again. A
2QCFA restricted to a realtime head (no restarting) is denoted by rtQCFA.
Formally defined in [39], on each tape square a rtQCFA applies an unitary
operator followed by a projective measurement, and then evolves its classical
part.? The most known restricted realtime QFA model is the Moore-Cruthcfield
quantum finite automaton (MCQFA) [29]. It consists of only quantum states and
a single unitary operator determined by the scanned symbol is applied on each
tape square. A projective measurement is applied at the end of computation.
A probabilistic or quantum automaton is called rational or algebraic if all the
probabilities or amplitudes associated with transitions are restricted to rational
or algebraic numbers, respectively.

2 This definition is sufficient to obtain the most general realtime quantum finite
automaton [21,38]. Moreover, allowing more than one quantum or classical transition
on the same tape square does not increase the computational power of rtQCFAs. Note
that, realtime head must be classical.
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2 Quantum Automata for Promise Problems

In this section, we present some promise problems solvable by QFAs without
error but not solvable by their bounded-error probabilistic counterparts. At the
end, we will also show that the family of promise problem, which was shown to
be solvable by a family of exact rtQFAs (MCQFAs) having only two states [4],
cannot be solvable by a family of bounded-error probabilistic finite automata
(PFAs) having a fixed number of states.

2.1 Exact Rational (Sweeping) 2QCFA Algorithm

2QCFAs can recognize the language palindromes, i.e., PAL = {w | w €
{a,b}* and w = w"}, where w" is the string w reversed and EQ = {a"b" | n > 0}
for any one-sided error bound [3,37]. In the case of one-sided error, one decision
is always reliable. We use this fact to develop quantum automata for solving
promise problems inherited from PAL and EQ. We know that PAL cannot be
recognized by bounded-error PTMs using sublogarithmic space [15,17] and EQ
can be recognized by bounded-error o(loglogn)-space PTMs only in super-
polynomial expected time [19,14]. We take into consideration these facts when
formulating our promise problems so that the impossibility results for bounded-
error probabilistic algorithms are still applicable for our constructions. (We refer
the reader to the full paper [32] for the results based on EQ.)
Our first promise problem is as follows:

PromisePAL = (PromisePALy.s, PromisePALy,), where

— PromisePALyes = {ucv|u,v € {a,b}*, |u| = |v|,u € PAL, and v ¢ PAL} and
— PromisePAL,, = {ucv|u,v € {a,b}*,|u| = |v|,u ¢ PAL, and v € PAL}.

Each of the two 2QCFA algorithms given for PAL in [3] and [37] have zero-error
when they reject. That is, for a given € € (0, ;), there exists a 2QCFA M.
which always accepts every string w € PAL and every w ¢ PAL is accepted with
probability at most € and it is rejected with probability at least 1 —e. So, if M.
rejects an input, we can be certain that the input is not contained in PAL.

We can design an exact 2QCFA, say EXACTp4r, for PromisePAL based on
M. as follows: Let string w € PromisePAL, i.e., w = ucv such that u,v € {a,b}"
and |u| = |v]. On input string w, EXACTpar proceeds in an infinite loop as
follows,

— the computation splits into two branches on the left end-marker with
probabilities ég and 295, respectively, by applying one of the rational unitary
operators U, and Uy [3], given by

430 1 403
U, = —340 | and Uy = 050 ],
005 -304
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to a qubit, i.e. if the quantum state is (1 0 0)7 and U, is applied,
then the first and the second states are observed with probability ég and
295, respectively, after a measurement on the computational basis. This is
followed by a measurement in the computational basis;

— in the 1% branch, EX ACTp 4, executes M, on v and accepts w if M, rejects
v;

— in the 2% branch, EX ACTp.a, executes M, on u and rejects w if M, rejects
u; and,

— the computation continues, otherwise.

Note that only a single decision is given in each branch: In the 1°¢ branch, the
members of PromisePALy.s are accepted with a probability at least 1 — ¢ and no
decision is given on the members of PromisePALy,. In the 2"¢ branch, no decision
is given on the members of PromisePALyes and the members of PromisePALy, are
rejected with a probability at least 1 — e. Thus, in a single round, the members
of PromisePALy.s are accepted with a probability at least ég(l —¢) and the
members of PromisePAL,, are rejected with a probability at least 295 (1—¢). Thus,
EXACTpar separates PromisePALyes and PromisePALy, exactly by making an
expected linear number of calls to M. This establishes Theorem 1 while the
fact that sublogarithmic space PTMs cannot solve PromisePAL is established in
Theorem 2.

Theorem 1. PromisePAL can be solved by an exact rational sweeping 2QCFA
i exponential expected time.

Theorem 2. Bounded-error sublogarithmic space 2PTMs cannot solve
PromisePAL.

The scheme given above can be easily generalized to many other cases.
The size of the quantum register, the type of the head, and the type of the
transitions are determined by M.. Specifically, (i) if M. is restarting (sweeping),
then EXACTpar is restarting (sweeping), too, or (ii) if M, has only rational
(algebraic) amplitudes, then EXACTp 4. has rational (algebraic) amplitudes.

The 2QCFA algorithm for PAL given by Ambainis and Watrous [3] is rational
and sweeping. The one given by Yakaryilmaz and Say in [37] is restarting but
uses algebraic numbers. Both of them run in expected exponential time. In the
next section we present a new promise problem that uses the former algorithm
to obtain an exact rational restarting rtQCFA. Currently, we do not know
how to obtain a similar result based on the latter model except by utilizing
superoperators.

2.2 Exact Rational Restarting rt QCFA Algorithm

In this section, we define a promise problem (a modified version of PromisePAL)
solvable by an exact rational restarting rtQCFA but not by any sublogarithmic
space PTMs: PromiseTWINPAL = (PromiseTWINPALy.s, PromiseTWINPAL,,), where

— PromiseTWINPALyes = {ucucvev|u,v € {a,b}",|u| = |v|,u € PAL, and v ¢ PAL},
and
— PromiseTWINPALy, = {ucucvevlu,v € {a,b}",|u| = |v|,u ¢ PAL, and v € PAL}.
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Theorem 3. There is an exact rational restarting TtQCFA that solves
PromiseTWINPAL in exponential expected time.

Theorem 4. PromiseTWINPAL cannot be solved by any bounded-error o(logn)-
space PTM.

2.3 Las Vegas Rational rtQCFA Algorithm

In this section, we present another promise problem solvable by Las Vegas
rtQCFAs or linear-time exact 2QCFAs but not by any bounded-error realtime
PFA (rtPFA). Since an exact 2PFA can be simulated by a realtime deterministic
finite automaton (rtDFA) [18], exact two-way PFAs (2PFAs) also cannot
solve the new promise problem. The new promise problem is given by:
EXPPromiseTWINPAL = (EXPPromiseTWINPALyes7 EXPPromiseTWINPALno), where

— EXPPromiseTWINPALyes = {(ucucveve)'|u,v € {a,b}t,|u| = |v|,u € PAL,v ¢
PAL, and t > 25"/}, and
— EXPPromiseTWINPAL,, = {(ucucvcvc)'|u,v € {a,b}",|u| = |v|,u ¢ PAL,v €

PAL, and t > 25"},

Theorem 5. EXPPromiseTWINPAL is solved by a Las Vegas rational rtQCFA or
by an exact rational restarting rtQCFA in linear expected time.

Theorem 6. There is no bounded-error rtPFA that solves EXPPromiseTWINPAL.

2.4 Succinctness of Realtime QFAs

For a given positive integer k, EVENODD* = (EVENODD®

ses) EVENODD; ) is a promise
problem [4] such that

— EVENODDy,, = {aﬂlc | i is a nonnegative even integer}, and

— EVENODDX, = {ai®" | is a nonnegative odd integer}.

Ambainis and Yakaryilmaz [4] showed that EVENODD* can be solved by a 2-state
MCQFA exactly, but, the corresponding probabilistic automaton needs at least
2k+1 states.? We show in Theorem 7 that allowing errors in the output does not
help in decreasing the space requirement.

Theorem 7. Bounded-error rtPFAs need at least 2811 states to solve EVENODDE.

3 Noncontextual Inequalities from Automata

We begin by reformulating the Peres-Mermin game in terms of inequalities. Let
(A;A;AL) be the expected parity of the corresponding entries of the square.
We associate with each strategy, a value of the game (), which is given by

(x)= (A1A2A3) + ( A4A5A6 ) + (A7AsAg ) (1)
+ (A1ALA7 ) + ( A2A5Ag ) — (A3AgAg ).

3 Some new classical results on EVENODD® were given in [18] and [1].
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The classical bound is (x) < 4, while the quantum bound is given by (x) < 6,
since there exists a perfect quantum strategy which assigns ‘+1’ to the first
five terms and ‘—1’ to the last term in Equation 1. We can construct similar
inequalities for the promise problems defined in this paper. The general idea
behind the inequalities is to construct a game based on quantum and classical
automata separations. Assume Bob is restricted to either N bits of classical
memory or N quantum bits and Alice has the task of verifying what type of
memory is available to Bob. She can query Bob multiple times on a pre-selected
problem that is known to both of them. Conditioned on the classical memory
requirement for the problem the idea then is for Alice to iteratively query Bob on
input strings of increasing length. Eventually Bob’s classical memory becomes
insufficient to correctly answer the query and his best response is a random
guess.

The problems PAL and PromisePAL can be solved in log space. As a
consequence, Alice requires an exponential number of queries in N before
Bob’s memory is exhausted. The classical exponential memory requirement
for EVENODD* means that number of queries need only be logarithmic before
a violation is observed. On the other hand, EVENODD¥ is not a single problem
but a family of promise problems and the classical memory requirement is for
rtPFAs. For PromisePAL we obtain zero error for the quantum strategy while
for the classical strategy bounded-error is not possible for 2PFAs.

We base the inequality we present on EVENODDX. The arguments carry over to
PAL and PromisePAL as well. On a given query Bob receives as input an integer k
and a unary string w = a' that is promised to be from either EVENODD;, or
EVENODDX , i.e., | = i2*. The task for Bob is to determine the membership of
string w, i.e., whether ¢ is even or odd. So, he outputs “+1” if 7 is even and “—1”
otherwise. The identification can be made for any k if Bob has unbounded
memory. If Bob is restricted to have memory 27t! then the identification can
still be made perfectly for all integer inputs to Bob with & < n. It becomes
impossible to perform this identification perfectly when k& > n. In this case the
amount of memory available to Bob is not sufficient to determine classically the
membership of the input string w.

In the quantum case, a perfect strategy exists for all k, if Bob is allowed
access to a single qubit [¢)). The state is initialized to |0) and for each “a” in

cosd —sin g) with 6= ,/7,. Bob
measures in the computational basis once the input is processed and realizes
that ¢ is odd if he obtains |1) or —|1) and ¢ is even if the result is |0) or —|0).
This procedure guarantees that Bob will always correctly identify the string w.

Assume that the amount of memory available to Bob is N but we do not
know N. Let (AS) be the expected value of Bob’s output when the input is k

the string w Bob applies the rotation U, = (

and i is even. Similarly, <A’;> represents the expected value for input k& and 4
odd. One way to verify whether Bob is quantum or classically memory bound
is to initially query for a choice of k and then sequentially query for increasing
size of k. For each choice of k we choose ¢ to be odd or even with a uniform
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random distribution. We define V' to measure how successful Bob is in correctly
identifying the string w. Performing the procedure @ times gives us a value

=S (A=) = (As=)), (2)
j=1

where we have chosen to increase the input & by multiples of 4 at each iteration.
If k <log N — 1, then for both the classical and quantum case Bob can achieve
V = Q. For k > log N—1, since there is no perfect strategy in the classical case we
have V < @, while the quantum strategy still achieve V' = Q. The classical value
can be made much tighter since the optimal classical strategy for k > log N —1 is
just a random guess. We have shown in Section 2.4 that allowing error classically
does not help in terms of reducing the memory requirement, i.e. bounded-error
rtPFAs need at least 281 states to solve EVENODDY. This implies that the classical
value is bounded by logf ~!. Similar inequalities may be derived for PAL and
PromisePAL and they are summarized in Tables 1 and 2.

Table 1. For both PAL and PromisePAL no 2PFA exists that solves the problem with
bounded error. For the family of {EVENODD* | £ > 0}, there is no bound on the number
of states for rtPFAs that solve the members of this family with bounded error. Given an
input string of size n and classical memory N, the table gives the memory requirement
for solving the specific instance and the value attained for the non-contextual inequality.

Problem Type Classical Memory Inequality Value
PAL language recognition logn 22’
K : : k+1 log N—1
EVENODD® family of promise problems 2 &

PromisePAL promise problem logn 22’

Table 2. The weakest known quantum models that solve the given problems and the
associated error in the solution. The value attained for the inequality is related to the
number of runs @ of the game.

Problem Quantum Model Quantum Memory Quantum Value

PAL 2QCFA qubit Q-9
EVENODD* Real-time qubit Q
PromisePAL 2QCFA qubit Q

It may be possible to improve these inequalities by finding other problems for
which we obtain a similar separation as PromisePAL but with an exponential
classical memory requirement and a polynomial time quantum automata.
There is a key distinction between the inequalities obtained from quantum
contextuality, such as Equation 1 for the Peres—Mermin game and Equation 2
for quantum automata. While the terms in quantum contextuality inequality



328 J. Rashid and A. Yakaryilmaz

depend on multiple combinations of compatible measurements, the automata
inequalities only have a single measurement in each term. In this sense, the
automata inequalities do no represent true quantum contextuality. As noted by
Terry Rudolph [33], the quantum automata discussed here can be thought of
as a classical computation with a vector rotating in a sphere. The catch is that
such classical computation could not be done in a fault tolerant method while
the quantum schemes admit fault tolerance.

Another possibility is to consider defining the notion of Quantum Contextual
Promise Problems (QCPP), where rather than having a single output corresponding
to each term in Equation 2, the automaton for the problem outputs multiple
bits similar to each term in Equation 1. This would allow for the classification
of quantum contextuality within the language hierarchy.

4 Discussion

Perhaps the most alluring charm of quantum automata separations is the
possibility they offer of constructing a computational device that could solve
a problem which no classic device with finite memory could. Rather than
just ruling out hidden variables with an exponential size increase, these
computational devices could be used in principle to rule out arbitrary size hidden
variables by increasing the problem input size. The thorny issue though is a
trade-off between the memory utilized and the amount of precision required in
the interactions with the quantum memory. This precision requirement appears
either in the form of the matrix entries for the unitaries, as in the case of
EVENODD®, or in the form of the ability to resolve two states that may be
arbitrarily close to each other, as in PAL.

Any experimental setup is always restricted by some level of precision, if
not by technological limitations then by more fundamental restrictions such as
the uncertainty principle. The question that we are inevitably led to consider
following this line of reasoning is whether it is possible to retain the quantum
advantage in the automata model while still requiring finite precision in our
interactions with memory.

The intersection of ideas from classical simulation of contextuality and
automata theory leads us to the notion of Finite Precision Quantum Automata
(FPQA). In addition to the usual automata requirements, a FPQA satisfies the
additional constraints that for any two unique unitaries U; and U; applied during
the computation we have |U; — U;| > € and for any two different states |¢) and
|¢) obtained during the computation we have |(1|¢)|* > 6.

It is not clear whether we can construct a FPQA that still manages to
provide a computational advantage over classical automata. Meyer [27] has
argued that the Kochen-Specker theorem [25] does not hold when only finite
precision measurements are available. Clifton and Kent [13] have generalized the
arguments of Meyer for POVM’s. On ther other hand, Mermin and Cabello [12]
have indepedently argued that such nullification theorems do not hold. Recently
Cabello and Cunha [9] have proposed a two-qutrit contextuality test, claiming



Implications of Quantum Automata for Contextuality 329

it to be free of the finite precision loophole. These tests though do admit a finite
memory simulation model. Constructing a FPQA that yields a separation over
the classical models would not admit a finite memory simulation model and
consequently does provide a stronger separation.

Even if the FPQA model does turn out to be equivalent to the classical
model in terms of the class of problems it solves, it does not take away from
the succinctness advantage of the quantum model. In the previous section we
argued that quantum automata separations serve as witnesses for distingishing
between genuinely quantum and space bounded classical players. We can flip
the reasoning around and observe that simulating quantum contextuality is
an inherently classical memory intensive task. This difficulty can be used to
construct classical Proofs of Space as identified by Dziembowski et al. [16]. The
idea is to establish that Bob has access to a certain amount of memory. Bob is
asked to simulate an appropriately chosen quantum contextuality scenario. This
would require exponential memory on Bob’s side while the verifier could directly
check that Bob’s output satisfies the required quantum correlations. Note also
that by definition, pre-computation does not allow Bob to simulate quantum
contextuality.
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comments.
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Abstract. Pairwise Rational Kernels (PRKs) are the combination of
pairwise kernels, which handle similarities between two pairs of entities,
and rational kernels, which are based on finite-state transducer for ma-
nipulating sequence data. PRKs have been already used in bioinformatics
problems, such as metabolic network prediction, to reduce computational
costs in terms of storage and processing.

In this paper, we propose new Pairwise Rational Kernels based on
automaton and transducer operations. In this case, we define new opera-
tions over pairs of automata to obtain new rational kernels. We develop
experiments using these new PRKs to predict metabolic networks. As a
result, we obtain better accuracy and execution times when we compare
them with previous kernels.

Keywords: Automata Operations, Rational Kernels, Pairwise Rational
Kernels, Metabolic Networks.

1 Introduction

Pairwise kernels are measures of similarities between two pairs of entities ob-
tained by converting relations between single entities into a relation between
pairs of entities [1]. Pairwise kernel methods have been applied to bioinformat-
ics problems such as prediction of Protein-Protein Interaction (PPI) networks
[1, 2], metabolic networks [3] and drug-target interaction networks [4]. Other
contexts, such as social networks [5] and semantic relationships [6], have also
been benefited for using pairwise kernels.

In our context, we aim to use pairwise kernels to measure similarities be-
tween sequence data. Sequence data can also be represented by automata and
transducers. Automata and transducers have been used in applications regarding
natural language [7, 8], image processing [9] and bioinformatics [10-12]. Finite-
state transducers are the theoretical fundamentals for rational kernels which
represent similarity measures between sequences or automata [13].

Pairwise rational kernels (PRKs) have already been defined as the combination
of pairwise kernels and rational kernels to manipulate sequence data [14]. First, the
sequence data are represented as automata, later the rational kernels are obtained
from each automaton and, finally, the pairwise operations are computed.

M. Holzer and M. Kutrib (Eds.): CIAA 2014, LNCS 8587, pp. 332-345, 2014.
© Springer International Publishing Switzerland 2014
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In this paper, we propose a new family of pairwise rational kernels, but chang-
ing the order of the operations. Firstly, we also represent the sequences as au-
tomata, later we make pairwise combination using automata operations, and
finally, the rational kernels are obtained based on the resulting automata. Some
of the used operations are sum, product and compisition. We define three new
PRKs based on the pairwise kernel combinations. Furthermore, we propose a
general algorithm to use with the new kernels to be combined with Support
Vector Machines (SVMs) methods. We ran experiments using these kernels to
predict metabolic networks. As a result, performance and accuracy values were
improved in comparison with previous PRKs [14].

2 Related Works

In bioinformatics, transducers provide a bridge through biological analysis of
indel processes represented as graphs and finite-state machine design [12]. They
contribute as a framework for studying mutation rates [15], phylogenetic and
multiple alignments [11] and protein classification and essentiality problems [16,
17].

Several kernel methods have been developed to be applied to bioinformat-
ics problems, such as locality-improved kernels [18], remote homology detection
[19], mismatch kernels [20], convolution kernels [21] and path kernels [22]. These
sequence kernels can be conveniently represented by weighted finite-state trans-
ducers, called rational kernels [23].

Other bioinformatics applications have involved rational kernels, for example
to determine essentiality in protein sequences [17]. Allauzen et al. [17] designed
two sequence kernels (called general domain-based kernels) which are instances of
rational kernels (based on finite-state transducers) to predict protein essentiality.
In this research, we define new kernels by extending the theory of measuring sim-
ilarities between sets of sequences represented by automata applied to metabolic
network prediction.

Pairwise rational kernels have been recently used in combination with SVM
algorithms to manipulate large amount of sequence data [14]. The main goal is to
decrease the computational costs in terms of processing and storage by taken ad-
vantage of the transducer representations and algorithms. Previous PRKs firstly
obtain the rational kernels and later compute the pairwise operations. In this
research, we propose a new family of PRKs that compute the pairwise operations
first and then the rational kernels.

3 Background

Before to introduce the new PRKs family, several terms and notations are defined
in this section based on Cortes et al. [13] .
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3.1 Automata, Finite-State Transducers

An automaton M is a 5-tuple (X, @, I, F, ) [24] where X is the input alphabet
set, Q is the state set, I C @ is the subset of initial states, F' C @ is the subset
of final states, and § C @ x (X' U {e}) x @ is the transition set, where € is the
empty sequence.

Similarly, a finite-state transducer is an automaton where an output label is
included in each transition in addition to the input label. Based on the above
definition, a finite-state transducer is a 6-tuple (X, A, Q, I, F,§) [23], where the
new term A is the output alphabet set and the transition set § is now  C
Q x (ZU{e}) x (AU{e}) x Q.

In addition, automata and finite-state transducers can be weighted, where
each transition is labelled with a weight. Thus, a Weighted Automaton (WA) is
a 7-tuple (X, Q, I, F, 4, A, p) and a Weighted Finite-State Transducer (WFST) is
a 8-tuple (X, A, Q, I, F,J, ), p) [23], where the new terms A : I — R is the initial
weight function and p : F — R is the final weight function.

Given the Weighted Finite-State Transducer T and (x,y) € X* x A*, T'(x,y) is
computed by adding the weights of all the paths with x and y as input and output
labels, respectively. There are several operations defined on WFST and WA, such
as sum + (union) and product - (concatenation) [25]. Given two WFST T3 and
T5, the sum is defined as (71 + T3)(x,y) = Ti(z,y) + To(z,y) and the product
is (Th - To)(@,Y) = D0 spmiyryomy L1(T1,91) - To(22,y2), V(2,y) € X" x A*.

3.2 Kernels and Rational Kernels

Kernel Methods are used in supervised learning approaches to find and study
general types of relations in general types of data, e.g., SVM and kernel combi-
nations [26]. In SVM methods a non-linear function ¢ maps each point of the
input space X to a high-dimensional feature space F'. A function k& : X x X — R,
called a kernel, is defined and for two values x and y, k(z,y) coincides with
the dot product of their images @(z) and &(y) in a feature space [27], i.e.,
k(z,y) = &(z) - D(y).

In order to manipulate sequence kernels, FST's provide a simple representation
and efficient algorithms such as composition and shortest-distance [23]. Kernels
based on Finite-State Transducers are called Rational Kernels and are effective
for analyzing sequences with variable lengths [13].

As a formal definition, given X C X* and X* the set of all finite sequences
over Y, a kernel function k£ : X x X — R is rational if there exists a weighted
transducer U such that k(z,y) = U(z,y) for all sequences = and y. In other
words, given two strings  and y and a rational kernel defined by U, U(x,y) is
the similarity measure between x and y [13].

3.3 n-gram Kernel as a Rational Kernel

Similarity measures between two biological sequences can be usually defined
as a function of the number of subsequences of some type that they share
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(e.g., mismatch [20], gappy n-gram kernels [28] and n-gram [23]). A sequence
kernel can be the sum of the product of the counts of these common subse-
quences. In this work, we use the n-gram kernel as a rational kernel. It is defined
as:

kin(l‘,y) = Z Cx(Z)Cy(Z) (1)

|z|=n

In this expression, ¢, (z) represents how many times z occurs in z.

In [17], new rational kernels have been developed based on Formula (1) to
obtain domain-based kernels, which measure similarities between sequences rep-
resented by automata. They construct k, using the weighted transducer U =
T, o T, 1, where T),(z, 2) = c.(2), for all x,2z € X with |z| = n, then:

kn(MaM My) = Z (Mac oT), o Tn_l © My)(l‘, y) = Z CM, (z)cMy ('Z) (2)
r,yeX |z]=n

where M, M, are the weighted automata for x,y, respectively. M, and M, are
obtained using the linear finite automata representing x and y augmenting each
transition with the input label and by setting all transitions and final weights to
one.

3.4 Pairwise Rational Kernels

In previous research, four different pairwise rational kernels were defined, i.e.,
Direct-Sum Pairwise Rational Kernel, Tensor-Product Pairwise Rational Ker-
nel, Metric Learning Pairwise Rational Kernel and Cartesian Pairwise Rational
Kernel [14]. They were obtained based on the state-of-the-art pairwise kernel
combinations [29, 30]. Direct-Sum Pairwise Kernels and Tensor Product Pair-
wise are defined respectively as:

Kprrps((z1,y1), (x2,y2)) = U(x1,22) + U(y1,y2) + U(yr, x2) + U(z1,92) (3)

Kprrr((z1,91), (v2,92)) = U(z1,22) x U(y1,y2) + U(w1,y2) * U(y1, v2) (4)

where K is a function K : (X x X) x (X x X) > R, X C ¥* and U is a
transducer.

As we mentioned, each x; is converted into automata A,,, the U transducers
are obtained using the automata [17], and later the pairwise combinations are
computed [29]. In this paper, we focus on these two types of PRKs, because
we aim to obtain similar pairwise combinations. In this case, we use operations
over the automata A, to obtain final automata that represent the pairwise
combinations (i.e., sum operator for Direct Sum kernel and product operator for
Tensor Product kernel). Later, we obtain the rational kernels U over the final
automata.
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4 New Pairwise Rational Kernels as Automaton
Operations

4.1 General Definitions

We begin by defining some notations, their algorithms and implementations in
order to develop the new PRKs. Firstly, we define Vx alphabet as:

Definition 1. Given the alphabet X, the new alphabet Vx is defined as
Vs = {(Z) ta,be XU {(‘2), (;) ca,b € X'}, where € is the empty character.

Ezample 1. Given the alphabet X' = {A, G, C, T} and the nucleotide sequences
x=AGGCCCGTA, y=CCCGTA, then
(;) = (@@ @) @ (D D) () ()

In this example, a new sequence on the alphabet Vyx is created. Each symbol
from the nucleotide sequence = goes to the top and each symbol from y goes to
the bottom. When the nucleotide sequences have different lengths, the ¢ symbol
is used. E.g., the first symbol from x is the base A and the first symbol from
y is the base C, the new symbol of the alphabet Vy is (é) The lengths of x
and y are different, x is longer than y. Then, the last few symbols in Vx have
the corresponding symbols from x and the empty symbol (€) in the bottom (i.e.,

(D)

The following operations over the alphabet Vx are stated:

Definition 2. Given (zi), (gy”;) € Vs, then

[17] is the Top-Top Operator where (xi) ( )

— [Ul] is the Bottom-Bottom Operator where (I ) 1
[
[

ww._.

]

}
— [Nl] is the Top-Bottom Operator where (mi) (z
— [I1] is the Bottom-Top Operator where (xi) ( ) =

for all operations o € [11], [LL], [14], 1] and all languages L1, Ly C V3 we have

LioLy= |J zoy, based on [31].
r€L1,y€L2

Ezample 2. Given the nucleotide sequences ©1 = ACCTG, y1 = AGCT, zo =
TGAC, y» = CT AG and their respective sequences in Vs
A\ (C\ (C\ (T (G T\ (G (A) (C

(r) = () () () () () and (32) = () (7) (1) (&)

the Top-Top operation is
A\ (C\ (C\ (T (G

(o MGs) = Gh)s where (33) = (7) () (4) () ()

The Top-Top operation takes the two sequences in the top and creates a new
sequence in the alphabet V3. In this example, the two top sequences are x; and
T9, then the new sequence (ii) € V5 is created. Equivalently, the results for
Bottom-Bottom operation is

GOING) = () = @ () (@)
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Fig. 1 shows automata as a result of some of the operations described above.
At the beginning, the nucleotide sequences are represented as automata. Part (a)
and part (b) show the automata for the Top-Top and Bottom-Bottom operations,
respectively.

Nucleotide Sequences Represented as Automata

() w1 () =() ®)

H O O G
SO0 5O SO oy

(BE)

Fig. 1. Example of automata as a result of Top-Top and Bottom-Bottom operations.
First, the given nucleotide sequences from Example 2 are represented as automata. (a)
Automaton as a result of Top-Top operation. (b) Automaton as a result of Bottom-
Bottom operation.

4.2 Automata Operations

Now, we define a set of automata operators used to create the new family of
Pairwise Rational Kernels.

Definition 3. Let M(l) represent the trivial automaton of (5), for all (5) e V.
Y
The following pairwise automata operators are defined:

— Direct-Sum-Left Pairwise Automata Operator ([&]) where
Men =M = Menme) © Mienmes)

— Direct-Sum-Right Pairwise Automata Operator ([=]) where
M =M = M) © M(Gune)

— Tensor-Product-Left Pairwise Automata Operator ([<]) where
Mz, Mgy =M/, - My, o

GO M) = Mienmi) © M)

— Tensor-Product-Right Pairwise Automata Operator ([=]) where

MenBMen =Menmaen) @ Meee)

Y1 Yy2

1
1
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In this context, we have used operations over automata (i.e., ® and ®) that
we defined in Section 3.1 (i.e., sum + union and product - concatenation). We
have changed the symbols just to make a difference over automata as graphical
representation, but basically there are the same operations.

Ezample 3. Given the sequences in V%

() = (D)) and () = () (D (4)(9):

from Example 2, the Direct-Sum-Left Pairwise Automata Operator produces the
automaton shows in Fig. 2, as a result of the sum operation over the automata
obtained in Fig. 1 (a) and (b).

Similarly, Fig. 3 shows the automaton as a result of the product operation over
the same automata in Fig. 1 (a) and (b), which represent the Tensor-Product-Left
Pairwise Automata Operator.

Fig. 2. Example of an Automaton as a result of the Direct-Sum-Left Pairwise Au-
tomata Operation (i.e., M ai\[=] M eoy = M/, o\ DMy, -
P (0 Mien)[EIM(z2) = M (o1 22)) D M((o1)unz2)))

Fig. 3. Example of an Automaton as a result of the Tensor-Product-Left Pairwise
Automata Operation (i.e., M z1\[<]|Mzoy = M/, o) @ M. e )
utomata Operation (i.e Mien[=IMe) = M(nma) © M(Gomes)?

In this section, we define operations over automata that equivalently make
pairwise relations over data (i.e., sequence data). For example, the Direct Sum
Learning Pairwise Kernel, described in Section 3.4 Formula 3, is obtained by
the sum operation of simple rational kernel represented by the transducer U,
computed for a pairs of data. Similarly, the Tensor Learning Pairwise Kernel,
Section 3.4 Formula 4, is the combination of product and sum operations over
the simple rational kernel, represented by U.

In this research, we are using sequence data. We have represented them in
a new alphabet, Vx, as pairs of sequences. We converted these pairs of data in
automata, over the new alphabet. Then, pairwise operations over automata can
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be made first, yielding final automata as a result. Then, rational kernels can
be obtained from these final automata. Based on this concept, we define a new
family of kernels in the next section.

4.3 New Pairwise Rational Kernels

We introduce then the new Pairwise Rational Kernels using automata
operations.

Definition 4. Given X C X* and a transducer U, then a function
K: (X xX)x (X xX)— R is defined as

— Direct-Way Pairwise Rational Kernel on Automaton Operations

(KprrDW-A0):
K((x1,91), (x2,y2)) = U(I1, I2), where I = M(Z,’}) and Iy = M(“;;)
— Direct-Sum Pairwise Rational Kernel on Automaton Operations
(KprREDS—A0):
K((Z‘l, y1)7 (3327?/2)) = U(I37[4)7 where I3 = M(zi)[t]M(;g) and
L= M) BIM ()
— Tensor Pairwise Rational Kernel on Automaton Operations

(KPRKTP—AO))-'
K((z1,91), (v2,y2)) = U(I5, Is), where I5 = M(E)[*ﬂM(;g) and
Is = M(H)[:>]M(12)

Y1 Y2

The first PRK, i.e., Kprxpw_ A0, is obtained directly from the automata

that represent the pairs (x1,y1) and (22,y2) in the new alphabet V. (i.e., (zi)

and (zi)) The other two PRKSs represent the Direct-Sum (Kprxps—ao) and
Tensor Product (Kprrrp—a0)) pairwise rational kernels. These new PRKs dif-
fer from previous PRK definitions in Section 3.4 in the way the data are repre-
sented and kernels are computed. Our motivations to develop these new kernels
are based on using automata operations to optimize the performance of kernel
computations.

4.4 Algorithms

We use a general algorithm, Algorithm 1, to compute the Pairwise Rational
Kernels defined above. This algorithm is based on the basic idea of the Algo-
rithm described by Cortes et al. [13]. The input of the algorithm is the pairs
(z1,11), (x2,y2). In the first step, the I; automata are computed using Defini-
tion 3, then the transducer composition and shortest-distance algorithm is used
to finally obtain the Pairwise Rational Kernel values.
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Algorithm 1. Pairwise Rational Kernel Computation based on Automaton Op-
eration

INPUT: pairs (z1,y1), (2, y2) and WFST U

(i) Compute the operations in definition (4.4):

L= Ms) I = Mz,
Ly = Mg [SIM () La = Me) [BIM ).
fo = Mgy [=lMsy - Jo = Moy [2IMza).

(ii) use transducer composition to compute:
Ni=I10Uol
No=1I30Uo014
N3 =Is0Uo g
(iii) use a shortest-distance algorithm algorithm to compute the sum of the weights of
all paths of N1, N2, N3, and finally
Kprrpw((z1,91), (T2,92)) = N1
Kprips((z1,y1), (¥2,y2)) = N2
Kprrr((z1,y1), (T2,12)) = N3
RESULTS: values of K((z1,v1), (%2, y2))

5 Methods

In this section we describe experiments to predict metabolic networks using
SVM-based algorithms in the training process, based on Pairwise Rational
Kernels Automata Operations.

5.1 Dataset and Kernels

We used the data set of metabolic pathways of the yeast Saccharomyces cere-
visiae [1, 17]. The data were taken from the KEGG pathway database [32].
The metabolic pathways were converted to a graph where enzymes are nodes
and enzyme-enzyme relations are edges. In this dataset, enzymes are considered
globular proteins produce by specific gene that have been previously identified.
Enzyme-enzyme relations mean that two genes produce enzymes that catalyse
successive reactions [3]. We used as data the nucleotide sequences of the genes.

We implemented the algorithm described in Section 4.4 using Open Finite-
State Transducer (OpenFST) [33] and OpenKernels [34] libraries. We use the
n-gram kernel described in Section 3.3. In this case, U was defined using a 3-
gram (n = 3), where U = T30 T;l. For example, the Direct-Sum Pairwise
Rational Kernel Automata Operation was computed as Kprxps = U(I3,14) =
2_|z|=3 CIs (2)cr, (2), where I3 and Iy were obtained using Definition 4.

Yu et al. [35] have verified that sequence kernels are not good enough to pre-
dict interactions, however they are computationally inexpensive [14]. As recom-
mended by [14, 35], we combine n-gram kernels with other kernels (i.e., PFAM [1]
and Phylogenetic [3] kernels) that include evolutionary information to improve
accuracy, as well we balance the positive and negative samples.
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The Phylogenetic (PHY) kernel was obtained based on a Gaussian RBF kernel
that associated each gene to 145 organisms, describing if the gene is present or
not present in each organism [36]. The PFAM [3] kernel was computed based on
a set of statistics E-values of the Hidden Markov Model (HMM) associated to
PFAM database [37]. In bothe cases, we used available data from Ben-Hur et
al., [1] and Allauzen et al., [17].

The experiments were separated in three different groups: Exp I included
the new Pairwise Rational Kernels (KPRKDW7 KPRKDS and KPRKTP), EXp
IT considered the combination of the new PRKs with the Phylogenetic ker-
nel (Kprxpw+pray, Kprxps+puy and Kprrxrp4+pry), Exp III included
the new PRKs with the PFAM kernel (KPRKDWJrPFAZVIa KPRKDS+PFAM and
KpRrRKTP+PFAM)-

5.2 Learning Procedure

We used Support Vector Machines with the new family of Pairwise Rational Ker-
nels to predict the enzyme-enzyme reactions in the metabolic network. To bal-
ance our dataset, the program BRS-noint was executed to select non-interacting
pairs [35]. We measured the accuracy using the Area Under Curve of Receiver
Operating Characteristic (AUC ROC) [38], which defines a function of the rates
of true-positives (predicted enzyme pairs are present in the dataset) and false-
positives (predicted enzyme pairs are absent in the dataset). We denoted the
accuracy as AUC values.

As supervised network inference methods require the knowledge of part of
the network in the training process, we used a stratified cross-validation proce-
dure with 10-fold cross-validation. In addition, execution times during the fold
cross-validation process were also collected. The execution times included the au-
tomaton operations. All the experiments were executed on a PC intel iTCORE,
8MB RAM. We ran them ten times and calculated the average of AUC and
processing time values.

We applied the McNemar’s non-parametric test to compare the performance
of the SVM classification method using the new PRKs with the previous PRKs
obtained by [14]. McNemar’s tests [39] have been recently used by [40] to prove
significant statistical differences between classification methods. We used this
test to determine statistical improvement during the prediction of metabolic
networks, when the different Pairwise Rational Kernels were used with SVM-
based algorithms.

McNemar’s test defines the parameters Ny and Ny of two algorithms (Algo-
rithm A and Algorithm B). Ny, is the number of times Algorithm A failed and
Algorithm B succeeded, and N,y is the number of times Algorithm A succeeded
and Algorithm B failed. Then, a z score is calculated as:

= (‘st_NfS|_1) (5)

V(Nss + Nys)
When z is equal to 0, the two algorithms have similar performance. On the con-
trary, when z is greater than zero, the algorithm performance differ significantly,
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based on the confidence levels described by [40]. Additionally, if Ny is larger
than N,¢ then Algorithm B performs better than Algorithm A. During our ex-
periments, we collected data to compute the z score for all kernel combinations.

6 Results

Table 1 shows the SVM performance and execution times grouped by the pair-
wise rational kernels automata operations mentioned above (Exp I) and their
combinations with Phylogenetic (Exp IT) and PFAM (Exp III) kernels.

Table 1. Average AUC values, processing times and z score (McNemar’s test) for
Pairwise Rational Kernels using automaton operations

Exp Kernel AUC Time z-
(sec) score
PRK-Direct-Way (Kprkx DW—3gram) 0.532 9.60 —

I PRK-Direct-Sum (KprxDS—3gram) 0.526 11.4 4.51
PRK-Tensor-Product (Kprx1TpP—3gram) 0.648 12.0 6.23
PRK-Direct-Way + PHY kernel (Kprkpw—3gram+PHY ) 0.674 129.8 —

II  PRK-Direct-Sum + PHY kernel (KprxDS—3gram+PHY) 0.533 133.6 7.51

PRK-Tensor-Product + PHY kernel (Kprxrp—3gram+rry) 0.789 131.8 6.25

PRK-Direct-Way + PFAM kernel(KpRKDW,3gmm+pFAM) 0.771 1299 —
IIT PRK-Direct-Sum + PFAM kernel (Kprixps—3sgram+pPranm) 0.538 1334 5.81

PRK-Tensor-Product + PFAM kernel (KprrTpP—3gram+pPranm) 0.877 132.0 6.22

When only n-gram kernels were used (Exp I), the best accuracy value was
obtained with the Tensor-Product Pairwise Rational Kernel (Kprrxrpr—3gram)s
as has also occurred in other proposals, such as [14]. However, the fastest exe-
cution time was obtained with the PRK-Direct-Way (Kprx pw —3gram ), Which
has been defined and used in this research for first time. Unfortunately, using
only n-gram kernels yield low accuracy values (AUC). These results coincided
with Yu et al. [35] and Roche-Lima et al. [14], which recommended using other
kernels with evolutionary information (i.e., PHY and PFAM kernels) to improve
the predictor accuracy. Thus, we also obtained the results in Exp II and Exp
IIT with Phylogenetic and PFAM kernels, respectively. The accuracy values were
improved in all cases, while maintaining adequate processing times. The best ac-
curacy value was AUC=0.877, corresponding to PRK-Tensor-Product + PFAM
(KprirrP—3gram+pPranm) kernel (Exp III). Furthermore, this was the highest
accuracy and best processing time obtained with all the PRKs included in this
research and reported by [14]. We noted that the increase in processing time in
Exp IT and Exp III was due to using kernels which were not automata-based.
This indicated the efficiency of using auotmaton operations to obtain the kernels
in this application.

To compare the results using the PRKs based on Automata Operations with
the performance of PRKs described by [14], we used McNemar’s test to de-
termine statistical significance. Since the PRK-Direct-Way kernels were defined
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for first time in this research, we did not include them in this analysis. Thus,
we compared the SVM methods using the n-gram Direct-Sum Pairwise Ra-
tional Kernels obtained here (i.e., Kprkps—3gram, KPRKDS—3gram+pHYy and
KprrDS—3gram+PFAM Kernels) with the similar kernels used by [14]. Based on
the Ny, and Ny values, the z-scores were computed, given in Table 1. In all
cases, the new Direct-Sum Pairwise Rational Kernels, described in this paper,
performed better. These z-score also proved that the difference was statisti-
cally significant with a confidence level of 99% (based on One-Tailed Prediction
Confidence Level described by [40]). Likewise, we compared the Tensor-Product
Rational Kernels from both papers (i.e., KprxTP—3gram, KPREKTP—3gram+PHY
and KprrTpP—3gram+PFam). In this case, all the collected values also yielded
statistical significant differences of the performances in favour of the new ker-
nels obtained in this research with confidentiality levels of 99% (see z-scores in
Table 1).

7 Conclusion

We introduced new pairwise rational kernels based on automata operations.
Using these new kernels, we improved the performance of SVM-based methods
to predict metabolic network, decreasing the computational costs in term of
processing time.

The new PRKs measured similarities between two pairs of sequences using
language and automaton representations. Initially, we defined new notations
and operations, and later we described the new kernels based on transducers
combined with automata. We ran several experiments using the new Pairwise
Rational Kernels for metabolic network prediction methods. As a result, we
obtained better accuracy and execution times than other previous works [14].
We have also proved that the performance improvements, using these new PRKs,
are statistically significant with high level of confidentiality.

As future work, new pairwise rational kernels may be developed based on
other previous pairwise kernel such as metric learning and Cartesian kernels
[29, 30], as well as other automaton operations.
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