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Preface

This book is devoted to fast the evolving field of modern material science and
nanoelectronics, and more particularly to physics and technology of functional
nanomaterials and devices. The book focuses on nanodevices for electronics,
sensors, and energy harvesting, considering as main device structure—the
semiconductor-on-insulator (SemOI) one. The book reports the recent achieve-
ments in this field from leading companies and universities in Europe, Russia, and
Ukraine. It is articulated around four main topics: (1) Nanoscale CMOS materials
and devices; (2) Beyond CMOS materials, devices and their diagnostics; (3) New
functional nanomaterials and nanoscaled devices for energy harvesting, light
emission, optoelectronics and THz range: (4) NanoSensors and MEMS/NEMS.

Part I is focused on new SemOI materials for More Moore and More-than-
Moore applications. Ultrathin silicon SOI structures are necessary for production
of fully depleted SOI devices of the 22 nm technology node and beyond. The
materials innovation for RF electronics, Si-based photonics, and 3D integration are
presented. Device solutions for very low-energy computing, high-performed tun-
nel FETs, 3D nanowire RAM cells, and mechanical flexible CMOS devices on
plastics are described.

Part II of the Book deals with the physics of novel ‘‘beyond CMOS’’ devices
such as IR memory cells on basis of Si/Ge nanoheterostructures, nonvolatile
memory based on graphene on ferroelectric substrate, Si spintronic devices and the
AFM diagnostics for different functional nanostructurated material and devices.

In Part III, we focus on functional nanomaterials and structures regarding self-
powered systems, solar energy harvesting structures, and THz electronics. Also
nanocomposite dielectric materials for light-emitting materials and other opto-
electronics applications are also discussed.

Part IV considers the application of SemOI nanowire structures for radiation
sensors, biosensors, chemical sensors, and MEMS. The use of SemOI substrates
allows a considerable increase of the sensitivity of the sensors, as well as the
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fabrication of MEMS compatible with CMOS technology. Additionally, Si and
SiC nanodot materials are considered as fluorescent markers in different
biomedical applications.

This book will be useful not only to specialists in nano, microelectronics, and
functional nanomaterials but also to students and to the wider audience of readers
who are interested by new directions in modern material science, electronics, and
optoelectronics.

Alexei Nazarov
Francis Balestra

Valeriya Kilchytska
Denis Flandre

vi Preface



Contents

Part I Nanoscale CMOS Materials and Devices

Engineered Substrates for Advanced CMOS Technology
Nodes and More-Than-Moore Applications . . . . . . . . . . . . . . . . . . . . 3
Konstantin K. Bourdelle

Perspectives of UTBB FD SOI MOSFETs for Analog
and RF Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Valeriya Kilchytska, Sergej Makovejev, Mohd Khairuddin Md Arshad,
Jean-Pierre Raskin and Denis Flandre

Challenges and Solutions for Very Low Energy Computation . . . . . . . 47
Francis Balestra

High-Performance Tunnel FETs on Advanced FDSOI Platform . . . . . 59
Cyrille Le Royer, Anthony Villalon, Mikaël Cassé, David Cooper,
Jean-François Damlencourt, Jean-Michel Hartmann, Claude Tabone
and Sorin Cristoloveanu

Invariance of DC and RF Characteristics of Mechanically
Flexible CMOS Technology on Plastic . . . . . . . . . . . . . . . . . . . . . . . . 81
Aurelien Lecavelier des Etangs-Levallois, Justine Philippe,
Sylvie Lepilliet, Yoann Tagro, François Danneville,
Jean-François Robillard, Christine Raynaud, Daniel Gloria,
Jacek Ratajczak and Emmanuel Dubois

Tri-Dimensional A2-RAM Cell: Entering the Third Dimension . . . . . . 105
Francisco Gámiz, Noel Rodriguez, Carlos Navarro,
Carlos Marquez and Sorin Cristoloveanu

vii

http://dx.doi.org/10.1007/978-3-319-08804-4_1
http://dx.doi.org/10.1007/978-3-319-08804-4_1
http://dx.doi.org/10.1007/978-3-319-08804-4_2
http://dx.doi.org/10.1007/978-3-319-08804-4_2
http://dx.doi.org/10.1007/978-3-319-08804-4_3
http://dx.doi.org/10.1007/978-3-319-08804-4_4
http://dx.doi.org/10.1007/978-3-319-08804-4_5
http://dx.doi.org/10.1007/978-3-319-08804-4_5
http://dx.doi.org/10.1007/978-3-319-08804-4_6


Part II Beyond CMOS Materials, Devices and Their Diagnostic

Uniaxial Shear Strain as a Mechanism to Increase Spin Lifetime
in Thin Film of a SOI-Based Silicon Spin FETs . . . . . . . . . . . . . . . . . 127
Dmitri Osintsev, Viktor Sverdlov and Siegfried Selberherr

Quantum Noise in Nanotransistors. . . . . . . . . . . . . . . . . . . . . . . . . . . 151
Alexander Orlikovsky, Vladimir Vyurkov, Igor Semenikhin
and Vladimir Borzdov

Non-volatile Memory of New Generation and Ultrafast
IR Modulators Based on Graphene on Ferroelectric Substrate . . . . . . 163
Maksym V. Strikha

Scanning Probe Microscopy in Practical Diagnostic:
3D Topography Imaging and Nanometrology . . . . . . . . . . . . . . . . . . . 179
Petro M. Lytvyn

Part III New Functional Nanomaterials and Nanoscaled
Devices for Energy Harvesting, Light Emission, Optoelectronics
and THz Range

Towards Self-Powered Systems: Using Nanostructures
to Harvest Ambient Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
Gustavo Ardila, Anne Kaminski-Cachopo, Marco Pala,
Alessandro Cresti, Laurent Montès, Vincent Consonni,
Ronan Hinchet, Jérôme Michallon, Mehdi Daanoune,
Mauro Zanuccoli, Claudio Fiegna and Mireille Mouis

Energy Harvesting Using THz Electronics . . . . . . . . . . . . . . . . . . . . . 241
Stephen Hall, Ivona Z. Mitrovic, Naser Sedghi, Yao-chun C. Shen,
Yi Huang and Jason F. Ralph

Uncooled Detector Challenges for mm/sub-mm Range . . . . . . . . . . . . 267
Fedor Sizov, Mykola Sakhno and Alexandr Golenkov

Structural and Luminescent Properties of Carbonized Silicon
Oxide Thin Layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297
Andrii V. Vasin

viii Contents

http://dx.doi.org/10.1007/978-3-319-08804-4_7
http://dx.doi.org/10.1007/978-3-319-08804-4_7
http://dx.doi.org/10.1007/978-3-319-08804-4_8
http://dx.doi.org/10.1007/978-3-319-08804-4_9
http://dx.doi.org/10.1007/978-3-319-08804-4_9
http://dx.doi.org/10.1007/978-3-319-08804-4_10
http://dx.doi.org/10.1007/978-3-319-08804-4_10
http://dx.doi.org/10.1007/978-3-319-08804-4_11
http://dx.doi.org/10.1007/978-3-319-08804-4_11
http://dx.doi.org/10.1007/978-3-319-08804-4_12
http://dx.doi.org/10.1007/978-3-319-08804-4_13
http://dx.doi.org/10.1007/978-3-319-08804-4_14
http://dx.doi.org/10.1007/978-3-319-08804-4_14


Preparation, Luminescent Properties and Bioimaging
Application of Quantum Dots Based on Si and SiC. . . . . . . . . . . . . . . 323
Valeriy A. Skryshevsky, Tetiana Serdiuk, Yuriy E. Zakharko,
Sergei A. Alekseev, Alain Géloën and Vladimir Lysenko

Rare Earth Implanted MOS Structures: Advantages
and Drawbacks for Optoelectronic Applications . . . . . . . . . . . . . . . . . 349
Lars Rebohle

Part IV NanoSensors and MEMS/NEMS

Silicon and Germanium Junctionless Nanowire Transistors
for Sensing and Digital Electronics Applications . . . . . . . . . . . . . . . . . 367
Yordan M. Georgiev, Ran Yu, Nikolay Petkov, Olan Lotty,
Adrian M. Nightingale, John C. deMello, Ray Duffy
and Justin D. Holmes

SOI-Based Microsensors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 389
Daniel Tomaszewski, Michał Zaborowski, Krzysztof Kucharski,
Jacek Marczewski, Krzysztof Domański, Magdalena Ekwińska,
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Part I
Nanoscale CMOS

Materials and Devices



Engineered Substrates for Advanced
CMOS Technology Nodes
and More-Than-Moore Applications

Konstantin K. Bourdelle

Abstract Traditional planar bulk or partially depleted SOI (PDSOI) CMOS
transistor architectures at present leading edge of miniaturization are plagued by
limitations due to unacceptably high current leakages and variability. To cope with
these intrinsic limitations there is a need to introduce innovative technologies
which take advantage of the benefits of Fully Depleted (FD) devices. There are
two main architectures for the undoped channel FD device: 3D FinFETs (SOI or
bulk-based) and 2D FDSOI-based transistors. Both of them are being introduced in
high volume manufacturing (HVM). A pioneer of SOI concept, silicon on sapphire
(SOS) substrates, have recently entered a mainstream radio frequency (RF)
application market. Other flavors of engineered substrates, e.g. for photonics or
3D-based applications, have moved from research to industrial development
phase. In this work an overview of the recent advances in the development of the
engineered substrates for More Moore and More-than-Moore applications will be
presented.

1 Introduction

Over past decades, exponential gains in computational power have fuelled
unprecedented progress in innovation and economical growth which has provided
considerable benefits to society and has also enabled entirely new businesses such
as e-commerce, social networking and mobile devices. This expected progress,
however, now becomes threatened: an end to the gains in computing power and the
raise of power consumption. The purely dimensional scaling era worked well
down to 130 nm node. Since then such model of scaling has become less pro-
ductive in improving CMOS performance due to increases short-channel effects
(SCE). The local strain technologies were then introduced as mobility boosters.

K.K. Bourdelle (&)
Soitec, Parc Technologique Des Fontaines, 38190 Bernin, France
e-mail: konstantin.bourdelle@soitec.com

� Springer International Publishing Switzerland 2014
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These boosters, however, have started to run out of steam in the recent years
mostly due to the bottleneck issues related to the leakage and device/circuit var-
iability. That prompted the leading industry players to adopt FD device archi-
tectures: ultra-thin body and buried oxide (BOX) UTBB SOI (at 28 nm node) [1]
and FinFET (at 22 nm node) [2]. Most important these two innovations feature
new device geometry as compared to their planar bulk or PDSOI predecessors.

The limitations of Si-based CMOS, including FD devices in reaching high
performance requirement are mostly due to reduction of the efficiency of uniaxial
strain at 14 nm node and beyond. High mobility channel/substrate engineering is
essential to boost performance especially for NMOSFETs. The corresponding
innovative solutions must be: (i) Compatible with large diameter Si substrates to
fully utilize existing platform therefore necessitating co-integration of Ge and III–
V materials; (ii) Multigate devices will be needed to address the SCE issues; (iii)
The solutions must meet defectivity as well as multi-VT requirements. They also
must assure functional system on chip (SOC) circuits with high yield in HVM and
be ‘‘economically affordable’’ based on the criteria of a broad consumer elec-
tronics market. Using Smart CutTM technology SOI/UTBB-like devices with
undoped and high mobility channels on thin insulator film can be fabricated in the
heterogeneous integration concept. The technology is capable to address lattice
mismatch challenges and transfer high quality ultra-thin (15–25 nm) Ge/III–V
films on Si substrates.

The definition of the substrates for More than Moore applications is rather
broad and varies from source to source. Such applications would/might incorporate
RF, power, photonics, imagers and micro electro mechanical systems (MEMS)
devices. Soitec SOI product line to address some of these applications is depicted
in Fig. 1. In addition, in the recent years 3D integration has appeared is a prom-
ising solution to overcome the limitations of size reduction and to increase circuit
performances and functionality. By offering heterogeneous integration, shorter
interconnection lengths and lower cost, this technology can address both More
Moore and More than Moore applications.

2 Engineered Substrates for More Moore Applications

In this section the emphasis will be made on FD device architectures (2D and 3D)
with Si channels. In addition the new channel materials, strained Si (sSi), Ge and
III–V alloys, and corresponding substrates requirements will be reviewed in the
context of the potential introduction of the nanowire (NW) devices for sub-10 nm
technology nodes.

4 K.K. Bourdelle



2.1 Planar FDSOI Technology

2D FDSOI-based devices have been extensively studied for more than 20 years.
Their benefits are well documented: e.g. better immunity to SCEs and to random
dopant fluctuations [1]. In addition, FDSOI substrates with thin, B25 nm, BOX
(UTBOX) address a major challenge of undoped channel devices, i.e. fabrication
of multiple threshold voltage, VT, devices with dynamic VT modulation. That is
done by formation of different ground planes (GP) below the BOX and back
biasing (VB). Such strategy is also attractive due to the possibility to reuse the bulk
forward (FBB) and reverse (RBB) biasing techniques historically developed for
planar bulk CMOS technologies. Top Si layer thickness (typical thickness
B15 nm) non-uniformity was a formidable challenge to overcome before con-
sidering industrialization of 2D FDSOI technology for mainstream SOC applica-
tions. In FDSOI devices the Si thickness is strongly coupled to the MOSFET
parameters, e.g. significant thickness non uniformity results in non acceptable VT

fluctuation. Typical uniformity requirements include within-the-wafer and wafer-
to-wafer uniformity. Their combination is defined as layer total thickness variation
(LTTV) and determines the overall manufacturing process window. LTTV of top
Si has to be in the nanometer range for all wafers and all sites in order to meet the
FD specifications.

Fig. 1 SOI product line. The top Si layers with thickness larger than 1 lm are obtained with the
additional epitaxial step

Engineered Substrates for Advanced CMOS Technology Nodes… 5



Fabrication of UTBOX substrates is based on the conventional Smart Cut
process depicted in Fig. 2. Uniformity of thin BOX thickness is defined by the
donor wafer oxidation process step. Top Si thickness control is determined by ion
implantation, splitting and finishing steps. Figure 3a shows that via thorough
optimization of these steps within the wafer thickness uniformity ±4 Å is
achieved, as measured by optical ellipsometry with 41 points mapping [3]. To
address wafer to wafer uniformity challenge the Advanced Process Control (APC)
was implemented at post-split process module [4]. APC includes a specific tailored
clean, which reduces a wafer to wafer SOI thickness variation from a standard
±10 Å (as obtained through usual tool to tool matching) down to less than ±2 Å.
The LTTV performance for UTBOX (12 nm top Si and 25 nm BOX) substrates
currently available for HVM is currently as follows: top Si thickness maximum
variation of ±5 Å (6r value, all sites, all wafers), corresponding to an overall
1.6 % 1r thickness control (Fig. 3b).

Device scale thickness variation is monitored by micro-roughness measure-
ments using Atomic Force Microscopy (AFM) technique. Optimization of the
thermal smoothing step in the finishing module (the step is driven by the surface
diffusion of Si atoms) has lead to significant improvement in surface roughness of
the fully processed UTBOX wafers. As a result the surface quality of the UTBOX
family of substrates is currently very close to that of the polished bulk wafers. That
is confirmed by the comparison of Power Spectral Density (PSD) curves obtained
from 30 9 30 lm2 AFM scans (see Fig. 4). The corresponding root mean square
(RMS) values have been reduced from the previously reported 2.0 Å [4] down to
current 0.8 Å. Peak to valley (PV) local thickness variation has improved from 20
to 8 Å. The reported 8 Å PV measured performance is close to the theoretical
minimum of 7 Å [3].

Fig. 2 Schematics of smart cut process flow used in the fabrication of UTBOX wafers [3]
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As mentioned above ultrathin Si films are today combined with ultrathin BOX
layers to fabricate multi-Vt devices for low power (LP) and SOC applications [1].
Thinning of the BOX leads to increase of the electrostatic coupling with the
substrate via GP contact. This results in effective dynamic Vt modulation of more
than 100 mV for a back gate (BG) biasing in the range of ±1 V (with BOX
thickness of 25 nm). However, to replace 145 nm thick BOX, industry standard
PDSOI technologies, these ultrathin BOX layers must exhibit the same high
quality and reliability. It is of importance therefore to verify that the presence of
many critical steps within Smart Cut flow does not degrade the intrinsic reliability
of ultrathin BOX. In [5] the BOX breakdown reliability of UTBOX25 substrates
was investigated using simple MOS capacitors. Figure 5 shows time dependent
dielectric breakdown (TDDB) distributions obtained for UTBOX25 wafers

Fig. 3 a Ellipsometry map of within the wafer thickness uniformity; b UTBOX 12/25 nm all
wafers all points top Si thickness distribution [3]

Fig. 4 Power spectral distribution from AFM 30 9 30 lm2 scans for polished bulk, PDSOI and
current generation of FDSOI/UTBOX25 substrates [3]
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fabricated with two different process flows (denoted as ‘‘SOI’’ and ‘‘improved
SOI’’) compared with that for the oxide grown on bulk Si wafers. For this range of
oxide thicknesses ([10 nm), TDDB is driven by the oxide electric field, EOX,
rather than by the maximum gate voltage VG. Therefore authors [5] used the ‘‘E’’
and ‘‘1/E’’ models to extrapolate the TDDB lifetime at 10 years. It is seen in Fig. 5
that ‘‘improved SOI’’ and bulk oxide exhibit similar 10 years breakdown lifetimes.
By using the ‘‘1/E’’ model, the maximum gate voltage is estimated to 19 V. The
‘‘E’’ model itself is more pessimistic than the ‘‘1/E’’ model consistently with
literature data that lead to lower values. For the standard ‘‘SOI’’ oxide, the lifetime
margin is reduced. Nevertheless, the extracted maximum voltages are 3–6 times
larger than typical back-biases used for the 28 nm node [5].

2.2 3D Multiple Gate Devices

Device and circuit variability has become a major concern, forcing the industry to
consider new transistor architectures for the 28 nm technology generation and
below [1, 2]. Multiple gate devices like FinFETs or Tri-Gate can be fabricated
using either bulk [2] or SOI substrates (see [6] for the recent reference). In FD
architectures the electrostatic integrity and electrical characteristics are controlled
by the thickness of the channel and, in the 3D case, its height and shape. The
process control of these dimensions will play a critical role in the variability of the
new technologies. In [7] the process-induced variability in a FinFET suitable for
the 16 nm technology generation and built on SOI or bulk substrates was studied.
Authors [7], using extensive numerical simulations, have compared the process
sensitivity of key figures of merit including VT, subthreshold slope (SS), drain
induced barrier lowering (DIBL) and fixed overdrive drive current (IODSAT). The
structures of the simulated n-channel FinFETs (FF) are schematically illustrated in
Fig. 6 (left) and main device design parameters are listed in Fig. 6 (right).

Fig. 5 (left) 10-years extrapolation results reported through 1/E model. (right) 10-years
extrapolation results reported through E model [5]
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The map of the IODSAT(SOI)/IODSAT(bulk) ratio in the H/W/LG space is shown in
Fig. 7a. It indicates a performance advantage for the SOI-FF which is typically
5 % over the parameter space. Figure 7b provides a more detailed comparison for
HFin = 35 nm of this IODSAT boost for SOI, showing improved current for nar-
rower Fins, especially when the gate length is short. These data are of interest
when used to assess the performance corners resulting from process variability.
SOI-FF will benefit from a better Fin definition which is defined by the top Si
thickness uniformity of the starting wafers [8]. The process-induced variations
scenarios for bulk-FF and SOI-FF are summarized in Table 1. SOI-FF does have
VT corner range improved by factor two. In addition the range of ISAT variation is
reduced from 28.7 % in the bulk case down to 7.3 % for the SOI. That proves that
better Fin height control directly translates into reduced ISAT variability [7].

Fig. 6 Schematics of the bulk (left) and SOI (center) FinFETs. Device design used in the
simulations (right) (from [7])

Fig. 7 a Colour and contour map of IODSAT(SOI)/IODSAT(bulk) in the experiment space. The
white contour marks the unity ratio where bulk performance is equal to that of SOI. b Detailed
comparison for Hfin = 35 nm of this IODSAT boost for SOI [7]
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2.3 New Channel Materials and New Device Architectures

Carrier mobility improvement becomes necessary to enhance device performance
for the advanced nodes. The combination of high mobility channel and FD devices
architectures is most appealing for high density, high performance, and low
leakage applications. The challenges of scaling of Si-based devices below 11 nm
node (using local strain options) have prompted researchers in recent years to
consider fundamental paradigm change, i.e. replacement of the conventional Si
channel by materials with much higher carrier mobilities: wafer scale strain Si
(sSi), Ge and III–V (see Table 2 below). That would advance CMOS beyond
traditional Si (SOI or bulk), and as a consequence open a new path to performance
increase while still leveraging mature CMOS technology for large diameter Si
wafers.

(a) Tensile strained silicon on insulator (sSOI) substrates represent a
promising option to improve the carrier mobility of NMOS devices, without sig-
nificant degradation of PMOS performance (with proper process integration know-
how). Technical details of fabrication of 300 mm sSOI substrates with top Si
thickness of 12 nm, BOX thickness of 25 nm, and stress level of 1.3 GPa are
described in [9]. Schematics of corresponding Smart Cut process flow is shown in
Fig. 8. Within the wafer sSi thickness uniformity is determined by donor wafer
epitaxy and finishing process steps. Figure 9a shows typical sSi thickness uni-
formity maps (at the thickness range levels at 12 Å and down to 9 Å, measured by
optical ellipsometry technique with 41 points). Note: to get the industrial accep-
tance within the wafer sSi layer uniformity is required to be at the level of more
mature UTBOX family of substrates (described in previous section). Wafer to
wafer sSi thickness control is largely determined by the epitaxy step and is cur-
rently at par with that of UTBOX substrates due to implementation of the APC
module (see Fig. 9b) [9]. Stress uniformity measurements are usually performed
using well established Raman spectroscopy technique [10]. Figure 10a shows
typical stress maps (with 41 measurement points) for an sSOI wafer (sSi thickness
of 12 nm and BOX thickness of 25 nm). Device scale stress variation results
obtained with the same technique (scan size of 80 9 80 lm2) are shown in
Fig. 10b. The stress variation of typically 0.02 GPa RMS is observed (related to
the SiGe buffer layer local relaxation conditions) [9].

The devices fabricated on such substrates showed the gain in performance of at
least 20 % for NMOS as compared to the standard SOI substrate [11, 12]. The
efficiency of back gate bias for VT modulation has been confirmed as well as an
additional performance booster [11]. Figure 11 illustrates main results published
recently for the devices fabricated on the sSOI substrates (stress level of 1.3 GPa
and BOX thickness of 25 nm).

The sSOI substrates are also considered as potential candidates for sub-10 nm
nodes with NW-based devices architectures. The reader is referred, e.g., to [13, 14]
for recent advances. In [13] top-down Si NWs under tensile elastic uniaxial strain
up to 4.5 % were demonstrated. Authors of [14] fabricated inverters based on
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Fig. 8 Schematics of smart cut process flow used in the fabrication of sSOI wafers [9]

Fig. 9 a Typical sSOI within the wafer thickness uniformity mapping. b sSOI wafer to wafer
mean thickness distribution [9]
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uniaxially tensile sSi NW tunnelling field-effect transistors (TFETs). These first
sSi NW complementary TFET inverters show sharp transitions and fairly high
static gain even at very low VDD = 0.2 V [14].

(b) In the last years, the semiconductor industry was re-introducing Ge to
the front end process flows with a steady increase of Ge content in critical device
areas. Pure Ge nowadays (despite limitations related to band-to-band tunnelling) is
considered one of the promising channel materials to replace Si in future PMOS
devices due to its high hole mobility. Technical details of fabrication of 200 mm
GeOI substrates using Smart Cut technology are described in [15]. Figure 12a
shows the picture of fully processed 200 mm GeOI wafer. Since GeOI-based
devices are considered for sub-10 nm nodes such solution must be compatible with
300 mm and potentially 450 mm production environment. That defines the
structure of the donor wafer, i.e. Ge layer epitaxially grown on the bulk Si

Fig. 10 a Within the wafer stress variation for a sSOI wafer. b 80 9 80 lm2 local strain
mapping [9]

Fig. 11 XTEM micrograph of sSOI NMOS device with LG = 30 nm (left). NMOS ION/IOFF

ratio for sSOI and SOI wafers (center). NMOS and PMOS linear VT evolution on back bias
voltage in RBB and FBB modes (right) (from [11])
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substrate. The crystal quality of the transferred Ge layer is of importance for the
device fabrication. The main figure of merit is threading dislocation density, TDD.
Figure 12b shows the current level of TDD in starting material and illustrates the
fact that Smart Cut technology does not degrade the crystal quality obtained in the
donor substrate.

Another way to fabricate the GeOI substrates is condensation technique which
uses SOI wafers as starting material (see [16] for details). Authors of [16] reported
uniaxially strained-Ge nanowire channel formed by improved two-step Ge con-
densation technique, which induced uniaxial stress along the channel direction. To
improve the gate interface characteristics, a GeOx layer was formed by using the
modified magnetron typed plasma at 300 �C on the strained-Ge nanowire surface. A
3.2 nm Al2O3 layer was then grown by using an atomic layer deposition (ALD)
system. NiGe-metal source-drain, S/D, structures were formed by salicide-like
process on the unintentionally doped Ge wire. The fabrication process flow and
cross-section of PMOS device are shown in Fig. 13. Authors of [16] demonstrated a
record-high hole mobility (leff = 1922 cm2/Vs) of a Ge nanowire MOSFET. High
intrinsic transconductance Gmsat of 1.21 mS/lm and low off-current of

Fig. 12 a Picture of fully processed 200 mm GeOI wafer. b TDD in Ge epitaxial film before and
after smart cut layer transfer [15]

Fig. 13 (left) Fabrication process of strained-Ge nanowire MOSFETs with GeOx /ALD-Al2O3

gate stack. (right) Cross-sectional TEM image of the fabricated device [16]
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2.7 9 10-9 A/lm at VD = -0.5 V were achieved for the device with the LG of
45 nm due to the reduced interface state density. ID-VG and ID-VD characteristics of
fabricated strained Ge nanowire MOSFETs with LG = 40 nm and Wwire = 15 nm
are shown in Fig. 14.

(c) III–V channel materials, particularly InGaAs alloys, are considered to
address the challenges of NMOS performance boost. That would necessitate co-
integration of III–V and Ge materials: proof of concept was recently reported in
[17]. The transfer of GaAs and InP layer onto Si substrates using Smart Cut
technology has been described in [18–20]. The pictures of GaAsOI and InPOI

Fig. 14 a ID-VG and b ID-VD characteristics of fabricated strained Ge nanowire MOSFET with
Wwire = 15 nm, LG = 40 nm [16]

Fig. 15 (left) Picture of 3’’ GaAs thin film transferred onto Si [18]. (right) XTEM cross section
of InP film transferred on Si wafer covered with oxide [19]
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substrates are shown in Fig. 15. Recently, IBM-Zurich team has reported high
quality InGaAs/InAlAs heterostructure devices (channel thickness \10 nm) fab-
ricated on Si substrates using Smart Cut approach [21]. The thermal stability of the
bonded layer enabled to integrate III–V MOSFETs at 500 nm pitch using a gate-
first flow featuring raised S/D grown at 600 �C [21]. The process flow and ID–VG

curves are show in Fig. 16. The authors of [21] have stated that the donor wafer
can be recycled for a cost-effective process. This publication proves the fact that
Smart Cut implants do not degrade the electrical quality of InGaAs/InAlAs layers.
The fabrication of strained [22] and high performance (with LG = 20 nm) [23]
InGaAs-OI devices on Si substrates using bonding and etchback (BESOI) tech-
nique has been reported recently by the University of Tokyo team.

Fig. 16 (left) Process flow and schematic for gate-first implant-free UTB InGaAs/InAlAs
MOSFETs on silicon. (right) ID-VG characteristic of a short-channel MOSFET as described in
Fig. 16a with an EOT of 17.5 Å, 10 nm InGaAs channel and 5 nm InAlAs back barrier. Good
electrostatic integrity and ION/IOFF ratio are obtained due to the thin-body structure. The on-
current is limited by the high access resistance below the sidewalls [21]

Fig. 17 a Picture of 6’’ fully processed SOS wafer. b Comparison of effective electron mobility
for BSOS and SOS [24]
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3 Engineered Substrates for More-Than-Moore
Applications

As mentioned above the definition of the engineered Substrates for More-than-
Moore applications is rather broad. In this section the author will focus in on the
RF, photonics and 3D applications.

3.1 RF Applications: SOS and HR-SOI Substrates

Modern engineered substrates technologies are currently successfully used to
fabricate silicon on sapphire (SOS) and Si layers on the high resistivity (HR)
substrate (HR-SOI) to reduce parasitic capacitance and improve RF performance.
SOS substrates feature base wafer resistivity above 10 kX-cm, when for HR-SOI
this value is typically around 1–2 kX-cm. SOS, historically developed via het-
eroepitaxial Si growth on a crystalline Al2O3, has become a first commercial SOI-
based technology. The high crystal defectivity levels inherent to the heteroepit-
axial technique did limit, however, industrial adaptation of SOS substrates. An
alternative, SOS wafers fabricated with BESOI technique (BSOS), has emerged
recently as a substrate solution to address the growing market needs. The photo-
graph of 6’’ fully processed BSOS substrate is shown in Fig. 17a. The data,
published by Peregrine and Soitec team, confirm that BSOS shows[50 % higher
electron mobility as compared to conventional SOS fabricated by direct epitaxy
(see Fig. 17b). These technical results have helped to open new market opportu-
nities for ‘‘first-of-a-kind’’ SOI-based technology.

The availability of CMOS foundry technologies on 200 mm HR-SOI wafers has
made possible high volume fabrication of RF systems, including high quality
passive devices and RF switches [25–27]. The achieved performance was sufficient
to integrate wireless and RF multi-standard multi-band functionalities in Si-based

Fig. 18 Wafers commercially available from Soitec for RF and mixed-mode integration [27]
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SOCs. The inherent transmission line losses, due to the presence of parasitic surface
conduction (PSC), however, limit RF performance of standard HR-SOI substrates
[27]. The non-linear behavior of HR-SOI substrates is also increased due to PSC,
and the generated harmonics at the passive components can have higher power
levels than those from RF switches or other active devices fabricated on HR-SOI.
The increase of BOX thickness provides better isolation, but does not reduce the
parasitic effects. These effects are characterized by a threshold limit in the substrate
losses reduction when increasing Si HR and high harmonic distortion levels
introduced by the substrate itself [26]. Several methods were developed in the last
years to reduce these parasitic effects and to enhance the HR properties of the base
substrate [27]. The introduction of a trap-rich (TR) layer has proved to be an
effective technique to reach the industry standards for transmission line perfor-
mance. The Smart Cut technology used in the fabrication TR HR-SOI substrates has
a moderate cost impact and is compatible with the thermal budgets of typical
CMOS process flows [27]. Figure 18 shows schematics of TR HR-SOI wafer
commercially available from Soitec. TR HR-SOI wafers manufactured with dif-
ferent process flavours were RF-characterized after fabrication of coplanar wave-
guides (CPW): for the details the reader is referred to Ref. [27]. Figure 19a depicts
the effective resistivity versus frequency of CPWs. It confirms the effective resis-
tivity higher than 4 kX-cm for all wafers being tested. Regarding the linear
behaviour parameter, CPW harmonic distortion was always found to be lower than
-81 dBm (for an input power of +15 dBm (Fig. 19b), i.e. more than 95 dBc).

3.2 Substrates for Photonics Applications

The push towards ever increasing data rates coupled with requirement for LP con-
sumption suggests integration of optical components together with Si-electronics,
i.e. development and industrialization of silicon photonics technology. Figure 20a

Fig. 19 a Effective resistivity versus frequency of CPWs on different TR HR-SOI wafers.
b Harmonic distortion of CPWs on different trap-rich HR-SOI wafers. The specification (specs
straight line) for the harmonic distortion corresponds to that of RF switches for GSM/EDGE
transmitter modules (from [27])
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depicts the foreseen electrical limits versus data communication distances [28]. A
typical silicon photonics CMOS process flow starts from an SOI wafer (see
Fig. 20b). SOI is required for the confinement of the light in the optical waveguides.
The light is confined and guided into the silicon strip layer due to the difference of the
two refractive indexes, n: top Si (n = 3.48) and BOX (n = 1.45 for SiO2). The
thicknesses of top Si and BOX layers are chosen accordingly to the selected range of
the operating wavelengths. The top Si thickness is typically in the range of about
0.2–0.5 lm, whereas for the BOX it is[1 lm. To support today’s R&D efforts top
Si thickness uniformity is currently about ±10 nm. In order to gain wide-range
industrial adoption the ultimate uniformity is targeted at the level of ±1 nm.

Fig. 20 a Electrical data rate limits for different data communication distances. b CMOS silicon
photonics device cross-section [28]
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Another potential application of Smart Cut technology in photonics is related to
the fabrication of Bragg reflectors with top crystalline Si layer. Such reflectors
provide high coupling efficiency, represent a fundamental building block for a
number of devices (such as optical microcavities), and increase the quantum
efficiency in resonant cavity enhanced photodetectors (while preserving high-
speed operation) [29]. The proof of concept was demonstrated in [29] where
conventional BOX was replaced with alternating multi-layer Si/SiO2 stack.

3.3 Substrates for 3D Integration

The emerging field of 3D integration aims at providing highly integrated systems
by vertical stacking, connecting various materials and functional components
together. Due to stringent reliability standards, a fundamental challenge of direct
bonding technology is to achieve a mechanical bond between the face-to-face
bonded wafers without intermediate materials. To address these challenges, Soitec
and CEA-LETI have developed two wafer-to-wafer (W2W) stacking technologies:
Smart StackingTM and low-temperature Smart CutTM. These technologies provide
reduction of process cost and sub-micron alignment capability. Smart Stacking is a
W2W stacking platform for partially or fully processed wafers (see Fig. 21).

Fig. 21 Process schematics of the smart stacking technology [30]

Fig. 22 W2W alignment accuracy across 300 mm wafer [31, 32]
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The technology incorporates surface conditioning, room temperature (RT) low
stress bonding with precision alignment, low-temperature post-bond anneal,
grinding and thinning. RT bonding ensures low thermal expansion mismatch, less
stress and mechanical deformation, which are critical to achieve required level of
alignment accuracy. W2W alignment accuracy of *0.2 lm across 300 mm
wafers was demonstrated (see Fig. 22). To address the thermal budget constraint
imposed by stacking of the backend of the line (BEOL) processed wafers (i.e.
\400 �C), specific pre-bonding surface conditioning and a post-bonding thermal
treatment were developed with the aim to increase the bonding strength. High
bonding energies were achieved, providing compatibility with following wafer
grinding and thinning processes [31, 32].

• Blanket Wafer • Processed Wafer

• Processed wafer with thin layer 
transferred

• Recycle donor Si wafer

Crystalline -Si
Box

Dielectric or Metal bonding

CMOS

Fig. 23 Process schematics of the smart cut technology for 3D stacking [33]

Fig. 24 Uniform thin Si film with low roughness transferred at low temperatures [33]
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(a) Well established oxide-oxide bonding technology is a promising way for
Smart Stacking 3D integration. Direct bonding of two oxide surfaces, however,
requires thorough control of surface preparation. The Smart Stacking technology
was demonstrated on 300 mm wafers with more than 10 layers of backend metal
and a deposited oxide layer on top acting as the bonding layer. Wafer topology was
controlled by a chemical-mechanical polishing process that maintains wafer edge
quality and wafer micro-roughness \5 Å RMS. This process is fully compatible
with common interconnect planarization technologies [32].

(b) Smart Stacking based on low-temperature patterned metal bonding
enables the formation of electrical contacts during the stacking process: a prom-
ising path for high-density 3D interconnects. Non-thermo compression bonding,
unlike thermo compression option, is performed RT under atmospheric pressure
and is based on molecular adhesion between surfaces in contact. The bonding
process does not require any additional processing steps: standard dual-damascene
processes and surface treatment techniques are optimized to ensure smooth
hydrophilic surfaces [31]. The bonding can be done directly after standard backend
processes and can be adapted for via middle and via last integration schemes.
Authors [31] investigated this bonding option for copper pad sizes varying from 5
to 500 lm with a pitch of 10 and 40 lm; excellent bonding interface defectivity
was demonstrated.

(c) Smart Cut technology is a promising option for monolithic 3D
integration. E.g. blanket single-crystal Si layers can be transferred on a processed
wafer and ‘‘second level’’ of devices and circuits will be fabricated afterwards in
the Si film (see Fig. 23). This approach is based on the optimization of the bonding
energy with the reduction of the overall thermal budget (as done for Smart
Stacking) as well as optimizing the splitting kinetics to achieve layer transfer at
low temperature (\350 �C) [32]. The W2W direct bonding used in Smart Cut
technology could include oxide-oxide or metal-metal bonding [33]. The later
option allows the formation of electrical connections during the bonding process.
Figures 24 and 25 illustrates the recent results (demonstrated on 300 mm wafers)
for the transfer of the 200–400 nm Si layers (with typical uniformity range of
±15 nm) with low surface micro-roughness [33].

Fig. 25 Uniform thin Si film with low roughness transferred at low temperatures. The shown
results are obtained with 5 9 5 lm2 AFM scan [30, 33]
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4 Conclusions and Perspectives

In the last 2–3 years, the application domain of the engineered substrates has gone
through fundamental paradigm change. The ultra-thin-body SOI-based devices/
circuits with undoped channels are entering the advanced phase of industrializa-
tion. Such SOCs feature good performance, high circuit density, competitive
overall cost with completion solutions and low power consumption. The later is of
critically importance for rapidly growing market of portable consumer electronics.
In addition, engineered substrates enable the applications that represent formidable
technical challenge for bulk Si: RF devices with high resistivity substrates, Si-
based photonics, 3D integration, as well as backside imagers and MEMS devices.
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Perspectives of UTBB FD SOI MOSFETs
for Analog and RF Applications
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Abstract Ultra-thin body and buried oxide (UTBB) fully depleted (FD) silicon-
on-insulator (SOI) MOSFETs are widely recognized as a promising candidate for
20 nm technology node and beyond, due to outstanding electrostatic control of
short channel effects (SCE). Introduction of a highly-doped layer underneath thin
buried oxide (BOX), so called ground-plane (GP), targets suppression of detri-
mental parasitic substrate coupling and opens multi-threshold voltage (VTh) and
dynamic-VTh opportunities within the same process as well as the use of back-gate
control schemes [1, 2]. Electrostatics, scalability and variability issues in UTBB
MOSFETs as well as their perspectives for low power digital applications are
widely discussed in the literature [1–5]. At the same time assessment of UTBB FD
SOI for analog and RF applications received less attention. This chapter will
discuss Figures of Merit (FoM) of UTBB MOSFETs of interest for further analog/
RF applications summarizing our original research over the last years [6–15].
Device analog/RF performance is assessed through the key parameters such as the
transconductance, gm, the output conductance, gd, the intrinsic gain, Av and the cut-
off frequencies, fT and fmax. Particular attention is paid to (1) a wide-frequency
band assessment, the only approach that allows fair performance prediction for
analog/RF applications; (2) the effect of parasitic elements, whose impact on the
device performance increases enormously in deeply downscaled devices, in which
they can even dominate device performance. Whenever possible, we will compare
FoM achievable in UTBB FD SOI devices with those reported for other advanced
devices.
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1 Introduction

Enormous progress of the semiconductor technology during the last decade is mostly
driven by the continuous demand for the increase of the operation speed and the
integration density of complex digital circuits. In order to be able to continue device
scaling down to 20 nm and beyond, both new materials and new device architectures
are unavoidably employed. Therefore, nowadays we deal not simply with propor-
tional shrinking of respective device dimensions, but as well as with new architec-
tures and materials in both channel and gate oxide. Both these factors will evidently
affect analog/RF device features. From the device architecture point of view, two
main contenders clearly appear as able to satisfy ITRS requirements for device
downscaling: planar FD SOI with ultra-thin body and ultra-thin BOX (so-called
UTBB, or UTBOX, or UT2B or ETSOI) and multiple-gate devices or MuGFET.

Focus of this chapter is UTBB FD SOI MOSFETs, while some benchmarking
with other devices is provided whenever possible. Main features which allow
UTBB FD SOI withstanding ITRS requirements for 20 nm-node and beyond are
the following:

• outstanding electrostatic integrity;
• effective suppression of fringing fields through the BOX (by BOX thinning);
• ease of heat exhaust through the thin BOX and thus attenuated self-heating

(SH) is expected;
• possibility of back-gate control schemes implementation.

However, lateral coupling of source and drain through the substrate is enhanced
in the case of thin-BOX devices. This calls for realization of highly-doped layer
just under the BOX, or so-called Ground Plane (GP), which screens or prevents
electric field lines penetration into the substrate and thus coupling through the
substrate. Furthermore, GP opens a practical way for multi-VTh and back-gate
biasing schemes realization.

Technological aspects, electrostatics, scalability and variability issues in UTBB
FD SOI MOSFETs as well as their perspectives for low power digital applications
are widely discussed and shown to be excellent [1–5]. However, till now almost no
attention has been paid to analog and RF performance of these devices. Similarly,
UTBB MOSFET small-signal behavior in a wide frequency range is rarely dis-
cussed except in our works issued during last 3 years [6–15].

2 Devices

UTBB FD SOI MOSFETs discussed in this chapter have been processed at CEA-
Leti on UNIBONDTM SOI wafers with either 25 or 10 nm-thick BOX. Wafers
without GP, with n- and p-type GP are considered. The Si film in the channel
region is thinned down to 7–8 nm, depending on the wafer, and left undoped.
Elevated source-drain structures are employed to reduce parasitic resistance. The

28 V. Kilchytska et al.



gate stack is formed by a HfSiON dielectric with the equivalent oxide thickness of
*1.3 nm and a TiN electrode. More process details can be found e.g. in [1, 2].

The studied devices are n-channel MOSFETs with the gate length L ranging
from 30 nm to 10 lm and the channel width W from 80 nm to 10 lm. Multi-
fingers devices are used and embedded in coplanar waveguide access pads for
performing RF characterization.

3 MOSFET’s Key Parameters and Methodology Applied

It is worth firstly to list the key device parameters and FoM of interest for analog/
RF applications and describe the methodological approach, which allows a fair
comparison of different devices under different bias conditions.

Main key-factors of any MOSFET are: cut-off frequencies (fT and fmax) and
intrinsic voltage gain (Av0), which itself varies in a frequency range (as will be
discussed in Sect. 5):

fT ¼ gm

2 � p � Cgg
; ð1Þ

Av0 ¼ gm

gd
¼ gm

Id
� VEA 6¼ constðf Þ ð2Þ

These key factors in turn depend on such device parameters as transconduc-
tance (gm), drive/drain current (Id), output conductance (gd), Early voltage
(VEA = Id/gd), gm/Id, gate capacitance (Cgg), etc. One should not forget as well
about parasitic capacitance and resistance elements (as will be discussed below).

If one considers the application circuit level (e.g. amplifier), then it involves
gain bandwidth product, GBW, which depends in turn on the same device
parameters (gm/Id and Id):

GBW ¼ gm

2 � p � CL
¼ gm

Id
� Id

2 � p � CL
; ð3Þ

where CL is load capacitance.
From methodological point of view, a very useful approach for analog per-

formance assessment of different devices is calculating gm/Id as a function of
normalized drain current [16, 17]. Firstly, because such plot gives a complete
picture of studied device, which is valid for different applications: from base-band
applications, where high gain, high precision is needed, to high frequency appli-
cation where high drive current is requested (Fig. 1). Secondly, as gm/Id is
inversely proportional to the subthreshold swing, S in weak inversion regime and
proportional to l�Cox/n (where l is mobility, Cox is oxide capacitance and n is body
factor) in strong inversion, such plot is independent of threshold voltage, VTh, of
substrate/back gate (or body) bias, Vbg and to the first order is also independent of
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L. In practice, one may fix gm/Id value and extract corresponding Id/(W/L) values as
shown in Fig. 1. This allows assessment of device performance purely related to
physical parameters as l or body factor, thus providing a fair comparison of
devices issued from different technologies, featuring different dimensions and
operated at different conditions.

Figure 2 presents the complete small-signal equivalent circuit of a MOSFET. It is
important to clearly distinguish between intrinsic elements, i.e. related to the device
itself and extrinsic (or parasitic) elements, as access resistances, fringing and overlap
capacitances. Parasitic capacitive components (for instance, capacitive coupling
between source and drain through the BOX and substrate, fringing gate-to-source
and gate-to-drain coupling, etc.) attain particular importance at high/RF frequencies.

With device length scaling down, importance of parasitic components increases
enormously. Parasitic elements can even dominate the device performance (as will
be shown in Sect. 6). Thus, ability of separate extraction of ‘‘intrinsic’’ and
‘‘extrinsic’’ elements in advanced nowadays technologies becomes crucial. Firstly,
this allows for predicting ‘‘intrinsically’’ achievable idealistic or target values one
can reach with optimization of parasitics. Secondly, for the process/configuration
optimization, it is important to know wherefrom the problem comes (either
intrinsic or extrinsic part). Indeed, if extrinsic part limits device performance, any
innovations introduced to boost intrinsic performance (e.g. strain, orientation, etc.)
will give negligible improvement to the final device performance.

Considering equivalent circuit shown in Fig. 2, MOSFET expressions for cut-
off frequencies (Eq. 1) become more complex, accounting for parasitic elements
and clearly reflecting SCE (through Cgs/Cgd ratio):

fT � gm

2 � p � Cgs
� 1

1 þ Cgd

Cgs

� �
þ Rs þ Rdð Þ � Cgd

Cgs
� gm þ gdð Þ þ gd

� � ð4aÞ

Fig. 1 gm/Id versus Id/(W/L)
curves for 28 nm-long UTBB
FD SOI nMOSFET measured
at different Vbg from -2 to
2 V. Vd = 1 V. Dashed lines
are drawn to represent
Id/(W/L) extraction approach
at a fixed gm/Id = 10 or
5 V-1
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fmax � gm

4 � p � Cgs
� 1

1 þ Cgd

Cgs

� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gd Rg þ Rs

� �
þ 1

2 �
Cgd

Cgs
Rs � gm þ Cgd

Cgs

� �r ð4bÞ

With length shrinkage, Cgd/Cgs ratio increases indicating the lost of a gate
control over the channel and dominance of control from the drain (increase of
capacitive coupling between gate and drain). Comparing Eqs. 4a, 4b and 1 one can
see that this effect can strongly degrade ‘intrinsic’ cut-off frequency. Next to that,
fT and fmax are degraded by the parasitic access resistances, Rs and Rd. Gate
resistance, Rg, however, affects only fmax (see Eq. 4b). According to Eq. 1, as gm is
inversely proportional to L and proportional to W, while Cgg is proportional to the
area, fT is expected to increase with L and be independent of W. However, this does
not hold in experiments due to strong parasitic effects (as will be shown in Sect. 6).

Extraction of a complete equivalent circuit demands S-parameter measurements
in a wide frequency range. Therefore, adequate structures with RF access pads
must be included in the layout from a very beginning of the technology devel-
opment. Details on the extraction procedure can be found for instance in [18].

4 UTBB FD SOI MOSFET Analog FoM

4.1 Benchmarking with Other MOSFETs

Extended benchmarking of analog FoM of UTBB FD SOI MOSFETs with respect
to other both planar FD SOI MOSFETs and multiple-gate SOI-based FinFETs was
performed in [6]. Table 1 summarizes analog FoM achievable in UTBB FD SOI
with different geometries and compares them with SOI FinFET ones. One can see
that UTBB FD SOI devices feature rather high values of Id, VEA, Av0, gm_max,
which are comparable and in certain cases can be even higher than in another

Fig. 2 MOSFET complete small-signal equivalent circuit, including both intrinsic (denoted ‘i’)
and extrinsic (denoted ‘e’) elements
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advanced architecture as FinFET. This becomes more visible in gm/W versus Avo

metric plotted in Fig. 3 for various device architectures with different gate lengths.
It reveals that UTBB FD SOI MOSFETs clearly outperform planar MOSFETs and
non-optimized FinFETs. UTBB FD SOI MOSFETs are also very close and can
even outperform optimized FinFETs particularly if narrow channel devices
(offered simultaneously higher gm/W and higher Avo) are used.

It would be important to point out that UTBB FD SOI MOSFETs maintain their
excellent performance in a wide temperature range, with very limited degradation
of main parameters [6]. For instance, only 5 dB reduction of Av0 was observed
over 200 �C. This makes UTBB FD SOI MOSFETs particularly attractive for
high-precision analog circuits. Furthermore, Avo was demonstrated [6] to be
maximized in the moderate inversion regime (at *VTh), which is beneficial for
low-power applications.

4.2 Effect of GP and Back Gate Bias

A unique feature of UTBB FD SOI architecture is related to the possibility of back-
gate biasing. In order to implement this back-gate biasing scheme, a highly-doped
region, or ground plane, should be formed just below the BOX. Realization of GP
region requires heavy implantation through the Si film and hence one can think
about possible l degradation. Next to that, GP suppresses substrate depletion, which
means that there is no ‘‘BOX thickening’’ (provided by substrate depletion region)
and hence body factor might be higher comparing to the no-GP case. Therefore, the
question is ‘‘how these two facts affect Analog FoM?’’ Answering this question,
[3, 8] demonstrate that gm_max and Id values stay almost unaffected. In the same time
[8] reveals the sensitivity of the intrinsic gain to GP realization and hence a special

Fig. 3 gm/W as a function of Av0 for different devices and processes. Vd is in saturation (1 V in
our works and 1.1 V in [19] ). Vg = VTh + 0.6 V, Vbg = 0 V. L = 30 nm–1 lm for UTBB FD
SOI MOSFETs. L = 45 nm–1 lm for FinFETs. Lines are intended to guide eyes
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care has to be taken in order to assure high doping level just under the BOX. If the
GP implantation is not well adjusted some reduction of intrinsic gain may appear
(due to DIBL and related VEA degradation) [8].

Effect of back-gate biasing on electrostatic and digital figures have been widely
studied [3–5]. In this section we discuss how back-gate bias application affects
analog FoM. From one side, negative back-gate bias results in VTh increase and
hence on-current Ion reduction, but in the same time it provides S and DIBL
decrease (i.e. improvement). From another side, application of positive Vbg pushes
channel centroid [5] to the bottom Si/BOX interface and hence higher gm and Ion

(due to higher l values [20]) might be expected. These two trends give a clear
trade-off for analog FoM. [6] demonstrates that 5–10 % enhancement of Id and gm

may be achieved by application of positive Vbg and that 5–10 dB higher Avo is
reached in the case of negative Vbg. Thus, trends in Id and Av0 dependence on the
back-gate bias are opposite and hence the choice of ‘‘positive’’ or ‘‘negative’’ bias
application for performance boosting finally depends on the target application
(either high Id or Av0) (Fig. 4).

Another way to boost the device performance available in UTBB devices with
GP is realization of so-called asymmetric double-gate (ADG) regime, i.e. gate to GP
connection Vg = Vbg (inset in Fig. 5), similar to DTMOS regime in PDSOI devices.
[2, 8] reveals that such regime does not only allow improved SCE control, but also
*20 % performance enhancement in terms of Id and gm (Fig. 5). This evidently
results into improved gm versus Avo metric; more details can be found in [8].

Even further performance boost can be expected in the case of so-called quasi-
double gate (QDG) realization, i.e. simultaneous sweep of top and back gates with
a certain coefficient k (k [ 1) Vg = k*Vbg [12, 14]. Possibility of VTh modulation
together with improved SCE control accompanied by improved Ion and constant
Ioff achieved in QDG mode can be exploited for digital applications. Higher gm and

Fig. 4 gm/W as a function of Av0 for different Vbg. Vd = 1 V. Vg = VTh + 0.6 V.
L = 30–100 nm. Lines are intended to guide eyes. Inset-table summarizes effect of back-gate
bias polarity on main analog FoM
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Id combined with a lower DIBL (and hence higher Av0) (Fig. 6) can potentially be
exploited for analog applications. Thinner BOX evidently appears more promising
for QDG realization [14], allowing lower k values for the same performance boost
level (Fig. 6). More details on advantages of QDG mode and its exploitation for
boosting the sleep transistor performances in the practical use case of a power-
gated processor can be found in [13, 14].

5 Wide Frequency Band Assessment

This section points out an importance of the wide-frequency band assessment.
Indeed, above-discussion was built on DC results but cited figures of merit vary
over frequency. Figure 7 quasi-schematically shows simulated gd variation as a
function of frequency in FD SOI MOSFET. Increase of output conductance with
frequency results in turn into decrease/degradation of intrinsic gain. This graph
points out that solely DC and/or RF based extractions are not sufficient to repro-
duce and predict device behavior at different frequencies. Usual DC-based
extractions give overestimated performance, whereas purely RF-based one, done
in GHz range, underestimates device performance in MHz region. Only wide
frequency band measurements allow a complete picture and thus fair analysis and
comparison of different devices.

Different effects contribute to gd variation with frequency.

Fig. 5 gm and Ion improvement in ADG mode comparing to a standard single-gate (SG) mode
(calculated as gm_ADG/gm_SG and Ion_ADG/Ion_SG) as a function of DIBL improvement in ADG
mode (=DIBLSG - DIBLADG). Insert schematically shows ADG regime. gm is taken at
Vg = VTh + 0.6 V and Vd = 1 V. Ion is taken at Vg = Vd = 1 V. L = 30–250 nm. BOX
thickness, TBOX = 10 nm

Perspectives of UTBB FD SOI MOSFETs for Analog and RF… 35



gdðf Þ ¼ gd in þ Dgd FBðf Þ þ Dgd SHðf Þ þ Dgd SUBðf Þ ð5Þ

The frequency independent intrinsic term gd_in is related to channel length
modulation and DIBL. The second term, Dgd_FB related to the floating body effect
can be for the first order neglected in thin-film FD SOI MOSFETs under standard
operation conditions. Two main reasons for gd variation with frequency in
advanced FD SOI devices are related to self-heating, Dgd_SH and source-to-drain
coupling through the substrate, Dgd_SUB. Self-heating effect and its increased

Fig. 6 Ion improvement in ADG mode comparing to a SG mode (calculated as Ion_QDG/Ion_SG) as
a function of DIBL improvement in ADG mode (=DIBLSG - DIBLQDG). BOX thicknesses of 10
and 25 nm are considered. Ion is taken at Vg % VTh. Vd = 1 V. L = 30–250 nm

Fig. 7 Simulated gd variation with frequency in FD SOI nMOSFET. Dashed lines schematically
indicate transitions related to self-heating (SH) and substrate (SUB) effects. Inset-table
summarizes evolution of these effects with technology advances
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importance in SOI-based devices are widely known [21, 22]. Less known, sub-
strate-related frequency dependent effect [23, 24] appears as a result of a substrate
capacitance, Csub variation with frequency resulting in the variation of the
potential at the SUB-BOX interface, which then through gm is translated into gd

variation [23]:

Dgd SUB ¼ ðn � 1Þ � gm � tBGS

tDS
; ð6aÞ

tBGS ffi CBGD

CBGD þ CSBG þ CGBG þ Csub
� tDS ð6bÞ

Frequency dependence of Csub can be represented in a first order by two RC
networks related to majority and minority carriers response [23, 24]. With fre-
quency increase, first minority (in tens-hundreds Hz range) and then majority
carriers (in a 100 MHz range) become unable to follow AC excitation so that Csub

decreases. Thus, two substrate-related transitions appear in gd versus frequency
curve.

Inset-Table in Fig. 7 schematically summarizes how the main effects which
degrade output conductance evolve with technology advances.

Technology progress is mostly motivated by the need of SCE control and thus,
first UTB, then UTBB and finally UTBB with GP were introduced.

Considering SH behavior with device downsizing and related technology
advances, one can expect that

1. With channel length reduction phonon boundary scattering increases, thermal
capacitance decreases, density of the current passing through the device
increases and moreover SOI-like structures, known to suffer from enhanced
self-heating start to be widely employed. All these facts contribute to the self-
heating enhancement.

2. With thinning of the Si film (i.e. UTB devices) interface proximity enhances
interface scattering resulting in thermal conductivity reduction [25] and hence
thermal resistance Rth increase confirmed by simulations (see e.g. [26, 27]).
Thus, self-heating is expected to increase with Si film thinning.

3. With BOX thinning one expects reduction of self-heating due to thinner thermal
barrier and therefore easier heat exhaust from the channel. This assumption was
also confirmed by simulations [26, 27].

4. Finally, GP introduction is not expected, in a first order, to modify SH.

Considering evolution of substrate-related effect with device downsizing and
related technology advances, one can expect that

1. With channel length shortening source and drain become closer to each other
thus naturally enhancing coupling through the substrate. Therefore, substrate-
related degradation is expected to increase [28, 29].

2. There is almost no effect of Si film thinning on the substrate-related effect in a
first order.

Perspectives of UTBB FD SOI MOSFETs for Analog and RF… 37



3. With BOX thinning electric field lines penetrate stronger in the substrate. Thus,
coupling through the substrate is naturally expected to be enhanced. 2D sim-
ulations performed in [28, 29], indeed, confirm this hypothesis.

4. Finally, as GP acts as screen layer preventing substrate depletion and electric
lines penetration, thus, coupling through the substrate and related gd variation
with frequency are expected to strongly reduced.

Figure 8 gives an example of experimental gd variation with frequency in
30 nm long UTBB FD SOI device without GP under different bias conditions.

Firstly, one can see that both SH- and substrate-related transitions clearly
appear in gd frequency response. Secondly, it would be important to point out that
gd variation over the frequency range is very strong: low-frequency values are
about three times lower than those at high frequency. Thirdly, such curves allow
extracting temperature rise in the device [22]:

DT ¼ Rth � Id � Vd; where Rth ¼ Dgd SH

Id þ gLF � Vdð Þ � dId=dTa
ð7Þ

Makovejev et al. [7] reveals that despite the use of ultra-thin BOX, device
temperature in UTBB MOSFETs can reach about 100 �C at high Vg and Vd. The
temperature rise results in 5–7 % Id degradation [11]. However, the main problem
caused by SH in advanced UTBB devices is gd degradation which is an important
issue for analog applications. Finally, it is important to emphasize that in UTBB
devices without GP, substrate-related degradation exceeds SH-related one. This
gives an additional motivation for GP introduction.

Makovejev et al. [10], indeed, demonstrates that p-GP implementation allows
efficient reduction of substrate-related gd transition (Fig. 9) thanks to suppression
of source-to-drain coupling through the substrate. This in turn results in signifi-
cantly smaller Av0 reduction at high frequencies (Fig. 9) [10].

Nowadays UTBB FD SOI devices employ BOX with thickness of either 25 or
10 nm. Makovejev et al. [11] compares them in terms of SH and its effect on the
Analog FoM degradation. It reveals that while temperature rise is indeed stronger
in devices with 25 nm-thick BOX (see inset table in Fig. 10), there is almost no
difference in gd and Id degradation caused by device heating in 10 and 25 nm-thick
BOX devices at fixed bias conditions (Fig. 10) [11]. This suggests that thicker
BOX might be used to reduce e.g. coupling through the substrate, without having
much impact on the Id and gd degradation caused by thermal effects.

Finally, comparing Av0 reduction at high frequencies in FinFETs and UTBB
MOSFETs with GP (Fig. 11), one can conclude that Av0 reduction level is very
similar (*12–15 %) for these two main approaches for deeply downscaled
MOSFET realization. While both SH and substrate-related effects are present in
both types of devices, SH appears as a main source of Av0 variation (*10 %).
Therefore, further developments should be focused on the optimization of device
configuration/materials to ease the heat evacuation.
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6 UTBB FD SOI MOSFETS RF FOM

6.1 Length and Width Dependence

This section discusses the evolution of UTBB FD SOI MOSFET RF FoM with L and
W shrinking down. Thanks to the outstanding SCE control in UTBB FD SOI
MOSFETs gm/gd and Cgs/Cgd ratios (see Eq. 4a, 4b for their effect on fT, fmax) stay
higher than in other technologies [9] thus allowing relatively high fT, fmax (particularly
for the process/devices which were not optimized for RF applications) (Fig. 12).

Fig. 8 The experimental gd frequency response at Vg = 0.6 and 1.2 V, Vd = 1.2 V in the UTBB
FD SOI MOSFET without GP. L = 30 nm. Wtot = W 9 Nf = 0.25 9 80 lm. TBOX = 10 nm

Fig. 9 gd and Av0 variations with frequency with respect to their values at 100 kHz at
Vg = VTh + 0.4 V, Vd = 1 V in the devices with (dashed lines) and without GP (solid lines).
L = 100 nm. Wtot = W 9 Nf = 1 9 30 lm. TBOX = 10 nm
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As was discussed above, ‘intrinsic’ cut-off frequencies are expected to increase
with L scaling down and be independent of W provided that effect of parasitic
elements is not strong. [9] studies L and W dependences of cut-off frequencies and
different parasitic elements. It reveals that while fT increases with length shrinking
(Fig. 12), this increase is smaller then one could expect from Eq. 1. Analysis of
Cgg and gm dependence on L allows for concluding that fT dependence is domi-
nated by Cgg reduction (which is nevertheless lower than expected), while gm stays
almost constant. Another interesting observation to be pointed out is that, con-
trarily to general expectations and results for previous technology generations, in
advanced devices fT may become higher than fmax as a result of strong Rg effect.

Fig. 10 Amplitude of SH-related gd transition as a function of Vg for UTBB FD SOI MOSFETs
with BOX thickness of 10 nm (triangles) and 25 nm (crosses). L = 100 nm. Inset table gives
respective thermal resistance, temperature rise and SH-related analog FoM degradation taken at
Vg = 1.2 V, Vd = 1 V

Fig. 11 Variation of the
intrinsic gain with frequency
with respect to its value at
100 kHz in FinFET (solid
line) and UTBB FD SOI
MOSFET (dashed line) with
pGP
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Furthermore, [9] demonstrates that expected W independence of fT and fmax is not
maintained in UTBB FD SOI MOSFETs. Indeed, both fT and fmax degrade with
W reduction. It is important noting that this trend is opposite to the one obtained
from DC measurements (see e.g. Figs. 3 and 13) thus indicating the role of parasitic
elements which degrade RF performance. Effect of parasitic elements is indeed
confirmed by the equivalent circuit extraction performed in [9, 15]. W reduction was

Fig. 12 fT, fmax, Cgg and gm as a function of gate length in UTBB FD SOI nMOSFET without
GP. TBOX = 10 nm. Wtot = W 9 Nf = 0.5 9 80 lm. Cgg is the total gate capacitance
(Cgg = Cgs + Cgd)

Fig. 13 fT, fmax and Cgg as a function of gate width in UTBB FD SOI nMOSFET without GP.
L = 30 nm. TBOX = 10 nm. Nf = 120
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demonstrated to result in sub-linear Cgg decrease (whereas gm scales down almost
linearly) suggesting strong fringing field effect at the perimeter.

Next section details effect of parasitic elements and distinguishes between
‘extrinsic’ and ‘intrinsic’ values.

6.2 Harmful Effect of Parasitic Elements on FoM

Md Arshad et al. [15] decomposes total (or as measured)Cgg in ‘intrinsic’ Cgg_intr

(i.e. related to ‘useful’ device) and ‘extrinsic’ Cgg_extr (i.e. related to parasitics)
parts (Fig. 14), Cgg = Cgg_intr + Cgg_extr. It is interesting to note that ‘extrinsic’
part is smaller that ‘intrinsic’ one in 100 nm-long devices, but it dominates in the
case of 50 and 30 nm long ones. In fact, Cgg_extr stays almost constant indepen-
dently of the device length. As a result total measured Cgg does not scale pro-
portionally to L.

Next to that, [15] clarifies effect of Rsd on gm extracting both ‘as measured’ and
‘intrinsic’/ideally achievable (i.e. free from Rsd) gm values. With L reduction
impact of Rsd increases and while intrinsic gm continues to growth, ‘as measured’
one stays almost invariable (Fig. 14).

Finally both these above-described effects affect cut-off frequency. [15] distin-
guishes ‘as measured’ fT and ‘intrinsic’ one when first Rsd and then both Cgg_extr and
Rsd effects are withdrawn. ‘As measured’ fT is seen to be strongly degraded com-
paring to the intrinsically achievable one, particularly in the shortest device
(Fig. 15). One can see that while ‘intrinsic’ fT (with Rsd and Cgg_extr withdrawn)
continues to grow strongly with L reduction, ‘as measured’ fT slows down. It is worth
to point out again that the process was not optimized for RF applications and specific
approaches used for reduction of extrinsic Cgg and Rsd lowering were not employed.
From another side ‘intrinsic’ fT with Rsd and Cgg_extr withdrawn is evidently over-
estimated comparing to the really achievable one as parasitic elements are
unavoidably present in real devices. Therefore, [15] goes further and calculates fT
which one could achieve in the case Rsd and Cgg_extr requirements imposed by ITRS
are respected. It demonstrates that in this case fT values of 310 GHz are achievable in
30 nm-long device, i.e. as high as requested by ITRS for LP applications.

Therefore, future work should be focused on the optimization (i.e. minimization)
of the parasitics. There are indeed some works devoted to the optimization of
parasitic elements. For example, ‘‘faceted Source/Drain’’ was demonstrated to be of
interest for the fringing capacitance reduction [30, 31]. Thicker and/or low-k cap-
ping layer, thicker gate, etc. are also discussed as a potential solution for Cgg_extr

reduction [32, 33]. Different silicides, both conventional ones (as NiSi, CoSi, etc.)
and emerging ones (e.g. platinum, erbium or ytterbium) are studied as potential
materials allowing for Rsd reduction [34–36]. Furthermore, different possibilities of
performance improvement by geometry and overlap/underlap optimization are
considered [37, 38]. However, this is a subject of separate discussion which is out of
scope of this chapter. More detailed information can be found e.g. in [15].
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Fig. 14 Measured and intrinsic gm (gm_as measured and gm_intr) (squares) as well as total measured,
extrinsic and intrinsic Cgg (Cgg_total measured, Cgg_intr, Cgg_extr, respectively) (triangles) as a
function of gate length for UTBB FD SOI nMOSFET, without GP. TBOX = 10 nm.
Wtot = W 9 Nf = 0.5 9 80 lm

Fig. 15 Measured fT, fT with Rsd withdrawn and intrinsic fT with both Rsd and Cgg_extr withdrawn
as a function of gate length for UTBB FD SOI MOSFETs without GP. Triangle gives fT
estimation in the case of Rsd and Cgg_extr values from ITRS. TBOX = 10 nm.
Wtot = W 9 Nf = 0.5 9 80 lm. ITRS requirements based on 27 nm technology node FD-SOI
targeted high performance (HP, L = 22 nm) and low power (LP, L = 24 nm) applications are
indicated by dashed lines

Perspectives of UTBB FD SOI MOSFETs for Analog and RF… 43



7 Conclusions

There are two main conclusions which one should keep from this chapter:

1. First conclusion concerns UTBB FD SOI MOSFET performance. This device
architecture features promising performance for analog/RF applications, which is
comparable or even outperform other technologies, particularly in the cases when
combination of high frequency with LOP/LSTP feature is needed. Furthermore,
UTBB FD SOI MOSFETs possess potential for further performance improve-
ment through the optimization of parasitics. This suggests UTBB FD SOI as a
good contender for mobile/wireless applications with LOP/LSTP options.

2. Second conclusion concerns importance of wide frequency band character-
ization. We have shown that performance prediction based on DC data
exclusively may be inaccurate and device benchmarking may appear even
misleading. Next to that, impact of parasitics on device performance enor-
mously increases with L downscaling and hence separation of ‘‘intrinsic’’ and
‘‘extrinsic’’ elements and related performances becomes mandatory in nowa-
days advanced devices. These two points call for the wide frequency band
analysis for a fair FoM assessment. Therefore, adequate structures with RF
access pads should be included in the layout from the very beginning of the
technology development.
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Challenges and Solutions for Very Low
Energy Computation

Francis Balestra

Abstract This chapter addresses the main challenges, limits and possible solu-
tions for strongly reducing the energy per binary switching. Several paths are
possible: the adiabatic logic using a slow clock, which cannot be used for high
performance devices, logic stochastic resonance, feedback-controlled dynamic
gate, or conventional logic with a reduction in the stored energy, therefore a
decrease of device capacitance C (device integration) or applied bias Vdd, which
seems to be the most promising for future ICs. The reduction of the stored energy
in conventional logic can be done with a strong reduction of Vdd using new physics
and/or devices with 60 or sub-60 mV/dec subthreshold swing S, in particular with
the main following concepts: energy filtering (Tunnel FET, with MOS—nanowires
(NW)—carbon nanotube (CNT)—or Graphene, using band-to-band tunnelling to
filter energy distribution of electrons in the source), internal voltage step-up
(Ferroelectric gate FET, inducing a negative capacitance to amplify the change in
channel potential induced by the gate), Nano-Electro-Mechanical-Structures, or
Impact Ionisation MOS devices. We will focus here on the best ones, Tunnel FETs
realized with ultrathin films, multi-gates and/or alternative channel materials,
which could lead to ultra short channel devices with a strong reduction of the
applied bias, together with very good performance and reliability.

1 Introduction

The historic trend in micro/nano-electronics these last 40 years has been to increase
both speed and density by scaling down the electronic devices, together with
reduced energy dissipation per binary transition. We are facing today dramatic
challenges dealing with the limits of energy consumption (static + dynamic) and
heat removal, inducing fundamental tradeoffs for the future ICs.
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The worldwide energy consumption has increased by 40 % these last 20 years.
The ICT part represents 15 % of the electricity consumption and will increase by a
factor 3 in the next 20 years. Today, in 2 days the information generated in the world
corresponds to the one generated between the beginning of the ICT era till 2003.

Therefore, the researches on ultimate reduction of computation dissipation are
strongly needed for the development of future very low power and high perfor-
mance terascale integration and autonomous (nano) systems.

This chapter addresses the main challenges, limits and possible solutions for
strongly reducing the energy per binary switching. Since the 90 nm node, Vdd

scaling has been slowed leading to accelerated energy consumption and heating
and a move from a constant field toward a constant voltage scaling. In 2005 the
increase in microprocessor frequency abruptly ceased, but the integration level
continued to increase and parallel processors were proposed. We are thus facing
dramatic challenges and two main paths are possible for reducing the energy
dissipated, which is the most critical limit for future ICs. The conventional logic
with a reduction in the stored energy and the leakage currents, therefore a decrease
of device capacitance C (device integration) or applied bias V as well as using
novel materials and device architectures, or the adiabatic logic using a slow clock.

The ultimate limit of energy dissipation in irreversible logical operations
require energy dissipation of at least k�T�ln(2) for each bit of information lost
(corresponding to an increase of entropy [1]). Reversible operations can be per-
formed without dissipation. In principle all computations could be performed
without dissipation using only reversible operations [2], however in practice any
computer will dissipate energy (e.g. due to error-correcting codes to maintain
reliable operation, or due to residual resistance for non-superconducting wires and
electrodes). It has recently been shown the possibility of sub-kT energy dissipation
in charging a capacitor adiabatically, with charging energy of many kT delivered to
the capacitor (by charging and discharging the capacitor gradually/adiabatically
the power dissipation is significantly lower—at the cost of lowering the switching
speed) [3]. Therefore, it is possible to use charges, and not necessarily other state
variables, for reversible computation. For irreversible computation (with the least
energy k�T�ln(2)), the ultimate limit of logic switching can be obtained using the
Heiseinberg uncertainty relations, leading to a minimum size of devices of 1.5 nm,
a maximum density of devices of 5.1013/cm2, a minimum switching time of
0.04 ps, inducing a power dissipation of 4.106 W/cm2, which is far beyond the
ultimate theoretical limit for heat removal from 2D Si surface (1000 W/cm2) [4].

The reduction of the stored energy in conventional logic can be done with a
strong reduction in V using new physics and/or devices with sub-60 mV/dec sub-
threshold swing S, which is the limit of MOSFETs at 300 K. The main following
concepts are possible: energy filtering (Tunnel FET, with MOS—nanowires
(NW)—carbon nanotube (CNT)—or Graphene-based, using band-to-band tunnel-
ling to filter energy distribution of electrons in the source), internal voltage step-up
(Ferroelectric gate FET, inducing a negative capacitance to amplify the change in
channel potential induced by the gate), Nano-Electro-Mechanical-Structures, or
Impact Ionisation MOS devices.
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The most promising ones, TFETs, use gate-controlled p-i-n structures with carriers
tunnelling through the barrier and not flowing over. In this chapter, we will address the
most interesting structures that have been proposed using experiments or numerical
simulations, with the aim of reducing the effective mass, the bandgap and/or the
tunnelling length, for increasing Ion and reducing S for several decades of current.

2 Results and Discussion

Irreversible logical operations require energy dissipation of at least k�T�ln(2)
(Laudauer limit). Today, we are very far from this limit, with a switching energy
that is more than 3 decades larger than this minimum value.

The slowdown of Vdd scaling and the substantial increase of the subthreshold
leakage lead to a dramatic enhancement of the dynamic and static power con-
sumption. This power challenge, P * Ioff�Vdd

3 [1], is due to the subthreshold slope
limit, which is 60 mV/dec at room temperature for MOSFETs. A lower limit in
energy per operation exists; it is reached for (Fig. 1) [2]:

Vdd min � S

with a minimum energy:

Emin �C � S2

There are two ways for reducing the swing S:

S ¼ oVg

oðlog IdÞ
¼ oVg

owS|{z}
m

owS

oðlog IDÞ|fflfflfflfflffl{zfflfflfflfflffl}
n

¼ ð1 þ Cs

Cins
Þ kT

q
ln 10

1. Decrease of the transistor body factor m, using Ultra Thin Body SOI, Multi-
gate or Nanowire MOSFETs, Carbon Nanotube or Graphene channels (leading
to m * 1), and Negative Capacitance FETs, or MEMS/NEMS structures
(leading to m \ 1)

2. Reduction of n, using a low temperature operation, which cannot be applied for
traditional applications, or using a modification of the carrier injection mech-
anisms with Impact Ionisation or Band To Band Tunneling.

The best MOSFET devices with S close to its minimum value are using fully
depleted [3, 4] channels (e.g. FD SOI with very thin buried oxide [5]) or fully
inverted ones, with volume inversion [6], that is even better to optimize the control
of the electrostatics [7] of the structure (e.g. Double-gate, Bulk or SOI Tri-gate/
FinFET, Gate-All-Around MOSFET or Nanowire FET).
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Double-gate devices with gate underlap have also shown to lead to a very good
Idsat, a reduction of the DIBL and drain to gate tunnelling current, and a decrease of
the gate capacitance, propagation delay and power [8].

Small diameter Si Nanowire FETs have demonstrated experimentally very good
Ion/Ioff performance [9], with the best Swing (75 mV/dec) obtained by numerical
simulation down to 5 nm gate length (Fig. 2) [10].

However, other innovative devices are needed to overcome the sub-60 mV/dec
barrier.

To outperform CMOS, these new devices, called the small swing/slope
switches (Fig. 3), need an Ion in the range of hundreds of lA, an average subs-
threshold swing far below 60 mV/dec for at least 4–5 decades of Id, a ratio Ion/Ioff

larger than 105 and Vdd lower than 0.5 V.
The Tunnel FETs use interband tunnelling in heavily-doped p + n + junction

with a control of band bending with Vg and a reversed bias p-i-n junction. In these
transistors, the ambipolar effect has to be suppressed by an assymmetry in the
doping level or profile, or the use of heterostructures in the channel between source
and drain.

In order to optimize the Transmission probability for increasing the band-to-
band-tunnelling, we need to propose structures with the aim of reducing the
effective tunnel mass m*, the source bandgap Eg and/or the tunnelling length k,
and increasing the band offset DU between the conduction/valence band of the
source/channel, for enhancing Ion and reducing S for several decades of current.

For the optimisation of Eg, m*, DU a change of materials is needed, and k can
be decreased by a change of device dimension, doping, gate capacitance, gate
overlap on tunnel region, and bandgap using a reduced Tox and tSi, a high-k gate,
an abrupt doping profile, a high source doping, a multi-gate structure or other
materials than silicon.

It is also worth noting that Lg has little effect on Id, a TFET with a hetero-
structure is preferable (small bangap at S and large bandgap at D) and comple-
mentary TFETs are needed for logic circuits.

Figure 4a shows the experimental characteristics of SOI TFETs. A very good
subthreshold swing down to 42 mV/dec is obtained for p-channel operation [11].
Using SGOI and GOI TFETs, strong improvements of the drive current, between
several hundreds and thousands, are obtained compared with SOI transistors

Fig. 1 Lower limit in energy
per operation obtained for the
optimal Vdd
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(Fig. 4b). Ioff is very low but Ion is only of the order of several lA/lm for the best
GOI TFETs.

As it is the case of MOSFETs, technology boosters can also be applied for
TFETs, in particular: high-k, abrupt doping profile at tunnel junction, thinner body,
high S doping, multi-gate, gate oxide aligned with i-region, shorter Lg/i-region.
The results obtained by numerical simulations are illustrated in Fig. 5, where we
can see that short channel thin Si film double-gate TFET with high-k gate
dielectrics and stress at the source junction leads to the best performance with a
substantial increase of Ion and reduction of S [12].

GeSn TFETs have also shown better performance compared with Ge TFETs
(Fig. 6). A strong increase of the driving current together with a substantial
reduction of the swing are obtained [13].

Feedback TFETs [14] and Z2-FET [15], with a forward biased PiN diode, have
shown experimentally very small S (a few mV/dec) together with good Ion,
however for biases larger than 0.5 V.

Interesting performance have been presented for strained Ge Double-gate
TFETs with asymmetric S/D, especially with Si Drain, with a swing down to
50 mV/dec and Ion up to 300 lA/lm for high Vd [16]. However, these

Fig. 2 Substhreshold swing obtained by quantum transport numerical simulation as a function of
device architecture for gate length down to 5 nm: Double-gate strain-Si ultra-thin-body MOSFET
(tSi = 3 nm), X-gate strain-Si and InGaAs nanowires with 3 nm diameter, gate-all-around carbon
nanotube with 1 nm and 0.63 nm diameter

Fig. 3 Comparison between
the MOSFET switch, the
small swing/slope switch and
the ideal switch
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experimental results have been obtained with different biases applied to the front
and back gates due to the different front and back gate oxide thicknesses. We have
shown that an application of Vg2/Vg1 proportional to tox2/tox1 gives an overesti-
mation of the performance of the devices [17].

Single-gate, double-gate and GAA InAs TFETs lead to very good simulated
results (for Vg = Vd = 0.2 V), with S lower than 20 mV/dec for small wire
diameter (down to 2 nm), due to the small effective masses and bandgap of these
III–V materials.

For very short gate lengths, small wire diameters are needed, down to 5 nm or
below, in order to obtain a good subthreshold swing (Fig. 7) [18].

Fig. 4 a Transfer Id(Vg)
characteristics of 100 nm
gate length n- and p-channel
TFETs (tSi = 20 nm); b Ion of
SOI, SGOI and GOI n- and
p-TFETs with Lg = 400 nm
(tSiGe = 20 nm,
tGe = 60 nm, Vd = ±0.8 V,
Vg = ±2 V)

Fig. 5 a single gate SOI,
Lg = 100, 3 nm SiO2, b 4
GPa stress at source junction,
c high-k gate dielectric,
d double gate, e oxide aligned
to i-region, f Lg = 30 nm
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High performances, with Ion up to 1 mA/lm at low Vd, have been demonstrated
by quantum transport simulation on strained InAs NW TFET (Fig. 8), the best
result being shown for a biaxial strain [18].

However, the on current improvements can be frustrated by the degradation of
the swing in the presence of traps. Both traps and surface roughness can also be a
relevant source of device variability for Tunnel-FETs [19].

The first experimental demonstration of S lower than 60 mV/dec (on less than 1
decade of Id) using III-V materials has been shown with InGaAs Heterojunction
150 nm gate length TFET using thin EOT and high source doping, with Ion of a
few lA/lm [20].

Carbon-based tunnel FETs were the first device showing experimentally
S \ 60 mV/dec, down to 40 mV/dec using CNT structures, but with very low Ion

(\1 nA) [21]. Carbon materials have many advantages, in particular: small
effective masses, small and direct bandgap, excellent electrostatic control (UTB),
and could therefore be the best material choice. Graphene has similar properties as
CNT but with planar processing compatibility. However, only theoretical studies
have been performed so far. The high potential for graphene nanoribbons or
bilayers have been shown by simulation [22] (Ion = 100 s of lA/lm, Ioff = few

Fig. 6 Drain current versus gate bias (left) and substhtrehold swing versus drain current (right)
for GeSn TFETs as compared to Ge TFETs obtained by numerical simulation

Fig. 7 Subthreshold swing
versus gate length for GAA
InAs nanowire TFETs for
various wire diameters
obtained by quantum
simulation
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pA/lm, S = 20 mV/dec, Egap = 200–300 meV, Ion/Ioff [ 103 at Vd = 0.1 V) but
have not been confirmed experimentally up to now.

The best trade-off obtained by simulation for Complementary TFET perfor-
mance has been shown with Ge/InAs TFETs, leading to an increase if Ion of
several hundreds compared to all-Si TFETs (Fig. 9) [23].

However, it is worth noting that to date the best TFET performance has been
obtained with Si-based TFET and the experimental results are very poor compared
with numerical simulation. No experimental demonstration of TFET with
Ion [ 100 lA/lm and S \ 60 mV/dec has been shown so far.

Comparisons have been carried out between CMOS and TFET inverters. The
Heterostructure Ge/InAs TFETs showed the most abrupt transition from 1 to 0
state with the highest differential gain and best noise margins. However, enhanced
Miller effects are obtained due to the special capacitance behaviour in TFET
leading to larger effective load capacitance and increased delay time. The best
power-delay product has been shown so far for CMOS compared with Si TFET
and Ge/InAs TFET [24].

Tunnel FETs seem up to now better in energy efficiency for applications with
frequency lower than 1 GHz (Fig. 10) [25].

Fig. 8 20 nm gate length
InAs NW TFET with 5 nm
diameter and different strains
obtained by quantum
simulations

Fig. 9 InAs/Ge C-TFETs
compared with all-Si TFETs
and MOSFETs
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3 Conclusion

The reduction of energy consumption is the main challenge for future electronic
systems due to the very big amount of exchanged and stored data, which is
exponentially increasing. A number of innovations are needed in the following
fields: transistor, memory, devices and interconnects technologies, circuit design
techniques, systems architectures and embedded software.

In the device domain, new physics, materials and device structures are required.
This will enable to continue scaling and performance improvement.

Multi-Gate Nanowire MOSFETs with volume inversion (especially with Si,
sSi) lead to the best short channel effects, S, Ioff, Vdd, P, Emin for MOSFET
architectures.

Tunnel FETs are the best Small Slope Switches up to now, with BTBT allowing
for sub-60 mV/dec subthreshold swing, obtained by simulation and experimental
results. TFETs simulations show promise for very good S, substantial Vdd reduc-
tion and high Ion but additional process improvements are needed to improve real
device performance.

Heterostructures TFET (with Ge, III-V) could be viable solutions for Ion [ 100
lA/lm, Ion/Ioff [ 105 and Vdd \ 0.5 V with improving the technology.

All Si-TFET have shown theoretically the lowest Ioff and poor Ion, but the best
experimental performances have been reported to date with these devices.

Performance boosters require a good design, the best choice of materials, and
integration on Si platforms.

It is also worth noting that the variability of TFET compared with CMOS is
reduced for doping or gate length fluctuations, but is increased as a function of the
high-k gate process, the abruptness of doping at tunnel junction, and the film
thickness in Ultra Thin Body.

TFETs have a better energy efficiency at low or moderate performance level.
They are ideally suited so far for low power and low standby power at moderate
frequency on the order of hundreds of MHz.

Other possible TFET applications are:

• Low power SRAM (6T and 4T Cells), with a strong reduction of Ileakage at low
Vdd

Fig. 10 Comparison of
energy-frequency between
CMOS and TEFT
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• Excellent switch for high temperature due to the independence of the tunnel
effect, Ion and S with T

• ULP analog ICs with enhanced temperature stability.

The biggest challenge is the improvement of Ion without degrading Ioff, with
S \ 60 mV/dec for more than 4 decades of drain current. For that purpose, many
technology boosters are needed together with a substantial improvement of the
technology. The Heterostructure TFET offers the best performance for Comple-
mentary logic in Ultra Thin Body or Nanowire, and can be considered as an add-on
Ultra Low Power device option on advanced CMOS platforms.

Acknowledgments The Sinano Institute Members and the Nanosil and Nanofunction European
Networks of Excellence Partners are acknowledged.
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High-Performance Tunnel FETs
on Advanced FDSOI Platform

Cyrille Le Royer, Anthony Villalon, Mikaël Cassé, David Cooper,
Jean-François Damlencourt, Jean-Michel Hartmann, Claude Tabone
and Sorin Cristoloveanu

Abstract In this chapter, we present Tunnel FETs (TFETs) obtained with a
FDSOI CMOS process flow featuring High-K Metal Gate, ultrathin body com-
pressively strained Si1-xGex (x from 0 to 30 %) based channels, and Si0.7Ge0.3

Raised SD. In-depth characterizations have been conducted to analyze the device
structures (TEM, EELS for atom/layer identification, HAADF STEM GPA for
strain) and device electrical performance (C(V), ID(VG) vs. VDS and temperature,
ION, Sw, tunnel extractions…). We investigate the tunneling improvements due to
the different technological injection boosters: ultrathin body and gate dielectrics,
strain, low band gap source, and low temperature SD anneal. The impact on ID(VG)
curves and thus on ON (and OFF) state current, subthreshold slope is presented
and discussed. For the first time, TFETs with large ON current (up to 428 lA/lm)
are demonstrated (with[91,000 ION gain vs. SOI TFETs, and[935 ION gain vs.
best published pTFETs). Future paths towards further enhanced TFET devices are
also detailed.

1 Introduction

The integrated circuit (IC) using metal-oxide-silicon field-effect-transistors
(MOSFETs) has been developing rapidly for more than 4 decades. This is all
driven by the scaling down of the MOSFET structure, doubling the integration
density almost every 2 years according to Moore’s law. The miniaturization of
MOSFETs has enabled ICs with lower cost, more integrated functions and faster
speed.
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However, there are several physical limits on the MOSFET scaling. The
short-channel effect (SCE), where the drain and source electric fields penetrate into
the channel and reduce the carrier injection barrier in the OFF state, increases
significantly as the gate length (LG) is decreased. This greatly increases the leakage
current and static power consumption. Though new technologies and device
architectures, such as high-k/metal gate stacks, silicon-on-insulator (SOI) and
multi-gate devices, have been proposed to enhance the gate controllability, the
short-channel effect is still one of the main issues for the scaling of MOSFETs.

Another limit of MOSFET arises from the subthreshold slope (Sw). The Sw

swing (defined in Eq. 1) is a criterion characterizing the sharpness of the switch.

Sw ¼ oVG

o log IDð Þ ¼ 1 þ CD

Cox

� �
� ln 10 � kT

q
; Sw ! 60 mV=dec @ T ¼ 300 K ð1Þ

where VG is the gate voltage, ID is the drain current, kT/q is the thermal voltage,
and CD and Cox are the depletion and the oxide capacitances, respectively. Sub
kT/q values for Sw could be obtained by using new physical principles rather than
thermionic injection.

In a MOSFET, the switching process involves the injection of electrons
thermionic (which is temperature-dependent) over an energy barrier. This sets a
fundamental limit to the steepness of the transition slope from the OFF state to the
ON state.

As the gate length of transistors is reduced, improved performance requires that
the supply voltage (VDD) and simultaneously the threshold voltage (Vth) have to be
lowered to keep the overdrive voltage (VDD-Vth) as high as possible (Fig. 1). As a
consequence, the leakage current (IOFF) increases exponentially because the
subthreshold slope Sw for MOSFETs is not scalable but present a minimum value
of 60 mV per decade at room temperature (a +60 mV change for VG is needed to
increase the current by one order of magnitude). Typical values of Sw in advanced
CMOS technology are close to 90-100 mV per decade.

The subthreshold slope (through IOFF) has dramatic influence on the CMOS
circuits’ power consumption (which is defined by Eq. 2).

P ¼ Pdynamic þ Pstatic ¼ k:C:V2
DD: f þ VDD:IOFF ð2Þ

It is highly desirable to have large ION densities without using a large supply
voltage VDD. It is also desirable to reduce the total load capacitance, C (including
the junction capacitance of the driver devices, the gate capacitance of the driven
devices, and the interconnect capacitance). Both capacitance and cost reductions
provide strong motivations for reducing the size of the transistors (and therefore
the size of the chip). In addition, speed has benefited from the push for smaller gate
length, thinner gate dielectrics, and lower Vth. Power consumption has benefited
greatly from the lowering of the supply voltage.

But for the sub-14 nm node technologies, the CMOS is facing fundamental
limits, as illustrated in Fig. 1: Scaling down VDD leads to large IOFF increase (due
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to unsalable Sw), making the power consumption more and more difficult to
optimize. In order to enable the scaling of VDD, sharp-switching devices with Sw

below 60 mV/dec are of great interest [1], as illustrated schematically in Fig. 2.
Tunnel Field Effect Transistors (TFETs) are PiN gated diodes (Fig. 3) which

offer the possibility of lowering the subthreshold slope (Sw) below the kT/q limit of
MOSFETs (combined with extremely low OFF currents) [2–9]. These properties
make TFETs very attractive for ultra-low power applications (VDD \ 0.5 V).
TFET devices present significant differences compared to conventional
MOSFETs:

(i) The ON current is not limited by the electron transport but by the electron
injection due to band to band tunneling [1, 10] making TFET ID(VG)
behavior independent of gate length (LG) [5], and Sw potentially smaller
than kT/q [5, 8, 9, 11];

(ii) a single TFET device can operate either in p or n channel mode, depending
on the gate voltage [5, 12, 13] (Figs. 3, 4);

(iii) We can also notice that TFETs exhibit no Drain-Induced-Barrier-Lowering
(DIBL) degradation.

However the reported performance of fabricated TFETs is poor compared to
CMOS ones, especially in terms of ON currents: typical published TFET ION

values are in the 0.1–1 lA/lm range [1–9, 14, 15], with perfectible subthreshold
slopes. Solutions have been identified to boost the tunneling properties of TFETs
[11–15]:

• electrostatics (thin body, small EOT, multigate architecture);
• low band gap (EG) materials for homojunctions TFET or for heterostructured

TFETs (low EG in the P+ source for n mode operation, for example);
• junction optimization (position w.r.t. gate edge, abruptness).

Fig. 1 Transfer characteristics (drain current ID vs. gate voltage VG) of a MOSFET device
showing an exponential increase in OFF state current (IOFF) because of an incompressible
subthreshold slope, Sw. Here the scaling down of the supply voltage VDD, (and thus of the
threshold voltage Vth) leads to performance degradation: ON state current (ION) is decreased and
OFF state current (IOFF) is increased

High-Performance Tunnel FETs on Advanced FDSOI Platform 61



In this work, we analyze the relative contributions of different technological
tunnel boosters on the electrical performances (ION, IOFF, Sw) of ultrathin body
compressively strained SiGe (cSiGe) based TFETs fabricated with a Fully-
Depleted Silicon-On-Insulator (FDSOI) CMOS process [12, 16, 17].

Fig. 2 Illustration of Tunnel FET benefits over MOSFET on ID(VG) transfer characteristics:
because of smaller subthreshold slope, IOFF can reduced for the same threshold voltage value

Fig. 3 Principle of TFET structures, of n and p operation modes. The corresponding band
diagrams illustrate where tunnelling occurs

Fig. 4 Summary of the n and p operation modes in terms of Source/Drain definitions, bias
conditions, and current definitions
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2 CMOS and TFET Device Fabrication

2.1 Device Fabrication Process

We have fabricated CMOS and TFETs devices (Figs. 5, 6) on 300 mm ETSOI
(Extremely Thin SOI) wafers with a FDSOI process flow.

The initial silicon top film of the SOI wafer has been first thinned down to
*3 nm. Then an epitaxy step has been performed in order to obtain a stack
composed of Sicap/Si1–xGex/SOI. The SiGe film present Ge concentration between
5 and 30 % (Fig. 6) and thickness between 3 and 8 nm. The ultrathin Si capping
layer (1–2 nm) has been introduced in order to maintain a good interface between
the SiGe-based channel and the gate dielectrics. We can note that the initial
intrinsic Sicap/Si1–xGex epitaxial growth enables to obtain compressively strained
cSiGe channels (see Sect. 2.2).

The device isolation is realized by patterning the Sicap/Si1-xGex/Si stack (MESA
structures on top of the buried oxide, BOX). Then the gate stack (High-K Metal
gate) is formed and patterned (Fig. 7): the PolySi/TiN/HfSiON stack leads to ultra
low Equivalent Oxide Thickness, EOT (1.12–1.25 nm, see Sect. 3.1). The mini-
mum physical gate length is around 30 nm for CMOS devices, and 80 nm for
TFETs.

After first spacer definition, Raised Source-Drain are formed by epitaxial
growth, with two processes compared: Si RSD and Si0.7Ge0.3 RSD. For pMOS-
FETs, SiGe RSD are known to increase the hole mobility and thus the device
performance [17]. For TFETs, the aim was to introduce low band gap materials in
the source region, in order to demonstrate heterostructured TFET with enhanced
tunnelling injection [1]. The n and p-type dopants are introduced in the S-D
regions with ion implantations (As and BF2 respectively): the corresponding masks
(DSN and DSP, resp.) were designed for Sources and Drains of nMOSFETs,
pMOSFETs and TFETs (as illustrated in Fig. 8). Extensions (or Lightly Doped
Drain, LDD) and SD (Highly doped Drain, HDD) implantations were both per-
formed using these masks, enabling the cointegration of CMOS devices with
TFET devices.

Moreover beyond the classical 1,050 �C spike SD anneal, we have investigated
lower temperature spike anneal (950 �C) in order to obtain more abrupt junctions
(which are beneficial for TFET injection).

The end of the process features Ni based silicidation of the RSD (and the top of
gates made of PolySi), and classical Back-end (up to Metal 1).

2.2 Physical and Chemical Characterization

We have investigated the device process quality by performing different
characterization techniques: Scanning TEM (STEM), EELS.
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The STEM images of Sicap/cSiGe/SOI TFETs enable to check that the body is
composed of capping top Si, SiGe and bottom Si layers (Fig. 9a). Moreover the
Global Phase Analysis (GPA) of the HAADF STEM images (see Ref. [18] for
more details on this technique) have been used to determine the 2D strain mapping
in the body stack. It appears that the in-plane lattice mismatch (eXX) is zero in the

Fig. 5 Summary of the FDSOI process flow used here to fabricate CMOS and TFET devices on
300 mm ETSOI wafers (BOX = 145 nm)

Fig. 6 Schematics of the different configurations of the fabricated TFETs (+corresponding
CMOS). Tunneling optimization solutions A and B are illustrated by band diagrams

Fig. 7 Top view SEM pictures of fabricated devices (MOSFET here) on Sicap/cSi0.8Ge0.2/Si/
BOX (after gate patterning), for wide, narrow, and multi-fingers active regions
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SiGe film (with respect to unstrained Si), demonstrating thus that the SiGe film is
biaxially compressively strained (Fig. 9b–c).

Electron Energy Loss Spectroscopy (EELS) characterization has been per-
formed on a TFET device with cSiGe based channel and SiGe RSD (Fig. 10). The
2D mappings for silicon and germanium indicate the SiGe layer position in the
body (with excellent interfaces) and the SiGe RSD. Moreover this technique
clearly shows the silicide.

Fig. 8 Source and Drain doping: schematics of the lithography/ion implantation sequence. DSP
mask is first used, then DSN (for LDD implantations). After spacers 2 formation, another DSP/
DSN sequence is performed (for HDD implantations)

Fig. 9 a HAADF STEM picture of a FET with a Sicap/cSi0.7Ge0.3/Si channel stack and Si0.7Ge0.3

RSD. b The 2D strain mapping (eXX and eZZ) clearly shows that the SiGe film is biaxially
compressively strained. c Corresponding vertical profiles of in-plane eXX and out-of-plane eZZ

strain values (defined here compared with relaxed Si under the BOX)
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3 Demonstration of Functional Cointegrated CMOS
and TFETs

3.1 CMOS

The fabricated devices exhibit low EOT values: 1.12 and 1.25 nm for SOI and
Sicap/cSiGe/SOI respectively (Fig. 11). Fully depleted CMOS devices are func-
tional even with high Ge content cSiGe channels. The corresponding p and n
MOSFET ID(VG) measurements (Fig. 12) are in line with cSiGe channels prop-
erties (mobility boost for hole and degradation for electron) [16, 17].

3.2 Tunnel FETs

Figure 13 shows ID(VG) measurements performed on a single TFET device (from
the wafer used for CMOS ID(VG), cf. Fig. 12), emphasizing the ability of this
device to operate in p or n modes (cf. Figs. 3, 4): 33 mV/dec Sw,lin point slope is
obtained for average value of 111 mV/dec over three ID decades.

The physical phenomenon involved in the device operation has been clearly
identified: the tunnelling operation of TFET is evidenced in Figs. 14 and 15.
Figure 14 shows that the electrical measurements of pTFETs (with different SiGe
channels) follow the tunnelling Kane’s model [10] at both room temperature and
high temperatures (25 and 125 �C). Figure 15 shows the same type of plots but for
different VDS values and for a single device operating in p and n modes.

Fig. 10 a TFET device summary description; b Corresponding HAADF STEM picture
(Lmask = 100 nm, W = 10 lm); c–d 2D EELS mapping for Si, N, O (c) and Si, Ge, Ni (d) of
the body region of this TFET
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Another TFET particularity is shown in Fig. 16: when changing temperature
from 25 to 125 �C the TFET ON current increases (+15 %) through thermal
activation, while the MOSFET ON current decreases (-14 %) because of mobility
reduction.

4 Tunneling Boosters: SiGe, Ultrathin Body, Abrupt
Junction

4.1 Low Band Gap Materials

We report the effect of tunneling boosters on experimental TFET performances,
beginning with low bandgap materials [12, 14]. Figure 17a presents the effect of
the channel and RSD materials on the cumulative drain current (extracted at

Fig. 11 C(V) measurements:
For reference SOI devices,
the EOT is 1.12 nm, and for
SiGe based devices the EOT
is 1.25 nm (the 1.5 nm Sicap

layer is electrically equivalent
to 5 Å SiO2)

Fig. 12 Example of ID(VG)
measurements performed on
CMOS devices (W = 80 nm)
cointegrated with TFETs on
Sicap/cSi0.95Ge0.05/SOI wafers
(Si0.7Ge0.3 RSD, 1,050 �C
spike anneal)
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VD = -1 V) and subthreshold slope distributions of pTFETs, and shows the
associated band structures. The studied devices are SOI reference TFETs with Si
RSD and Si/c-Si0.8Ge0.2/SOI channel TFETs with Si0.7Ge0.3 RSD. The band dia-
gram compares both structures. The dominant effect in these structures comes
from the Si0.8Ge0.2 layer in the channel.

In a pTFET, the electrons tunnel from the valence band of the channel to the
conduction band of the N+ region, thus bandgap engineering would only provide
tunneling boosters if it increases the channel EV or lowers the N+ side EC. It is the
case of the SiGe layer in the channel, which shifts the channel EV up, thus
increasing tunneling at the junction (+3 decades for ION: 50 lA/lm up from

Fig. 13 Examples of measured p and n modes ID(VG) characteristics of a single TFET device
(LG = 200 nm, W = 10 lm, 7.2 nm body cSi0.95Ge0.05/SOI channel, with Si0.7Ge0.3 RSD). ION/
IMIN ratio is 107 at VDD = 0.5 V (for p mode)

Fig. 14 Examples of TFET operation demonstration (for p mode, VDS = -1 V): experimental
data fit the Kane’s tunnel model [10] at 25 and 125 �C. The B(xGe) slope verifies the cSi1-xGex

bandgap dependence B * EG
1.5
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0.05 lA/lm). This current increase also leads to a decrease in the subthreshold
slope (120 mV/dec down from 220 mV/dec).

Figure 17b presents the nTFET ION and subthreshold slopes, and bandgap
diagram of the same structures. Here, the main booster is the presence of SiGe in
the RSD (specifically, the P+ region). Indeed, as opposed to the pTFET case,
tunneling enhancement requires increasing P+ EV or lowering channel EC. Here,
the ION gain from the low bandgap material is 1 decade (50 nA/lm up from 5 nA/
lm) and we also observe a decrease in the Sw slopes (300 mV/dec down from
more than 600 mV/dec).

4.2 FDSOI with Ultrathin Body

Previously reported TFETs [3, 5, 6, 8, 9] have been realized on thick body
([20 nm) SOI, leading to unoptimized tunnel injection. Figure 18 highlights the

Fig. 15 Demonstration of tunneling injection in a Sicap/cSi0.7Ge0.3/SOI TFET (operating in p
and n modes, for different VDS values): experimental data fit the Kane’s tunnel model (at room
temperature)

Fig. 16 Impact of temperature on the measured ION currents of SiGe based pTFETs and pFET.
ION,pFET is degraded because of mobility reduction, whereas ION,TFET is increased (+15 %)
because tunnelling is thermally enhanced
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dramatic tunneling improvement (ION 9 102–104) on p and n modes of a single
TFET by reducing the body from 14.6 to 6.7 nm (in the case of cSi0.85Ge0.15 based
channel, with Si0.7Ge0.3 RSD). Even if the OFF currents are also increased, one
can note that IOFF degradation can be limited or even cancelled with junction
optimization.

4.3 Low Temperature SD Anneal

Figure 19 shows for pTFET that a 950 �C SD spike anneal (vs. 1,050 �C) enables to
boost ION (up to 428 lA/lm) while keeping IOFF below 20 pA/lm. Moreover, the
threshold voltage is reduced (by 500 mV) and Sw moves from 230 to 150 mV/dec.

Fig. 17 Cumulative plots of the pTFET (top) and nTFET (bottom) ON-current (extracted at
VG = ±2.5 V) and of the subthreshold slopes (extracted at a specific drain current of 1 nA/lm)
for the SOI reference TFET with Si RSD, and Si/cSi0.8Ge0.2/Si channel with Si0.7Ge0.3 RSD. The
effect of the Si0.7Ge0.3 in the RSD (acting as low bandgap source and drain material) on the ON-
current of pTFETs is clearly visible and explained in the bandgap structure. Similarly, the
positive effect of the Si0.8Ge0.2 layer in the channel on the ION and Sw of nTFETs is highlighted
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Even if this large improvement of 950 �C TFET operating in p mode (with no
change for n mode) seems in agreement with doping properties of SiGe (with B
and As), it turns out that in reality the silicidation process was the physical reason.
Figure 20 is an example of HAADF STEM for 1,050 and 950 �C TFET devices:
whereas 1,050 �C spike anneal leads to ‘‘normal’’ TFET structure with silicides of
SD electrodes located where they are supposed to be (far from the body), the
950 �C spike anneal leads to a different behavior for n-type doped SiGe electrode:
the silicide kinetics seems to be enhanced (in nSiGe), leading to silicide pene-
tration into the channel (from 15 to 60 nm, depending on the device structure).

Thus the p mode operation of these 950 �C annealed TFETs (structure similar
to TFETs described in [8]) could be related to Schottky injection.

5 TFET Subthreshold Slope and ION (IOFF) Performance
Boost

5.1 Sw Figure of Merit: Drain Current versus Subthreshold
Slope

In order to go beyond a basic minimum Sw value which is much smaller than the
average Sw (on several ID decades), we have plotted the subthreshold slope as
function of the drain current (Fig. 21). From this SW(ID) figure of merit we can
directly compare the performance of different devices: Fig. 21 shows that the
ultrathin Si0.85Ge0.05/SOI based TFET exhibits excellent point slope
(Sw,min = 33 mV/dec at VD = -0.1 V) and average slope (111 mV/dec over more
than 3 decades of current at VD = -0.2 V), especially when compared to previous
works [5]. Even if the corresponding FD pMOSFET remains better in terms of

Fig. 18 Impact of the body thickness on the p and n modes ID(VG) curves of Sicap/Si0.85Ge0.15/
SOI based TFETs with Si0.7Ge0.3 RSD (LG = 200 nm, 1,050 �C spike anneal). SW is improved
from 190 to 130 mV/dec
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Sw and ION, we demonstrate TFETs with improved performances which are (for the
first time) close to the MOSFET ones.

If we consider the Sicap/cSi0.7Ge0.3/SOI TFETs with 1,050 and 950 �C anneals
(see Sect. 4.3) it appears that the low temperature case leads to best Sw(ID) char-
acteristics, with large Sw gain for a given drain current (Fig. 22): 93,300 versus
1,050 �C TFET (and 9106 vs. thick SOI TFET reference with *1,050 �C spike
anneal). The minimum Sw values obtained here for the 950 �C Sicap/cSi0.7Ge0.3/SOI
pTFET are slightly larger compared to the ultrathin cSi0.85Ge0.05/SOI pTFET:
150 mV/dec versus 111 mV/dec at high VDS value. This can be attributed to (i)
larger body thickness for the 950 �C Sicap/cSi0.7Ge0.3/SOI pTFET (11 vs. 6.7 nm),
and (ii) different tunneling mechanisms (Schottky vs. band-to-band-tunneling).

5.2 ION(IMIN) Figure of Merit

The ION(IMIN) plots of the SiGe RSD based TFETs in p and n mode (Fig. 23)
clearly show the effect of the aforementioned tunneling boosters: low band gap

Fig. 19 Impact of the SD activation anneal temperature on the p and n modes ID(VG) curves of
Sicap/SiGe0.7Ge0.3/SOI based TFET (with Si0.7Ge0.3 RSD)

Fig. 20 HAADF STEM pictures of TFETs devices with two different activation anneal
temperatures (Sicap/SiGe0.7Ge0.3/SOI body with Si0.7Ge0.3 RSD). The silicide of the N+ regions
for 950 �C devices exhibit a penetration into the body under the gate
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materials, ultrathin body (UTB), low temperature. UTB SiGe based TFETs exhibit
improved ION (+3 dec) but with a degraded IMIN (+2.5 dec). The body thickness
reduction induces a gain for both n and p TFETs, while anneal temperature mostly
benefits the p mode TFETs: ION is enhanced by more than 3 decades while keeping
IMIN increase under 1 decade.

Fig. 21 Extracted subthreshold slope as function of drain current ID for LG = 200 nm pTFET
and LG = 250 nm pMOSFET on cSi0.95Ge0.05/SOI structure (with Si0.7Ge0.3 RSD) for different
drain voltages (with comparison with previous work). Point slope of 33 mV/dec is obtained at
VD = -0.1 V

Fig. 22 Left ID(VG) characteristics of Si/c-Si0.7Ge0.3/Si TFETs (10.5 nm total thickness) with
1,050 and 950 �C dopant anneal temperature. The cooler process leads to an ION 3,300 times
higher than the hot process. Right Subthreshold slopes as a function of drain current. This graph
shows the improvement in terms of slopes values and stability over a range of currents for the
950 �C anneal versus the 1,050 �C annealed structure and previous work (SOI at 1,050 �C)
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5.3 TFET Benchmark

Among all the TFETs reported here, Fig. 24 summarizes the best switch perfor-
mance for p mode and n mode operations. From these curves, we have extracted
different parameters (IMIN, ION, Sw) in order to compare our results to the tunneling
FET results published in literature (Figs. 25, 26).

This TFET comparison is illustrated in Fig. 25 for p mode TFET: the ION(IMIN)
plots clearly show that the studied Sicap/cSi0.7Ge0.3/SOI TFETs with 950 �C anneal
improve the performance state of the art (ION is 35 larger than the values reported
in recent TFET papers. Figure 26 provides the detailed data for both p mode and n
mode operations.

6 What Is Next?

The TFET (fabrication) studies conducted so far were based on wide device
configurations (W = 10 lm in this work) or multi fingers structures (but without
SiGe booster for example). As CMOS is moving from bulk to FD thin film
architectures (FinFET, FDSOI) and from pure Si materials to SiGe channel and/or
SiGe RSD (for pMOSFETs), TFET will benefit from these evolutions. This trend
is illustrated in Fig. 27. The enhanced electrostatic control offered by trigate and
nanowire structures will dramatically enhance the TFET performance (ION, Sw).
Moreover, if we combine this architecture evolution with adapted band structures

Fig. 23 Left cSiGe/SOI based p and n mode TFET ION(IMIN) figure of merit at VDD = 1 V
(where IMIN = min(ID)) illustrating the tunnel boost due to junction abruptness improvement by
low temperature SD anneal or ultrathin body (UTB) (LG = 200 nm). All TFETs present
Si0.7Ge0.3 RSD. Both n (open) and p (closed) performances are represented here; Right
Illustration of the ION and IMIN definitions in the case of p mode: IMIN is the minimum measured
drain current, while ION corresponds to the drain current at |VG| = |VMIN| + 1.5 V
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and junctions (Fig. 28), we can further increase the tunneling injection and thus the
TFET performance. For example, EOT values around 1.2 nm have been consid-
ered in the previous sections, but lower EOT for CMOS have been already
demonstrated. The situation is similar for RSD epitaxy process: we have defined
junctions by ion implantations, but in situ boron doped SiGe (and in situ phos-
phorus doped Si) processes have been successfully demonstrated for FDSOI

Fig. 24 Measured ID(VG) of p and n mode cSiGe/SOI based TFETs with the best performance
obtained in this study (W = 10 lm, LG = 200 nm), and extracted parameters IMIN, ION and Sw

Fig. 25 p mode TFET benchmark, ION(IMIN) figure of merit (at VDS = -1 V) where
IMIN = min(ID): the cSiGe pTFET illustrating the tunnel boost due to low temperature dopant
anneal and ultrathin cSiGe body corresponds the device in Fig. 24
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CMOS [17]. This kind of junctions is known to exhibit high doping levels and
abrupt profiles, which will help optimizing TFET injection.

Other studies need to be investigated, like TFET based design. Very few works
report on the opportunities offered by steep slope devices. Even if TFETs will not
replace MOSFET in future ICs, one can imagine to combine CMOS and TFET
devices for hybrid gates, in order to increase density and/or decrease the power
consumption.

Fig. 26 n and p modes TFET performance comparison between the devices in Fig. 24
(cSi0.85Ge0.15 TFET for n mode and cSi0.3Ge0.7 TFET for n mode) and published results (VG

excursion between ION and IMIN is ±1.5 V). TFET benchmark reporting some recent published
experimental Data. Very few groups have reported ION currents above 10 lA/lm

Fig. 27 TFET architecture: moving from wide device configuration (planar FD) to multigate
structures (trigate, or even Gate-All-Around, GAA, nanowire) is expected to improve the
tunneling injection efficiency, and thus the device performance
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7 Conclusion

We have reported the fabrication process and the in-depth characterizations of
Tunnel FETs (cointegrated with CMOS). By using advanced FDSOI platform
featuring high-K/Metal Gate, ultrathin body architecture, and innovative epitaxy
processes, we are able to demonstrate the best p mode TFETs reported so far. For
the first time ION up to 428 lA/lm in p mode with ION/IMIN ratio large than 106 at
VDS = -1 V are demonstrated. Moreover we have obtained subthreshold slope Sw

down to 33 mV/dec and average Sw of 111 mV/dec (over more than 3 decades of
drain current).

Moreover, the different tunneling boosters have been exhaustively investigated
form a technological point of view: low band bap materials (Si1-xGex with x from
0 to 30 % for Sicap/Si1–xGex/SOI body) and strain (compressively strained SiGe
based channels evidenced by GPA of HAADF STEM), thin film architecture
(FDSOI), abrupt junctions (low temperature anneal).

Even if the performance comparison (Sw, ION) with the cointegrated CMOS
shows the gap between TFET and MOSFETs, we demonstrate here large
enhancements w.r.t. previous works and detail the paths toward high performance
tunneling devices (nanowire structures, sub nm EOT, optimized in situ boron
doped SiGe…).
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Invariance of DC and RF Characteristics
of Mechanically Flexible CMOS
Technology on Plastic

Aurelien Lecavelier des Etangs-Levallois, Justine Philippe,
Sylvie Lepilliet, Yoann Tagro, François Danneville,
Jean-François Robillard, Christine Raynaud, Daniel Gloria,
Jacek Ratajczak and Emmanuel Dubois

Abstract Combining the electrical performance of modern high frequency silicon
nanoelectronics with additional properties of mechanical flexibility and stretch-
ability continuously arouses a sustained interest for its utility in a broad range of
space-weight-and-power (SWAP) constrained applications related to e.g. health-
care, structure monitoring, sport, telecommunication, security chips. However, the
fabrication of transistors and circuits featuring high electrical performance inde-
pendently of their deformation state (i.e. flat, folded, or stretched for instance) still
constitutes an unresolved challenge. Although many different techniques based on
the transfer of high mobility nanostructures or patterned thin-films onto flexible
plastic foils constitute possible solutions with their respective advantages and
weaknesses, little attention has been paid so far to the thinning of mature rigid
technology in the ultra-thin regime followed by transfer-bonding onto a flexible
handler. The basic idea developed in this chapter is to combine the advantages of a
mature radio-frequency (RF) SOI-CMOS technology with mechanical flexibility
provided by thinning. Moreover, performance invariance of flexible systems is
another challenge requiring a careful inspection to retain function and to guarantee
operation stability. A method based on silicon thinning, transfer-bonding and
neutral plane engineering is therefore proposed to produce flexible devices and
circuits combining high electrical and mechanical performance, in addition to
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functional invariance upon deformation. In this chapter, it is demonstrated that SOI
MOSFETs featuring high frequency, low noise and low power characteristics
can withstand curvature radii down to the centimetre range without noticeable
variation of their static and high frequency performance. The thinning and
transfer-bonding of rigid technology is performed using successive chemical–
mechanical lapping, wet etching and dry cleaning steps followed by room tem-
perature bonding. Static, high frequency and noise characterization completely
validate this process. Consistently with mechanical modelling, electrical mea-
surements in bent configurations confirm the invariance of electrical performance
upon flexure. Beyond the in-depth analysis of SOI-MOSFETs, CMOS circuits
have been characterized to demonstrate that this technology paves the way to
flexible electronic applications requiring complexity and frequency performance.

1 Introduction

Over the past decade, the field of flexible electronics has experienced a rapid
development accompanying advances in both the More Moore and More-than-
Moore fields (Fig. 1). This growth has been driven by an increasing market
demand for electronic applications featuring new form factor, mechanical flexi-
bility, and/or space, weight, and power constraints (SWAP). Initially developed for
simple flexible devices organized in a matrix structure, as it is the case for solar
cells, lightning, or displays, more complex systems combining advanced com-
munication and signal processing capabilities are now targeted. High frequency
operation is therefore now required to enable the design of smart, communicating
and high-end flexible products.

Recent progresses have been achieved to combine electrical performance with
mechanical bendability (Fig. 1b). For that purpose, several approaches have been
recently studied to produce flexible electronic devices and circuits. Organic and
printed electronics enables the fabrication of highly bendable systems [13, 22–24].
However, modest carrier mobilities and micrometer scale patterning resolution limit
their electronic performance and thus restrain their use to low frequency and low
complexity systems [25, 26]. The hybridization of organic flexible substrate with
high-mobility thin film has also been considered as a key enabling technology for
high performance bendable electronics. Along this philosophy, a first strategy
has been developed to transfer bare films or nanoribbons of silicon [3, 4, 11, 12, 27],
III–V compound semiconductors [5, 28–30], or carbon-based materials [1, 2,
9, 10, 15] onto an organic foil. This initial step is followed by the structuring of active
devices using gentle process steps to cope with chemical and thermal constraints
associated to the organic substrate. This approach is therefore severely restricted
by the highest admissible thermal budget, typically \250 �C, and has led to
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demonstrations featuring only a single interconnection layer. This method remains
therefore of limited utility for application classes requiring complex circuitry.

Dissociating the fabrication of transistors and circuits from the transfer-bonding
step onto a plastic foil introduces considerable flexibility without suffering from
the above-mentioned limitations. Starting from standard SOI-CMOS technologies,
the technological approach described in this chapter relies on the extreme thinning
of a processed CMOS substrate followed by the subsequent bonding of circuit dies
on plastic films. This method is hereafter referred to as ultimate thinning and
transfer bonding of CMOS technology (UTTB-CMOS) [18–21].

2 Flexible UTTB-CMOS Fabrication

The UTTB-CMOS fabrication sequence starts with standard CMOS circuit dies
processed on standard rigid SOI wafers, thus taking advantage of the maturity of
available industrial technologies. SOI technology furthermore benefits from the
buried oxide layer (BOX) that provides enhanced resistance to parasitic effects,
improved performance, reduced power consumption and greater integration den-
sity with respect to its bulk counterpart [31–35].

In this work, a 65 nm partially depleted SOI-CMOS technology was used, from
which RF transistors are recognized for delivering a performance level suitable for
high frequency, low noise and low power applications (Fig. 2a and b) [34, 35].

After initial processing, the resulting stack consists in a 800 lm thick silicon
handler, a 145 nm thick buried oxide (BOX) layer, a 60 nm thick top silicon (SOI)
layer, and a 5.6 lm thick back-of-the-line network featuring 6 interconnect levels.
The proposed thinning-and-transfer-bonding method leads to an UTTB-CMOS
stack consisting only of the BOX, SOI and interconnect layers bonded on top of a
50 lm thick polyimide flexible layer (Fig. 2c).

Fig. 1 a Dual development of the electronic field: towards miniaturization (More-Moore) and
diversification (More-than-Moore). b Chart showing recent progress in the field of high
performance flexible electronics [1–21]
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2.1 Thinning the Back-Side of CMOS Chips

The aim of thinning the silicon wafer is here to improve its mechanical flexibility.
In a first approximation, it can be reasonably considered that thickness is the main
parameter defining the minimal curvature radius that a silicon chip can withstand.
As detailed in the following, the backside surface morphology should also be taken
into account to obtain the maximum resistance to breakage. This is the reason why
the proposed methodology relies on three steps: from rough lapping to smooth
selective cleaning. Assuming the validity of the 3-point bending equations (inset of
Fig. 3) in the considered range of deformation, Fig. 3 explains that for a given
mechanical load F, a thinner material undergoes a larger deflection d and thus a
higher level of stress r (Fig. 3a). However, for a given deflection, a thinner wafer
will be subjected to a lower level of stress (Fig. 3b). In terms of mechanical
bendability, the minimal bending radius that a thin wafer can withstand is therefore
smaller than for a thicker system.

The thinning methodology developed in this work is a three-step process,
involving (i) chemical–mechanical lapping leaving typically 100 lm of the initial
silicon handler, (ii) isotropic wet etching down to 20 lm in HNA, a mixture of
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hydrofluoric (HF) and nitric (HNO3) acids and (iii) dry etching of the remaining
silicon by xenon difluoride (XeF2) with high selectivity with respect to SiO2 for
smoothly landing on the BOX layer, as reported in [18, 21].

2.1.1 Chemical–Mechanical Lapping

The first step of the thinning process is performed by chemical–mechanical lap-
ping. In this way, the silicon handler thickness is reduced from 800 to 100 lm. A
rough lapping using 15 lm diameter alumina abrasive powder is first used down to
200 lm. 3 lm diameter powder is subsequently used to further thin the sample
down to 100 lm, while reducing lapping scratches. A polishing step is finally
performed to conclude the chemical–mechanical lapping. This method is similar to
the process described in [21]. Figure 4a illustrates the rate of silicon removal
during a typical chemical–mechanical lapping step.

Although chemical–mechanical lapping is an efficient and reproducible tech-
nique to quickly remove a large amount of material, a known side effect is the
generation of sub-surface damages at the back-side of the thinned silicon handler.
It is well established that the fracture strength of the thinned chip depends on the
geometry and sharpness of the few larger scratches [37]. The best way to enhance
fracture strength is therefore to apply a subsequent isotropic etch step to turn sharp
V-shaped scratches into U-shaped grooves, thus reducing stress concentration [37].

Figure 4b shows the load required to break thinned silicon wafers of different
final thicknesses with or without an additional stress relief step [38]. This graph
first highlights the effect of the stress relief step by comparing sample that have
been submitted to a sole grinding step with samples that have further been etched
using a HF:HNO3:CH3COOH solution, or a SF6 plasma. The enhanced breaking
load after a longer stress relief step consisting in etching an additional 25 lm layer
from the already thinned surface is also pointed out (green symbols in Fig. 4b).

Fig. 3 Maximum stress as a function of wafer thickness t a for given applied forces F, and b for
given applied deflections d. Three inches silicon wafers are considered (a = b = 76.2 mm) with
a Young modulus E = 150 GPa and a fracture strength rlim = 120 MPa [36]
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2.1.2 HNA Wet Etching

A mixture of HF:HNO3, referred to as HNA, is extremely efficient for chemically
etching silicon isotropically as shown in Fig. 5a. It is used after lapping to further
thin the silicon chip from 100 lm down to 20 lm and to increase its fracture
strength. Before wet etching, the edge of the CMOS chip have to be protected in
order to prevent the HNA solution to etch the SOI, BOX or interconnect layers.
For that purpose, an acid-resistant wax is deposited around the edges of the CMOS
chips before wet etching, as shown in the thickness mapping in Fig. 5b. A
drawback of this solution is the non-homogeneity of the resulting thinned chip that
features a higher thickness in the centre than at the edges (Fig. 6b).

2.1.3 XeF2 Cleaning

The last step of the thinning process consists in a highly selective etching of the
remaining silicon using XeF2 without damaging the buried oxide layer. Due to
the high Si:SiO2 selectivity, it is important to start this step by removing the native
oxide present at the back silicon surface. This is performed by dipping the sample
into diluted HF (1 v/v%) for 1 min prior to loading in the XeF2 etching system. It
can be seen in Fig. 6 that this last step compensates the thickness non-homogeneity
generated by previous thinning steps. Here, thickness dispersion after XeF2 etching
is due to the interferometric measurement system unable to properly account for
optical reflection on a complex stack. The complete elimination of residual silicon
under the buried oxide is confirmed in Fig. 7 that shows a circuit die after bonding
on a polyimide film.
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2.2 Bonding of UTTB-CMOS on a Flexible Foil

After thinning the back side of a CMOS chip, a low stress bonding method based
on surface tension forces is used to transfer the die onto a flexible 50 lm poly-
imide foil. Here, the bonding method relies on the gain in surface energy resulting
from wrapping of the thinned chip onto the polyimide foil that overcomes the
elastic bending energy associated to the mechanical deformation of the chip [40].
This technique is simply implemented by putting the ultra-thin CMOS circuit die
(Fig. 8a and b) in contact with a flexible substrate on which uncured PMMA was
previously spin-coated. In contrast to previously published work [18, 19, 21], this
procedure can be performed without the application neither of an external bonding
pressure nor of a thermal budget, thus minimizing stress. Another distinctive
advantage of this method is that the thinned CMOS chips can be bonded onto
curved flexible foils, or on non-planar rigid surfaces (bending radius of 4 mm as
shown in Fig. 8c).
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2.3 Physical Characterization of UTTB-CMOS

Using both optical and electron microscopy characterization, no physical degra-
dation can be noticed on UTTB-CMOS chips after thinning and transfer-bonding
onto a flexible handler, as shown in Figs. 7 and 9. Complementarily, electrical
characterization of UTTB-MOSFETs and CMOS circuits are discussed in the next
section.

3 Electrical Performance of Flexible UTTB-CMOS

After thinning and transfer-bonding onto a 50 lm thick polyimide foil, flexible
UTTB-MOSFETs have been characterized. Their static, high frequency and noise
properties are discussed in this section. Electrical characteristics presented here

100 nm

(b)(a)

100 nm

Fig. 7 a SOI chip bonded on the front side onto a temporary sapphire carrier to preserve the
integrity of the topmost active layers during the thinning procedure. Details of the circuit layout can
be observed by transparency through the BOX layer. b TEM image of a thinned chip transfer-
bonded on a polyimide film showing that the geometry of three transistors can be clearly delineated

Fig. 8 a Back side of a thinned active SOI-CMOS sample (5.6 lm thick), the first level of
metallization can be seen through the buried oxide layer, b same sample seen from the front side,
bending on one corner of the sample can be noticed, and c thinned CMOS chip bonded onto a
3 mm curvature radius cylinder
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focus on 60 nm gate long MOSFETs featuring a total gate width development of
64 lm coming from the parallel association of 0.5, 1 or 2 lm wide unitary gates.

3.1 Static Operation of Flexible UTTB-MOSFETs

Interestingly, flexible UTTB-MOSFETs feature static performance identical to
their thick and rigid counterpart. Drain current and transconductance character-
istics of 60 nm gate length transistors are presented in Fig. 10, in red for UTTB-
CMOS and blue for rigid MOSFETs [18, 19, 21]. Although not represented here,
the same excellent match between the flexible and rigid characteristics was
obtained for transistors featuring varying gate lengths in the 60 nm–2 lm range.

3.2 High Frequency Operation of Flexible UTTB-MOSFETs

In addition to static characterization, high frequency measurements have been
performed on UTTB-MOSFETs to evaluate the potential impact of the thinning
and bonding processes on dynamic operation. S parameters measured before (blue)
and after (red) thinning and transfer-bonding onto a polyimide film are compared
in Fig. 11, in addition to the current gain H21 and characteristic frequencies fT
(unity gain cut-off frequency) and fmax (maximum oscillation frequency). This
figure demonstrates that UTTB-MOSFETs feature high frequency operation
competitive with their rigid counterparts. Only a slight decrease of the maximum
oscillation frequency can be observed and explained by a concomitant increase of
the gate resistance as outlined in [18].
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Fig. 9 a Top view of a UTTB-CMOS using optical microscopy, b Cross-section view along the
AA0 line on the same sample using scanning electron microscopy, and c Zoom on a series of
MOS transistors gate fingers obtained by transmission electron microscopy
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3.3 Low Noise Properties of Flexible UTTB-MOSFETs

Over the last few years, the partially depleted 65 nm SOI-CMOS technology has
been convincingly used for the demonstration of high frequency circuitry
including low noise amplifiers in the 60 and 77 GHz bands [34, 35]. The noise
properties of flexible UTTB-MOSFETs have therefore been investigated and
analyzed for comparison with respect to those of the starting technology fabricated
on a thick and rigid wafer. Figure 12 shows that no degradation of noise perfor-
mance arises from the thinning and transfer-bonding processes [19].

3.4 Flexible Low Noise Amplifier

Beyond the in-depth analysis of RF transistors, a single stage low noise amplifier
(LNA) has also been characterized to demonstrate that the transfer onto a plastic
handler overall preserves function and performance. A specificity of the starting
SOI-CMOS considered in this work is the use of a high resistivity handler to
mitigate substrate losses. This characteristic is especially important to design high

Fig. 10 I–V characteristics of a n-type, and b p-type 60 nm gate length UTTB-MOSFETs and
c static transconductance gm–VGS of n-type flexible UTTB-MOSFETs. In addition to a table
summarizing the static performance of rigid and flexible n-MOSFETs (resp. referred to as nR and
nF), and rigid and flexible p-MOSFETs (resp. referred to as pR and pF)
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quality passive components such as inductors and transmission lines comprised in
high-frequency circuits such as LNAs. Figure 13 demonstrates that a one-stage
UTTB-LNA still operates properly in the 80 GHz range even if a slight decrease
of the amplification gain can be noticed. The important point to highlight here is
that no specific redesign has been performed to obtain flexible circuits.

4 Mechanical Behaviour of Flexible UTTB-CMOS

4.1 UTTB-CMOS Under Bending

It has been demonstrated in previous sections that the thinning and transfer process
does not degrade transistors properties in terms of static, high frequency and low
noise operation as long as the flexible carrier is kept in straight flat configuration.
The next step naturally consists in analyzing the impact of mechanical deformation
on the electrical performance of complex flexible electronic systems and, as far as
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retro-simulated (green dots); b current gain H21 of n-type rigid and UTTB-MOSFETs, and
c characteristic frequencies for different transistor geometries where the unitary gate width is
varied
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possible, to minimize it. Invariance of DC and RF properties of flexible devices is
highly desirable for flexible applications like wearable or foldable electronics,
where strain type, direction and intensity are by essence random. However, strain

(a)
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(b)
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Fig. 12 Minimal noise figure NFmin and associated gain Ga for rigid and flexible a n-type, and
b p-type MOSFETs; c equivalent noise resistance Rn, and d optimal noise reflection coefficient
Copt for a n-MOSFET on its initial rigid HR SOI wafer (blue lines) and after transfer onto a
flexible organic film (red dashed lines)

Fig. 13 a Static transconductance measured on a rigid (blue lines) and flexible (red dashed lines)
LNA biased at a drain voltage VDS = 1.0 V, and b S21 gain parameters measured at 80 GHz for
the same LNA on both substrate flavours, i.e. rigid and flexible
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application to a semiconductor crystal holds the important property to modify its
band structure leading to band splitting and warping that significantly modify
carriers mobility [41–48]. The so-called piezoresistive effect, that describes the
resistivity change with applied stress, was first studied by Smith in its seminal
work on silicon and germanium [41]. As a matter of fact, this property has been
widely used over the last decade to enhance carrier mobility in the 90 nm CMOS
technology node and beyond [49, 50]. In this context, the legitimate question that
naturally deserves a careful inspection is how mechanical deformation mechanical
deformation affects UTTB-CMOS performance? The corollary question is how to
cancel strain effects on electrical parameters by adopting a judicious mechanical
design? Each of these pending questions is addressed in the following sections.

4.2 Neutral Plane Engineering Methodology

The idea developed to cope with the above-mentioned problem is to minimize the
impact of external strain on electrical properties of flexible UTTB-CMOS devices.
This can be achieved using neutral plane engineering [20]. The neutral plane is
defined as the surface perpendicular to the cross-sectional plane where there is
neither compression nor elongation. The strain level in layers parallel to the neutral
plane is directly proportional to the distance to this plane. Positioning the multi-
layer neutral plane close to the active layer therefore results in a minimization of
the strain level. Following this philosophy, the variations of electron mobility due
to the piezoresistive effect are, in turn, also minimized [45]. The neutral plane
position depends on the thickness ti and Young’s modulus Ei of the different
layers, as illustrated in Fig. 14. In a simplified one-dimensional approach, it can be
written as given in the following equations [43, 51–53]:

Fig. 14 a Schematic representation of a multilayer material subjected to cylindrical bending
over a curvature radius RC. The neutral plane location is highlighted along with the longitudinal
strain distribution, and b Schematic of a multilayer stack with n layers featuring different
thickness ti and Young’s modulus Ei. The multilayer neutral plane location d is calculated using
Eqs. 1 and 2
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d ¼
P

zi � Ei � tiP
Ei � ti

ð1Þ

where

zi ¼
Xi

j¼1

tj

 !
� ti

2
ð2Þ

Assuming that planes orthogonal to the original reference surface remain flat
and orthogonal to the deformed reference surface [52], the deformed shape after
bending over a cylinder can be computed. When considering a plate thickness in
the micrometer range bent over a cylinder with a radius in the centimeter range,
large rotations have to be taken into account. This invalidates assumptions inherent
to the infinitesimal strain theory. The calculation of strain and stress distributions
in the UTTB-CMOS multilayer has therefore been performed using the finite strain
theory [54, 55]. Following this approach, the Green-Lagrange strain tensor E is
formulated in Eq. 3, as a function of the material deformation gradient tensor
F and the identity matrix I. The tensor F associated to the cylindrical bending of a
thin plate describes the fact that horizontal material planes are transformed into
concentric tubes: r = h(X), and vertical planes into radial ones: h = m(Y) [54].

E ¼ 1
2
ðFT � F � IÞ ð3Þ

where

F ¼
h0 0 0
0 hv0 0
0 0 1

2
4

3
5 ð4Þ

The Cauchy strain tensor r can then be computed from the deformation gra-
dient tensor F, the Green-Lagrange strain tensor E and the second Piola-Kirchhoff
stress tensor S (Eqs. 5 and 6), where m refers to the Poisson coefficient and E the to
the Young modulus).

r ¼ det Fð Þ½ ��1F � S � FT ð5Þ

S ¼ mE
1 þ mð Þð1 � 2mÞ tr Eð Þ I þ 2

E
2 1 þ mð Þ E ð6Þ

For the 65 nm SOI-CMOS technology considered in this work, the active layer
is the 60 nm thick SOI film. It is only separated from the flexible plastic handler by
the BOX layer (145 nm) and the adhesive layer (*500 nm). In a realistic
description of the UTTB-CMOS stack, 17 uniform layers of various thicknesses
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and Young’s moduli are taken into account for an accurate treatment of the
mechanical problem. Figure 15a and b respectively show the three diagonal
components of the Green-Lagrange strain and Cauchy stress tensors across the
thickness of the multilayer stack after bending over a cylinder featuring a 25 and
12.5 mm curvature radius. After computing the strain and stress distributions in
the UTTB-CMOS stack, the piezoresistivity theory leads to an estimation of the
mobility variation in the SOI layer where carrier transport takes place. To facilitate
the quantification of stress effect on current, it has been here assumed that the drain
current IDS is proportional to the electron mobility both in low and high field
regimes [45]. It is therefore expected that the DC transconductance gm, the unity
gain cut-off frequency fT, and the maximum oscillation frequency fMAX will follow
the same variation trend.

To account for the specificity of the transport mechanism in MOSFETs, stress-
dependent mobility has been calculated using piezoresistivity coefficients associ-
ated to an electron inversion layer as summarized in Table 1 [47, 56]. As the wafer
orientation is (001) and transistor channels are aligned with the \110[ crystal
direction, piezoresistive coefficients referred to as longitudinal pL, transverse pT,
and out-of-plane P? can be expressed in the rotated coordinate system as given in
Table 2. The variation of carrier mobility dl can subsequently be calculated using
the relevant components of the stress tensor r in the SOI layer as formulated in
Eq. 7 [41, 42, 47, 56].

dli

l0
¼
X

j

�pijrj ð7Þ

Fig. 15 a Green-Lagrange strain tensor, and b Cauchy stress tensor components simulated at
various positions along the thickness of the multilayer stack for a flexible CMOS sample bent
over a cylinders with 25 and 12.5 mm curvature radii. The neutral plane and active SOI layer are
highlighted. b focuses on the front end and first layers of BEOL interconnect
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At this point, it is important to recall that electrical performance can respond
differently to a stress of given type and direction, depending on the MOSFET
channel type. For instance, uniaxial tensile stress applied along the channel length
oriented in a h110i direction tends to improve electron mobility because the
corresponding piezoresistive coefficient pLn is negative. Conversely, the same
tensile stress will be detrimental to hole mobility because the p-type longitudinal
piezoresistive pLp is positive. Both the strain level in the SOI layer and the
associated variation of carrier mobility must therefore be minimized to preserve
the invariance of electrical functions.

The above developments naturally suggest that the neutral plane should be
placed close to the active SOI layer to cancel out mobility variations. Equation 1
shows that this can be performed by tuning the thickness of the flexible handler
according to the thickness and mechanical properties of the thinned UTTB-CMOS
stack. Figure 16a illustrates this point by representing the stress level generated in
the SOI layer after bending a UTTB-CMOS circuit die onto various curvature
radii, for different thicknesses of flexible handler. An optimal thickness close to
50 lm can be deduced from this graph. Figure 16b furthermore shows the vari-
ation of electron mobility for handler thickness values close to the optimal figure
of 50 lm leading to a minimal variation of electrical properties.

4.3 Electrical Properties of UTTB-MOSFETs Under Flexure

Electrical measurements have been performed on bent UTTB-MOSFETs in order
to validate the modelling approach discussed in previous section. For that sake,
external mechanical strain was applied to the flexible UTTB-CMOS circuit die by

Table 1 Piezoresistivity coefficients pij associated to an inversion layer in silicon

Coefficient (910-11 Pa-1) n-type transport p-type transport

p11 -84 -12.5

p12 34 28

p44 -17 105

Table 2 Longitudinal, transverse and out-of-plane piezoresistivity coefficients

Crystal
direction

Piezoresistive component n-type transport
(910-11 Pa-1)

p-type transport
(910-11 Pa-1)

[110] pL = �(p11 + p12 + p44) -33.5 60.25

[-110] pT = �(p11 + p12 - p44) -16.5 -44.75

[001] p\ = p12 34 28
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bending on a semi-cylinder of known radius (Fig. 17). DC and HF characterizations
of flexible n-MOSFETs were successively performed flatwise and under flexure.

UTTB-CMOS systems presented in this section are bonded onto a 50 lm thick
polyimide flexible handler in order to limit the strain developed even upon
aggressive bending. From the DC operation standpoint, illustration of electrical
invariance is provided in Fig. 18 that shows typical current–voltage IDS–VDS and
transconductance gmDC–VGS characteristics measured on a UTTB transistor both in
flat and bent configurations. It can be noticed that variations of static properties are
limited to less than 5 % owing to the optimal mechanical configuration of the
multilayer stack even upon bending over a 12.5 mm cylinder.

Figure 19 furthermore demonstrates identical high frequency operation for
UTTB n-MOSFETs characterized flatwise and upon flexure. In addition, it is

Fig. 16 a Longitudinal component of the stress tensor in the active SOI layer as a function of the
curvature radius for plastic handlers featuring different thicknesses. b Variation of electron
mobility in the SOI layer as a function of stress generated under flexure for three curvature radii
(75, 25, and 12.5 mm), around the optimal zero-variation point

Fig. 17 Conductive semi-cylinders of known radius used to maintain the thinned and flexible
UTTB-CMOS devices presented in this work in bent (i.e. strained) configuration while performing
DC and RF characterization. The radius of curvature is: a 72 mm, b 25 mm and c 12.5 mm
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worth noting that the theoretical slope of -20 dB/dec. is well respected in both
Fig. 19a and b. This observation allows to legitimately extrapolate the charac-
teristic frequencies fT and fMAX from gain measurements at 20 dB. Values of
fT * 120 GHz and fMAX * 145 GHz are equally obtained in flat condition and
after bending on cylinders with a 25 mm and a 12.5 mm curvature radii. The
relative variations of H21 and U under bending with respect to the flat state is also
given in Fig. 19, at VDS = 1.2 V and VGS = 0.8 V that correspond to the maxi-
mum of transconductance where best frequency performance is expected. Relative
variations of H21 and U remain below 5 % at frequencies where fT and fMAX are
extracted. This figure proves to be in excellent agreement with the theoretical
estimate previously calculated.

Fig. 18 a IDS–VDS characteristics, and b static transconductance gm, measured flatwise (blue
lines), under flexure on semi-cylinders with a 25 mm curvature radius (green dashed lines) and a
12.5 mm curvature radius (red dotted lines) biased at VDS = 1.2 V and VGS = 0.8 V
corresponding to static bias conditions used to perform and extract HF figures-of-merit.
Variations after bending are also plotted. The considered UTTB n-MOSFET features 32 parallel
gate fingers of length LG = 65 nm and unitary width Wu = 2 lm leading to a total gate width
development WT = 64 lm

Fig. 19 a Unity gain H21, and b Mason’s gain U, measured flatwise, and under flexure (same
line colors as previously); both figures demonstrate good agreement between measurements and
the theoretical -20 dB/dec. slope. The considered UTTB n-MOSFET transistor features 32
parallel gate fingers of length LG = 65 nm and unitary width Wu = 2 lm leading to a total gate
width development WT = 64 lm
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The same type of measurements has been repeated on a set of four UTTB n-
MOSFETs to obtain statistically representative results. These transistors feature 60
and 65 nm gate length with a total gate width development of 64 lm coming from
the parallel association of 0.5, 1 or 2 lm wide unitary gates.

Figure 20 gives an extended view of relative variations of static (DIDS and
DgmDC), and high frequency (DfT and DfMAX) figures-of-merit. Data are presented
individually for each of the four transistors where relative variations of IDS, gm,
fMAX and fT, referred to as properties variations on the graphs, are given as a
function of the strain level. It can be concluded that variations of each electrical
parameter are limited to less than 5 % as expected from the strategy of neutral
plane engineering. This graph globally demonstrates that each of the figures-of-
merit measured in bent configuration is in excellent agreement with theoretical
predictions, thereby validating the neutral plane engineering strategy.

Fig. 20 Comparison of measured and simulated variations of selected electrical parameters.
Relative variations of drain current IDS, DC transconductance gmDC, unity gain cut-off frequency
fT, and maximum oscillation frequency fMAX versus strain generated in the active SOI layer of four
different transistors, a LG = 60 nm, Wu = 1 lm, b LG = 60 nm, Wu = 0.5 lm, c LG = 65 nm, Wu =
2 lm and d LG = 65 nm, Wu = 1 lm (WT = 64 lm for all four transistors), under flexure on 25 and
12.5 mm radius cylinders, in addition to average of experimental data points (magenta dotted
lines) and theoretical predictions (black dashed lines)
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5 Conclusions and Perspectives

The thinning and transfer-bonding methodology developed in this work leads to
the realization of UTTB-CMOS devices and circuits that feature mechanical
flexibility in addition to electrical performance identical to their rigid counterparts.

A novel methodology based on neutral plane engineering contributes to sig-
nificantly reduce variations of electrical characteristics down to an acceptable level
even under aggressive bending. This technique has been first simulated and in a
second step validated by static and high frequency measurements.

It has, in particular, been demonstrated that industrial 65 nm partially depleted
SOI MOSFETs thinned to the micrometer-scale and transferred onto a plastic foil
leads to high performance devices with high stability under flexure. Slight varia-
tions of electrical properties (\5%) even after bending flexible UTTB-CMOS dies
on a cylinder with a curvature radius in the centimetre range pave the way to
promising applications for foldable HF systems taking advantage of new form
factors for heterogeneous integration.

This work therefore opens new perspectives for the development of foldable
devices and circuits operating above 100 GHz turning point for nomadic and
SWAP constrained applications.
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Tri-Dimensional A2-RAM Cell: Entering
the Third Dimension
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and Sorin Cristoloveanu

Abstract Chapter we present an overview of a capacitor-less DRAM cell based
on a 3D multibody transistor with high scalability, low-power consumption, long
retention time, non-destructive reading, and wide memory window. High perfor-
mance is demonstrated on a 20 nm channel length device, including ‘1’ to ‘0’
current ratio larger than 103 (with negligible ‘0’ current level), very low voltage
bias operation and retention time longer than 20 ms at 85 �C in worst cases.
Compared to previous equivalent 3D memory cells reported so far, the proposed
cell shows longer retention time even though the gate length is shrunk by a factor
of two. The voltages used to write and read the information are far smaller than the
previously reported ones in comparable structures. We have confirmed by TCAD
simulation that the improvements are attributed to an innovative operation con-
cept: a dedicated body partitioning. This device exploits the working principle of
the A2RAM memory cell recently introduced by researchers at the University of
Granada and Grenoble INP. The principles of operation and key mechanisms for
programming are described. The new concept of 3D (FinFET, trigate or nanowire)
DRAM cell proposed features a N/P body partitioning which enables the physical
separation of hole storage and sensing electron current. The hole concentration in a
surrounding P-crust, controls the partial or full depletion of a N-core which short-
circuits drain and source of the device. The status of the N-bridge (depleted or
un-depleted) determines the two memory logic states. The cell is compatible with
ultimate scaling and shows attractive performance (long retention, wide memory
window, simple programming, nondestructive reading, and very low-power
operation) for embedded systems.
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1 Introduction

The Dynamic Random Access Memory (DRAM) industry is making prominent
efforts to address the scalability of the standard 1-Transistor + 1-Capacitor
(1T + 1C) cells. The increment in complexity and the increasing dimensional
difference between transistor and capacitor have motivated the search for a DRAM
substitute [1–3]. One of the best-suited alternatives is the Floating-Body DRAM
(FB-DRAM) [4, 5]. Floating-Body DRAMs use the majority carriers stored at one
interface of the channel of a Fully Depleted Silicon On Insulator (FDSOI) tran-
sistor to modulate bipolar or minority carrier current flowing at the opposite
interface [6].

The basic principle of operation of a FB-DRAM cell is summarized as follows
(for more details please follow Ref. [6] and references there in). If in a partially
depleted SOI MOSFET holes are injected in the floating-body of the transistor by
different mechanisms ((1) MOSFET impact ionization, (2) bipolar junction tran-
sistor (BJT) impact ionization effect, (3) band-to-band (BTB) tunneling injection
and (4) gate tunneling current) [6], the body potential increases. Therefore, there is
a shift of the threshold voltage to lower values, leading to higher values of the
drain current for the same bias conditions. This high current level (which repre-
sents the ‘1’ state) will remain as long as the overpopulation of holes keeps in the
body of the transistor. If the overpopulation of holes disappears (for example by
forward biasing the drain- or source-body junction) the threshold voltage comes
back to the initial state and the drain current decreases (‘0’ state). Figure 1
summarizes the operation of a SOI transistor as a FB-DRAM cell.

The working principle of these devices is based on the coexistence of electrons
and holes in the same body, condition that requires moderately thick films
(C40 nm). However, ultrathin films (\10 nm) are needed for MOSFET scaling
beyond the 32 nm node; this condition also applies to embedded FB-DRAMs
co-integrated with logic circuits. Unfortunately the supercoupling effect forbids the
simultaneous activation of electron and hole channels, facing each other, in the
same ultrathin silicon layer [7, 8]. Therefore, one of the more questioned draw-
backs of FB-DRAM cells has been their scalability. As in conventional 1T-1C
DRAM cell, the information relies on the charge stored and consequently on the
volume or area devoted to this storage. On the other hand, the scalability of FD
SOI transistors requires a decrease in the film thickness in order to suppress short-
channel effects.

In the case of single gate SOI technology, the film thickness of the device
should be around four times thinner than the gate length (this condition can be
relaxed by a factor of two or three in the case of double- or triple-gate devices) [9].
This means that FB-DRAMs should be compatible with body thicknesses below
10 nm in order to be competitive in future technology nodes. This condition
imposes a capital challenge for the FB-DRAM family. Several studies have shown
severe degradation in the current margin between the memory states when the
body thickness of 1T-DRAMs decreases below 30 nm [10]. This limitation, also
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known as super-coupling effect [7], is basically an electrostatic consequence: the
thinner the body, the more difficult to achieve the potential difference in order to
accommodate a high concentration of electrons at one interface and a high con-
centration of holes at the other interface of the same silicon slab.

In order to overcome this intrinsic limitation (for maintaining the retention and
sensing margin performances despite the scaling of the film thickness), several
architectures and material combinations have been proposed. The idea behind all of
them is the separation of the stored carriers and the sensing carriers by creating
dedicated volumes (potential wells) inside the transistor body (multi-body devices).

A first example of multibody FB-DRAM cell is the single-transistor quantum
well (QW) FB-DRAM [11], Fig. 2. It uses an engineered body integrating within
the Si film a thin layer of a material with a narrower band gap (i.e. SiGe). This
layer serves as storage well for holes. It was theoretically demonstrated that
this structure improves the current sensing margin and scalability characteristics.

Fig. 1 Operation of a FB-1TDRAM cell. The picture shows the bias pattern (top) and the driven
current (bottom). The floating body is initially charged with holes (left bottom) generated by
impact ionization produced by a high drain voltage pulse. The cell is then read four times by
using a small drain bias. A high drain current level is obtained. At t = 10 ls hole overpopulation
is eliminated (right bottom) by forward biasing drain-body junction (negative bias pulse applied
to the drain). The cell is then read four times by using a small drain voltage, obtaining now a
much lower drain current level than in the previous ‘1’ states. L = 1 lm, TSi = 300 nm,
Tox = 3 nm, TBOX = 400 nm, NA = 1017 cm-3
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Compared with standard FB-DRAM, this QW memory has the ability to store the
holes closer to the front-gate inducing an enhanced threshold voltage shift and
longer retention times. Thanks to the introduction of the extra ‘‘storage room’’,
QW devices are more scalable since the effect of the volume reduction with the
channel length is lessened.

A second alternative of multibody FB-DRAM cell was proposed in 2009 by
researchers at the University of Berkeley: the convex channel FB-DRAM cell [12]
(Fig. 3). This cell uses the bipolar programming technique to improve the retention
time of the cell [13]. Holes are stored beneath a raised gate oxide which is filled by
Si0.8Ge0.2. The smaller bandgap of the SiGe in the convex channel region provides
a deeper potential well and hence further improvement in retention time [13].

However, the first real multibody device, with two regions clearly isolated (a
storing channel, and a sensing channel) was introduced in 2010 [14, 15]. We
proposed a totally new concept (Advanced RAM, A-RAM) [16], using some of the
FB-DRAM fundamentals but featuring unique architecture and electrostatic
properties. The A-RAM has been designed to separate physically the majority and
minority carriers even in ultrathin fully depleted (FD) SOI layers [17] by

Fig. 2 a Schematic of the single transistor quantum well FB-DRAM [11]. b Detail of the
potential well created by the SiGe layer, where holes are accumulated

Fig. 3 a Schematic of convex channel FB-DRAM cell structure filled with SiGe. b Potential
well created by the SiGe layer gate-stack
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eliminating the supercoupling effect. The A-RAM is an FD SOI transistor which
features two ultrathin semi-bodies physically isolated by a middle oxide (MOX)
but sharing the source and drain regions (see Fig. 4a).

When operated as a memory cell, the top semi-body is used for majority charge
storage (holes) while the bottom semi body serves to sense the device state through an
electron current. The MOX constitutes the key advantage of the A-RAM cell:
electron and hole populations can be brought very close to each other due to the large
electrostatic potential difference between interfaces allowed thanks to the MOX
(which would not be possible in an ultrathin single body [7]). The A-RAM structure
can be fabricated by the local oxidation (MOX) of the bottom semi-body, followed
by the epitaxial regrowth of both the upper semi-body and the source/drain regions.
The shorter the device, the better the quality of the epilayer. The Silicon-on-Nothing
(SoN) process can also be envisaged: the growth of a sacrificial SiGe layer, Si
epitaxy, and SiGe etch leaving a cavity to be refilled with the MOX dielectric [18].
The MOX principle is also adaptable to a vertical FinFET configuration.

Memory state ‘1’ is programmed by charging the top semi-body with holes (see
Fig. 4b) via impact ionization or band-to-band tunneling [19]. A volume inversion
electron channel is activated, by electrostatic coupling, in the ultrathin bottom

Fig. 4 a Schematics of ARAM cell [15]. b ‘1’ state with charged semibodies. A high level
current is sensed by increasing the drain voltage. c ‘0’ state with discharged semibodies.
Increasing the drain bias leads to a low current (subthreshold current)
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semi-body, establishing electrical continuity between the source and drain regions.
If the drain voltage is increased, a substantial current flows through the transistor.
When no charge is stored in the top semi-body (storage channel), the electron
concentration in the bottom semi-body (sense channel) is extremely low, defining
the state ‘0’ (see Fig. 4c). The source and drain regions are electrically isolated:
even raising the drain voltage results in a negligible current. In the ‘‘retention’’
phase, the negative gate bias and the zero drain voltage are used to maintain the
holes in the storage channel. The A-RAM operation has been validated by
numerical simulations. The reading is nondestructive. The refresh is only needed
to compensate for the derive of the charge in the ’0’ state. The ‘0’ state is written
by pulsing the gate bias to a positive value (typically, 1 V). The holes are rapidly
eliminated (nanosecond) by the junctions which become forward biased due to the
sudden increase in the body potential. The electron concentration in the bottom
semi-body decreases and the sensed drain current returns to a subthreshold value.
Note that this capacitive coupling enables the ‘0’ state writing without changing
the drain bias (the typical procedure in the FB-DRAMs is to forward bias the drain
channel junction).

The Poisson and continuity equations were solved in the transient mode by
accounting for the band-to-band tunneling, impact ionization, and generation-
recombination mechanisms. Figure 5a shows a possible bias sequence for writing
and reading the transistor states; the sensed drain current is shown in Fig. 5b. At
the starting time (t = 0), the ‘0’ bit has been written, and the upper semi body of
the cell is discharged. The cell state, tested by slightly increasing the drain voltage
(0.1 V), shows a negligible drain current. Next, the ‘1’ state is programmed by
impact ionization. A gate voltage pulse is embedded in a drain voltage pulse. This
guarantees that, when the gate voltage decreases back to the negative retention

Fig. 5 TCAD simulation
results for the operation of
A-RAM structure (Fig. 4) as
a memory cell. a Bias scheme
for programming, holding
and reading. b Drain current
levels for ‘1’ and ‘0’ states.
Note the low value used for
the drain voltage in the
reading operation, and the
extremely low drain current
level for the ‘0’ state
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value, the hole recombination is prevented. During the gate bias transient, the
lateral field remains high enabling more holes to be generated. In Fig. 5, the ‘1’
state has been sensed several times, showing a large enough current (60 lA/lm)
and no degradation.

2 Second Generation of Advanced RAM (A2RAM)

Although physically feasible by different technological implementations (silicon-
on-nothing, lateral epitaxial regrowth, etc.) the fabrication of the MOX layer adds
complexity to the fabrication of the ARAM cell. As an alternative to the physical
isolation provided by the middle-oxide (MOX), the electrical isolation of the two
types of carriers could be also carried out by a vertical p–n junction. This idea has
originated a new cell architecture, named A2RAM and illustrated in Fig. 6 [20].

To do so, a conventional MOSFET is modified by connecting the N+ source
and drain regions through a buried n-type layer (named N-bridge), underneath the
P-channel.

Figure 6b shows an example of a realistic doping profile at the middle of the
device, perpendicular to the gate, and obtained from process simulations with
ATHENA [21]. The total device thickness that can be achieved is very thin
(typically in the range of 15–30 nm). Since the source and the drain have the same
doping polarity as the N-bridge, the source and drain regions are, in principle,
electrically short-circuited through the bridge. The basic idea for memory cell

Fig. 6 a Schematic configuration of A2RAM cell on SOI substrate. A buried N-layer (N-bridge)
connects the source and the drain regions. b Vertical net doping profile at the middle of the
channel on SOI substrate from process simulator Silvaco ATHENA demonstrating fabrication
feasibility of the A2RAM. The retrograde p–n+ junction is clearly visible in a TSi = 36 nm
device according to the specifications for A2RAM operation [20]
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operation is to suppress/enable this short-circuiting by fully-depleting/undepleting
the N-bridge through the accumulation/emptying of holes in the upper channel.

The top P-body is used as a storage node, whereas the lower body (i.e., a
relatively high-doped N-bridge) serves for current sense discriminating the two
memory states. The simplified sequence of states is shown in Fig. 7.

The upper body (p-type) is charged with holes generated either by band-to-band
(BTB) tunneling [19] or by impact ionization (II) [22] in the MOS transistor. These
holes can be retained in the top body with negative gate bias (see Fig. 7a). In this
situation, the vertical electric field, originated from the negative gate bias, is
screened by the positive hole charge of the P-body and has a minor effect on the
majority carriers of the N-bridge. The bridge is partially depleted and a small drain
bias leads to an electron current, I1, flowing through the bridge (no current flows
through the P-body) thus reading the ‘1’ state (Fig.7b). When the top body is
discharged of holes (state ‘0’), the gate field is no longer screened, and the N-bridge
is fully depleted (Fig. 7c). The lack of holes in the N-bridge causes a very low
current, I0, if the drain bias is increased (Fig. 7d).

Fig. 7 Schematic operation of A2RAM memory cell operation. a Writing ‘1’: the p-body is
charged, screening the gate field. b Reading ‘1’: majority carrier (electron) current flows through
the N-bridge. c Writing ‘0’: the p-body is discharged (deep depletion), and the N-bridge is fully
depleted. d Reading ‘0’: the current through the n-bridge is negligible
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The differences with conventional FB-DRAMs are three-fold:

1. The drain current, defining the cell state, is due to electrons (majority carriers)
flowing or not in the volume of the bridge.

2. The use of an insulator substrate is optional.
3. The super-coupling effect is suppressed because the vertical P–N junction

ensures the coexistence of electrons and holes in the same silicon slab.

Figure 8 shows the memory operation of the cell. The gate is biased well below
the threshold voltage of the transistor to generate an accumulation of holes in the
channel in steady state conditions, which will determine the current level of the ‘1’
state. Initially the cell is purged by writing a ‘0’ state. To do so, a positive voltage
pulse is applied to the gate. This pulse forward biases the channel-source and
channel-drain PN junctions, and holes are evacuated from the channel. If the gate
suddenly comes back to the negative value, the channel becomes empty of carriers.

A proof of concept for this device has been fabricated using CEA-LETI 22 nm-
node technology [23] on 300 mm Unibond wafers. The design of the device has
followed the rules shown in [20] to achieve functional memory operation: For
N-bridge thickness of 22 nm, its doping concentration should be between 2 9 1017

and 1.5 9 1018 cm-3. The retrograde doping profile was formed by 30-nm selec-
tive epitaxial growth (SEG) after arsenic implantation in the initial 6-nm-thick SOI
film. The device is completed with a high-k/metal-gate stack (SiO2/HfSiON/TiN)

Fig. 8 Waveforms
demonstrating the
functionality of A2RAM cell.
(Top) Bias pattern for gate
and drain. (Bottom) drain
current. Writing is performed
by BTB tunneling.
L = 22 nm, um = 4.5 eV,
Tox = 2 nm,
TP-body = 8 nm,
and TN-bridge = 10 nm
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(EOT = 3.1 nm). Source and drain regions are formed by epitaxy and implantation
without any special optimization compared with the CMOS/SOI process for logic
circuits. Finally, a standard back-end process is carried with a N2/H2 forming gas
anneal.

The resulting net doping profile after thermal load (simulated with ATHENA)
is shown in Fig. 6b. As observed, the vertical p–n+ junction has been successfully
achieved in a 36-nm-thick Si film resulting in a 22-nm-thick bridge below the
14-nm-thick P-body. The transfer ID(VG) characteristics shown in Fig. 1c match
the requirements for A2RAM operation. As opposed to regular MOSFETs, they
exhibit large ‘‘leakage’’ current even for negative gate bias as a consequence of the
inherent resistive connection between source and drain via the N-bridge, leading,
as expected, to relatively high subthreshold swing (SS % 200 mV/dec for
L = 100 nm).

The measurements were performed using an Agilent B1530A fast measure-
ment/generation unit with two channels. The equipment directly drives the pulsed
signals, enabling simultaneous voltage pulses and current measurement on both
gate and drain terminals. All measurements were done in a SUSS-PA300PS
semiautomatic probe station. FB-DRAM operation was demonstrated by applying
the simple bias pattern shown in Fig. 9a. Writing the ‘1’ state via band-to-band
tunneling is achieved by increasing the electric field in the gate-to-drain overlap
region (VG = -1.7 V and VD = 0.85 V). The storage of the generated holes in the
upper P-body is possible by creating an electrostatic potential well during ‘‘hold’’
state (VG = -1.2 V and VD = 0 V). Increasing only VD to 0.85 V while main-
taining VG = -1.2 V or decreasing VG to -1.7 V while maintaining VD = 0 V
(not shown) does not create an electric field in the overlap region large enough for

Fig. 9 a Gate and drain bias pattern applied to an L = 80 nm, W = 10 lm A2RAM cell fabricated
on SOI. The sequence corresponds to a writing ‘1’ pulse followed by five readings, and a write ‘0’
pulse followed by five readings. b Experimental drain current readout corresponding to the
sequence applied in (a) and showing the clear difference between ‘1’ and ‘0’ states (After Ref. 20)
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triggering the parasitic write of ‘1’ state by band-to-band tunneling. This scheme
prevents cell disturbance issues. The ‘0’ state is achieved by pulsing the gate bias
up (VG = 0.85 V pulse), which forward biases the body-to-source/drain junctions
and ejects the holes from the body. A deep-depletion region forms in the P-body.
Reading the cell state consists in slightly increasing the drain bias and detecting
whether the N-bridge is conductive or not (VD = 0.2 V with VG = -1.2 V).

An experimental proof of the readout currents is shown in Fig. 9b. The
sequence corresponds to the following: (1) write ‘1’ state; (2) five readings; (3)
write ‘0’ event; and (4) five more readings. It is shown that ‘1’ state (high current)
and ‘0’ state (negligible current) are clearly discriminated. As observed, the cur-
rent level of the ‘1’ state decreases with time. This is due to the over-injection of
holes during the writing ‘1’ event; the subsequent recombination of the carriers,
until thermodynamic equilibrium is achieved, leads to a decrease in the screening
of the gate electric field and, therefore, a decrease in the current level of the ‘1’
state until it becomes stable [24]. Note also that drain current during the writing
events remains modest, fully compatible with low-power memory applications.

3 Tridimensional A2RAM: FinFET, Trigate
and Nanowire A2RAM

Intel has recently announced the use of 3D Tri-Gate transistors in their 22 nm
node, i.e., three gates wrapped around the silicon channel in a 3D structure [25].
Tri-gate transistors are expected to provide ultra-low power benefits for use in
handheld devices, like smartphones and tablets, while also delivering improved
performance normally expected for high-end processors. We show that the concept
of multi-body partitioning 1T-DRAM cells, demonstrated so far in 2D devices, can
be also transferred to 3D structures (FinFET, tri-gate and nanowire transistors),
thus enabling memory cells with low voltage operation, energy efficiency, high
performance, and fabrication compatibility as embedded memory in next tech-
nological nodes. A three dimensional picture of the proposed memory cell, on SOI
substrate, is shown in Fig. 10. Doping sections from source to drain and perpen-
dicular to the BOX are shown in Figs. 11a and 12a, respectively. As observed, a
conventional triple-gate FET is modified by connecting the N+ source and drain
through an inner N-type wire (Fig. 10). Typical total Fin width can vary from 15 to
25 nm.

The doping profiles have been generated by process simulator ATHENA thus
validating the device feasibility. The 14 nm-thick core N-bridge is 5 9 1018 cm-3

doped, whereas the surrounding 4-nm P-type body is maintained undoped
(NA = 1014 cm-3 residual boron) (Figs. 11b and 12b). The device shares the
fundamentals of conventional 1T-DRAMs, but also introduces totally new con-
cepts. The P-type external crust that surrounds the N-type core is used as the
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storage node while the internal core (high doped N-bridge) is used for current
sense (Fig. 13a).

The memory effect relies on the following principle, adapted from the suc-
cessful operation of A2RAM cell: when the P-type body is charged with holes
(generated by band-to-band tunneling [19] and retained with a negative gate bias),
the gate field is screened by the accumulation layer (holes, Fig. 13b) and cannot
deplete the N-bridge. If VD is increased, an electron current flows through the
neutral region of the N-bridge, which behaves as a simple resistor (state ‘1’,
Fig. 13b). The current flow through the P-body is negligible (reverse biased
junctions). When the outer P crust is empty of holes, the gate field is no longer
screened and fully depletes the N-bridge (Fig. 13c): the drain current becomes
extremely low (‘0’ state). As in planar A2RAM, differences with conventional
1T-DRAMs are two-fold: (i) the drain current (defining the cell state) is due to
majority carriers flowing in the volume of the bridge; (ii) the coexistence of holes
and electrons is ensured by the P/N junction (supercoupling suppression).

The combination of the P- and N-channels results in unconventional ID-VG

characteristics. We have used numerical simulations to demonstrate the func-
tionality as memory cell of the 3D A2RAM device; Poisson and continuity

Fig. 10 Schematic representation of the 3D A2RAM memory cell
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equations were solved self-consistently in 3-D. Firstly we studied the steady state
operation of the cell: the combination of the parallel P and N channels results in
unconventional ID-VG curves. In steady state, the N-bridge is always non-depleted
regardless of the gate voltage. For negative VG the potential difference is basically
absorbed by the accumulated holes in the upper p-region: the more negative the
gate voltage, the more holes accumulate, screening the electric field.

The current is weakly dependent on VG. For positive gate bias the current flow
comes from the parallel combination of the majority carriers (electrons) of the
N-bridge (which behaves like a resistor), and the minority carriers (electrons) of
the top MOSFET. As the gate bias is increased, the top inversion channel becomes
dominant. Notice that this behaviour is different from that of a depletion-mode
NMOSFET, where the conduction can be effectively cut at a certain negative gate
bias.

Fig. 11 a Doping cross-section (perpendicular to the BOX, parallel to source an drain) of the
Triple-gate A2RAM. The high doped N-Bridge (5 9 1018 cm-3) short-circuiting source and
drain is surrounded by a low doped P-type layer (1014 cm-3). b C-C’ net doping cross-line in
Fig. 11a. The 14 nm-thick N-bridge is surrounded by a low doped P-type layer
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Fig. 12 2D-Doping cross-section (parallel to the BOX) of the Triple-gate A2RAM. Source to
drain A-A’ (N-bridge) and B-B’ (P-type body) doping cross-line. The gate is 3 nm underlaped to
improve retention characteristics

Fig. 13 Schematic memory cell operation of 3D A2RAM. a Conceptual multibody represen-
tation. b During ‘1’ state the P-type surrounding body is populated with holes retained by a
negative gate bias. The holes screen the gate field and the current can flow trough the N-Bridge.
c In ‘0’ state, the P-type region surrounding the body is in deep depletion and the gate field is not
screened, depleting the N-bridge of carriers (electrons). The current flow is cut
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The transient behaviour is analysed in Fig. 14:

1. From A to B, a positive voltage is applied to the gate. The surrounding channel
becomes inverted with electrons, and the behaviour of the device is similar to
that of a MOSFET transistor.

2. From B to C, a negative voltage is suddenly applied to the gate. The channel
becomes depleted of electrons, and as there are no sources of holes, the sur-
rounding channel becomes empty of carriers. The negative electric field
induced by the negative gate voltage, also depletes the N-bridge and as a
consequence there is no current at all in the device.

3. If the gate voltage is decreased to even more negative values (C to D), band-to-
band tunnelling starts to appear in the source-channel and drain-channel
overlapped regions. This process injects holes into the channel that screen the
negative electric field induced by the gate. As the negative gate electric field is
now weaker, the N-bridge becomes partially un-depleted and the drain current
starts to increase. The greater the hole injection, the higher the drain current.

4. If the gate voltage is reduced to zero (D to A), band-to-band tunnelling stops,
no more holes are injected in the channel and the drain current becomes
constant.

Fig. 14 Hysteresis curve demonstrating the memory effect obtained by looping the gate voltage
between 1.5 V and -2.5 V
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As observed in Fig. 14, under negative gate voltages, there is a current window
for the same values of gate and drain voltages which, depending on the population
of holes in the upper channel, allows the definition of two memory states:

1. ‘1’ state: surrounding channel is populated with holes that screen the negative
electric field. Drain current flows through the buried N-Bridge.

2. ‘0’ state: surrounding channel is fully-depleted of carriers, i.e., there are no
carriers at all in it. The negative electric field induced by the negative gate
voltage depletes the N-bridge, and no current flows between drain and source.
This state is non-equilibrium state. After a long time, thermal carrier genera-
tion, junction leakage, and band-to-band tunnelling will restore the hole pop-
ulation in the channel, and the ‘0’ state will be corrupted.

Figure 15 shows the memory operation. The gate is biased below the threshold
voltage to accommodate an accumulation of holes in the channel, which will
define the ‘1’ state current. Initially, the cell is purged by writing ‘0’ state with a
positive gate-voltage pulse. Since the pulse forward biases the channel-source and
channel-drain PN junctions, the holes are expelled from the channel. When the
gate returns to the negative holding bias, there are no carriers in the channel.

We propose two alternative mechanisms to write the ‘1’ states (restore the hole
population in the P-body): band-to-band (BTB) tunneling [22] by means of an over-
bias pulse of the retention gate voltage, or impact ionization by applying a positive
gate voltage in the gate activating the MOSFET. Nevertheless BTB tunneling is
best suited for low-power embedded applications since the writing current is typ-
ically several orders of magnitude lower than with the impact ionization mechanism
(during the writing time there is an additional contribution of current coming from

Fig. 15 Full 1T-DRAM operation of the cell. (Top) Drain and Gate bias pattern. The cell is
initially purged (W0) then the ‘1’ state is written by BTB tunneling and read 8 times. Next the ‘0’
state is written by purging again the cell and read 12 times. (Bottom) Drain current reading
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the MOSFET which is not present when using the BTB mechanism). Waveforms
demonstrating the cell functionality are shown in Fig. 15 using the BTB alternative.
As observed, the ‘0’ state corresponds to zero drain current.

Cross sections of the electron and hole concentrations after writing the ‘1’ and
‘0’ states are shown in Fig. 16. After writing ‘1’ state, a high concentration of
accumulated holes is achieved in the crust of the fin (Fig. 16, left) which screens
the gate electric field. The N-bridge remains populated with electrons (Fig. 16,
right) providing a low-resistivity path between source and drain. After writing ‘0’
state, the concentration of holes in the P-crust is six order of magnitude lower than
in the previous state, and as a consequence, the concentration of electrons in the
bridge decreases to values below 1012 cm-3, more than five order of magnitude
below the doping concentration.

As mentioned above, level ‘0’ is unstable. At equilibrium the hole population is
restored in the P-crust, the device leaves the deep depletion state, gate electric field
is screened by the holes in the semiconductor crust, and the N-bridge starts to
become undepleted, i.e., a drain current will be set if a drain voltage is applied: ‘0’
state becomes ‘1’ state. Three parasitic mechanisms are responsible for hole
population restoration (Fig. 17a):

1. Junction leakage (drain-channel and source-channel PN junctions)
2. Gate-induce-leakage current (mainly band-to-band tunneling)
3. Thermal generation

Figure 17b shows the transient evolution of the two states under continuous
reading condition. In spite of the use of a very low drain voltage to read the state of
the cell, parasitic band-to-band tunneling (GIDL) at the drain edge of the channel
generates holes in the channel, degrading the ‘0’ state.

Fig. 16 (left) C-C’ hole concentration section in Fig. 11 after writing the ‘1’ and ‘0’ states. The
difference in hole concentration between states is more than 6 order of magnitude. (right) C-C’
electron concentration section in Fig. 11 after writing the ‘1’ and ‘0’states. The difference in
electron concentration between states is more than 5 orders of magnitude
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At 300 K the retention time with worst-case BTB models [26] exceeds hun-
dreds of miliseconds. Since junction leakage and BTB tunneling is more effective
in short devices and at high temperature, we show in Fig. 17b the retention time in
the 20 nm cell at 85 �C. The ‘1’ state is stable: the initial current can be larger than
the stable level if the number of injected holes by BTB is larger than the value
that can be sustained by the negative VG stationary state. The ‘0’ state is unstable
being Gate Induced Drain Leakage (GIDL) the limiting factor which tends to
recover the hole equilibrium concentration in the P-body. The hole-generation rate
strongly depends on the electric field at the source/drain-to-gate overlap regions.
This generation can be minimized to increase retention time by careful junction
engineering including a 3 nm under-lapped source/drain [27]. This solution
increases retention time from initial 40 ls to more than 20 ms using worst-case
models (continuous and dashed lines for ‘0’ state in Fig. 17b).

4 Conclusion

The new proposed concept of tridimensional 1T-DRAM cell features a N/P body
partitioning which enables the physical separation of hole storage and electron
current. Holes concentration controls the partial or full depletion of the N-core.
The cell is compatible with ultimate scaling and shows attractive performance
(long retention, wide memory window, simple programming, nondestructive
reading, and very low-power operation) for embedded systems.

Acknowledgments This work has been partially funded by Spanish Government through project
TEC-2011-28660 and Junta de Andalucía under project TIC-2010-6209

Fig. 17 a Mechanisms responsible for restoring /for the restoration of hole population in the
P-crust. b Evolution of the drain current under continuous reading conditions (VD = 0.1 V). ‘1’
state presents initial current overshoot depending of the writing VD bias due to overpopulation of
holes in the P-type body. Dashed line: evolution of ‘0’ state after source-drain underlap
optimization (T=858C)
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Part II
Beyond CMOS Materials,

Devices and Their Diagnostic



Uniaxial Shear Strain as a Mechanism
to Increase Spin Lifetime in Thin Film
of a SOI-Based Silicon Spin FETs

Dmitri Osintsev, Viktor Sverdlov and Siegfried Selberherr

Abstract In this chapter we investigate spin relaxation in thin silicon films. We
employ a k�p based approach to investigate surface roughness and phonon induced
momentum and spin relaxation matrix elements. We show that the spin relaxation
matrix elements strongly decrease with shear strain increased. In order to meet
computational requirements with actual resources needed for relaxation time
calculations, we demonstrate a way to find the subband wave function from the
k�p model analytically. We consider the impact of the surface roughness and
phonons on transport and spin characteristics in ultra-thin SOI MOSFET devices.
We show that the regions in the momentum space responsible for strong spin
relaxation can be efficiently removed by applying uniaxial shear strain. The spin
lifetime in strained films can be improved by orders of magnitude.

1 Introduction

In order to achieve significant advantages in future microelectronic devices in
comparison to present modern technology, operation principles will have to be
enhanced or even modified. Spintronics is the rapidly developing technology
promising to benefit from spin properties of electrons. Utilizing spin opens great
opportunities to reduce device power consumption in future electronic circuits. A
number of potential spintronic devices have already been proposed [1, 2]. Sig-
nificant efforts are focused on developing models to study properties of future
devices through simulation.

Silicon is the primary material for microelectronics. The long spin life time in
silicon is a consequence of the weak intrinsic spin-orbit coupling in the conduction
band and the spatial inversion symmetry of the lattice resulting in an absence of
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Dresselhaus effective spin-orbit interaction [3, 4]. In addition, silicon is composed
of nuclei with predominantly zero magnetic moment. A long spin transport dis-
tance of conduction electrons has already been demonstrated experimentally [5].
Spin propagation at such distances combined with a possibility of injecting spin at
room temperature [6] or even elevated temperature [7] in silicon makes the fab-
rication of spin-based switching devices quite plausible in the upcoming future.
However, the relatively large spin relaxation experimentally observed in electri-
cally-gated lateral-channel silicon structures [3] might become an obstacle for
realizing spin driven devices [4], and a deeper understanding of the fundamental
spin relaxation mechanisms in silicon MOSFETs is urgently needed [8].

In this chapter we investigate the influence of the intrinsic spin-orbit interaction
on the subband structure, subband wave functions, and spin relaxation matrix
elements due to the surface roughness scattering in thin silicon films. We devel-
oped a semi-analytical approach allowing to analyze surface roughness and pho-
non induced spin and momentum relaxation in thin silicon films.

Following recent work [4], a k�p based method [9, 10] suitable to describe the
electron subband structure in the presence of strain is generalized to include the
spin degree of freedom. In contrast to [4], our effective 4 9 4 Hamiltonian con-
siders only the relevant [001] oriented valleys with spin degree included, which
produces the low-energy unprimed subband ladder. Within this model the
unprimed subbands in the unstrained (001) film are degenerate, without spin-orbit
effects included. An accurate inclusion of the spin-orbit interaction results in a
large mixing between the spin-up and spin-down states, resulting in spin hot spots
along the [100] and [010] axes characterized by strong spin relaxation. These hot
spots should be contrasted with the spin hot spots appearing in the bulk system
along the same directions at the edge of the Brillouin zone [4, 11]. The origin of
the hot spots in thin films lies in the unprimed subband degeneracy which effec-
tively projects the bulk spin hot spots from the edge of the Brillouin zone to the
center of the 2D Brillouin zone.

Shear strain lifts the degeneracy between the unprimed subbands [10]. The
energy splitting between the otherwise equivalent unprimed subbands removes the
origin of the spin hot spots in a confined electron system in silicon, which sub-
stantially improves the spin lifetime in gated silicon systems.

2 Model

We numerically investigate the dependence of the matrix elements due to surface
roughness induced spin relaxation in silicon films as a function of shear strain. For
[001] oriented valleys in a (001) silicon film the Hamiltonian is written in the
vicinity of the X point along the kz-axis in the Brillouin zone. The basis is con-
veniently chosen as [(X1,:), (X1,;), (X20,:), (X20,;)], where : and ; indicate the
spin projection at the quantization z-axis, X1 and X20 are the basis function cor-
responding to the two valleys. The effective k�p Hamiltonian reads as
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H ¼
H1 H3

H
y
3 H2

� �
; ð1Þ

with H1, H2 and H3 defined as

H1 ¼
�h2k2

z

2ml
� �h2k0kz
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þ
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� �
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þ U zð Þ

2
4

3
5I; ð2Þ

H2 ¼
�h2k2
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2ml
þ �h2k0kz
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þ
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x þ k2
y

� �
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4

3
5I; ð3Þ

H3 ¼ Dexy � �h2kxky

M ky � kxi
� �

DSO

�ky � kxi
� �

DSO Dexy � �h2kxky

M

" #
: ð4Þ

Here I is the identity 2 9 2 matrix, mt and ml are the transversal and the
longitudinal silicon effective masses, k0 = 0.15 9 2p/a is the position of the
valley minimum relative to the X point in unstrained silicon, exy denotes the shear
strain component, M�1 � m�1

t � m�1
0 , and D = 14 eV is the shear strain defor-

mation potential. The spin-orbit term sy � ðkxrx � kyryÞ with

Dso ¼ 2
X fX1jpjjngfnj rV � p½ �jjX20 g

En � EX

����
����; ð5Þ

couples states with the opposite spin projections from the opposite valleys. rx and
ry are the spin Pauli matrices and sy is the y-Pauli matrix in the valley degree of
freedom space. In the Hamiltonian (Eq. 1) U(z) is the confinement potential, and
the value DSO = 1.27 meVnm computed by the empirical pseudopotential method
(Fig. 1) is close to the one reported by Li and Dery [4].

In the presence of strain and confinement the four-fold degeneracy of the n-th
unprimed subband is partly lifted by forming an n+ and n- subladder (the valley
splitting), however, the degeneracy of the eigenstates with the opposite spin
projections n� *i and n� +i within each subladder is preserved.

The degenerate states are chosen to satisfy

* n � jf jn� +h i ¼ 0; ð6Þ

with the operator f defined as

f ¼ cos hrz þ sin h cos urx þ sin ury

� �
; ð7Þ
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where h is the polar and u is the azimuth angle defining the orientation of the
injected spin. In general, the expectation value of the operator f computed between
the spin up and down states from different subladders is nonzero, when the
effective magnetic field direction due to the spin-orbit interaction is different from
the injected spin quantization axis

�f ¼ * n � jf jn	 +h i 6¼ 0: ð8Þ

3 Valley Splitting

First we investigate the value of the energy splitting between the subbands with the
same quantum number n but from different subsets n+ and n- as a function of the
conduction band offset at the interface, for different values of the quantum well
thickness. In our calculations we assume the spin is injected along the z-direction
and the components of the wave vector k are kx = 0.1 nm-1 and ky = 0.1 nm-1.
Figure 2 shows the subband splitting for three values of the film width, namely
1.36, 3.3, and 6.5 nm. Figure 2 demonstrates a complicated behavior which
strongly depends on the thickness value, in contrast to the valley splitting theory in
SiGe/Si/SiGe quantum wells [12], which predicts that in the case of a symmetric
square well without an electric field the valley splitting is simply inversely pro-
portional to the conduction band offset DEc at the interfaces. Figure 2 shows that
for the quantum well of 1.36 nm width the splitting first increases but later satu-
rates. For the quantum well of 3.3 nm width a significant reduction of the valley
splitting around the conduction band offset value 1.5 eV is observed. A further
increase of the conduction band offset leads to an increase of the subband splitting

Fig. 1 Empirical
pseudopotential calculations
of the spin-orbit interaction
strength by evaluating the gap
opening at the X-point
between X1 and X20 for finite
kx
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value. For the quantum well of 3.3 nm thickness the valley splitting saturates at
about 0.17 meV.

For the quantum well of 6.5 nm width a significant reduction of the valley
splitting is observed for a conduction band offset value 0.2 eV. The subband
splitting saturates at a value 0.04 meV. Although for the values of the conduction
band offset smaller than 4 eV the valley splitting depends on DEc, for larger values
of the conduction band offset it saturates.

The valley splitting dependence on strain as a function of the conduction band
offset for the film of 3.3 nm thickness is shown in Fig. 3. Without shear strain the
valley splitting is significantly reduced around the conduction band offset value of
1.5 eV. For the shear strain value of 0.25 and 0.5 % the sharp reduction of the
conduction subbands splitting shifts to a smaller value of DEc. However, the region
of significant reduction is preserved even for the large shear strain value of 0.5 %.
The value of the valley splitting at saturation for large shear strain is considerably
enhanced as compared to the unstrained case.

The splitting of the lowest unprimed electron subbands as a function of the
silicon film thickness for several values of the conduction band offset at the
interfaces is shown in Fig. 4. The valley splitting oscillates with the film thickness
increased. According to theory [9], we generalize the equation for the valley
splitting in an infinite potential square well including the spin-orbit coupling as

DEn ¼ 2y2
nB

k0t
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1 � y2

n � g2Þð1 � y2
nÞ

p sin

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � y2

n � g2

1 � y2
n

s
k0t

 !�����

�����; ð9Þ

with yn, g and B defined as

Fig. 2 Splitting between the
lowest unprimed electron
subbands as a function of the
conduction band offset at the
interface for different
thicknesses for exy = 0,
kx = 0.1 nm-1 and
ky = 0.1 nm-1
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yn ¼ pn

k0t
; ð10Þ

g ¼ mlB

�h2k2
0

; ð11Þ

B ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D2

so k2
x þ k2

y

� �
þ Dexy �

�h2kxky

M


 �2
s

: ð12Þ

Here t is the film thickness. As it was shown earlier the conduction band value
of 4 eV provides a subband splitting value close to the saturated one. Because
Eq. 9 is written for an infinite potential square well, a slight discrepancy is
observed between the theoretical curve and the numerically curve calculated
for the conduction band offset value 4 eV in Fig. 4. A large value of the
conduction band offset demonstrates a better agreement between the theory
and numerically obtained results.

Following Eq. 9, the results shown in Fig. 2 can be understood as a conse-

quence of vanishing of the sin
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�y2

n�g2

1�y2
n

q
k0t

� ����
��� term. Although the conduction

band offset is not included explicitly in the equation for the valley splitting, it can
be taken into account trough an effective film width of a finite potential well as:

teff ¼ t þ 2
a
; ð10Þ

Fig. 3 Valley splitting as a
function of the conduction
band offset for the film
thickness 3.3 nm for
kx = 0.1 nm-1 and
ky = 0.1 nm-1 for different
shear strain values
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a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m DEC � Eð Þ

�h2

r
; ð11Þ

where E is the subband energy. Thus, increasing the potential barrier height leads
to a decrease of the effective film thickness, which then results in the energy
splitting dependence shown in Fig. 2.

The valley splitting reductions shown in Fig. 3 are also the result of the
oscillating sine term in Eq. 9. The small increase of the shear strain leads to a

decrease of the
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�y2

n�g2

1�y2
n

q
term. This means that in order to obtain zeros of the sine

term for larger shear strain values the effective quantum well thickness must be
larger. A decrease in the conduction band offset leads precisely to such an increase
of the effective thickness. Thus, the results shown in Fig. 3 are in very good
agreement with theory.

Figure 5 shows the dependence of the energy splitting on shear strain for the in-
plane wave vector k components are kx = 0.25 nm-1 and ky = 0.25 nm-1. The
significant valley splitting reduction around the strain value 0.145 % appears to be
independent of the quantum well width. According to Eq. 9, the valley splitting is
also proportional to B, and the valley splitting reduction around the shear strain

value 0.145 % is caused by vanishing of the Dexy � �h2kxky

M contribution. At this
minimum the valley splitting is determined by the spin-orbit interaction term
alone. The other valley splitting minima in Fig. 5 depend on the film thickness and

are caused by vanishing values of the sin
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�y2

n�g2

1�y2
n

q
k0t

� ����
��� term.

The valley splitting as a function of the quantum well width for different values
of the effective electric field is shown in Fig. 6. Without electric field the valley
splitting oscillates as shown in Fig. 4. With electric field the oscillations are not

Fig. 4 Splitting of the lowest
unprimed electron subbands
as a function of the silicon
film thickness for several
values of the band offset at
the interface, the shear strain
value is 0.05 %,
kx = 0.1 nm-1,
ky = 0.2 nm-1

Uniaxial Shear Strain as a Mechanism to Increase Spin Lifetime… 133



observed in thicker films. This is due to the fact that in thick films the subband
quantization is caused by the electric field. Indeed, for thin structures, when the
quantization is still caused by the second barrier of the quantum well, the shape of
the oscillations is similar to that in the absence of an electric field. According to
[12], the condition for the independence of the valley splitting from the quantum
well width is

Fig. 5 Intervalley splitting
as a function of shear strain
for different values of the
well width for
kx = 0.25 nm-1 and
ky = 0.25 nm-1

Fig. 6 Splitting of the lowest
unprimed electron subbands
as a function of the film
thickness for different values
of the effective electric field,
the shear strain value is 0 %,
the conduction band offset is
4 eV, kx = 0.1 nm-1,
ky = 0.1 nm-1
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t3 [
2p2�h2

mleEfield
: ð12Þ

For an electric field of 0.05 MV/cm the quantum well width must be larger than
6.9 nm in order to observe the valley splitting independent on the quantum well
width. This value is in good agreement with the simulation results shown in Fig. 6.

Figure 7 shows the dependence of the valley splitting on strain. Without electric
field the valley splitting reduces significantly around the strain values 0.116 and
0.931 % as shown in Fig. 7. With electric field applied the minimum around the
strain value 0.931 % becomes smoother, however, for a strain value around
0.116 % the sharp reduction of the valley splitting is preserved. For large electric
field the valley splitting reduction around the value 0.931 % vanishes completely.

For the strain value 0.116 % the sharp reduction of the valley splitting is still
preserved at a minimum value only slightly affected by the electric field. As
follows from Eq. 9, for kx = 0.5 nm-1, ky = 0.1 nm-1 the strain value 0.116 %

causes the term Dexy � �h2kxky

M to vanish and minimizes the valley splitting, in good
agreement with the first sharp valley splitting reduction in Fig. 7. Thus, the valley
splitting at this strain value is solely determined by the spin-orbit interaction term.
The second minimum in the valley splitting around the strain value 0.931 % in

Fig. 7 is caused by vanishing of the sin
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�y2

n�g2

1�y2
n

q
k0t

� ����
��� term. The effective

electric field alters the confinement in the well and is therefore able to completely
wash out the minimum in valley splitting due to the sine term. However, in
agreement with Eq. 9, it can only slightly affect the first minimum due to the shear
strain dependent contribution, in agreement with Fig. 7.

Fig. 7 Splitting of the lowest
conduction subbands as a
function of shear strain for
different values of the electric
field, the quantum well
thickness is 4 nm, the
conduction band offset is
4 eV, kx = 0.5 nm-1,
ky = 0.1 nm-1

Uniaxial Shear Strain as a Mechanism to Increase Spin Lifetime… 135



4 Scattering and Relaxation Matrix Elements Calculations

The surface roughness scattering matrix elements are proportional to the square of
the product of the subband function derivatives at the interface [13]. The surface
roughness at the two interfaces is assumed to be equal and statistically indepen-
dent. It is described by a mean and a correlation length [13].

Figures 8 and 9 show the dependences on strain and electric field of the matrix
elements for intrasubband and intersubband scattering due to surface roughness.
The intrasubband scattering matrix elements have two decreasing features shown in
Fig. 8. These features correlate with the valley splitting minima in Fig. 7. As in
Fig. 7, for higher electric fields the second decreasing feature around the shear
strain value of 0.9 % vanishes. For the electric field of 0.5 MV/cm the intrasubband
matrix elements are sharply reduced only for the shear strain value of 0.116 %. At
the same time, the intersubband matrix elements show a sharp increase around the
shear strain value of 0.116 %. The electric field does not affect much the valley

splitting provided by vanishing of the term Dexy � �h2kxky

M , and the sharp increase in
the inter-subband matrix elements is observed at higher fields as well.

Figures 10 and 11 show the dependence of the inter- and intrasubband spin
relaxation matrix elements (normalized to the intravalley scattering at zero strain)
on the angle between the incident and scattered wave vectors simultaneously with
the valley splitting (calculated for the scattered wave vector value). As shown in
Fig. 10, for small strain the sharp increases of the relaxation matrix elements are
correlated with the minima in the valley splitting, which occur for the values of the

angle determined by zeroes of the Dexy �
�h2k0xk0y

M term. This is the condition of the
formation of the so called spin hot spots characterized by large spin mixing and

Fig. 8 Intravalley scattering
matrix elements normalized
by their values for zero strain
as a function of shear strain
for different electric field
values
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relaxation. For higher shear strain values, however, the condition Dexy �
�h2k0xk0y

M ¼ 0
cannot be satisfied. In this case the valley splitting reduction shown in Fig. 11 is

due to sin
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1�y2

n�g2

1�y2
n

q
k0t

� ����
��� ¼ 0, in contrast to Fig. 10. Correspondingly, these

Fig. 9 Intervalley scattering matrix elements normalized to the value of the intravalley
scattering at zero strain as a function of strain for different electric field values

Fig. 10 Dependence of the normalized spin relaxation matrix elements and valley splitting on
the angle between the incident and scattered waves for the quantum well thickness is 4 nm, the
conduction band offset is 4 eV, kx = 0.5 nm-1, ky = 0.1 nm-1, Efield = 0 MV/cm, exy = 0.01 %
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valley splitting minima do not result in sharp increases in the spin relaxation
matrix elements on the angle between the incident and scattered waves.

The dependence of the intersubband spin relaxation matrix elements on shear
strain for several values of the electric field is shown in Fig. 12. The spin

Fig. 11 Dependence of the normalized spin relaxation matrix elements and valley splitting on
the angle between the incident and scattered waves for the quantum well thickness is 4 nm, the
conduction band offset is 4 eV, kx = 0.5 nm-1, ky = 0.1 nm-1, Efield = 0 MV/cm, exy = 0.92 %

Fig. 12 Spin relaxation
matrix elements normalized
to intravalley scattering at
zero strain dependence on
shear strain for several values
of the electric field,
kx = 0.5 nm-1,
ky = 0.1 nm-1
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relaxation increases up to the strain value 0.116 %, the point determined by the
spin hot spot condition. Applying strain larger than 0.116 % suppresses spin
relaxation significantly, for all values of the electric field. In contrast to the
scattering matrix elements (Figs. 8 and 9), the relaxation matrix elements dem-
onstrate a sharp feature only for the shear strain value of 0.116 %. Large electric
fields lead to an increase of the spin relaxation matrix elements due to the addi-
tional field-induced confinement.

5 Spin Relaxation

We are considering three mechanisms which contribute to the spin and momentum
relaxation: surface roughness (SR), intra- and intervalley (for spin relaxation)
scattering by acoustic phonons.

The spin and momentum relaxation times are calculated by thermal averaging
[4, 8, 13] as

1
s
¼
R

1
s K1ð Þf eð Þ 1 � f eð Þð ÞdK1R

f ðeÞdK1
; ð13Þ

Z
dK1 ¼ Z2p

0

Z1

0

K1j j
oe K1ð Þ
oK1

���
���
dude: ð14Þ

The surface roughness momentum (spin) relaxation rate is calculated in the
following way

1
sSR K1ð Þ ¼

2ð4Þp
�h 2pð Þ2

X
i;j

Z2p
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pD2L2 1
�2
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 �
dWjK2�r
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� �2

z¼� t
2

exp
� K2 � K1ð Þ2L2

4

 !
du;

ð15Þ

where e is the electron energy, K1,2 are the in-plane wave vectors before and after
scattering, u is the angle between K1 and K2, eij is the dielectric permittivity, L is
the autocorrelation length, D is the mean square value of the surface roughness
fluctuations, WiK1 and WjK2 are the wave functions, and f(e) is the Fermi function,
and r = +1 is the spin projection to the [001] axis.

The momentum relaxation time is evaluated in the standard way [13, 14]. The
spin relaxation rate due to the transversal acoustic phonons is calculated as
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where kB is the Boltzmann constant, T is the temperature, q = 2,329 kg/m3 is the
silicon density, tTA = 5,300 m/s is the transversal phonons velocity,
(qx,qy) = K1 - K2 and M is the 4 9 4 matrix written in the basis for the spin
relaxation rate.

M ¼

0 0 D
2

0 0 0
D
2 0 0

0
D
2
0

0 D
2 0 0

2
664

3
775: ð17Þ

Here D = 14 eV is the shear deformation potential.
The intravalley spin relaxation rate due to the longitudinal acoustic phonons is

calculated as
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Here tLA = 8,700 m/s is the speed of the longitudinal phonons and the matrix M is
defined with Eq. 17.

The intervalley spin relaxation rate contains the Elliot and Yafet contributions
[8], which are calculated in the following way
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Here the matrix M0 is written as

M0 ¼
MZZ MSO

M
y
SO MZZ

� �
: ð20Þ

MZZ ¼ DZZ 0
0 DZZ

� �
: ð21Þ

MSO ¼ 0 DSO ry � irx

� �
DSO �ry � irx

� �
0

� �
: ð22Þ

(rx,ry) = K1 + K2, Dzz = 12 eV, and DSO = 15 meV/k0 with k0 = 0.15 9 2p/
a defined as the position of the valley minimum relative to the X-point in
unstrained silicon [8].

6 Wave Function Evaluation

Because of the spin hotspots determining the strong dependence of the spin
relaxation scattering matrix elements on the relative angle between the incoming
and scattered waves the assumption of the independence of the subband wave
functions on the in-plane momentum frequently employed to estimate momentum
relaxation cannot be used to evaluate the spin lifetime. Indeed, because spin-orbit
effects are linear in in-plane momentum, the calculation of the surface roughness
scattering matrix elements at the center of the 2D Brillouin zone usually performed
for mobility calculations would result in the complete loss of all the effects due to
spin-orbit interaction. Therefore, in order to accurately compute the spin lifetime
numerically, one needs to know the subband wave functions as a function of the
in-plane wave vector. Numerical evaluation of the wave functions with subsequent
integration makes the task prohibitively expensive. To simplify the problem, we
obtain the wave functions in a semi-analytical manner. For this purpose we rotate
the Hamiltonian (Eq. 1) by means of the following unitary transformation. The
four basis functions X1:, X1;, X2:’, X2;’, for the two [001] valleys with spin up,

spin down are transformed by Eqs. 23–30 with tan Hð Þ ¼ DSO

ffiffiffiffiffiffiffiffiffi
k2

xþk2
y

p

Dexy�
�h2kxky

M

. The trans-

formation effectively decouples the spins with opposite direction in different
valleys.

Uniaxial Shear Strain as a Mechanism to Increase Spin Lifetime… 141



W1 ¼ 1
2

X1" þ X0
2"

� �
þ ðX1# þ X0

2#Þ
kx � ikyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2
x þ k2

y

q

2
64

3
75; ð23Þ

W2 ¼ 1
2

X1" þ X0
2"

� �
� ðX1# þ X0

2#Þ
kx � ikyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2
x þ k2

y

q

2
64

3
75; ð24Þ

W3 ¼ 1
2

X1" � X0
2"

� �
þ ðX1# � X0

2#Þ
kx � ikyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2
x þ k2

y

q

2
64

3
75; ð25Þ

W4 ¼ 1
2

X1" � X0
2"

� �
� ðX1# � X0

2#Þ
kx � ikyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

k2
x þ k2

y

q

2
64

3
75; ð26Þ

X1 ¼ W1 cos
H
2


 �
� iW3 sin

H
2


 �
; ð27Þ

X2 ¼ W2 cos
H
2


 �
þ iW4 sin

H
2


 �
; ð28Þ

X3 ¼ W3 cos
H
2


 �
� iW1 sin

H
2


 �
; ð29Þ

X4 ¼ W4 cos
H
2


 �
þ iW2 sin

H
2


 �
: ð30Þ

The Hamiltonian (Eq. 1) can now be cast into a form in which spins with
opposite orientation in different valleys are independent

H ¼ H1 H3

H3 H2

� �
; ð31Þ

H1, H2 and H3 are written as

H1 ¼
�h2k2

z

2ml
þ
�h2 k2

x þ k2
y

� �

2mt
� d þ UðzÞ

2
4

3
5I; ð32Þ
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H2 ¼
�h2k2

z

2ml
þ
�h2 k2

x þ k2
y

� �

2mt
þ d þ UðzÞ

2
4

3
5I; ð33Þ

H3 ¼
�h2k0kz

ml
0

0 �h2k0kz

ml

" #
; ð34Þ

with d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Dexy � �h2kxky

M

� �2
þD2

SO k2
x þ k2

y

� �r
.

Following [10] we find the wave functions analytically in the same manner as
for the two-band k � p Hamiltonian written in the vicinity of the X point of the
Brillouin zone for silicon films under uniaxial strain.

Figure 13 demonstrates an excellent agreement between the semi-analytical
and the numerically obtained results for a silicon film of 4 nm thickness for the
values kx = 0.25 nm-1 and ky = 0.25 nm-1. For the numerical calculations a
barrier of 10 eV height has been assumed.

7 Results and Discussion

Figure 14 shows the dependence of the momentum relaxation time on tempera-
ture. The contributions from the surface roughness (SR) and acoustic phonons
(PH) are shown. For the film thicknesses 2.1 and 1.36 nm the contribution from the
surface roughness is dominant at low temperatures. However, for a temperature
around 280 K the contributions from the surface roughness and from the acoustic
phonons for the film of thickness 2.1 nm are equal. Any further increase of tem-
perature leads to higher values of the momentum relaxation time caused by
acoustic phonons. Figure 14 shows that the dominant relaxation mechanism
strongly depends on film thickness. The phonons limited momentum relaxation is
characterized by much weaker thickness dependence and does not change sig-
nificantly while the thickness decreases from 2.1 to 1.36 nm. The surface rough-
ness limited momentum relaxation decreases by more than an order of magnitude
because of the expected t6 dependence [13, 15]. Thus, for the thickness 1.36 nm
the surface roughness induced spin relaxation is the dominant mechanism for the
whole range of considered temperatures.

Figure 15 shows the dependence of the different mechanisms of the momentum
relaxation together with the total momentum relaxation time on shear strain. The
improvement of the momentum relaxation time due to the shear strain is around
82 % for the film thickness of 2.1 nm and around 120 % for the film thickness
1.36 nm. The acoustic phonons limited momentum relaxation improves around
45 % for 2.1 nm and around 92 % for 1.36 nm. The surface roughness limited
momentum relaxation time increases around 110 % for 2.1 nm and around 120 %
for 1.36 nm. Because the SR mechanism is the dominant for the film thickness
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1.36 nm, the increase of the total momentum relaxation time is higher for 1.36 nm
than for 2.1 nm. We point out that the increase of the momentum relaxation time is
due to the corresponding scattering matrix elements dependences’ on strain.
Combined with the strain induced transport effective mass decrease it should result
in an even better mobility improvement supporting the use of uniaxial tensile
strain as the mobility booster in fully depleted ultra-thin SOI FETs.

Figure 16 demonstrates the contribution of the inter- and intrasubband pro-
cesses to the acoustic phonon and SR limited momentum relaxation. The domi-
nation of the intrasubband relaxation processes for both mechanisms of the
momentum relaxation is shown, in agreement with the selection rule that the

Fig. 13 Intrasubband
scattering matrix elements
normalized to their values at
zero strain for the film
thickness 1.36 nm for
kx = 0.25 nm-1 and
ky = 0.25 nm-1, and subband
splitting as a function of shear
strain

Fig. 14 Dependence of the
momentum relaxation time
induced by surface roughness
(SR) and acoustic phonons
(PH) on temperature for two
different thicknesses, exy = 0,
and electron concentration
1.29 9 1012 cm-2
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elastic processes result in strong intrasubband relaxation. The dominance of the SR
mechanism for the film thickness 1.36 nm shown in Figs. 14 and 15 is the con-
sequence of the high intrasubband relaxation rate.

The dependence of the spin lifetime on temperature for phonon scattering, and
SR scattering for different carrier concentrations is shown in Fig. 17. The spin

Fig. 15 Dependence of the
momentum relaxation time
induced by surface roughness
(SR) and acoustic phonons
(PH) on shear strain for
1.36 nm and 2.1 nm film
thickness, for T = 300 K,
and electron concentration
1.29 9 1012 cm-2

Fig. 16 Dependence of the intersubband and intrasubband components of the momentum
relaxation time induced by surface roughness (SR) and acoustic phonons (PH) on shear strain for
the film thickness 1.36 nm, T = 300 K, and electron concentration 1.29 9 1012 cm-2

Uniaxial Shear Strain as a Mechanism to Increase Spin Lifetime… 145



relaxation is more efficient for higher carrier concentrations for all three consid-
ered mechanisms. While the temperature increases, the difference between the spin
lifetimes for different values of the electron concentration becomes less pro-
nounced. Figure 17 shows that the SR mechanism dominates for all concentration

Fig. 17 Dependence of the surface roughness (SR), the longitudinal phonons’ (LA), and the
transversal phonons’ (TA) contribution to the spin lifetime on temperature for different values of
the electron concentration, for exy = 0, and film thickness 2.1 nm

Fig. 18 Dependence of the intersubband and the intrasubband component of the spin lifetime for
different spin relaxation mechanisms (surface roughness (SR), longitudinal phonons (LA), and
transversal phonons (TA)) on shear strain for the film thickness 1.36 nm, T = 300 K, and electron
concentration 1.29 9 1012 cm-2
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values. Spin relaxation due to TA phonons is weakest among the three considered
mechanisms.

Figure 18 demonstrates that the main contribution to spin relaxation comes
from the intersubband processes due to the presence of the spin hot spots char-
acterized by the sharp peaks of the intersubband spin relaxation matrix elements.
Their position is shown in Fig. 19. For higher shear strain values the hot spots are
pushed to higher energies away from the subband minima (inset in Fig. 19). This
results in a strong increase of the spin lifetime with shear strain for SR and the
phonon mechanisms as shown in Fig. 20.

Fig. 19 Normalized
intersubband relaxation
matrix elements as a function
of the conduction electrons
kinetic energy in [110]
direction. The inset shows the
positions of the hot spots for
different values of shear
strain

Fig. 20 Dependence of the
spin lifetime on shear strain
for the film thickness 2.1 nm,
T = 300 K, and electron
concentration
1.29 9 1012 cm-2
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8 Conclusion

We have included the spin-orbit interaction effects into the effective low-energy
k�p Hamiltonian to investigate the valley splitting, scattering, and spin relaxation
induced by the surface roughness and phonons in a thin film SOI MOSFET in a
wide range of parameters. We have demonstrated that the valley splitting minima
due to zero values of the sine term can be removed by the electric field, but the

minimum due to the vanishing Dexy � �h2kxky

M term is preserved even for large
electric fields. We have found that, due to the inter-subband splitting increase, the
matrix elements for spin relaxation decrease rapidly with shear strain. To evaluate
the wave function dependence on the in-plane momentum and spin relaxation time
the k�p Hamiltonian is solved analytically. We have shown that by applying shear
strain the momentum relaxation time can be improved by almost a factor of two
for ultra-thin films. We have demonstrated a strong, several orders of magnitude,
increase of spin lifetime in strained silicon films. Thus shear strain used to boost
mobility can also be used to increase spin lifetime.
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Quantum Noise in Nanotransistors

Alexander Orlikovsky, Vladimir Vyurkov, Igor Semenikhin
and Vladimir Borzdov

Abstract The Landauer-Buttiker approach for simulation of nanometer-scale
field-effect transistors is developed to incorporate a calculation of noise at arbitrary
temperature and applied voltage. The method allows for both shot noise and
Johnson–Nyquist (thermal) noise. The impact of random impurities in the channel
and doping profile in source/drain contacts on current and noise was cleared up.
The quantum noise is compared with that originating from a classical description
of motion along the channel. Unlike the classical renormalized shot noise the
quantum noise is smaller than the current. This discrepancy could be a crucial
evidence for quantum transport in a transistor channel. From practical point of
view that provides a possibility to reduce a shot noise in quantum nanotransistors.

1 Introduction

The future progress of silicon ULSI technology requires a conversion to extremely
thin channels. Just those structures allow avoiding channel doping which sub-
stantially impairs a bulk transistor performance. An undoped channel wrapped by
a gate (Fig. 1) results in a ballistic regime with high conductance in ON state and
low leakage current in OFF state. Therefore, such transistors will exhibit higher
frequency and lower power consumption. Nowadays there are two technologies
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close to commercialization: an extremely thin body (3–8 nm) fully depleted silicon
on insulator structure (ETB FD SOI technology of IBM Corp. and STMicroelec-
tronics) [1] and a thin channel ‘raised’ from a bulk substrate (3-D Tri-Gate tech-
nology of Intel Corp.) [2].

Current noise is one of the major characteristics of a transistor required for
its practical application in analog as well as in digit circuits. Along with the shot
noise and the Johnson–Nyquist noise (thermal noise) well-known far before, an
especial quantum excess noise was revealed in nanostructures at zero temperature
T = 0 [3, 4]. Lately, a general expression to calculate the current noise for an
arbitrary temperature and voltage was derived in [5]. That expression could be
used in the simulation of a field-effect transistor based on the Landauer-Buttiker
approach [6, 7].

In classical physics there is a universal dependence of the Johnson–Nyquist
(thermal) noise on a conductor resistance. In the same way, the shot noise is
directly bound to the current. Quantum physics provides with an opportunity to
make a noise weaker. Moreover, in our opinion, only the discrepancy between
current and renormalized noise could be a crucial evidence of a quantum transport
in a transistor channel.

The paper is organized as follows. Firstly, the developed Landauer-Buttiker
formalism is described. It allows calculating a current and a noise in the same
simulation. Then the classical noise is compared with the quantum one. Later the
effect of random impurities and doping profile on current and noise is discussed. At
last, the most intriguing question of ‘‘how to attain the highest ON-current and the
lowest noise in a nanotransistor?’’ is discussed.

2 Developed Landauer-Buttiker Formalism: Current
and Noise in the Same Simulation

As a carrier wave length becomes commensurable with a channel size the
all-quantum simulation of such small devices becomes challenging. The effective
T-matrix method for solution of a scattering problem for the stationary Schrödinger
equation in a transistor channel of nanometer length with an arbitrary potential
relief was developed in [5, 8, 9]. The method allows fulfilling a simulation of a field
effect transistor based on Landauer-Buttiker approach for calculation of current. It
has a distinct physical sense clearly based on the conception of a transistor channel
as a quantum wire or quantum wave-guide. The necessary transmission coefficients
T are determined via a self-consistent solution of Schrödinger and Poisson equa-
tions. Finally, the current is calculated via the relation
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IðVÞ ¼ 2e

h

X
m

X
i

X
j

Z
dETijmðEÞ fSðEÞ � fDðEÞ½ �

¼ 2e

h

X
m

X
i

Z
dETimðEÞ fSðEÞ � fDðEÞ½ �;

ð1Þ

where E is a total energy consisting of transversal quantization energy and lon-
gitudinal motion energy, there is a summation over all wave-guide modes i and
j involved into simulation (possible transformations between modes are incorpo-
rated), t stands for band valleys, fS and fD are Fermi-Dirac distribution functions in
a source and drain contact shifted by drain bias eV: fS(E) = fD(E-eV), the pre-
summation factor originates in the quantum wire conductance quantum for spin-
unpolarized current G0 = 2e2/h, where h is Planck constant.

For better understanding the supervening results we simplify the Eq. 1 by
eliminating all summations, although the simulation presented further was per-
formed correctly:

IðVÞ ¼ 2e

h

Z
dETðEÞ fSðEÞ � fDðEÞ½ � ð2Þ

The general idea of derivation of quantum noise in [5] was guided by the up-to-
date theory of quantum measurements. Indeed, the source and drain contacts
measure the state of an electron in the channel. The wave function could collapse
in one contact or in another, contributing or not contributing to the current. Here
we only sketch out a plan of quantum noise deduction. With that aim, the wave
function of a particular electron coming from the source contact into the channel is
presented as a superposition:

jw[ ¼ rjS [ þ tjD [ ; ð3Þ

where r and t are reflection and transmission amplitudes dependent on electron
energy E, R = |r|2 b T = |t|2 are the reflection and transmission coefficients,
respectively, providing |r|2 + |t|2 = 1. The wave function (Eq. 3) could be

Fig. 1 SOI MOSFET
structure to be simulated. The
spacers are removed for
clarity
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regarded as a solution of an appropriate Hamiltonian in second quantization rep-
resentation with operators of creation and annihilation of an electron in contacts.
The transmission coefficients correspond to the probability to find the electron in
source (S) and drain (D) contact. In the first case the current is I = 0, in the second
case the current is I = 1 (in arbitrary units). Hence, the probability function of
current f(I) is as follows f(1) = T, f(0) = R = 1 - T. Then, one arrives at the
mean current equal to \I[= 1�f(1) = T, and the mean square current
\I2[= 12�f(1) = T. After that, the standard deviation of current reads:

r ¼ \ \I [ � Ið Þ2 [ ¼ \I2 [ � \I [ 2 ¼ Tð1 � TÞ ð4Þ

This is very close to the famous Lesovik’s formula [3] (see also [4] ) for
quantum shot noise (excess noise):

dI2
n ¼ 2e2

h
DmjeV jTðEÞð1 � TðEÞÞ; ð5Þ

where Dm is a frequency bandwidth. This formula was derived for zero temperature
and infinitesimal bias V. It should be emphasized that the bracket (1 - T) has no
connection with the Pauli exclusion principle. For low transmission through the
channel T � 1, the renormalized noise In

2 /eDm coincides with the current in
accordance with the well-known classical result. Otherwise, the renormalized
noise is smaller than current. Interestingly, for the transparent channel (T = 1) the
noise vanishes. To some extent, it already alludes to the possibility to lower a noise
at non-zero temperature.

To generalize the Eq. 4 for an arbitrary temperature and voltage one should
take into account averaging over the Fermi-Dirac distribution function and the
Pauli exclusion principle. The latter means that an electron coming from the source
can occupy only an empty state in the drain, and vice versa. Then one arrives at the
general expression for noise power including both shot noise and Johnson–Nyquist
(thermal) noise [5]:

I2
n ¼ 2e2

h
Dm

Z
dE½TSð1 � TSÞ þ TDð1 � TDÞ� ð6Þ

Here the probability TS to find an electron coming from the source contact to the
drain contact and the analogous probability TD for the drain electrons are
introduced:

TS ¼ TðEÞfSð1 � fDÞ; ð7Þ

TD ¼ TðEÞfDð1 � fSÞ; ð8Þ

where the Pauli exclusion principle establishes the statistical correlations between
the source and drain contacts absent in classical description. A validity of
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integration in the Eq. 6 was justified in [5]. For zero bias the resultant expression
gives rise to the Johnson–Nyquist noise in quantum limit. This noise is also
roughly proportional to the temperature. For a non-zero drain bias there is a blend
of the Johnson–Nyquist noise and the shot noise. Previously, the shot noise was
used in measurement of fractional charge at very low temperature [10–12].
However, this discussion is beyond the scope of the present paper.

It should be noted that initially the Dirac exclusion principle was also involved
into derivation of current according to the Landauer-Buttiker approach. However,
in the final expression it was eliminated:

I ¼ 2e

h

Z
dE TSðEÞ � TDðEÞ½ � ¼ 2e

h

Z
dET ðEÞ fSðEÞ � fDðEÞ½ � ð9Þ

A similar situation occurs in quantum collision integrals.

3 Classical and Quantum Noise

One of the goals of present communication is to reveal how the classical longi-
tudinal motion in the channel or quantum one affects the noise power In

2 and
current I. Classical current is calculated in a similar way as the quantum one:

IðVÞ ¼ 2e

h

Z
dETiðEÞ fsðEÞ � fdðEÞ½ �; ð10Þ

where the transmission coefficient T(E) yields only two values: 0 or 1. Conse-
quently, the renormalized (reduced) classical noise reads

~I2
n ¼ 2e

h

Z
dETðEÞ fsðEÞ þ fdðEÞ½ �; ð11Þ

where the Pauli exclusion principle establishing correlations between source and
drain contacts is ignored, meanwhile, it is evidently included in the Fermi-Dirac
statistics.

For classical one-dimensional motion the efficient program [9] was exploited
instead of the common Monte Carlo simulation. The leading idea of that method
originates in a fact that a particle wave vector k is immediately bound to the
potential u(x) along the channel:

E ¼ ei þ
�h2kðxÞ2

2mx
� euðxÞ ð12Þ

That allows doing without solving the motion equations. Moreover, the cal-
culation of electron density in the channel can be carried out with the help of the
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quasi-classical (WKB) density of states. The electron density is required for the
self-consistent solution of Poisson equation. After that the Landauer-Buttiker
formula (Eq. 10) can be used for calculation of current.

The extremely thin fully depleted silicon-on insulator field-effect transistor (ET
FD SOI FET) in simulation is as follows: a gate length is 10 nm, spacers are 3 nm,
channel thickness is 3 nm, channel width is 10 nm, equivalent gate oxide thickness
is 1.5 nm, and source/drain contact doping is 1020 cm-3. In fact, according to the
foregoing dimensions the structure under simulation could be regarded at the same
moment as ET SOI FET and fin-FET.

Figure 2 depicts the current and the renormalized noise In
2 /eDm. Upper curves

correspond to classical regime whereas the lower ones correspond to quantum
regime. There is no perfect current saturation owing to the DIBL effect (drain-
induced barrier lowering). The gate voltage counted off from the threshold value is
equal to zero.

The thermal (Johnson–Nyquist) noise is clearly visible at zero drain voltage.
For higher drain voltage the current and renormalized shot noise coincide for
classical calculations. In the quantum limit they diverge. Comparison of curves

Fig. 2 Classical ballistic
current and renormalized
classical noise (upper
curves); quantum ballistic
current and renormalized
quantum noise (lower curves)
for perfect channel (a) and
one random impurity in the
channel (b)
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results in the estimation of the mean quantum transmission coefficient for con-
ducting electrons which turns out to be about 0.7 for the sample structure. This is
just a cause of lower quantum current. Hence, to reach higher values of ON-current
one should augment the transmission coefficient which is discussed later.

Worth mentioning a small dip in curves at low drain bias is not an artifact. This
is an intrinsic property of a ballistic transport. At low bias the channel behaves as a
conductor. Low energy electrons coming from the drain contact are scattered by
the potential and return back to the contact. They contribute neither to the current
nor to the noise. At higher bias the transistor-like behavior of the structure much
matters, especially, the self-consistency.

4 Effect of Random Impurities and Doping Profile
on Current and Noise

The effect of channel imperfections on current was elucidated in [5]. Here we
simply remind that for the sake of completeness. Figure 2a concerns a perfect
channel with no charged impurities inside. In Fig. 2b a single random impurity
was inserted in the channel. To avoid misunderstanding it should be noted that a
positively charged impurity merely shifts the threshold voltage, therefore, both
currents in Fig. 2b are a bit greater compared with that in Fig. 2a. A charged center
may originate from defects at silicon/dielectric interface or inside dielectric. It
could be a native impurity of bulk silicon. The most likely it penetrates to the
channel during annealing. It should be outlined that all kinds of imperfections have
much stronger impact on the current when they are located near the source region.

To begin with the influence of the doping profile let us look at the Fig. 3. There,
the calculated transmission coefficients are depicted for sharp and smooth doping at
zero gate voltage. Here the ‘sharp doping’ implies that the heavily doping of source/
drain contacts abruptly stops at the spacer ends. The ‘smooth doping’ means that the
doping level falls down under the spacers with the slope equal to 1 decade per 1 nm.
Obviously, the potential profile is not the same way sharp as the doping.

The transmission coefficients (Fig. 3a) at zero drain voltage markedly oscillate
with respect to energy because of interference between the channel ends. The main
reason lies in the fairly steep built-in potential profiles near source and drain
contacts where heavily/low doping junctions exist. At relatively high drain voltage
the interference disappears because the carriers acquire a high energy by the drain
end and undergo no quantum reflection. Thereafter, the curve is monotonic and
determined by quantum reflection only from the source end. The Fig. 3 demon-
strates a tendency to classical behavior as the potential profile becomes smoother.
In classical ballistic case the transmission coefficient abruptly jumps from zero up
to unity.

The Fig. 4 show that with smoothing doping the increase in current surpasses
the increase in noise.
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5 How to Attain the Highest ON-Current and the Lowest
Noise in a Nanotransistor?

Here we proceed to the most captivating topic. According to the Eq. 6, an obvious
way to make a noise lower is to make a frequency of a transistor performance
lower. However, a quantum behavior yields the other possibility to reduce a noise
in nanotransistors.

To achieve the maximum ratio of a saturated current to renormalized noise one
should press to (1) the transmission coefficient approaching unity (T(E) -[ 1) and
(2) the degenerated gas inside the channel. The first goal could be achieved with
the help of a fairly smooth potential profile in the channel. The second one could
be achieved by the sufficiently high gate voltage. In the situation, electrons in the
range of several kT around the Fermi level mainly contribute to the noise (here T is

Fig. 3 Calculated
transmission coefficient vs.
electron energy E for sharp
and smooth doping. Electrons
coming into the channel
belong to the lowest
transversal mode of [100]
oriented conduction band
valley. The drain voltage is
equal to zero (a) and 0.5 V
(b)
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a temperature and k is the Boltzmann constant). Roughly speaking, only those
electrons are ‘noisy’. In Fig. 5 the gate voltage was equal to VG = 0.5 V and the
abovementioned ratio rises up to 3. For sufficiently large Fermi energy eF the

Fig. 4 Drain current (a) and
noise (b) versus drain voltage
for sharp and smooth doping,
gate voltage is equal to zero

Fig. 5 Drain current as a
function of drain voltage for
sharp and smooth doping,
gate voltage is equal to 0.5 V
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maximum ratio of a saturated current to renormalized noise that one can ever
obtain is approximately equals to eF/kT.

One possible way to obtain a degenerated gas inside the channel at moderate
gate voltage is to use semiconductors with a small effective mass where the density
of states is also small. For example, they could be compound semiconductors. In
the sense, graphene-based channels with zero effective mass of carriers (although
not zero density of states) look like the most prospective for the low-noise
electronics.

6 Conclusion

The Landauer-Buttiker approach for simulation of nanometer-scale field-effect
transistors was developed to incorporate a calculation of noise at arbitrary tem-
perature and applied voltage. The method allows for both shot noise and Johnson–
Nyquist (thermal) noise calculations. The derivation is based on the theory of
quantum measurement.

The effect of random impurities in the channel and doping profile in source/
drain contacts on the current and noise was elucidated.

The quantum noise is compared with that originating from a classical
description of motion along a transistor channel. Unlike the classical renormalized
shot noise the quantum noise is smaller than the current. This discrepancy could be
a crucial evidence for quantum character of transport in a transistor channel.

From the practical point of view, the quantum physics provides a possibility to
reduce a noise to current ratio in quantum nanotransistors.

Acknowledgments The research was supported by the grants of Russian Academy of Sciences
and the Russian Foundation for Basic Research (grants #11-07-00464-a and #12-07-90011-
Bel_a).

References

1. Celler, G.K., Cristoloveanu, S.: Frontiers of silicon-on-insulator. J. Appl. Phys. 93, 4955
(2003)

2. Ferain, I., Colinge, C.A., Colinge, J.-P.: Multigate transistors as the future of classical metal–
oxide–semiconductor field-effect transistors. Nature 479, 310–316 (2011)

3. Lesovik, G.B.: Quantum excess noise in two-dimensional ballistic microcontacts. JETP Lett.
49, 594–596 (1989)

4. Buttiker, M.: Scattering theory of thermal and excess noise in open conductors. Phys. Rev.
Lett. 65, 2901–2904 (1990)

5. Vyurkov, V., Semenikhin, I., Filippov, S., Orlikovsky, A.: Quantum simulation of an
ultrathin body field-effect transistor with channel imperfections. Solid-State Electron. 70,
106–113 (2012)

160 A. Orlikovsky et al.



6. Landauer, R.: Transport as a consequence of the incident carrier flux. In: Bergmann, G.,
Buynseraede, Y. (eds.) Localization, Interaction and Transport Phenomena, p. 38. Springer,
Heidelberg (1985)

7. Buttiker, M.: Symmetry of electrical conduction. IBM J. Res. Dev. 32, 317 (1988)
8. Semenikhin, I., Vyurkov, V., Orlikovsky, A.: Advanced T-matrix method for quantum

simulation of nanoscale field-effect transistors. IEEE Xplore. In: Proceedings of 14th
International Workshop on Computational Electronics (IWCE), Pisa, Italy, 27–29th October
2010

9. Orlikovsky, A., Vyurkov, V., Lukichev, V., Semenikhin, I., Khomyakov, A.: All quantum
simulation of ultrathin SOI MOSFET. In: Nanoscaled Semiconductor-on-Insulator Structures
and Devices, pp. 323–340. Springer, Berlin (2007)

10. de Picciotto, R., Reznikov, M., Heiblum, M., Umansky, V., Bunin, G., Mahalu, D.: Direct
observation of a fractional charge. Nature 389, 162–164 (1997)

11. Kirczenow, G.: Composite fermion edge states, fractional charge and current noise.
arXiv:cond-mat/9803089 (1998)

12. Heiblum, M.: Fractional charge determination via quantum shot noise measurements. In:
Aharony, A., Entin-Wohlman, O. (eds.) Perspectives of Mesoscopic Physics, p. 115. World
Scientific, Singapore (2010)

Quantum Noise in Nanotransistors 161



Non-volatile Memory of New Generation
and Ultrafast IR Modulators Based
on Graphene on Ferroelectric Substrate

Maksym V. Strikha

Abstract A review of recent achievements in graphene-on-ferroelectric systems
is presented. These systems have several unique features. Among them are: the
possibility to obtain the high carrier concentration (*1012 cm-2) for the moderate
gate voltages (of *1 V) and the existence of hysteresis (or anti-hysteresis) in the
dependence of the graphene channel resistance on the gate voltage. The use of
ferroelectric substrates for graphene had enabled the construction of the robust
elements of non-volatile memory of new generation. These elements operate for
more than 105 switches and preserve information for more than 1000 s. Graphene-
on-ferroelectric systems can be characterized theoretically by the ultrafast rate of
switching (*10–100 fs). It was also demonstrated theoretically, that the effective,
fast and small modulators of the middle- and near-IR radiation for different
optoelectronic applications can be constructed on the base of graphene on the
Pb(ZrxTi1-x)O3 ferroelectric substrate.

1 Introduction

Although graphene was obtained for the first time in 2004, the interdisciplinary
‘‘graphene physics’’ on the border of solid state physics, high energy physics,
physical chemistry and engineering had been already formed as a new discipline
with a dynamic progress [1–5]. On the first stage, graphene itself had attracted all
the interest of researchers (substrate and gate had played an additional role only,
enabling graphene’s ‘‘doping’’ with electrons or holes). An understanding, how-
ever, had appeared soon, that graphene can have practical application together
with other components only. Therefore the study of graphene in its interaction with
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substrate, contacts, phonon and photon thermostat, and other factors that determine
the transport peculiarities became important.

The examination of graphene on the substrates with high permittivity k had
developed intensively (see e.g. [6, 7] ). Indeed, the substitution of the traditional
quartz by the substrates with high k (AlN, Al2O3, HfO2, ZrO2) allows for getting
higher carrier concentrations for the same gate voltages. Moreover, there exists an
assumption that the effective screening of the Coulomb field of the charged impu-
rities in the substrate and on its surface would decrease the scattering of carriers in
graphene by these impurities and therefore would increase the carrier mobility.

However, these expectations did not realize. As it was demonstrated in [7], the
decrease of Coulomb scattering by impurities in real systems is accompanied by
essential growth of scattering by surface phonon modes. Moreover, the highest
permittivity one can get for such traditional linear dielectrics is 24 (ZrO2).

Therefore, the linear dielectric substrate was suggested to be substituted by a
ferroelectric one with orders of magnitude higher permittivity. The use of ferro-
electric substrates like organic one or Pb(ZrxTi1-x)O3 (PZT), which behave at low
voltage as dielectrics with extremely high permittivity (up to 3850), can be ben-
eficial for the construction of modulators of near- and mid-IR range, that can be
perspective for low-voltage devices with optical on-chip interconnections [8].
Moreover, the existence of hysteresis in ferroelectric polarization dependence on
the applied field make them promising for the construction of memory units [9].
Despite the first study focused on graphene-on-ferroelectric device [9] had
appeared in 2009, the number of such works had increased within recent years, and
the two review articles on the problem [10, 11] are available now.

2 Graphene on Ferroelectric Substrate: Transport
Characteristics and Non-volatile Memory Structures
Construction

As it was mentioned previously, the main drawback of traditional quartz (SiO2)
substrate is its relatively low permittivity (k = 3.9), which limits the possibility to
get high carrier concentration in graphene. The concentration of carriers in gated
graphene n depends linearly on the gate voltage Vg, permittivity of substrate k, and
is inversely proportional to the substrate thickness d:

n cm�2
� �

¼ 7:2 � 1010 300
d nmð Þ

� �
j

3:9

� �
VgðVÞ ð1Þ

Figures in Eq. 1 are normalized according to characteristics of SiO2 substrate with
thickness 300 nm used in the first works on graphene (see [1–4]). Therefore, the
highest values of concentration (and conductivity) are determined by substrate
breakdown field, which is about 0.5 V/nm for SiO2 substrate.
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The use of ferroelectric substrates theoretically allows for reaching carriers
concentration in graphene of *6�1014 cm-2, which is 100 times higher than for
the traditional SiO2 substrate. This corresponds to Fermi energy of*1 eV; the
band spectrum is no longer linear for such energy. Moreover, the use of ferro-
electric substrates with spontaneous polarization allows for creating the non-vol-
atile memory units.

Such kind of device was firstly constructed by a Singapore group [9]. States «0»
of «1» of binary system were maintained by a high and low resistivity of graphene
conducting channel in field effect transistor (FET). Switching between these two
states occurred due to a change of thin ferroelectric film polarization under the gate
voltage variation. These hybrid graphene-ferroelectric devices had supported the
non-volatile resistance variation of about 200 %.

The scheme of device realized in [9] is presented in Fig. 1. The graphene layer
with mobility of *1500 cm2V-1s-1 was placed onto traditional quartz substrate
on Si gate. Approximately 0.7 lm-thick layer of liquid ferroelectric PVDF-TrFE
was placed over the graphene sheet and the top Au gate was placed on it. The
dependence of the graphene channel resistance (between S and D electrodes, see
Fig. 1) on the Au top gate voltage VTG had the form presented in Fig. 2 (for all the
15 samples under examination). This dependence features completely symmetrical
hysteretic loop for the top gate voltage sweeps from 0 to +85 V, then from +85 to –
85 V, then from –85 V back to 0. The relative change of resistivity DR/R = (Rmax-
Rmin)/Rmin was as large as 3.5 for some samples.

Such form of R(VTG) dependence is determined by the peculiarities of ferro-
electric polarization dependence on applied field. The concentration of carriers in
graphene is determined both by the field, created by the top gate voltage, and by
the field of dipoles on graphene-ferroelectric interface. Therefore graphene can
remain n-type (p-type) even at negative (positive) gate voltage, when this voltage
is not high enough to over-polarize the dipoles of ferroelectric film. The authors of
[9] had defined the state with maximum resistance as «1», and with minimal
resistance as «0», and proposed possible routes of switching between these two
states by asymmetric gate voltage sweeps.

Such hybrid memory on graphene-ferroelectric base can potentially feature
extremely high switching rate. The graphene-on-ferroelectric channel can have the

Fig. 1 Principal scheme of non-volatile memory device on graphene-on-ferroelectric base
realized in [9]
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upper theoretical limit of carrier mobility of 200,000 cm2 V-1 s-1. Thus, for
switching voltages of * 1 V and for the channel length of lm the switching time
can be less than 10-13 s. Therefore, such device can be a promising candidate for
the principal element of super-fast non-volatile memory of new generation.

It the next work [12] the same group had obtained essentially higher values of
mobility (*4200 cm2 V-1 s-1), relative change of resistivity (*500 %) and
reproduction of non-volatile memory within 105 cycles of switching for the device
geometry presented in Fig. 1. Similar system with the back and top gates and
200 nm film of organic P(VDF-TrFE) ferroelectric was studied very recently in
[13]. The group from Switzerland had demonstrated a high retention performance
for both memory states with fully saturated time-dependence of the graphene
channel resistance. This behavior is in contrast with ferroelectric-polymer-gated
silicon field-effect-transistors, where the gap between the two memory states
continuously decreases with time.

Before reaching saturation, the current decays exponentially as predicted by the
retention model based on the charge injection into the interface-adjacent layer. The
drain current saturation attests a high quality of the graphene/ferroelectric interface
with low density of charge traps.

In [14] the authors from USA had reported the construction of FET on N-layer
graphene (N = 2–15) on the thin film of Pb(Zr0.2Ti0.8)O3. Figure 3 presents sche-
matically the resistivity of 7-layer graphene as a function of gate voltage at 300 R.
The ferroelectric field permittivity (determined from Eq. 1 and Hall measurements
of concentration) was k * 100. The R(Vg) dependence had definitely different form
for low and high voltages. For the sweep range |Vg| \ 2 V (left maximum curve on
Fig. 3), carriers concentration and resistivity were governed by Eq. 1, and the
sweeps from positive voltages to negative ones were reversible.

For the sweep-range Vg [ 2 V the dependence of resistance on gate voltage had
a hysteretic form, somewhat similar to one observed in [9]. For the backward
voltage sweep from maximum value to zero the resistance had changed according
to the right maximum curve, presented in Fig. 3. The point of the resistance
saturation of the forward sweep had corresponded to the electro-neutrality point
for the backward sweep and vice versa.

Fig. 2 Hysteretic dependence of graphene channel resistance on the top gate voltage (according
to experimental data of [9] )
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The microscopic mechanism of the observed effect had remained, however,
rather unclear, because the fields in ferroelectric film, corresponding the applied
gate voltages, were much smaller than coercive field, that could change the
direction of ferroelectric polarization. Moreover, the direction of hysteresis itself
was opposite to one that could be predicted from the ferroelectric polarization
dependence on external field. This behavior (reproduced later in all the works on
graphene on PZT substrate) was called in [14] the ‘‘anti-hysteretic’’ one.

However this anti-hysteresis was reproducible and characterized by a large
relaxation time. The curves with left maximum in Fig. 3 proved to be more stable
in a low gate voltages range, and the curves with the right maximum are more
stable in the upper voltages range. With a slow voltage sweep from 0 to 2 V,
resistivity changes according to the ‘‘left’’ curve. However, as soon as the voltage
was fixed in this point, the resistivity had slowly increased up to the value, which
corresponds to the curve with the ‘‘right’’ maximum. This relaxation occurred
according to the exponential curve, where time constant s was 6 h for 300 R and
80 days for 77 R. Considering this process as thermal relaxation between the two
meta-stable states, the authors of [14] had estimated the activation energy DE from
the Arrhenius formula:

1
s
� exp �DE

kT

� 	
ð2Þ

The value of this energy was within 50–110 meV range.
The authors of [14] had also proposed to use the observed anti-hysteretic effect

for construction of memory units. The obtained correlation between minimal and
maximal resistances (states « 0 » and « 1», see Fig. 3) DR/R = (Rmax-Rmin)/Rmin

is within a range of 2–3.5 and depends on the number of graphene layers. The
obtained high values of mobility make the high rate of switching possible.

In [15], a team from Singapore and Korea had also rejected the configuration
with two gates and studied the FET with single- and bi-layer graphene, fabricated
by chemical vapor deposition (CVD) method on Cu, placed on 360 nm-thick
Pb(Zr0.3Ti0.7)O3 substrate. The high permittivity (k & 400) enabled to get carriers

Fig. 3 Resistivity of 7-layer graphene channel on the film Pb(Zr0.2Ti0.8)O3 as the dependence on
gate voltage (according to experimental data of [14])
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concentration of *1013 cm-2 for the gate voltages of *1 V. A correlation
n = aVg with a = 6.1 9 1012 cm-2 V-1 was valid within linear regime. Beyond
the linear range, at Vg [ 1.1 V the ferroelectric polarization had caused essential
hysteresis in resistance on gate voltage dependence. The increase of ferroelectric
polarization leads to increase of distance between the two maxima.

In [16], American and Korean teams had reported on the fabrication of the
robust non-volatile memory based on a single-layer graphene on ferroelectric PZT
substrate (k * 400–500). Electrical measurements were performed in vacuum
(1.1 9 10-6 Tor) at a constant source-drain voltage Vds. The dependence of cur-
rent in source-drain circuit Id on gate voltage Vg for exfoliated graphene had a
characteristic form with two minima for the sweep voltage Vg(sweep) [ 1 V. The
Fermi level crosses the Dirac point at these voltages, and the electrostatic potential
of dipoles in ferroelectric is balanced by the potential of interface absorbed
impurities.

The theoretical upper limit of ‘‘memory window’’ DVM (the width of the hys-
teresis loop) is determined by VC voltage, which corresponds to the ferroelectric
coercive force: DVM = 2VC. In [16], with the increase of the sweep voltage
memory window had reached saturation at approximately 7 V. This value is
essentially smaller for ordinary semiconductor FETs. The two states «0» and «1»
could be preserved in the system under examination for approximately 1000 s.

3 Mechanism of Anti-hysteresis in Graphene-on-PZT
Resistance

The qualitative mechanism of anti-hysteresis R(Vg) behavior (observed for all
graphene-on-PZT systems) was proposed in [16] and included interface states. The
explanation correlates with one, proposed in [17] for so called ‘‘inverse’’ hysteresis
in graphene on non-ferromagnetic substrate. A general quantitative model (for
substrate of different nature) for competing hysteretic mechanisms in graphene
channel resistivity considering a direct one (caused by absorption with dipole
moment on surface, e.g. water) and an inverse one (caused by capture of free
carriers onto localized states on graphene-substrate interface) was proposed
recently in [18].

Later in this chapter we will focus on the inverse hysteresis (or anti-hysteresis
in terms of [14] ) common for graphene on ceramic ferroelectric substrate.
Quantitative model of anti-hysteresis behavior of graphene on PZT substrate
resistance was developed in [19, 20]. The gated single-layer graphene was
examined there with Fermi energy depending on concentration as:

EF ¼ �h � mF � ðp � nÞ1=2; ð3Þ
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where vF = 108 cm/s. It was supposed that an interface state exists at the energy
ET. On the forward Vg sweep, when EF \ ET, the carriers’ concentration is gov-
erned by a simple correlation:

n ¼ k � Vg



4 � p�e � d; ð4Þ

where d is substrate thickness. If the sweeps of gate voltage are small enough (the
condition EF \ ET is valid) no hysteresis in the n(Vg) dependence appears.
However, when EF = ET, electrons from gated graphene are captured by the
interface states with a high 2D density nT. As it was demonstrated in [20], for the
gate voltages range of

4 � p � e � d

k
� E2

T

p � �h2 � v2
F

�Vg\
4 � p � e � d

k
� E2

T

p � �h2 � v2
F

þ 4 � p � e � d � nT

k
ð5Þ

the occupation of the localized states by the free electrons from graphene occurs.
Negative localized charges screen the field in the substrate. Therefore, within the
range defined by Eq. 5 the free electrons concentration in graphene remains
constant:

n ¼ ETffiffiffi
p

p
� �h � vF

ð6Þ

For the further forward sweep of Vg the concentration of carriers in the gated
graphene is governed by obvious correlation:

n ¼ k � Vg



4 � p � e � d � nT ð7Þ

The next assumption is that the lifetime of electrons on interface states is much
larger than the switching time of the system. Therefore above correlation (Eq. 7) is
valid for the backward sweep as well, and the general dependence of n on gate
voltage has the hysteresis form, presented in Fig. 4.

Concentration n reaches now the Dirac point at some gate voltage VDP,
determined by the interface states concentration nT:

VDP ¼ 4 � p � e � d � nT=k ð8Þ

Note that left to the Dirac points Fig. 4 presents the holes concentrations. At
large negative Vg the trapped electrons recombine with the holes in graphene sheet
and n is again governed by Eq. 4.

The total resistivity of graphene sheet according to a Mattiessen’s rule is:

q Vg

� �
¼ 1



r Vg

� �
þ 1=rint Tð Þ þ 1=rmin ð9Þ
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Here the denominator of the first term in the right part represents the gated
graphene conductivity, which changes linearly with Vg and n; the denominator of
the second term is the intrinsic graphene conductivity (intrinsic carriers concen-
tration in graphene at room temperature is *1011 cm-2); the denominator of the
third term is the minimal quantum graphene’s conductivity at the Dirac point [3].
Accounting for n(Vg) dependence (presented in Fig. 4), Eq. 9 leads to q (Vg)
dependence similar to the experimental one (presented in Fig. 2).

The distance between the Dirac points in Fig. 4 is determined by interface
states concentration through Eq. 8 and does not depend in this rough approxi-
mation on ET. The substitution of experimental values from [14] into Eq. 8 yields
nT = 2.7 9 1012 cm-2. This value seems to be natural for the interface between
graphene and ferroelectric, because much higher concentrations of surface states in
ferroelectrics were observed [21]. The relaxation of the anti-hysteresis observed
experimentally [14] can be explained by the finite lifetime of electrons on these
states.

The simple model developed in [19] explains the anti-hysteresis behavior of
graphene-on-PZT resistivity by special interface states with a high 2D concen-
tration (they can be related to HO- anions, captured by Pb2- sublattice of PZT,
thus creating the localized states with binding energy of *200 meV [22], which
corresponds within the order of magnitude to the thermal activation energy,
observed in [14] ). [19, 20] neglect the hysteresis of PZT itself. This can, however,
be done for the small range of Vg, which corresponds the range of n, which is much
smaller than the nominal 2D charge density, corresponding to the polarization of
PZT *3�1014 cm-2 [14].

In [20] a non-zero energy width of localized states band was taken into account,
which had allowed for explaining the memory window increase and further sat-
uration with the increase of the gate voltage sweep observed in [15, 16]. Indeed,
the case when the switching voltage Vsweep is within the interval defined by Eq. 5,
i.e. when the occupation of the localized states is not accomplished yet, is of
special interest. In this case, the separation between electro-neutrality points on
Fig. 4 increases with increase of Vsweep. The distance between them (i.e. the
memory window) is determined now by:

Fig. 4 Anti-hysteresis in graphene-on-PZT dependence of carriers concentration on gate
voltage: theory [20]. Arrows indicate the sweep directions
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VDP Vsweep

� �
¼ 4 � p � e � d � nT Vsweep

� �

k; ð10Þ

where nT(Vsweep) is the concentration of interface states occupied by electrons at
the moment of gate voltage switching from forward to backward sweep. One can
see (Eq. 10) that VDP(Vsweep) increases with Vsweep when Vsweep is in the interval
defined by Eq. 5 and saturates at higher voltages. This situation was observed
experimentally in [15, 16] and obtained VDP(Vsweep) dependences allow for esti-
mating the interface centres energy and concentration [20]. The estimations can be
useful in fabrication of non-volatile memory of new generation, based on the bi-
stable system, where logical ‘‘0’’ corresponds to one value of graphene’s resis-
tance, and ‘‘1’’ corresponds to the other value.

4 Modulation of Radiation of Near- and Middle-IR Range
by Graphene on Ferroelectric Substrate

The essential feature of the graphene optical properties is it’s substantial inter-
action with radiation in the wide spectral range, from far-IR up to UV, due to
effective interband transitions (see [23–25] and refs therein). The amplification of
response in the Fresnel system: ‘‘graphene—300 nm-thick quartz substrate—Si
gate’’ had permitted to make graphene optically visible in the first work [4]. The
example of the application of the graphene’s unique optical properties is a fabri-
cation of graphene-based saturable absorber for ultrafast lasers in telecommuni-
cation range (see [26]).

Recently, modulation [27] and polarization [28] of IR radiation were observed
experimentally in graphene structure, integrated with waveguide. Namely, a
graphene-based optical modulator for near-IR range (1.35–1.6 lm) was realized in
[27]. Principal scheme for such a modulator is presented in Fig. 5.

It was demonstrated, that such a modulator can be perspective for the devices
with on-chip optical interconnections, and it’s modulation efficiency is already
comparable to, if not better than, traditional semiconductor materials such as Si,
GeSi, InGaAs, which is orders of magnitude larger in active volume. In that work,
a single layer graphene was placed on 7 nm-thick Al2O3 substrate over the Si gate,
which had also served as a waveguide for near-IR radiation; the device footprint
was as small as 25 lm2 and the operation speed as high as 1.2 GHz.

The general theory of the carrier-induced modulation of radiation by a gated
graphene has been developed in [29]. It was demonstrated that the carriers con-
tribution modifies essentially the graphene response due to the Pauli blocking
effect, when absorption is suppressed at �hx/2 \ EF, where EF is the Fermi energy.
At low temperatures or at high doping levels, the threshold frequency for the jump
of absorption (when absorption becomes essential) is determined by following
condition (see Fig. 6):
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�hxth ¼ 2EF �
ffiffiffi
n

p
; ð11Þ

where concentration n is determined by Eq. 1.
As it was mentioned above, the use of high-k substrates (AlN, Al2O3, HfO2,

ZrO2) enables for obtaining higher concentrations for the same gate voltages. This
is important, because for the threshold wavelength kth corresponding threshold
frequency, Eqs. 1,3,4,11 yield:

kth �
ffiffiffiffiffi
d

Vg

s
� 1=

ffiffiffiffiffi
Es

p
; ð12Þ

where Es is homogeneous gate-induced electric field intensity in the substrate.
Equation 12 yields that in order to get modulation for the shorter wavelength of

radiation (i.e. in visible range) one needs stronger fields (and higher gate voltages),
which finally can cause the breakdown of the substrate.

The transmissivity and reflectivity coefficients of the ‘‘graphene layer—sub-
strate—Si gate’’ system can be written as (see [29]):

Fig. 5 Graphene-based IR
radiation modulator
(principal scheme)

Fig. 6 Optical transition in
graphene is permitted for the
photon energy at �hx/2 [ EF
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Tk ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
kSiðkÞ

p jEtj2

E2
in

;Rk ¼
jErj2

E2
in

ð13Þ

where kSi is Si gate permittivity, dependent on wavelength. The correlation
between the amplitudes E of the incident (in), reflected back into vacuum (r) and
transmitted into Si gate (t) waves can be obtained by solving the system of wave
equations in vacuum, substrate, and gate, with the proper boundary conditions,
taking into consideration the absorption due to interband carriers transitions in
graphene layer.

The calculations performed in [29] demonstrate that the modulator for tele-
communication in near-IR range (*1.5 lm) can be based on single-/multi- layer
graphene, placed over high-k substrate (in fact, this was the case, realized in [27] ).
The effective modulation of near-IR radiation by the gated graphene can be realized
in the case of high-k substrates for the applied fields of *5 MV/cm. For the case of
low-k SiO2 substrate the field should be essentially stronger *20 MV/cm, which is
comparable to the breakdown value. However, graphene-on-quartz can modulate
efficiently the middle-IR radiation. The highest values of Es, reached in [27], were in
fact on the order of 5 MV/cm. This required, however, the extremely high accuracy
of substrate preparation (7 nm-thick Al2O3 substrate was deposited over the Si gate,
which had also served as a waveguide, by atom layer deposition).

The ferroelectric substrates with extremely high permittivity can be useful for
the further development of the gated graphene-based modulators. It is important,
that at low voltages (V \ Vc * 1–2 V) the epitaxial ferroelectric Pb(ZrxTi1-x)O3

(PZT) thin films behave as a high-k dielectric with k = 73 (x = 0.2 [14] ),
k = 400 (x = 0.3 [15] ). This allows for using them in low voltage mid-IR gated
graphene-based modulators.

The critical value for the field in PZT substrate, under which this substrate still
behaves as a high-k dielectric, can be obtained from [14] (d = 300 nm,
Vcr * 2 V) and [15] (d = 360 nm, Vcr * 1 V). This yields Ecr = 67 kV/cm
(x = 0.2), Ecr = 28 kV/cm (x = 0.3). Figure 7 presents the threshold wavelength
(Eq. 12) dependence on the field in the substrate for the substrates with different
permittivities: SiO2 (k = 3.9, curve 1), Al2O3 (12.53, 2), ZrO2 (24.0, 3), PZT 20/
80 (73, 4), PZT 30/70 (400, 5).

As one can see from Fig. 7, for telecommunication range (k = 1.55 lm, hor-
izontal line) the fields which correspond to kth are several times higher than Ecr for
PZT. However, for mid-IR range (namely for k = 10.6 lm, corresponding the
CO2 laser wavelength) modulation can be realized for the fields essentially lower
than Ecr, when PZT behaves as high-k dielectric with extremely high permittivity.

Reflectivity and transmissivity coefficients, calculated in [8] according to
Eq. 13 for single layer and 5-layers graphene on PZT substrates with x = 0.3 for
the films of different thickness demonstrate a strong jump in absorption at
approximately 2.5–3 kV/cm for single layer graphene, and at 13–15 kV/cm for 5-
layers graphene on PZT with x = 0.3 (where permittivity k & 400), which leads
to essential jump in reflection and transmission. The deepness of modulation can
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be of *20 % (*2 % for each layer) for the fields, which are much lower than the
critical ones, at which the ferroelectric hysteresis phenomena start.

A comparison of results from [29] and [8] demonstrates that electric fields in
the substrate, under which an effective modulation of middle-IR radiation occurs is
two orders of magnitude smaller for graphene on ferroelectric substrate than for
graphene on quartz. Moreover, the ‘‘modulation edge’’ is much more acute in this
case. This is of great importance for the devices that operate at low switching
voltages.

The results obtained in [8] demonstrate the possibility of fabrication of mid-IR
range modulator based on low voltage gated graphene on PZT ferroelectric sub-
strate. The advantage of such a modulator in comparison with one realized in [27]
can be a relative simplicity of the epitaxial PZT film substrate preparation. This
modulator can potentially operate at 500 GHz, because carries recombination and
generation times (i.e. speed limiting processes) in graphene are in picoseconds
range. Moreover, as the modulation of middle IR radiation is efficient in this case
not only for transmissivity, but also for reflectivity, the geometry of modulator can
be much simpler than one presented in Fig. 5 (where the gate plays the role of
waveguide in [27] ).

The modulation of near-IR can be based on the same mechanism, but for the
substrates of PZT with higher k. It is known, that the PZT features an extremely
large k at the morphotropic phase boundary near x = 0.52. The dielectric constant
of PZT can be as high as 3850 depending upon orientation and doping. The authors
of [16] had observed k = 2000 by substitutional doping of Pb by La and by fine
tuning of the ratio between Zr and Ti. Such a value can be sufficient for near-IR
modulation.

Fig. 7 Dependence of
threshold wavelength
(Eq. 12) on field in substrate
for different substrates: SiO2

(curve 1), Al2O3 (2), ZrO2

(3), PZT (x = 0.2, 4), PZT
(x = 0.3, 5). Lines 6 and 7
correspond to 1.55 and
10.6 lm
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It has been predicted theoretically in [30], that anti-hysteresis behavior of con-
centration in graphene-on-PZT, presented in Fig. 4, can also appear in optics. Note
that the threshold wavelength kth (Eq. 12) can be written through Eqs. 3, 4 as:

kth ¼
ffiffiffi
p

p
c

vF
ffiffiffi
n

p ð14Þ

where c is light velocity in vacuum.
In the case, when n = nT, the modulation edge in Vg scale corresponds to the

VDP point. The reflectivity R in this point rapidly increases equaling approximately
to 0,023�N, where N is number of graphene layers. With the further increase of Vg,
when EF becomes equal to ET, the electrons are trapped on the interface levels; the
concentration of electrons in graphene is governed by Eq. 7; EF decreases and can
become smaller than the value, corresponding to the VDP according to Eq. 8. This
means that the graphene layer can no longer modulate the radiation with k
wavelength, because the interband direct transitions are now forbidden due to
Pauli blocking effect. Therefore the reflectivity R decreases to its initial level. This
hysteresis in R can be observed experimentally and used for creation of a fast bi-
stable system for the new non-volatile memory devices with on-chip optical
interconnection.

5 Conclusion

Graphene-on-ferroelectric system has several unique features. Among them are:
the possibility to obtain high concentrations of *1012 cm-2 for the moderate gate
voltages (of the order of 1 V) and the existence of hysteresis (or anti-hysteresis) in
the dependence of the graphene channel resistance on the gate voltage. The use of
ferroelectric substrates for graphene had enabled the realization of the robust non-
volatile memory elements of new generation (see rev. [10, 11] and refs therein).
These elements work for more than 105 switches and preserve information for
more than 1000 s. Such systems can be characterized theoretically by the ultrafast
rate of switching (*10–100 fs).

A quantitative model was proposed in [19, 20] to explain the anti-hysteresis
behavior of graphene on Pb(ZrxTi1-x)O3 ferroelectric substrate resistance on gate
voltage sweep. The model takes into consideration a screening of electric field in
the substrate by electrons captured by the states on graphene-ferroelectric interface
and it explains experimental data obtained previously. The estimations can be
useful for fabrication of non-volatile memory of new generation, based on the bi-
stable system, where logical ‘‘0’’ corresponds to one value of graphene’s resistance
and ‘‘1’’ corresponds to other value.

A general quantitative model for competing hysteretic mechanisms in resis-
tivity of graphene channel on a substrate of different nature including a direct one
(caused by adsorption with dipole moment on surface, e.g. water), and an inverse
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one (caused by capture of free carriers on localized states on graphene-substrate
interface) was proposed recently in [18].

It was also demonstrated theoretically, that the efficient, fast and small
modulators of the middle- and near-IR radiation for different optoelectronic
applications can be realized based on graphene on the Pb(ZrxTi1-x)O3 ferroelectric
substrate [8]. The depth of modulation for 5-layers graphene for the range of gate
voltages, for which thin PZT epitaxial film behaves as high-k dielectric can be on
the order of 10 %.

A model for hysteresis behavior in reflectivity R of the ‘‘graphene—Pb(ZrxTi1-

x)O3 (PZT) ferroelectric substrate—gate’’ system with gate voltage variation
including electrons trapping on graphene-PZT interface states was analyzed in
[30]. It was demonstrated, that this hysteresis in R can be observed experimentally
for the telecommunication range radiation k = 1.55 lm at low gate voltages and
can be used for a creation of a fast bi-stable system for the new non-volatile
memory devices with on-chip optical interconnection.
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Scanning Probe Microscopy in Practical
Diagnostic: 3D Topography Imaging
and Nanometrology

Petro M. Lytvyn

Abstract This overview presents a common approach of practical atomic force
microscopy (AFM) diagnostic of surfaces at the sub-micrometer and nano-meter
levels. A common metrological model of AFM and sources of uncertainty of
measurements are analyzed. Procedures for scanner and tip calibration are pre-
sented. Application of precise topometry concerning geometrical sizes of surface
features and its metrological traceability are illustrated using original data of
systematic AFM diagnostics applied to semiconductor nano-structures with
quantum dots grown by molecular beam epitaxy. A number of weighty results
important to understand physics of processes during structural ordering in low-
dimensional semiconductor systems has been described. Physical, methodological
and experimental parts have been presented without extended details that could be
found in the complete list of references.

1 Introduction

In actual scientific and technological investigations, methods of scanning probe
microscopy (SPM) comprise one of the advanced positions. For several decades of
its existence, SPM was developed as a separate area of scientific and engineering
explorations. Realized for the first time by IBM collaborators in 1981, the tunnel
microscope [1–3] became the father of a new generation of microscopes based on
the idea of local diagnostics of surface properties by using the probe body (probe,
sensor) with the size of operation area (tip) close to several unities or tens of
nanometer.
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From the historical viewpoint, the principal ideas of scanning probe microscopy
can be dated back to 1928, when E. H. Synge proposed a theoretical approach to
overcome the diffraction limit in conventional optical microscopy. Scanning with a
small nanoscale probe (sub-wavelength aperture) over a sample in proximity to its
surface was suggested. The idea to use tunneling current to control stylus-surface
distance was described by Russell Young in 1966 [4]. The first instrument, where
the probe scanned over surface and measured height of single atomic steps using
tunneling current was introduced by his scientific group in 1971 [5]. Ten years
later, group of Binnig (Nobel Prize in 1986) demonstrated first surface image with
atomic resolution obtained by STM [3]. Then, Binnig et al. realized the scanning
probe microscope operating due to local force interaction in 1986 [6, 7].

In a general case, current scanning probe microscopes are high-tech diagnostic
facilities combining in one device the whole complex of means for performing
surface diagnostics. As a rule, these methods are based on physical effects of
electric and force interaction between the probe and surface. The above mentioned
scanning tunnel microscopy (STM), atomic force microscopy (AFM) and its
derivatives: electrostatic force microscopy (EFM) [8, 9], scanning force Kelvin-
probe microscopy (SFKPM) [10, 11], magnetic force microscopy (MFM) [12] are
related to these methods. Also widely used are SPM methods for local diagnostics
of surface electrical properties where the AFM method provides control of force
interaction ‘‘probe—surface’’ as well as mapping the relief, while independent
channels of measurements register current flow (conductive atomic force micros-
copy [13, 14]), local resistance (scanning spreading resistance microscopy [15]) or
the capacitance ‘‘probe—surface’’ (scanning capacitance microscopy [16]).

In addition to mapping the surface properties, the above methods allow for
obtaining respective spectroscopic data in a chosen point. For example, atomic
force spectroscopy (that enables to measure the dependence of the interaction
force on the distance probe—surface) possesses a sufficient range of sensitivity to
obtain important information on specificity of intermolecular interaction [17, 18],
on the one hand, and perform nanomechanical investigations of local surface
properties [19], on the other hand. In their turn, conducting AFM and EFM allow
obtaining the current-voltage and capacitance-voltage characteristics of surfaces
with a high spatial resolution (area of the contact is close to 10–100 nm2) [20–22].
Besides, most of the series SPM models are rather efficiently used in intentional
modification of a surface in nano-probe lithography, manipulation and preparation
of nano-objects [23, 24].

A cogent advantage of SPM is its capability to obtain reliable data about surface
micro- or nano-relief both in vacuum and in ambient atmosphere as well as in liquid
medium. The objects of investigations do not require any special preparation as it
takes place in some other methods. It is natural that preparation of the samples is an
important stage of SPM diagnostics, but in this case it is directed not to modification
of the object, which provides usability of this diagnostic method, but to provide
specific conditions for measuring the necessary properties. For example, it
is essential to remove random contaminations and adsorbent layer from nano-
structured surface before mapping their surface or application of more complex
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protocols for preparation of biological objects, namely: separation, extraction,
immobilization on the substrate and functionalization of the AFM probe tip. Due to
the extremely wide spectrum of diagnostic methods, SPM is efficiently used in
various scientific and technical areas, starting from fundamental investigations
in physics of surfaces, applied materials science, diagnostic of functional elements
in nano-electronic devices, and up to nano-medicine and biosensor technologies.

Particularity of SPM application sets respective requirements on the way of
their hardware realization. Fundamental investigations at the atomic level require
ultrahigh-vacuum systems providing purity and stability of the studied surface as
well as high sensitivity and speed of measurements. For solving most of tasks in
applied diagnostics of surfaces at micro- and nano-levels, SPM methods operating
in air and liquid media and possessing the field of view up to 100 9 100 lm2 are
the most suitable. In biomedical investigations, the main priority in the SPM
construction is the possibility to perform measurements in various liquid media as
close as possible to the native ones and convenience to operate with biomaterials.

However, despite relative simplicity in performing SPM investigations,
obtaining reliable data and their scientific interpretation require understanding of
physical processes of probe-surface interaction, knowledge on how one should
separate head and minor factors that influence formation of SPM images in
dependence of measurement conditions. Not less important component is metro-
logical aspects of SPM diagnostics. Here, main questions are those concerning
calibration of scanners, shape of the probe tip, determination of mechanical
parameters describing cantilevers in measurements based on the AFM method,
usage of respective test structures in electric-force and capacitance measurements.

Despite the fact that SPM is one of the most simple and convenient tools for
obtaining quantitative topographical data in the micro- and nano-scale range and
providing better accuracy than other microscopic techniques, determination of
other exact quantitative surface parameters (chemical, mechanical, magnetic,
electrical) is mated with considerable methodical difficulties. In most of these
cases, SPM is used for qualitative and semi-quantitative estimation, and currently
is not recommended for metrological purposes. However, even rude SPM mea-
surements and mapping the above parameters are of a great scientific and applied
interest. Besides, hardware and methodical bases in SPM are continuously per-
fected, which constantly lowers uncertainties in measurements.

A lot of monographs and informative reviews are devoted to generalization and
systematization of theoretical approaches in considering the features of probe-
surface interaction in diversity of SPM methods as well as methodical and applied
SPM aspects of diagnostics. However, there is a lack of examples of application of
systems approach in solution of diagnostical tasks, which could combine various
methodical and analytical approaches with account of metrological peculiarities
inherent to SPM diagnostics. We hope that description of our own experience
concerning complex application of SPM diagnostics in a number of applied tasks,
peculiarities of performing measurements and interpretation of the data obtained
will be useful both for specialists and beginners in this field.
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2 Atomic Force Microscopy and Spectroscopy

2.1 Atomic Force Microscopy: Physical Principles
and Technical Realization

Let us remind the basic principles of functioning and hardware realization of the
scanning atomic force microscopy, as this method is most often used in diagnostic
of functional materials and device structures. The AFM method is based on one of
the most universal interactions in nature—attraction and repulsion between bodies.
The basic set-up of the modern SPM for scientific and applied investigations can
be represented by the following components (Fig. 1): tip, scanner for displacement
of the tip, system for registration of parameters corresponding to tip-surface
interaction and the feedback loop, console for control and visualization of mea-
surement results, system for vibration and noise isolation.

In the atomic force microscope, a special monitoring system performs precise
raster displacement of solid probe (micromachine in the form of tip with the radius
of 5–30 nm that is fixed to elastic cantilever) above the studied surface. The force
of probe-surface interaction is kept constant due to changing the probe height
above the surface. Values of voltages on piezoelements of the three-coordinate
displacement system (scanner), by using preliminary calibration, are converted by
AFM software into 3D map of the surface.

Bearing in mind the way providing force interaction probe-surface, the modes
of AFM operation can be separated by three groups, namely: continuous contact,
periodical contact (‘‘intermittent contact mode’’) and noncontact ones. Latter two
modes use modulation methods, where the probe vibrates with the frequency of its
mechanical resonance (or near it) and changes in amplitude, frequency or phase
inherent to these vibrations are monitored in the feedback loop. These methods are
also named the dynamical ones. When mapping a relief in the contact mode, it is
important to keep the constant value of the probe cantilever deflection, which
corresponds to the state of equilibrium of all the forces acting on the probe from
the surface and the force caused by elastic deformation of the cantilever. Mea-
surements of absolute deflection values are not necessary when mapping the
surface. By analogy, in the other modes one should monitor only changes in the
vibration amplitude or shift of phase/frequency in topometric measurements.

However measurements of the absolute value for the deflection of the probe
cantilever are important in force spectroscopic investigations. If sensitivity of the
measuring system to probe deformation, cantilever spring constant and the vertical
scanner translation are known, one can obtain quantitative dependence of the force
value for probe-surface interaction on the distance. A typical measurements
scheme and the force-distance curve are shown in Fig. 2. In the position I, the
probe is far from surface, and interaction between them is missed. In the position
II, the probe is approached to the surface so close (movement along a curve is
indicated by arrow), that jumps to contact with the surface due to action of van der
Waals attraction forces. Thus, if the measurement takes place in air, the layer of
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liquid condensed on the surface can play a significant role. In the position III, the
probe reaches the given maximum of the repulsion force and is withdrawn from
the surface. Hysteresis occurs due to adhesive attraction forces. In the position IV,
the elastic deformation force of deflected cantilever exceeds the adhesive force and
probe released by surface. In the position V, the AFM probe cantilever returns to
the equilibrium state.

In terms of distance, we have the following situation. When the AFM probe
approaches to surface, it begins to perceive long-range electrostatic and magnetic
interactions starting from the distance close to 1 lm. At the distances of
10–100 nm, the main force interactions will be long-range van der Waals inter-
actions. Even closer, in ambient conditions, water bridges can appear between tip
apex and surface due to capillary condensation. Charge transfer via tunneling
appears, and van der Waals forces become dominant at the distances of 1–10 nm.
At contact, the Coulomb repulsion takes place. Deformation of AFM tip or sample
can occur at high values of applied forces.

There are various physical models describing tip-surface interaction depending
on acting forces [25, 26]. The simplest model for an interatomic force that covers
both the short range repulsive and long-range attractive interactions is based on the
Lennard-Jones (LJ) potential. It can be described by the following formula:

V ¼ 4e
r
r

� �12
� r

r

� �6
� �

Fig. 1 General functional setup of a scanning probe microscope
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where e corresponds to the depth of the potential well (reflected interaction
strength) and r is the interatomic distance where the potential is zero, r is an
interatomic distance for a system of two LJ particles. Schematically, the depen-
dence of the LJ potential on the tip-sample distance is shown in Fig. 3. Marked in
the figure are areas where contact and dynamic AFM modes are realized.

A good starting point to understand force curves can be found in B. Cappella
review [27]. The raw AFM measured force curve does not reproduce a clear tip-
surface interaction forces. The sum of interaction forces F(D), elastic force of
cantilever and its deflection are hidden in the force-displacement data. Besides, in
the vicinity of the extreme observed for the F(D) function, there exists an ambi-
guity leading to difference between curves of approaching the probe to and
removing it from the surface. Figure 4 shows the dependence of the interatomic

Fig. 2 Scheme of measurements (a) and schematic view of force curves when measuring in air
(b): approaching curve (1), withdrawing curve (2)

Fig. 3 Typical tip-sample
interaction potential
dependence on distance with
marked regions of contact
and non-contact mode
performance
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Lennard-Jones force on the distance [27]. In these coordinates, the force of tip
cantilever elastic deformation is represented with a straight line with the slope
equal to the cantilevels spring constant in accord with Hooke’s law. The force of
tip-surface interaction is balanced by the force of cantilever elastic deformation in
every point of the force curve that corresponds, for example, the intersection points
in the F(D) dependence and straight lines 1, 2 and 3. It is seen that moving the
straight line from the right to the left (curve of approaching), in the region between
c’ and b’ (Fig. 4a) we obtain three intersections and hence three equilibrium
positions. Two of these positions (between c’ and b and between c and b’) are
stable, while the third position (between b and c) is unstable because of two
possible points of balance. At the stage of approaching, the tip follows the tra-
jectory from c’ to b and then ‘‘jumps’’ from b to b’ (i.e., from the force value fb to
fb’,). During retraction, the tip follows the trajectory from b’ to c and then jumps
from c to c’ (i.e., from fc to fc’).

These jumps correspond to the discontinuities BB’ and CC’ in the Fig. 4b.
Thus, the region between b and c is not measured. The difference in path between
approach and withdrawal curves is usually called ‘‘force—displacement curve
hysteresis’’. The two discontinuities in force values are called ‘‘jump-to-contact’’
in the approach curve (BB’) and ‘‘jump-off-contact’’ in the withdrawal curve
(CC’).

Fig. 4 Construction of experimental force-distance curve. Dependence of the Lenard-Jones
force on distance (a, curve) and the force of elastic deformation of tip cantilever (a, lines 1, 2, 3).
The respective curve measured with AFM (b). Experimental force—tip surface separation curves
(d) recorded in air (1) and under water buffer (2). Jump-to-contact of corresponding curves shown
in (c)
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Caused by the above reasons, the force curve measured with the microscope has
the look shown in Fig. 4c, d. The ambiguity in the vicinity of CB points can be
avoided by increasing the stiffness of the probe cantilever. However, on the other
hand, it will cause a loss in sensitivity. Therefore, the choice of elastic parameters
inherent to the cantilever depends on peculiarities of the solved task. It is note-
worthy that for most of routine spectroscopic AFM measurements minimization of
‘‘jump-to-contact’’ and ‘‘jump-off-contact’’ effects is not critical. Curves bring
sufficient information to recover parameters of real probe-surface interaction after
separation of the probe elastic component. Besides, as seen from Fig. 3, dynamic
AFM methods operate in the very ‘‘problem’’ range. In these modulation methods,
they use more complex models to analyze the obtained data [28, 29].

2.2 Atomic Force Microscopy 3D Metrology for Assessment
Surface Topography

From the viewpoint of using SPM for maintenance of up-to-date nanotechnologies,
metrological traceability of measurements is very important [30–33]. Although,
nanotechnology now should be understood as science and technology of the
structures, in which sizes of separate elements lie within the range 0.1–100 nm,
nanometrology essentially covers this diapason. Measurements should be per-
formed with the accuracy lying inside this or less dimensional diapason. To solve
these tasks, scanning probe microscopes are ideal candidates that are capable to
provide 3D-measurements of geometrical sizes and diverse physical and chemical
properties of objects in the dimensional scale from parts of angstroms up to
hundreds of micrometers.

On the one hand, flexibility and multipurpose character of SPM methods pro-
vides their wide application in various fields of science and technique (materials
science, electronics, optics, energetic, food industry, biology, pharmacology,
medicine, etc.), but on the other hand, it awfully complicates development of joint
standards for SPM measurements. Probe microscopy of various purposes essen-
tially differs by its hardware realization, list and level of fulfilling the measurement
methods, analytical software, and so on.

However, to verify and calibrate SPMs, one should use common unified
approaches that could provide worldwide comparability of measurement results
and metrological traceability. The most accepted instructions are usually docu-
mentary standards developed in committees of the International Standardization
Organization ISO. The ISO committee in charge of drafting standards for SPM is
the Technical Committee ISO/TC 201 Surface Chemical Analysis, mainly its
subcommittee SC 9 Scanning Probe Microscopies established in 2004. Up to date,
about a dozen of normative documents are under development, with the first ones
already published or nearing completion [34].
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Standards regulate both using the respective terminology and set procedures for
testing the microscope units as well as parameters of probes. Developed in addi-
tion are also the standards that regulate usage of separate methods for SPM
measurements (see, for instance [35]). Beside these standards, important are those
that regulate determination of respective quantitative characteristics by the data of
SPM measurements. First positions in the list of these standards can be occupied
by the standards for measuring the geometrical parameters of surfaces [36, 37].

Except standardization of the very SPM, respective technical committees
develop standards that regulate performing the nano-technological measurements,
because transfer of technologies from the stage of researches through fabrication
up to commercial market requires neatly defined estimation criteria. Metrology is
called on not only control production but provide solution of matters concerning
the ecological safety, legal and ethical aspects. The results of analytical researches
made in Europe and USA indicate that standardization is one of key issues that
bound commercial realization of micro- and nanotechnologies [38]. The respective
international organizations work at these tasks. In particular, created in 2005, in
the International Standard Organization (ISO), are the technical committee (TC)
229 ‘‘Nanotechnologies’’, and in the International Electrotechnical Commission
(IEC)—TC 113 ‘‘Nanotechnology standardization for electrical and electronic
products and systems’’.

At the national level, adaptation (implementation) of these standards is exe-
cuted by respective authorized bodies. Leaders in development of SPM standards
are Asian countries, in particular, Japan and Taiwan. In Europe, the largest activity
is demonstrated by Germany, and among the countries of Former Soviet Union—
Russia and Kazakhstan.

The above mentioned standards allow formulation of requirements to SPM
parameters providing solution of specific tasks in diagnostics of functional mate-
rials, or, on the other hand, to determine the range of tasks that can be solved using
the specific SPM method. It should be noted that technical parameters announced
by a producer can be considered in this case only as an approximate qualitative
indicator and must be tested [39]. Like to any measuring device, estimation of
SPM should begin from construction of its metrological model. First of all, one
should determine sources of uncertainties in measurements and characterize them
in accordance with adopted standards. In what follows, we shall show an example
of metrological estimate for the probe microscope NanoScope IIIa Dimension
3000.

There are many error and uncertainty sources in SPM, however, basic errors
and uncertainties that can be observed in any SPM could be classified as follows:
external influences, intrinsic influences and the operator-related ones. External
factors are determined by surrounding where this facility operates. It implies
stabilization of climate conditions for exploitation (temperature, humidity), pro-
tection from noise and vibrations, quality of power supply and grounding, etc.
Internal factors are determined by construction features of the device and quality
of their accomplishment. The operator-related ones include quality of positioning
and device calibration, optimum in the choice of probes, accuracy of adjustment of
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measurement parameters, choice of algorithms for mathematical processing the
data, etc. All these uncertainties can be summarized as the structural scheme
shown in Fig. 5.

It should be noted that a considerable part of external and internal sources of
uncertainties is constant and can be rather efficiently minimized. For instance,
usage of the systems for air cleaning and climate-control, especially in the case of
SPM operating in ambient air, active or passive systems for vibro- and noise-
protection, individual electrometric grounding are one of the main ways to min-
imize external influences.

Among the intrinsic factors, the common for SPM source of uncertainties is a
scanner. Such its characteristics as sensitivity, drift and creep should be the objects
of special attention. In general, metrological traceability of AFM in tasks of
mapping the surface lies in piezo-scanner calibration (i.e., determination of the
dependence for the displacement value on the applied voltage).

The method consists of two main parts: calibration of the scanner movement
within the XY plane as well as along the Z axis. It is realized using special
calibration test-structures that are made, as a rule, applying technologies of
modern semiconductor electronics. Figure 6 shows an example of results obtained
when calibrating the scanner of NanoScope IIIa Dimention 3000. Linearity of
the scanner and accuracy of measurements were estimated using the test-structure
Au/Si (received from the manufacturer of this facility) with the depth of elements
180 ± 3 nm and period 10 lm. In the image, absence of distortions in the shape of
square recessions in various sections of image is indicative of the linearity in the
scanner’s movement, while correspondence in sizes confirms accuracy in
calibration.

Analysis of these values should be carried out by using both separate profiles of
cross-sections (Fig. 6b) and spectra of the spatial frequencies that can be simply

Fig. 5 Scheme of the AFM
metrological model
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obtained applying the Fourier analysis (Fig. 6c, d). From the statistical viewpoint,
this analysis is more reliable, as it comprises all the points of the image and not the
single separated line. By analogy, vertical calibration of the scanner is based on
calibration gratings TGZ made by the NT-MDT (Russia) from silicon. Shown in
Fig. 6e, f are the results obtained when verifying the measurement accuracy of

Fig. 6 Results of AFM measurements for test structures: a—Au/Si. AFM map of the surface,
profile of the surface along a chosen line, histogram of heights, and Fourier-transform for the
height profile in this line; b—TGZ1 grating. 3D image for the surface map and results of the
profile analysis
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vertical dimensions for surface elements by using the test grating with the height
of 19 ± 1 nm. Again, the analysis of results should be performed with account of
local profile measurements and the histogram of heights over the whole AFM
image (Fig. 6f).

2.2.1 The Uncertainty Related with the Piezo-Drive (Scanner)

As it follows from tests made within various dimensional ranges, boundaries of
deviations for the measured values in sizes of test-structures in horizontal and
vertical planes correspond to those claimed in technical performances of this SPM,
which means that the accuracy of AFM measurements is no worse than the
accuracy in manufacturing the test-structures. In particular, the results adduced in
Fig. 6 clearly illustrate that dimensionality and orthogonality both in the XY plane
and along the vertical direction in nanometer diapason of sizes are kept. The
histogram of heights for the Au/Si test-object shows the most statistically probable
thickness of the gold film of 181 nm (distance between two adjacent maxima). As
follows from the Fourier-transform for the relief, the most typical value for the
period is close to 10.00 lm. Respectively, the height of steps in the test grating
TGZ1 averaged by 20 profiles is close to 19 nm.

Being based on the performed calibration measurements, the values for
boundaries of deviations in dimensions of test-structures can be adopted as
respective boundaries of deviations in the nanometer range of measured sizes
Dscan = ±1 nm. Thereof, the standard uncertainty of the scanner is equal:

uscan ¼ Dscanffiffiffi
3

p ¼ 1ffiffiffi
3

p ¼ 0:577 nm

2.2.2 The Uncertainty Related with an AFM Tip

A real (non-digital) spatial resolution of AFM images is determined by geometrical
shape and sizes of the probe tip, as it is the probe that interacts with a sample, and
the measuring system reconstructs the surface profile by using the coordinates of its
tip apex. As mentioned above, in relation with that, the curvature radius of the tip
apex can be commensurable with sizes of surface elements (that furthermore do not
possess any axis-symmetric shape), the AFM image is a ‘‘convolution’’ of the tip
shape and real surface relief. Depicted in Fig. 7 are 3D-AFM images of quantum
wires InGaAs/GaAs recorded using the typical probe [20] with the radius of the
apex close to 10 nm (Fig. 7a) and using the ultra-sharp tip [21], the radius of which
is less than 1 nm (Fig. 7b). The range of vertical dimensions is 5 nm. It is seen that,
due to convolution, there missed is information on a fine structure of wires. Besides,
their transverse sizes are overstated. Deviations can reach 60 % of real heights.
Thus, based on statistical analysis of AFM images obtained using typical and
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ultra-sharp tips, the calculated value of the uncertainty for the typical probe with the
apex radius of 10 nm in the sub-nanometer range (below 1 nm) is equal to

utip ¼ Dtipffiffiffi
3

p ¼ 0:6ffiffiffi
3

p ¼ 0:346 nm

2.2.3 Uncertainties Related with an Optical System, Digital Electronic Parts
and External Factors

When constructing the metrological model of AFM, it was noted that results of
measurements can be distorted by external influences, namely: vibrations, acous-
tical noises, changes in the temperature of ambient medium, etc. Besides, ‘‘digital’’
noise and variations in the sensitivity of laser optical system can introduce some
errors. The uncertainties introduced by the above factors can be estimated using
the test of AFM noise amplitude on condition that effects of piezo-drive and probe
are excluded. This test was realized by scanning the area with dimensions of
1 9 1 nm (which means the practically static mode for the scanner with the
maximum scanned area of 100 9 100 lm) on a freshly cleaved mica surface. The
test was performed within the time range equivalent to the typical time of mea-
surements (10 min). In these tests, it was ascertained that the noise amplitude
equals to 0.05 nm.

Fig. 7 3D-AFM image of In-GaAs/GaAs quantum wires obtained with a typical tip (a) and
image of the same surface obtained with an ultra-sharp tip (b). Scanning electron microscope
images of a typical (c) and an ultra-sharp tip (d)
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So, it was obtained that the total uncertainty related with digital electronics,
optical system of AFM, systems of vibro- and noise-protection, as well as systems
of conditioning, shielding and electrometric grounding does not exceed:

uopt ¼
Dvibrffiffiffi

3
p ¼ 5 � 10�2

ffiffiffi
3

p ¼ 0:029 nm

Thus, the maximum total uncertainty of measurements calculated with account
of the most essential above mentioned components (which have no correlation
bonds) is equal in this case to:

utotal ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

scan þ u2
tip þ u2

opt

q
¼ 0:675 nm

In other conditions, the value of the measurement uncertainty will have another
meaning. In this case, the ratio of sizes typical for the tip of the probe and for
elements of the studied surface can be essential. For instance, in topometric
investigations of nanostructural surface elements, the resolution value of the very
SPM should be distinguished from that of the image. The real image resolution is
determined by the relationship of scan step size and that of probe tip radius. For the
apparatus accuracy of horizontal positioning in the SPM scanner higher than
0.5 nm, the image resolution (scan step) on the area 500 9 500 nm, which is
recorded into the data array 512 9 512 points, will be close to 1 nm.

Starting from simple geometric considerations, the probe with the tip radius of
10 nm is able to distinguish two surface points with a dimple of 0.1 nm between
them, if beginning from the minimum distance of 3 nm between them

dmin ¼ 4Dz 2R � Dzð Þð Þ0:5;

where R is the radius of the probe tip, Dz—depth of the dimple. The respective
resolution will reach 1.5 nm. It is clear that lowering the only scan step (for
example, when recording the image of 250 9 250 nm), one cannot reach a higher
image resolution, which is caused by too large tip radius. At the same time, the
super-sharp probe with the tip radius of 1 nm is able to provide resolution of
0.5 nm, at the scanned area of 300 9 300 nm adequate to it (Fig. 8).

As seen from Fig. 8a, in the case of densely located SnTe nano-islands of small
sizes (close to 5–20 nm), there takes place a considerable ‘‘tip effect’’ that includes
both expansion of nano-islands and impossibility for the tip to penetrate into
narrow dimples between them [40]. In its turn, using the ultra-sharp tip enables to
eliminate both causes for distortion of data (Fig. 8b). Comparison of the mea-
surement data obtained with the standard and ultra-sharp tips has shown that the
error in determination of such important for analyses of growth processes
parameter as the form-factor (ratio of the nano-islands height to the diameter of its
basis) can reach 55 %, when scanning with the standard tip.
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However, this situation is changed if investigating nano-islands with the sizes
15–60 nm, if nano-islands are located at a sufficient distances one from another
(Fig. 9). The difference between images obtained using ordinary and ultra-sharp tips
is related only with expansion of nano-islands (under movement, the tip penetrates
up to the substrate). Analyzing the results of grain size measurements in Fig. 8,
one can plot the dependence of errors in nano-islands diameters on their sizes for the
case of ordinary silicon probes with the nominal tip radius 10 nm (Fig. 9).

The dependence we obtained coincides well with the approximated formula for
probe effect correction [41]:

D ¼ d
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 � 8Rh=d2ð Þ

p
;

where d, h are the diameter and height of nano-islands derived from the AFM
image.

Fig. 8 AFM image of SnTe nano-islands on BaF2 obtained with standard (left) and ultra-sharp
(right) tips. It is the case of dense location of nano-islands on the surface. White curves are used
to illustrate transverse sections of images

Fig. 9 Errors in
measurements of diameters
inherent to surface elements
in dependence on their lateral
sizes. Data were obtained for
the silicon tip (apex radius
10 nm) using the images in
Fig. 8
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This equality is valid only in the case when the vertical resolution of AFM
images does not depend on the probe radius, i.e., when the distance between
adjacent surface elements is larger than its radius. Thus, in this case (Fig. 10) there
is no necessity to use ultra-sharp tips, it is sufficient to use the standard tip for a
correct analysis of surface elements.

2.3 Elimination of AFM Probe Geometry on the Surface
Image by Using the Method of Computer Reconstruction

The minimization of the probe effect on SPM topometry results can be solved by
two main ways. First, one can use probes with a small tip radius and a little apex
angle. In this case, various technologies for sharpening ordinary silicon probes as
well as technologies for additional growing up the wire-like crystals from diverse
materials or carbon nanotubes at the top of probe tip are often used [42–44].

This approach provides an increase of image resolution up to the molecular
level. However, in most of cases, ultra-sharp probes are efficient on surfaces with
the range of heights up to 20 nm (it does not concern special probes for mea-
surements at the vertical walls of parts with a relief of micrometer height).
Besides, their high commercial cost and very limited resource prevent wide usage.

The second way is the computer software reconstruction of experimentally
obtained AFM images, when tip contribution is excluded from the image, if the
shape of a tip is known [45, 46]. In this approach, the key task is to ascertain the
shape of the tip operation part. In this case, except a simple approach with a second
order surface [45], the real shape of the tip is usually determined using special test
structures [47, 48] or the so-called ‘‘blind’’ reconstruction based on a preliminary
measured image [49–51]. The method based on the approach of the tip shape with
the second order surface gives the highest error. Two other methods have their
own advantages and deficiencies. For example, usage of test structures is optimal

Fig. 10 AFM image of SnTe nano-islands on BaF2 obtained with standard (left) and ultra-sharp
(right) tips. The case of free location of nano-islands on the surface
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when their geometrical parameters are not only less than the probe tip ones but are
commensurable with components of the relief that should be studied. Besides, this
way for testing the tip shape requires additional test measurements before and after
topometric surface investigations and is inefficient if the tip shape is changed in the
course of measurements. In its turn, the tip shape reconstructed using the blind
method has a maximum possible size that still provides obtaining the image under
reconstruction [49]. The scheme of method is shown in Fig. 11. Main idea is to
find minimal tip-surface distance within the region under the tip (X’X) and correct
the height value in this point by Dt.

Thus, the known ways to minimize the probe effect are not self-sufficient, and
correct results of topometric investigations of nanostructured surfaces is possible
only being based on clear understanding their advantages, deficiencies and limits
of usability.

Among the mentioned above methods for obtaining the tip shape, blind recon-
struction is the most efficient one. This method does not require any additional
measurements, there is no necessity in export/import of data that set the tip surface
shape, reconstructed part is the most essential imaging tip part, etc. However, with
all its advantages, this method has definite limitations that can essentially influence
the results of reconstruction. For instance, if the surface has a regular shape (dif-
fraction gratings, etched monocrystalline surfaces, quantum dots of close sizes and
shape, and so on), then the set of possible limits for tip sizes is limited, which can
result in imaging the regular relief elements in the shape of sharp peaks; when
analyzing smooth surfaces (dispersion of heights Z for which is close to 2–3 nm),
the set of possible limits for tip sizes comprises only a very small range [40]. It leads
to an unlikely value of the tip radius; apparatus effects of various kinds, which are
not related with the probe but take their place in the image (local spikes, noises,
scanner drift, too large or too small force of probe-surface interaction, etc.) and can
contribute to the tip shape reconstructed by the software.

Fig. 11 To reconstruction of a real surface by using the known shape of the tip and recorded
AFM image. s(x, y) is the real surface, t(x, y)—tip surface, i(x, y)—suface in non-reconstructed
AFM data. A—tip apex (the point monitored by AFM at image recording), R—point of tip-
surface contact (the point determined tip-surface interaction)
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It should be also noted that the reconstructed image, independently of the way
used to obtain the tip shape, can exactly coincide with the real sample surface
under condition that in the scanning process the tip touches only one point of the
surface in each time moment. As a consequence, the tip can touch every point of
the surface in this process. In other case, there remain the so-called ‘‘blind areas’’
on the surface, and their correct reconstruction is impossible. Their shape and sizes
depend on the tip geometrical shape. In particular, for the ordinary silicon tip with
the quadrangular pyramid shape, these blind areas are those located with the angle
less than the angle at the pyramid apex 118 with respect to the vertical, or pores
that are narrower than the tip. The algorithm for reconstruction of AFM images
allows to easily depict these surface blind areas as uncertainty maps (Fig. 12),

Fig. 12 Non-reconstructed AFM images (left) and their uncertainty maps (right) for surfaces
with different location and shape of nano-islands
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which can serve as a criterion of usability for the tip with given geometry. If the
area of blind zones (marked with white color) reaches more than 60 % of the total
image area, then the reconstruction program is incorrect, and more sharp probes
should be used.

The example of usability of the software image reconstruction for a surface
with the area of blind zones close to the acceptable limit in the sample of SnTe
with nano-islands is shown in Fig. 13. In this case, the zone at the basis of nano-
islands is blind, therefore, reconstruction does not lead to changes in the sizes of
the nano-island basis. In relation with it, when analyzing nano-island sizes as
lateral characteristics, it is more correct to use the diameter of the nano-island
section at the half of its height (see insets in Figs. 13a and b), because at this level
reconstruction approaches to the sizes and shape of the real ones, and, if necessary,
the basis size can be calculated using extrapolation of the nano-islands shape.

For comparison, shown in Fig. 13c is the image of the same sample obtained in
the scanning electron microscope Zeiss Ultra 55 with the resolution close to 1 nm.
It is seen that contrary to the non-reconstructed image (where nano-islands have
the shape of hemispheres), nano-islands in the reconstructed one are depicted more
correctly—as triangular pyramids (for a good layout, see the fragment of 3D
representation), which fully coincides with the electron-microscopic data. Some
comparison of scanning electron microscope and AFM imaging could be found in
[52].

3 AFM Investigations of Semiconductor Quantum Dots
Shape and Surface Ordering

Topometrical AFM investigations provide an important information concerning
peculiarities of growth processes at nanostructures fabrication. For example, we
investigated self-assembled nano-islands in heteroepitaxial GeSi systems grown by
molecular beam apitaxy [53]. Strain-induced self-assembled nano-islands in het-
eroepitaxial GeSi systems have attracted much attention because they offer the
possibility of realization of new optoelectronic devices based on the well-developed
Si technology. The large lattice mismatch between Ge and Si (4 %) results in
the growth of ultrathin Ge layers on Si substrates being driven by the Stranski–
Krastanov mechanism. However, this mechanism gets complicated under Ge–Si
composition transformation at certain growth conditions.

We have used AFM and micro-Raman scattering to study how the density,
volume, shape and composition of Ge islands change depending on the thickness
of the deposited Ge layer and the Si substrate temperature. The assertion that
bimodal island size distribution is related with two (pyramid-like and dome-like)
possible shapes of their equilibrium configuration is confirmed. The island com-
position is shown to be of mixed GexSi1-x -like type due to surface diffusion of Si
atoms from the substrate. This process is strongly enhanced when temperature
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increases. As a result, the stability range of the pyramid-shape island volumes at
the measured deposition rate becomes substantially wider. Thus, it is only at low
temperature that one can obtain a high concentration of Ge islands on Si(100)
surfaces with a narrow size distribution.

The nature of the bimodal size distribution can be explained in two ways. In the
first model, one considers that a specific minimum energy configuration corre-
sponds to each particular shape of strained islands, and an activated transition can
occur between the two configurations [54]. The key idea of the second model is that
the chemical potential of an island undergoes an abrupt change as the equilibrium
shape changes from pyramid-like to dome-like [55]. This occurs at a well-defined
volume, the one at which the energy of the dome becomes lower than the energy of

Fig. 13 AFM images of the surface fragment and nano-islands section for the system SnTe/BaF2

before (a) and after (b, c) computer reconstruction; (d)—image of the surface obtained in the
scanning electron microscope with high resolution (*1 nm)
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the corresponding pyramid. In any case, the experimental data concerning the
distribution of both the shape and size of the islands are of great importance.

AFM images taken for Ge layers of three different thicknesses are presented in
Fig. 14a–c. The growth temperature was 700 �C and the growth rate was
0.015 nm/s. Another set of AFM data taken from a series of Ge layers with the
nominal thickness of 9 ML, but grown at different substrate temperatures is shown
in Fig. 14d–f. The presence of pyramid-like and dome-like islands is clearly
shown in Fig. 15 for the 9 ML sample grown at 700 �C.

Plotted in Fig. 16 are the volume distributions of islands presented in Fig. 13. A
comparison of Figs. 16a–f demonstrates an important qualitative difference
between the island shape transformations occurring in these two series of samples.
When the Ge layer thickness increases from 5.5 up to 9 ML (Fig. 16a–c), the
critical volume at which the pyramid–dome transformation happens does not
change. This volume is about 4 9 104 nm3, and is shown by an arrow in the figure.

Fig. 14 3DAFM images of self-organized nano-islands grown at 700 �C with the nominal
thickness of Ge wetting layers 5.5 ML (a), 9 ML (b) and 11 ML (c). The set of AFM images of
nano-islands grown at different temperatures (600, 700 and 750 �C, correspondingly d, f and g)
from 9 ML Ge wetting layer
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One may also consider this critical volume to remain constant even for
dGe = 11 ML, when all pyramids disappear. In this case, all the islands become
dome-shaped and have a big average volume (about 12 9 104 nm3).

When the deposition temperature is increased, the situation becomes quite
different Fig. 16d–e). The critical volume of the pyramid–dome transformation
shifts strongly toward bigger volumes, and at 750 �C the pyramid-shaped islands
are predominant. We believe that this change in the island shape distribution is due
to surface diffusion of Si atoms from the substrate to the bottom of the islands [56].
As a result, the islands take on a mixed GexSi1-x composition. The presence of
shallow grooves near the bases of the dome-shaped islands that can be seen in the
AFM images may serve as support of the mechanism for alloy formation in the
islands.

Using Raman Scattering, we have studied the relationship between the island
Ge–Si composition and their strains. The results averaged over each sample
including islands of different shapes are presented in Table 1. The island com-
positions for samples with different thicknesses grown at the same temperature are
very close. At the same time, as the temperature is increased, the silicon content in
the islands grows considerably due to easier diffusion of Si atoms. Since the high
stress near the bases of the islands favors intense Si diffusion, this mechanism is
very important when the incipient pyramids develop.

To control the strain value in the Si-Ge heterosystem, the Si1-xGex buffer
sublayer is used [57–60]. In this case, the areal density of the islands increases with
increasing Ge content in the Si1-xGex buffer layer. As the areal density of the
nano-islands increases, the spacing between the islands becomes comparable to
their size, and lateral interaction between the elastic strain fields of neighboring
islands can occur. This interaction promotes in-plane ordering of the islands. On
the other hand, the presence of spatially nonuniform elastic strain fields leads to
the enhanced importance of interdiffusion processes causing an anomalously

Fig. 15 2D AFM image of
the 9 ML sample grown at
700 �C. Relief is shown by
isolines with 2 nm height
steps
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intense atomic flux from the buffer sublayer to the islands, in which partial
relaxation of elastic strains takes place.

AFM data presented in Fig. 17 illustrate the lateral self-ordering in single layers
of SiGe nano-islands grown on strained Si1–xGex buffer layers of different thick-
nesses. Surface images and corresponding statistical analysis for the control spots
corresponding to 9–11 MLs of Ge deposited during the process of island formation
are shown.

Fig. 16 The dependence of pyramid-shaped (dashed curve) and dome-shaped (solid curve)
island number on volume for samples grown at 700 �C using various thickness of Ge wetting
layer (a 5.5 ML; b 9 ML; c 11 ML) and grown from the 9 ML Ge wetting layer at 600, 700 and
750 �C (d–f, correspondingly)
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For 9 MLs of Ge, we find a bimodal distribution of the sizes and shapes of the
islands, which are of the hut-cluster and pyramid types. An increase in the nominal
thickness of deposited Ge causes transition to a unimodal distribution of dome-
shaped islands for 10 MLs of Ge and a further narrowing of this distribution for
11 MLs of Ge. To some extent, the anisotropy in the shape of the island base is
indicative of the intensity of elastic interaction between the islands and of the
diffusive mass transfer. Thus, for 11 MLs of deposited Ge, the peaks in the dis-
tribution of island orientations (i.e., orientations of the major axes of the ellipses

Table 1 Composition (x) and strain (e) of the GexSi1-x islands investigated, as it follows from
RS measurements

ML T (�C) x, Ge content (%) e, strain (%)

9 600 0.73 ± 0.04 -1.3 ± 0.3

9 700 0.63 ± 0.01 -0.8 ± 0.1

9 750 0.43 ± 0.02 -1.0 ± 0.2

5.5 700 0.57 ± 0.01 -1.0 ± 0.1

11 700 0.56 ± 0.02 -1.2 ± 0.2

Fig. 17 AFM images of the surface of the structure and histograms for the island heights and the
major axis orientation of the island base ellipse for 9–11 MLs of deposited Ge
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approximating the shape of the island bases) are more pronounced (Fig. 17). This
is an evidence for a higher degree of anisotropy of the diffusion processes taking
place in the process of island formation. It is also important to note that the two
maxima in the island orientation distributions are separated by *82; i.e., the
lateral orientation of the islands deviates somewhat from the [-100] and [010]
crystallographic directions.

The number and arrangement of peaks in two-dimensional (2D) autocorrelation
functions (Fig. 18) built over the 10 9 10 lm scans give clear evidence of the
formation of a characteristic two-dimensional grid in the arrangement of nanois-
lands. The islands are oriented along directions close to [010] and [-100]. The
occurrence of three peaks in the profiles taken along the two directions shown in
Fig. 18b is indicative of the short-range order in the mutual arrangement of the
islands up to the third nearest neighbor. It is most pronounced for 10 MLs of
deposited Ge. In this case, a fourth order 2D autocorrelation peak is observed,
which gives the evidence of a better defined periodicity in the island arrangement.
The spacing between the peaks in the autocorrelation function profiles corresponds
to the average distance between the islands in a given direction.

The role of diffusion during the process of island formation could be estimated
using analysis of island volumes with increasing thicknesses of deposited Ge. The
amount of material in the islands exceeds the nominally deposited amount of Ge
by factors of 3.3 and 5 corresponding to 9 and 11 MLs, respectively. It means that
up to 60 % of the strained SiGe buffer sublayer is transferred to the islands. Note
that in the case of conventional high temperature (C500 �C) epitaxy on top of
the Si buffer, this difference, caused by the diffusion of Si from the buffer layer,
can be as large as tens of percent only. Such a huge flux of diffusing atoms at a
temperature considerably lower than the material’s melting point can only be
explained with account of the stimulating role of a nonuniform elastic strain field
(the Gorsky effect [61]), the gradient of which in the studied structures with nano-
islands may be very high. This strong diffusion of material into the islands during
the process of their formation leads to considerable changes in the nominal
composition of the layers and strains in the system. It is also evident that kinetics
of the diffusion process considerably affects the resulting structural morphology.

Strain-driven self-assembly has matured into a promising method for fabrica-
tion of quantum dot nanostructures for semiconductors of various types. Epitaxy of
III-V system has attracted more attention due to the unique physical properties of
QDs as a zero-dimensional quantum confined system and the variety of applica-
tions in electronic and optoelectronic devices (tunable, high-efficient QD lasers
[62, 63], single or multicolored QD photodetectors [64–66], etc.).

However, more complex multi-component systems as well as strongly aniso-
tropic structures are not completely described by the simplified basic model of
Stranski-Krastanov growth mode. Elastic properties of the bulk crystal lattice and
surface mass transport have a significant impact on the QD growth [67, 68].

So, in the case of multi-layer structures of InGaAs QDs, additional effects must
be considered namely: the strain distribution through the spacer layers, In migration
on the surface during the capping process, and possibly surface roughening
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throughout the deposition of the spacer layer. The AFM surface diagnostic of these
structures plays a very impotent role for optimization of technological processes
and fundamental investigations in physics of low-dimensional structures.

The good starting point for surface anisotropy estimation by AFM could be
micro-size defects, known as oval defects typical for MBE grown III-V structures
[69]. We investigated surface morphology of micro-size defects on the surface of
various high-index GaAs substrates [70]. The investigated surfaces were the top
layer of 1- and 17-period In0.45GaAs0.55/GaAs structures with quantum dots. These
structures were characterized by formation of oval defects on (100) surfaces, and
micro-size defects possessing the shape of multifaceted pits and hillocks on
(n11)A/B (n = 7, 5, 4, 3) surfaces. We have illustrated that their distribution and
density do not depend on the substrate orientation, while the shape and orientation
of the micro-size defects depend on the crystallographic orientation of the sub-
strate. This dependence was determined to be the result of anisotropy of surface
diffusion and surface elastic properties. Anisotropy of elastic properties of high-
index surfaces was found to be the dominating factor in determining the shape of
micro-size defects.

Oval defects (ODs) are the main type of morphological defects found on GaAs
films grown using the MBE method on GaAs substrates with (100) orientation.

Fig. 18 a Autocorrelation maps obtained from AFM scans of the structures under study for
9–11 MLs of deposited Ge b. Profiles of the autocorrelation maps along the directions [010] and
[-100]
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When using a substrate with (100) orientation, the long axis of the OD lies along
the\011[direction [69] (Fig. 19). Typical dimensions of these defects are of the
order of several micrometers depending on the epitaxial layer thickness and their
density can reach 104 cm-2, in our case.

On the (n11)A/B surfaces, micro-size defects form as dimples having a mul-
tifaceted shape, and in all cases, possess the (100) facet (Fig. 20). As we change
the growth surface from (311) to (711), the observed micro-size defects are
basically similar to those observed on the (311) surface. However, the tail at the
defect base is reduced in length, while the angle at the apex, formed by the defect
facets, is increased. Crystallographic orientations of micro-size defects were
determined using X-ray diffraction in symmetric and asymmetric reflections. It
confirms the constant orientation of defects tails.

As seen from Fig. 21, the crystallographic orientation of micro-size defects
coincides with the direction of the largest elastic constants. In multilayer structures
grown on GaAs(1 0 0) substrates, the micro-size defects are oriented in the
direction [01-1], which coincides with the direction of the largest In/Ga adatom
diffusion [71, 72]. When changing the surface orientation from (100) to (711), the
anisotropy of the surface elasticity modulus is considerably reduced. In our
opinion, it is the effect, which is responsible for the change in the micro-size defect
shape. That is, for the (711)B surface, the relative magnitude of anisotropy of the
elasticity modulus is smaller than that for (100) and (311), which results in round
shape defects (Fig. 21c). On the other hand, a decrease in the defect tail length
with increasing n-index on GaAs (n11) substrates can be explained stemming from
purely geometrical grounds. The defect front facet coincides with the (100)
crystallographic plane that has been neither smoothed nor overgrown in the course
of the structure growth. It is most probable that the opposite defect facet is also
limited by a crystal plane, but it is strongly subjected to diffusion smoothing and
partial overgrowing. However, the angle between the front and back facets of
multifaceted defects on (n11) surfaces remains approximately the same. As a
consequence, when the n-index reaches high values, the (n11) surface will cut a

Fig. 19 AFM image emphasizing one oval defect (a); corresponding height profiles of the oval
defect (b)
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larger and larger part of the defect tail, and, as a result, the defect shape will be
more rounded, which is what observed experimentally.

We observed a clear tendency in multilayer structures to form laterally ordered
arrays of QDs (Fig. 21). Depending on the substrate surface orientation, one can
obtain QDs ordered along the [01–1] direction (QD chains) (Fig. 21a) [73] or
laterally ordered networks of nearly equal-distant QDs [74] (Figs. 21b, c). Here,
the defect orientation and symmetry have a one-to-one correlation with the posi-
tion of QDs on the surface. The cell dimension of the QD lateral network on the
less anisotropic surface (711)B is less than that on the (311)B surface, and
the shape of the lateral cell is close to the rhombus one. Lateral self-ordering of the
QDs in multilayer structures is most probably caused by formation of periodically
changing field of elastic strains as well as an accompanying redistribution of the
impurity-defect composition of the growth surface. The influence of an elastic
strain far-acting field on QD lateral ordering is indirectly confirmed by Fig. 21b
where the defect strain field causes fluctuations in QD lateral ordering. In the
defect core region (i.e., in the ranges of the largest strain and compositional
gradients), several QD rows exactly follows along the defect facet orientation
directions, that is the lateral QD arrangement ‘‘feels’’ the shape of the strain field
distribution around the defect.

The strain fields developed in the growth direction of multilayer In0.45Ga0.55

As/GaAs structures determine the size and lateral arrangement of (In,Ga)As QDs,
and their value considerably exceeds the strain fields and concentration fluctua-
tions formed around micro-size defects. The latter is developed during QD growth
on the micro-size defect surface and confirmed by the appearance of small fluc-
tuations of their lateral arrangement (QD chains and networks cover defects
without significant transformations). The studied micro-size defects can be used to
determine surface crystallographic orientation, as indicators of anisotropy inherent
to surface physical (elastic) properties. Meanwhile, sets of microsurfaces with
various orientations can be used as a playing field to explore QD growth processes.

Further, we have investigated in details a lateral ordering scenario of QDs as a
function of substrate orientation and the number of vertical periods. Because of the
statistical nature of Stranski-Krastanov growth mode, self-assembled dots are
sometimes not very uniform in size, shape, and interdot spacing. This fact poses
significant limitations for device applications. While self-assembled QD multi-
layers have shown that the vertical alignment throughout subsequent layers can be
engineered to be nearly perfect, the lateral ordering tendency was found to be
much less pronounced. A different type of arrangement, i.e., an anticorrelation of
dots on subsequent layers, has been observed for II–VI, IV–VI, and III–V systems
[75, 76].

It was further demonstrated that the elastic anisotropy of the materials plays a
crucial role for the lateral and vertical self-organizations in QD superlattices [77].
It includes both anisotropy effects of the strain fields and adatom diffusion, as well
as the elastic interaction of neighboring QDs. Generally, the balance between
strong repulsive elastic interaction of adjacent initial dots and, on the other hand,
the minimization of the total strain energy acts as the main driving force for the
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Fig. 20 Surface height maps (on the left) and derivatives (dz/dx) of AFM images (on the right)
of typical microsize defects on the surface of In0.45Ga0.55As (7 ML) layer on GaAs (n11)B
substrate. There pointed are the sections (profiles) of surfaces along the dotted lines. Empty ovals
point the defect cores. Quantum dots can be seen on the surfaces and on the defects
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lateral and vertical self-assembling. Investigating the strong impact of high index
surfaces on formation of ordered QD arrays is expected to provide more detailed
understanding of the underlying growth kinetics. Thus, it might help to improve
physical properties of low-dimensional structures.

Our AFM studies indicate no well-ordered QD arrangement at the surfaces of
the 1.5 period structures [78]. At the same time, the differences in density, shape,
and size of QDs grown on differently oriented substrates were well pronounced.
A variation of the growth surface from (100) to (911)B, (711)B, (511)B, and
(311)B (increase of the angle of surface (n11) deviation from the surface (100)

Fig. 21 Schematic representation of stereographic projections with indication of the elasticity
modulus value distribution along crystallographic directions (left) and micro-size defect AFM
images with cross-sections along dotted lines for the surface of 17-period In0.45Ga0.55As/GaAs
structure when the substrate orientation is: a (100), b (311)B and c (711)B. Images of an
enhanced resolution that illustrate formation of QD patterns are shown at the right
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toward (111)) yields the general trend to increase the QD size, while the QD
density decreases.

While increasing the number of periods up to 16.5, the degree of the QD
arrangement considerably improves for all probed substrate orientations. Figure 22

Fig. 22 AFM images of In0.4Ga0.6As/GaAs QDs 16.5 periods grown on GaAs substrates of the
following orientations: (100) (a), (911)B (b), (711)B (c), (511)B (d), (411)B (e), and (311)B (f).
The 2D autocorrelation functions are shown in insets
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depicts corresponding AFM images of QDs on high index surfaces, as well as
their autocorrelation analysis insets. The presence of peaks up to the fourth order
in 2D autocorrelation functions proves highly correlated QD ensembles. Further,
on the autocorrelation analysis indicate a lateral QD arrangement along two pre-
ferred directions at the surface. In order to quantify this effect, we have defined a
surface unit cell (Fig. 23) by taking into account a coordination shell with the three
nearest neighbors of QD.

However, the most obvious feature of the QD multilayers seems a systematic
impact of the substrate orientation onto the QD lateral ordering. Figure 23e pre-
sents mean QD-QD distances at the top surface along [01–1], [-2nn], and [-1n0],
whereas these most preferred directions and the QD-QD distances have been
extracted from the autocorrelation analysis. Interestingly, we found that the
characteristic directions of the QD ordering at the surface correspond to the form
of fourfold symmetrical anisotropic distribution of Young’s modulus (Fig. 24),
calculated by us for each of the surfaces according to [79].

Fig. 23 a–d depict surface unit cells on GaAs(100) and (n11)B, where n = 9, 5, 3; e–g plots as a
function of the surface orientation the dot-dot distance, probability of QD nearest neighbor
occupation along the directions of preferred ordering, and characteristic angle /; h plots the
autocorrelation functions of the QDs curves are offset for a better view

210 P.M. Lytvyn



The probability of this kind of QD positioning determined from autocorrelation
data is shown in Fig. 23f. It can be clearly seen that the 2D QD lattice of a good
quality should be formed on (411) and (511) high index surfaces. The elastically
softer [-1n0] direction demonstrates the best QD ordering for all investigated
substrates and accordingly stiffer directions have a lower probability of QD
ordering. It seems that surface elastic anisotropy dominates the QD lateral
ordering, whereas QD’s elastic interaction in dense arrays and QD shape and size
play a second role.

From the comparison of Fig. 23g, which shows the opening angle / of the
defined unit cell, and Fig. 24, one can see that the QD-QD distance along the
elastically stiffer [-2nn] direction (the largest Young modulus values) increases
when going from (911) to (311). Along the [0–11] direction, the QD-QD distance
demonstrates a trend to decreasing, while remaining practically the same along the
elastically softer direction [-1n0] (the smallest Young modulus values). However,
again, the above regularities brake down in the case of (311)B substrate due to the
largest anisotropy among the investigated orientations.

All of the above mentioned self-assembled QDs become ordered due to the
interacting strain fields of successive QD layers and surface diffusion. It is
apparent that new possibilities in 3D self-directed QD ordering could be achieved
if strain and anisotropic diffusion can be controlled separately. One of the known
effective ways to change surface diffusion is the deposition of a few monolayers of
another material on a growth surface [80] or a change in the source gas compo-
sition [71]. Improvement of InAs QDs optical properties was reported, where As2

flux was used instead of usual As4 [81, 82], but differences in physical processes of

Fig. 24 Angular distribution
of the elasticity modulus for
different GaAs(n11) substrate
orientations (n = 7, 5, 4, 3)
and GaAs(100)
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lateral and vertical QDs ordering were not under investigation. We use either As4

or As2 as the arsenic source gas for growth of InGaAs/GaAs QD superlattices to
study the role of both surface diffusion and elastic strain in formation and
development of 3D ordering of the QDs in a GaAs matrix [83]. In particular, our
findings show an influence of As flux type on multilayered growth of (In, Ga)As
QDs on GaAs (100). This provides an excellent opportunity to vary and control the
symmetry of the diffusion and strain pattern in each layer with the aim to optimize
the spatial ordering of nanostructures with identical sizes and shapes in multilayers
of QDs.

It is known that, for a given growth conditions, the maximum sticking coeffi-
cient is only 0.5 for As4, but it can reach 1.0 for As2. However, for sufficient
overpressure of As with the same growth conditions, the sticking coefficient for Ga
and In is very readily 1.0 [84]. Therefore, the amount of material grown is com-
pletely determined by the group III flux. The use of the As2 background for
effective manipulation of QD shape, positioning and deformation can be under-
stood by considering surface diffusion. Due to the nature of the (2 9 4) GaAs(100)
surface reconstruction, the adatoms diffusion length along [0–11] direction is much
larger in comparison with that for [011] direction.

This anisotropic surface diffusion leads to elongation of the QDs in each layer
along the direction of higher mobility. This elongation in turn creates anisotropic
strain fields in each capping layer (strain in the [0–11] direction is smaller than in
[011] [85]), which then enhances the elongation of the QDs subsequently forming
chains or wires. The difference between the As4 and As2 appears to be in terms of
limiting the ultimate diffusion lengths. A microprobe-RHEED/SEM study has
shown that the lateral flow of Ga atoms is reduced under As2 flux in comparison
with As4 [86]. Since the As2 does not need to be cracked in order to incorporate
into the crystal [87], having that as the arsenic source provides a lower energy
barrier for incorporation and thus a shorter diffusion length for the adatoms [88].
As can be seen from the AFM images of Figs. 25 and 26, it helps to keep the QDs
as separate entities forming chains of QDs instead of wires.

Figure 25 shows AFM topographic images of single layers and multilayers for
x = 0.4, which were grown under As4 and As2 fluxes. QDs in the single layer
structures have weak lateral ordering for both As4 and As2 fluxes (Figs. 25a and b).

However, it is apparent that the sample grown using As2 (Fig. 25b) is already
more uniform and somewhat more ordered than the one using As4 (Fig. 25a), just
after the first layer. After further growth, completing the full 15 period structure,
well defined periodic dot-chains are observed for both As4 and As2 growth
(Figs. 25c and d). At the same time, it could be seen that the use of either As4 or
As2 during the growth causes significant differences in the density and size of the
QDs. These data imply a generally higher surface mobility for QD growth using
As2 as compared to As4.

The dependence of QD ordering on composition and nominal thickness of
deposited wetting layer both for As4 and As2 fluxes are illustrated in Fig. 26. The
same thickness of GaAs spacer layer of 60 MLs was kept in the InxGa1-xAs/GaAs
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structures (x = 0.3 for 15.5 MLs and x = 0.5 for 5.7 MLs). For each of these
compositions, the dot layers exceed the critical thickness for relaxation by 25 %.
As it is seen from Fig. 26, composition increasing from x = 0.3 to 0.5 leads to
InGaAs nano-feature transformations from wire-like to closely packed dot-chains
in the case of As4 flux (Figs. 26c and a), and from large elongated QDs to small
well separated QDs in the case of As2 flux (Figs. 26d and b).

Fig. 25 AFM images of the In0.4Ga0.6As QD’s on single layer structures ((a), (b)) and 15.5
period structures ((c), (d)) grown using As4 ((a), (c)) and As2 ((b), (d)) background fluxes under
identical conditions. Insertions in (a)–(d) show the cross-sections (linear profiles) along the [011]
direction of most typical QDs determined from size distribution functions (vertical and horizontal
scale bars correspond to 6 and 40 nm). Height scale bar corresponds to 15 nm
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4 Conclusion

In conclusion, we tried to describe a common approach to organization of practical
AFM diagnostics of surfaces at the sub-micrometer and nano-meter levels. Con-
siderable attention was paid to one of the main AFM applications—topometry of
geometrical sizes of surface elements and its metrological traceability. As an
example of a system approach to diagnostics of nano-structured surfaces, we
adduced our original investigations of growth processes in semiconductor nano-
structures with quantum dots. Careful observance of protocols for calibration of
AFM as well as tests of uncertainty of measurements added by a shape of the probe tip
enabled us to obtain a number of weighty results important for understanding physics
of processes of structural ordering in low-dimensional semiconductor systems.

Fig. 26 AFM images of In0.5Ga0.5As ((a), (b)) and In0.3Ga0.7As ((c), (d)) nano-features in
multilayered structures grown using As4 (left column) and As2 (right column) gas fluxes. Height
scale bar corresponds to 20 nm
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Topometry of surfaces is a most frequently used in practice AFM method with
well developed theoretical and metrological foundation. Their description in detail
can be found in the list of references. At the same time, these methods are con-
tinuously developed, respective facility is upgraded, which enables to considerably
enhance their information capability and to widen their application scope.
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Towards Self-Powered Systems: Using
Nanostructures to Harvest Ambient
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Abstract In this chapter, we present the advantages of semiconducting nano-
structures (nanowires) for energy harvesting applications. Three sources of energy
are considered: mechanical inputs, light and thermal energy. Different simulation
approaches are used to discuss the prospects of these energy transduction solutions at
nanoscale. Some guidelines are brought out for the improvement of energy con-
version efficiency by nanowires, when integrated into functional devices.

1 Introduction

The combination of new materials integration, 3D processing and low-power
circuits enable the development of autonomous systems. These systems are typi-
cally used on Wireless Sensors Networks (WSN) applications, with the objective
to monitor human health, environment, or structures such as airplanes or buildings
[1]. Three main issues need to be addressed to improve the performance of the
autonomous systems: (i) the reduction of the overall energy consumption to ideally
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less than about 100 lW [2], (ii) the reduction of the general size and/or surface for
easier integration and (iii) the augmentation of the power autonomy or battery
lifetime. To solve this last issue, ambient energy harvesting is a promising solu-
tion. In addition, this solution allows the maintenance cost associated to battery
replacement and/or charging to be cut down or even suppressed.

An autonomous system is composed of several subsystems [2] for computing,
communication, sensing, energy management and energy harvesting, respectively.
Basically, the energy from the harvester must be processed before been stored in a
capacitor or a rechargeable battery, and later used in the system. This chapter will
only deal with the strictly speaking energy harvesting subsystem.

To date, several approaches have been proposed to harvest energy from dif-
ferent energy sources, such as thermal, solar, RF, or mechanical sources [3], using
thin films and MEMS technologies. With the advent of ultra-low power circuits,
the energy needed for autonomous systems can be harvested by even smaller
structures and, eventually, nanostructures. Most importantly, some properties of
nanostructures can be controlled and improved compared to bulk [4, 5].

In this paper we present the advantages and prospects of using semiconducting
nanostructures (nanowires) for energy harvesting applications from three different
sources: mechanical inputs, solar and thermal energy sources. The chapter is
divided in three main sections focalized on each energy conversion. Each section
provides first a brief review of the concepts at the macro and micro scales, before
discussing the main advantages at the nano scale from a theoretical point of view,
supported by simulation and modeling results. The chapter ends by the conclusions
and perspectives.

2 Mechanical Energy Harvesting Using Piezoelectric
Nanostructures

Many approaches have been proposed to harvest ambient mechanical energy: using
the variation of electromagnetic or electrostatic fields and using piezoelectric
materials [3]. All these approaches have been largely studied at the macro and micro
scale leading to some commercial devices. This section is focalized on piezoelectric
materials, where electrical charges are generated when a mechanical load is applied
(direct effect), or which get strained when an electric field is applied (reverse effect).
This property is quantified by the piezoelectric coefficients (d), measured in C/N or
pm/V, respectively. In what follows, we will firstly sum up briefly the approach used
at the macro scale to harvest energy from mechanical inputs, before introducing the
different approaches that can be used with nanoscale piezoelectric materials.
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2.1 The MEMS Approach

At the macroscale, the most widely used structure to harvest mechanical inputs
with piezoelectric materials is a resonant cantilever composed of a stiff material
(Si or plastic), a piezoelectric layer (typically PZT or AlN, between others), and a
seismic mass (Fig. 1). The whole structure is tuned to resonate at a specific fre-
quency driven by the application (typically between a few Hz and several 100 Hz).
The aim is to increase the quality factor (Q) of the resonator, at the expense
however of bandwidth narrowing [6]. Many devices have been reported using this
structure, with generated energy density values ranging from 0.1 to 40 mW/cm3

[3], for input accelerations between 1 and 10 m/s2, corresponding to a force in the
range of 30 lN–40 mN. Commercial devices can also be found from companies
such as Midé (USA) proposing devices generating 9 mW/cm3 at 15 V using a PZT
film integrated into a plastic beam.

Several strategies have been proposed to increase the bandwidth of cantilever
based devices, including bi-stables structures, coupled oscillators, arrays of canti-
levers featuring different resonance frequencies, or the addition of amplitude lim-
iters, between others [7].

2.2 Piezoelectricity at the Nanoscale

The reduction of beam size down to the nanoscale has been proven to improve the
elastic properties, such as flexibility compared to bulk materials. Fracture strain is
also increased [8]. It has also been shown that size reduction resulted in
improvements of the piezoelectric coefficients (in particular d33, longitudinal,
along the c-axis) of semiconducting materials such as GaN and ZnO in form of
nanowires (NWs) with diameters wider than 150 nm [9] or nanoribbons thicker
than 500 nm [10] (see Table 1) leading to a higher voltage generated (i.e. more
power and better energy conversion efficiency) for given deformation [11].

Fig. 1 Schematic structure of a resonant piezoelectric cantilever illustrating the location of the
maximum stress (fixed end). The dimension of the cantilever and the weight of the seismic mass
are adjusted to match a resonance frequency driven by the application
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The experimental trends of these piezoelectric coefficients have been confirmed
by theoretical studies on semiconducting NWs (GaN, ZnO and more recently AlN
NWs), although at lower diameters (a few nm) (see Table 1). These calculations
have used different approaches such as first principles-based density functional
theory (DFT) [12] or continuum models including surface effects from ab initio
calculations [13]. More recent calculations using the finite element method (FEM)
have included the semiconducting properties of individual ZnO NWs (i.e. doping
level and free charges) showing their impact on the reduction of the generated
piezo-potential (screening effect) [14, 15] and thus on the effective piezoelectric
coefficients. These results altogether show that there is still a gap between theo-
retical predictions and experimental measurements.

2.3 Integrated Piezoelectric Nanowires into Functional
Devices

As dimensions decrease, the resonant approach becomes less appropriate for
energy harvesting since most mechanical sources present in the environment are at
low frequency or frequency-less, and solutions that exploit real-time deformations
and impacts are thus better suited [17]. In addition, one single NW will not give
enough energy for typical autonomous systems, so that practical harvesting
devices must integrate large arrays of piezoelectric NWs. Several integration
techniques have been reported in the literature, including lateral [18–22], vertical
[20, 23, 24] and radial integration [25, 26] of ZnO, PZT, NaNbO3 and PVDF NWs.
To date, the most performing device integrates vertically grown ZnO NWs. It
produces 0.78 W/cm3 (estimated from output voltage and output current, mea-
sured in open and short circuit conditions, with values of 58 V and 134 lA,
respectively) when a non-quantified mechanical input is applied on the device
(palm impact) [27]. While most of the effort has been invested on proof of concept
demonstrations and device fabrication, fewer references can be found in the lit-
erature about the theoretical analysis of the performances of such devices and the
identification of optimization guidelines.

Analytical modeling is an effective way to predict general trends for device
performance evolution and, especially, the influence of dimensions downscaling.
Such approach has been used for vertically integrated ZnO NWs deformed by lateral
or compressive forces. One example of device designed to use lateral forces to bend

Table 1 Piezoelectric coefficient d33 in ZnO and GaN nanostructured materials compared to
bulk (adapted from [16])

d33 [pm/V]

Material Experimental (bulk) Experimental (nanoscale) Theoretical (nanoscale)

ZnO 9.93 [10] 14-26.7 [10] 168.2 [12]

GaN 1.86 [12] 12.8 [9] 65.8 [12]
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vertically grown NWs is schematically presented in Fig. 2 (left) [11]. An analytical
model has been used to study the power density harvested as a function of NWs
geometrical parameters (Fig. 2 right panel) under the assumption of a constant peak
lateral force (10 nN) and an average of 50 mechanical deformations per second (not
necessarily periodic). Downscaling of NW size (diameter and length scaled together
with fixed aspect ratio) or diameter (diameter scaled alone with fixed length) results
in a large power density increase, with a maximum of 1 W/cm3 at the minimal
geometry considered (scaling factor a = 1 representing 50 nm-wide, 600 nm-long
NWs), which is compatible with the requirements of autonomous systems. Although
promising, the main issue of this device would be the placement of the metallic
contacts at the bottom of the device (see Fig. 2 left panel) that would be techno-
logically challenging. These contacts could be fabricated using E-beam lithography
or nanoimprint for instance, before the selective growth of the NWs.

Vertically grown ZnO NWs integrated into devices operating in compression
mode have been modeled by several groups using different approaches. In 2012,
Graton et al. developed a lumped circuit model of one million of NWs connected
in parallel with bottom (Ohmic) and top (Schottky) metallic contacts (Fig. 3a). A
maximum of 2.9 Wrms/cm3 (19.4 V and 1.86 nA with an optimal load of 10 GX)
has been reported when a compressive force of 1.2 lN at 50 Hz is applied to the
device. Simulation results have shown that the reduction of NWs diameter should
increase power density [15]. In 2011, Hu et al. have modeled two layers of vertical
NWs integrated on a flexible polymer substrate as a continuous medium using
FEM [28], predicting 80 V output voltage under bending. The fabricated devices
delivered 10 V, which is quite high, even if still one step behind theoretical
predictions. In 2012, Hinchet et al. have determined preliminary design guidelines
for the VING (Vertically Integrated Nano Generator) architecture (Fig. 3b). This
device includes a bottom electrode, a layer of ZnO NWs immersed in a polymer
matrix (around and over the NWs) and a top electrode. The whole structure is
fabricated typically on a Si substrate. FEM models (Fig. 4a) were developed

Fig. 2 Structure of a mechanical energy harvester using lateral forces applied on ZnO NWs
(left). Effect of the NWs diameter and size (fixed aspect ratio of 20) on the power density
generated from the device. The smallest scaling factor a = 1 represents 50 nm-wide and 600 nm-
long NWs (right) (adapted from [11])
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showing that Poly(methyl methacrylate) (PMMA) was a good matrix material and
that an optimum in generated energy density was obtained for: (i) NWs separated
by distances similar to their diameter (Fig. 4b) and (ii) a thinner PMMA layer over
the NWs [29]. The range of parameters explored corresponded to typical experi-
mental values for grown NWs, with 50–200 nm-wide NWs, separated by distances
of 50 nm–1 lm. The maximal reported energy density was close to 10 pJ/cm2

(65 mV) for a given peak pressure of 1 MPa. This corresponds to 20 nW/cm3 after
50 compressions (and decompressions) per second, considering a 500 lm thick
device (substrate). These results still need to be validated by experiments.

2.4 Further Improvements at the Nanoscale

Piezoelectric properties can still be further improved at the nanoscale. Recent near
field (AFM) experiments on GaN NWs (25 nm-wide, 500 nm-long) including a
thin AlN (8 nm) barrier along their c-axis, have shown an estimated piezoelectric
coefficient 9 times higher compared to intrinsic GaN NWs with the same
dimensions [30]. This would increase the efficiency of the energy conversion and
the power density generated by harvesting devices [11].

3 Solar Energy Harvesting Using Semiconducting
Nanostructures

Most of the world solar cell production is based on bulk (thick) silicon wafers. These
solar cells are called first generation solar cells. Their main drawback is the cost of the
material mainly induced by silicon purification, crystallisation and in-got and wafers

Fig. 3 a Structure of a device integrating vertical NWs between two metallic contacts.
b Structure of a VING device (adapted from [16])
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sawing. One way to lower photovoltaic cost is therefore to reduce material con-
sumption. However, it is then necessary to improve light trapping scheme in order to
keep high absorption in the material. Silicon nanowires (NWs) based solar cells are
an attractive approach to realize solar cells with an efficient light trapping scheme,
potentially combined with high collection efficiency in the case of radial junctions.
Indeed, the high-aspect-ratio of nanowires permits to reduce significantly solar cell
thickness without loss of optical absorption while simultaneously providing effective
carrier collection in the case of radial junction [31]. This structure benefits from the
long optical path within the NW length and by exploiting a radial junction, a shorter
path for carrier collection corresponding to the NW radius, leading to a smaller
carrier recombination rate. Efficiencies similar or higher than the ones obtained with
first generation solar cells (about 14–18 %) are expected for single junction nanowire
solar cells with a cost reduction thanks to reduced material consumption and to low-
cost growth methods.

There are two main approaches to elaborate the NWs arrays: a bottom-up
approach based on the growth of the NWs and a top-down approach based on etching
methods. Top-down approach has the disadvantage of wasting large quantity of
matter, thus increasing the device cost. In contrast, the bottom-up approach is low-
cost, technologically competitive and promising for photovoltaic energy.

Therefore, Si NWs arrays for photovoltaic applications are usually grown by
Chemical Vapor Deposition (CVD) on top of silicon wafer, glass substrate or
metal [31–35]. In the framework of the CVD method, the most used technique is
the vapor liquid solid method which uses a metal catalyst to form a liquid eutectic
with the desired NW material. Radial pn junction can be realized by diffusion of
doping species from the NW surface. However, due to the small diameter of the
NW, if the diffusion time is too long, there might be a complete doping resulting in
a suppression of the pn junction. Another way to create the radial pn junction is to
deposit a conformal and doped polysilicon layer on the NW. However, in the
latter case, the interface is usually highly recombinant and should be passivated.

Fig. 4 a FEM simulation of the potential generated in a VING device surrounded by air and
integrating 625 ZnO NWs in a PMMA matrix, for a pitch (defined as the ratio D/W between NW
diameter and cell width) of 0.5, which corresponds to NWs separated by a distance equal to their
diameter. b Surface density of mechanical energy stored in the VING as a function of D/W
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The amorphous silicon / crystalline silicon (a-Si/c-Si) heterostructure is a good
candidate for NW based solar cells since the heterostructure is able to efficiently
separate the carriers while a-Si acts as a good surface passivation. The a-Si/c-Si
heterojunction has already demonstrated high efficiency for first generation solar
cells [36].

Increasing efforts have also been dedicated to the development of nanostruc-
tures based on ZnO thanks to its ability to grow within the NW morphology by a
wide variety of growth methods such as CVD [37], chemical bath deposition [38]
or electro-deposition [39]. Such NWs can be covered with CdSe [40], ZnS [41],
ZnSe [42], or CdTe [38, 43] in order to create a type II band alignment hetero-
junction. The latter is a very efficient absorbing material with a bandgap energy of
1.5 eV at room temperature and will be also studied in this work in order to
perform a comparison with Si NWs which are less absorbent due to the Si indirect
band gap.

The relatively low experimental efficiencies obtained up to now (experimental
power conversion efficiency of 7.9 and 4.74 % has already been reported for
grown Si NW arrays [44] and ZnO/CdSe [45], respectively) are mainly due to high
surface recombination velocity and to series and shunt resistance. There are still
technological improvements needed to grow high quality NWs and to reduce
surface recombination.

To optimize the absorption, it is necessary to define the best geometry by using
optical simulations. Two types of materials have been compared: silicon NWs as
the reference material with indirect band gap; ZnO NWs with CdTe radial het-
erojunction as the absorbing direct band gap material [46].

Simulation activities were performed using a Rigourous Coupled Wave Anal-
ysis (RCWA) 3D software for the optical simulations. For each structure (Fig. 5),
the solar cells based on Si and ZnO/CdTe NWs have been simulated and an
optimized geometry from an optical point of view has been defined [46]. The
absorption versus wavelength of the incident light was deduced from the simu-
lations of each structure (defined period and diameter) and the ideal short circuit
current density (all generated electron/hole pairs are collected) corresponding to

Fig. 5 NW based solar cell on ZnO on glass substrate (left); Si NW (middle); CdTe/ZnO NW
(right), yellow shell is CdTe (adapted from Ref. [46])
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the standard AM1.5 incident light was then calculated [46]. An example of short
circuit current density map versus period and diameter to period ratio is presented
in Fig. 6 for ZnO/CdTe structure.

It was found that the NW structure significantly increases photons absorption
compared to a planar structure with the same amount of material, especially in the
case of indirect band gap semiconductor.

Compared to Si NW arrays, ZnO/CdTe NW array provided higher absorption
with a less compact structure resulting in a smaller amount of material used thanks
to the higher absorption of CdTe.

4 Thermal Energy Harvesting Using Semiconducting
Nanostructures

In most of electronic and mechanical systems, a significant amount of power is
wasted into heat. This power could be partially harvested by converting the
resulting temperature gradients into electric power thanks to thermoelectric (TE)
materials.

The efficiency of the thermoelectric devices is related to the dimensionless
figure of merit ZT = rS2T/j, where r is the carrier conductivity, S is the Seebeck
coefficient, T is the temperature, j is the thermal conductivity and Z is called the
power factor. In order to attain large values of ZT, it is required a device/material
with high carrier conductivity, large Seebeck coefficient and, at the same time, low
thermal conductivity. For ordinary bulk semiconductors, ZT is far below 1. In
1990s, the thermoelectric materials regained attention as the low-dimensional
systems were proposed to potentially have high thermoelectric figure of merit due

Fig. 6 Ideal short circuit
current density computed
with the RCWA tool for ZnO/
CdTe core/shell NW arrays
for different values of period
and ratio between diameter
and period. NW length is
1 lm. CdTe thickness is
80 nm
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to the presence of interfaces and the consequent thermal conductivity reduction
below the alloy limit [47]. A largely investigated possibility to increase ZT is to
consider bulk nanostructured materials. By using this approach, an enhancement of
the figure of merit of BiTe was obtained [48] from 1 to 1.4. An alternative strategy
to improve the thermoelectric efficiency is using energy filtering at the interfaces
[49, 50]. In the energy-filtering technique, energy barriers are used to block the
low-energy electrons and, therefore, increase the average heat transported per
carrier. Hence, the Seebeck coefficient increases and could result in an enhanced
power factor [51]. However, the same interfaces can also substantially reduce the
mobility and, therefore, such an approach requires careful design of the nano-
structures. Alternatively, the introduction of resonant impurity levels inside the
conduction or valance band was proposed to create sharp features in the density of
states and increase the Seebeck coefficient [52]. Another possibility is to increase
the electron conductivity via modulation doping. In such an approach, charge
carriers are spatially separated from their parent impurity atoms and consequently
the impurity scattering is reduced [53].

Finally, much attention has been devoted to semiconductor NWs, which are
particularly promising structures due to their low density of states and the high
surface/volume ratio. Although this interest was initially motivated by hopes of
taking advantage of electron confinement in the structures, it soon became clear
that another advantage of NWs was their potentially strongly reduced thermal
conductivity [54]. A large reduction in Si NW lattice thermal conductivity was
experimentally reported in 2003, further stimulating research activities in this area
[55]. An astonishingly low thermal conductivity has also been claimed on Si NWs
due to the effect of surface roughness [56]. Recent works show that the interplay
between alloy scattering and scattering by the nanostructured features can lead to
interesting qualitative differences between the behavior of the thermal conductivity
of alloy and non-alloy structures [57].

From a theoretical point of view, accurate models free of adjustable parameters
are the most reliable way of computing fundamental phonon transport properties
[58, 59]. Thermal conductivity in NWs in the presence of roughness or other
spatial defects is addressed either within the semi-classical Boltzmann transport
[60], which cannot take into account phase-coherent phenomena, or within non-
equilibrium Green’s function techniques, which usually consider only elastic
transport [61, 62].

4.1 Simulation of Thermoelectric Properties of Rough Si
NWs

The understanding of phonon confinement and phonon scattering effects in
nanostructures is a key to any thermal transport engineering for the improvement
of the thermoelectric performances. Here, we present 3D simulations of phonon
properties in confined structures as semiconductor NWs in the presence of spatial
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fluctuations. We address phonon band structures and heat flux within a full-
quantum mechanical theory and further couple these results with self-consistent
electron transport calculations in order to extract relevant factors of merit of
thermoelectric devices.

The phonon band structure calculations were obtained by implementing an
extended Keating model including four terms (bond-stretching, bond-bending,
angle-angle and bond-bond interactions) for the determination of the dynamical
matrices of nanosystems [63]. A scheme of the coupling of a single atom with its
neighbors is shown in Fig. 7.

This model uses material constants that are chosen to reproduce the bulk
phonon dispersion and then it is extended to compute the confined modes of NWs,
which are assumed to be infinite and composed of identical unit cells. The NWs
simulated with such an atomistic description can be naturally generalized to any
crystallographic orientation and include the presence of random disorder (e.g.
roughness, crystal defects). From the dynamical matrices, the NW basic phonon
properties, as band structure and density of states, can be extracted. For example,
Fig. 8 shows the phonon band structure and the corresponding density of states
(DOS) of a square \100[ oriented Si NW with a lateral cross section of
2 9 2 nm2.

Hence, starting from the dynamical matrices computed with the extended
Keating model, we were able to implement a recursive algorithm based on the
Sancho-Rubio iterative scheme [64] to compute the surface and bulk Green’s
function of Si NWs. The first application of this code was to evaluate in an
alternative way the DOS of the NW in Fig. 8(left), previously computed via a

Fig. 7 Sketch of the
extended valence force model
showing the coupling of a
single Si atom with its 28 first
neighbor atoms
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direct counting of the energy bands. The DOS computed via the two alternative
methods presented the same features validating the methodology.

Based on the non-equilibrium Green’s function formalism [65], we computed
the phonon transport properties as thermal conductivity at different temperatures of
silicon NWs in the presence of surface roughness. Importantly, such a kind of
calculation can be easily extended to other geometries as superlattices and quan-
tum dots and other semiconductor materials as Ge and III-V compounds.

We considered a square \100[ oriented NW with an edge of 5 nm and dif-
ferent roughness root mean square (r.m.s.) values [66]. Surface roughness was
geometrically generated with a random algorithm as described in [67]. Our results
reported in Fig. 9 clearly show that surface roughness induces a strong decrease of
the thermal conductance. Even a small value of roughness r.m.s. is able to con-
siderably reduce the transmission in the whole frequency spectrum (left panel) and
consequently strongly suppresses the thermal conductivity (right panel).

Finally, 3D atomistic simulations within the Keldysh-Green’s function for-
malism were exploited to evaluate the increase of the factor of merit ZT due to the
presence of surface roughness in silicon NWs. The Seebeck coefficient S, the
electrical conductance G and the corresponding power factor S2G have been
computed for rectangular NWs with cross sections of 5 9 5 nm2 and 3 9 3 nm2

and for surface roughness r.m.s. 0.2 and 0.4 nm. The evolution of these parameters

Fig. 8 Phonon band structure of a \100[ Si NW with a squared cross section of 2 9 2 nm2
(left) and the corresponding density of states (right) obtained from the direct counting of energy
eigenvalues in the band structure (solid line) and from the retarded Green’s function (dotted line)
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as a function of the surface roughness r.m.s. is shown in Fig. 10a, where we can
observe the opposite behavior of the Seebeck coefficient and of the electrical
conductance as the roughness increases. The increase of the Seebeck coefficient
due to surface roughness can be explained by analyzing the shape of the spectral
density of the transmission probability. This implies that, as shown in Fig. 10b, the
power factor, which expresses the electrical performance of the thermoelectric
materials, monotonically decreases with increasing the roughness.

However, such decrease of the factor S2G has to be compared with the corre-
sponding decrease of the thermal conductance shown in Fig. 11a. For this, we can
remark that the phonon conductance is strongly suppressed by both the lateral
confinement and by the surface roughness. Phonon transmission is therefore
decreased when the surface/volume ratio is as small as possible. As shown in
Fig. 11b, this behavior results in an increase of the factor of merit ZT up to about
0.7 for very thin NWs with a 3 9 3 nm2 lateral section and 0.2 nm of surface
roughness r.m.s. In this configuration, ZT turns out to be increased, because
phonon thermal conductance decreases faster than the power factor with
decreasing the wire cross sections.

5 Conclusions and Perspectives

Several properties can be improved at the nanoscale compared to bulk materials:
higher piezoelectric coefficients and flexibility, higher photon absorption, lower
thermal conduction between others. These improvements make nanostructures
promising for mechanical, solar and thermal energy harvesting but also for sensing

Fig. 9 Phonon transmission (left panel) and thermal conductivity (right panel) of a Si NW
(inset) with square section of 5 9 5 nm2 and in the absence (blue lines) and in the presence of
surface roughness with r.m.s. 0.2 nm (green lines) and 0.4 nm (red lines)

Towards Self-Powered Systems: Using Nanostructures… 235



applications, although multiple technical issues concerning their integration into
functional devices need to be solved to improve the global efficiency.

Very few models can be found in the literature concerning the performances
optimization of devices based on NWs for energy conversion applications. The
models reviewed in this work proposed optimization guideline rules on the choice
of materials, NWs geometries (diameter, length) and roughness to improve the
energy conversion efficiency for the three mentioned harvesting applications,
although experimental validation is still required.

The energy conversion efficiency can be further improved at the nanoscale
using axial or radial (core-shell) heterostructured NWs depending of the appli-
cation. For instance, GaN NWs with thin AlN axial barriers can increase the
mechanical harvesting efficiency, while ZnO (core)/CdTe (Shell) NWs can
increase the optical absorption efficiency for photovoltaic applications.

Fig. 10 a Seebeck coefficient and electrical conductance and b power factor as a function of the
surface roughness rms of Si NWs with different cross sections of 3 9 3 and 5 9 5 nm2

Fig. 11 a Phonon thermal conductance and b the ZT factor of merit as a function of the surface
roughness rms of Si NWs with different cross sections of 3 9 3 and 5 9 5 nm2
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Finally, the integration of several energy conversions into one single device
could be a solution to increase the harvested energy density and to build truly
autonomous systems working in any ambient condition.
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Energy Harvesting Using THz Electronics

Stephen Hall, Ivona Z. Mitrovic, Naser Sedghi, Yao-chun C. Shen,
Yi Huang and Jason F. Ralph

Abstract In this chapter we present a review and appraisal of energy harvesting
using rectenna devices (‘rectifying antennas’) at THz and solar frequencies. The
concept involves capturing the electromagnetic radiation in a nano-scale antenna
and rectifying it to direct current. Rectennas may offer much higher efficiency than
photovoltaics, in principle but there are considerable challenges in the engineering
of such devices. In particular, the rectifier must provide a good match to the
antenna at very low currents. Although high efficiency rectennas have been
demonstrated at microwave frequencies, the device cannot simply be scaled to the
higher frequencies of interest, due to the significant changes in materials properties
and these are explained in the paper. Finally a design framework for one rectifier
type is presented, namely the metal-insulator diode. This study serves to highlight
the considerable challenges associated with the matching issue.

1 Introduction

The terahertz (1012 Hz) region is often described as the final unexplored region of
the electromagnetic spectrum. Usually it is defined as the frequency range
0.1–10 THz (wavelengths of 3 mm–30 lm) although in this paper, the definition is
extended to include the IR and visible light regions of the spectrum. The solar
energy covers a very broadband of the electromagnetic spectrum, spreading over
the ultraviolet (UV), visible light, and infrared (IR) regimes as shown in Fig. 1.
Part of the energy (about 20 %) is attenuated by the atmosphere, but most of it
reaches the surface of the Earth (at sea level) and can in principle be captured. It is
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Fig. 1 The solar spectrum [1]

also interesting to note that most of the energy ([85 %) is concentrated in the
spectrum between 400–1750 nm, that is, 750–170 THz. Thus the ability to harvest
energy from this part of the available energy of the Sun presents a great oppor-
tunity and potential for applications and social impact. However, it presents many
challenges for both electronic and photonic technologies.

Existing solid-state devices that are able to operate in the THz region have
several major disadvantages, in particular they are expensive, cumbersome, or
require cryogenic cooling. The energy reaching the Earth in both the visible
(430–790 THz) and infra-red (IR) regions and the re-radiated IR energy (*20–40
THz) are under-utilized by current technology and so a considerable research effort
with a large investment has been made in order to develop an effective way to
convert this energy to usable direct current (DC) electricity. Current solid-state
solar technologies, such as photovoltaics (PV), are unable to capture energy over a
broad band due to the physical limitations of their operating principle of band-
to-band mediated absorption. Although solutions are available, they introduce
more complexity and hence cost into the technology. The average efficiency of a
solar PV module is around 15 %; hence 85 % of the solar radiation is lost through
heating and reflection. Furthermore, most of the world’s energy supply is provided
by thermoelectric power stations where a tremendous amount of heat, which
radiates at tens of THz, is wasted. A 1 % increase in efficiency by converting some
waste heat into electricity would have a significant economic impact.

The development of solid-state, room-temperature rectifiers operating over the
THz to visible light bands could therefore constitute a significant breakthrough and
benefit a number of disciplines but in particular, energy harvesting. For energy
harvesting purposes, the rectifier operates in conjunction with a nano-antenna to
form a so-called rectenna (rectifying antenna) and a typical configuration is shown
in Fig. 2. The two key elements are the antenna and rectifier. The antenna receives
solar energy (electromagnetic waves) and converts it to high frequency electricity
which is then converted to DC power by the rectifier.
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Unlike conventional photovoltaic devices, rectennas do not have to use solar
power and can be designed to operate in the infrared and microwave regimes. Thus
they can be used also through the night. An even more important advantage is that,
unlike PVs, there is no fundamental limit on the efficiency of rectennas. In
practice, it is necessary to take thermodynamic limitations into account, feasible
design constraints and associated losses. Nevertheless, the achievable efficiency
can in principle, still be very high, and well in excess of that of PVs. For example,
efficiencies of more than 85 % have been observed at microwave frequencies in
the laboratory [4].

This chapter is organized as follow. Section 2 contains a review of rectenna-
related devices in the THz regime. Section 3 delivers an account of materials
properties that need to be taken into account in the design of THz devices. A
discussion of antenna design is presented in Sect. 4 which includes simulation and
experimental results in the RF regime together with a discussion of scaling
challenges to the THz regime and beyond. Section 5 contains details of a quantum
mechanical model to assist the design of metal-insulator-metal based rectifiers.
Conclusions are drawn in Sect. 6.

2 Review of Rectennas

The success of rectennas in the RF/microwave regions [2–6] has provided the
inspiration to extend the rectenna concept to THz, infrared (IR) and even to solar
optical frequencies. The motivation is to harvest solar energy at a higher con-
version efficiency than the one achieved using current photovoltaic technology,
which is typically around 15 %. There have been some attempts to make THz
rectennas [7–13]. Bailey was the first to propose the idea of collecting solar energy
using rectenna devices in 1972 [7, 8]. Dipole antennas were formed of modified
pyramids which were connected to a diode, low-pass filter and load. Marks was the
first to patent the use of an array of submicron cross-dipoles on an insulating sheet
with full-wave rectification in 1984 [9] and Kraus proposed an array of dipole
antennas for solar energy collection in his popular book published in 1988 [10].
However, the first experimental evidence for light absorption in a fabricated res-
onant nanostructure and rectification at optical frequency was reported by Lin et al.
in 1996 [11], where a parallel dipole antenna array on a silicon substrate was
employed. A relatively in-depth study was conducted by ITN Energy Systems [12]
with the aim to demonstrate the feasibility of using rectennas to collect energy at a

Fig. 2 Block diagram of a rectenna system
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single wavelength in the solar spectrum. Very low efficiency (\1 %) was observed
at 30 THz. More recently nanoantennas (no rectifiers) have been made on a
flexible substrate over a large area [13] as shown in Fig. 3, which is cost-effective
and may be applied to wider applications than the current PVs.

The rectifier however, remains perhaps the most critical part of the system and a
brief account of the challenges and choices is now presented. The rectifier could be
either semiconductor or dielectric based. For the semiconductor option, there are
two choices, namely the pn junction or Schottky diode, both of which have an
exponential dependence of current with voltage, namely I * exp(V/mVth) with the
‘ideality factor’, m = 1 for a good diode—easily achievable with a Schottky
diode; Vth is 25 mV at room temperature and linear with temperature. Pn junction
diodes operate on the principle of minority carrier injection; taking an n+p diode as
an example, the current under forward bias is carried predominantly by electrons
injected into the p-side of the junction (electrons are minority carriers in p-type
material). When the bias is reversed (as in a rectifier), the minority carrier charge
must be removed before the reverse ‘blocking’ bias can be established. There is
therefore a recovery time for this process to occur during which approximately
equal but opposite polarity current will flow in the diode (non-rectifying). Thus
removal of electrons occurs by a reverse current of electrons across the junction
and hence through the external circuit, and the internal process of recombination of
minority electrons with majority carrier holes. Both of these processes are rela-
tively slow and certainly preclude the use of such diodes in the THz regime. The
Schottky diode (SD) fares better at high frequencies because the current is carried
by majority carriers, electrons for a metal-n-type semiconductor system, which are
injected into the metal side of the junction. Charge storage does not occur in
metals; the electrons are accommodated within the so-called dielectric relaxation
time of the metal, sdM = r/e\\ 1 ps, where r is the conductivity and e, the
permittivity. The limiting factor for the frequency response of the SD is set ini-
tially, by the capacitance of the junction, but at high THz, by the dielectric
relaxation response of the n-type material which is related to the conductivity of
the material which is in turn dependent on the doping density and associated
mobility of the charge carriers. Thus the high frequency response is limited by

Fig. 3 A nano-antenna array image (left) and a nano-antenna array on plastic sheet (right) [13]
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physical properties of the semiconductor and the limit is insurmountable. In spite
of this, Schottky diodes are currently the basic elements in THz technologies up to
about 25 THz [14–16], with relatively low noise in the range \5 THz [16–20].
Several new designs have been proposed recently to alleviate the series resistance
and parasitic capacitance issues [21, 22]. Their coupling with antennas and
waveguides as well as the fabrication of large arrays also pose additional engi-
neering problems [14]. A possible contender therefore, for these ultra high fre-
quencies of interest, is the metal-insulator-metal (MIM) diode which operates on
the principle of quantum mechanical tunnelling of electrons through the insulator
[23, 24]. The performance of MIMs can be improved by the use of double
dielectric layers (MIIM) and these will be explored later in this chapter. Typically
the insulator is sufficiently thin to allow the direct tunnelling mechanism to
dominate the leakage current. The transit time of charge carriers through the
dielectric is given as the inverse of the probability of tunnelling and is in the
femtosecond regime. Thus the device is intrinsically able to operate at 100’s THz
(visible light) if the parasitic capacitance can be reduced sufficiently. Modern
processing techniques such as atomic layer deposition (ALD) have allowed the
engineering of ultra-thin dielectric layers with monolayer control which has
opened the way for such devices to be manufactured to a high degree of control
and reliability. The capacitance of the device can be made very small by appro-
priate lithography.

Several solutions are beginning to emerge and are summarized in Table 1. The
key is to develop planar diodes that are sufficiently non-linear and asymmetric
(high forward-to-reverse current ratio). Promising results for MIMs based on Al/
AlOx/Pt rectannas at the frequency of 30 THz [25–27] have been demonstrated by
Indiana/Central Florida Universities. It has been shown that by controlling the
oxidation pressure, current voltage (IV) characteristics can be altered and this
leads to the proposed non-linearity of DC characteristics [27]. MIMs based on Au/
Nb2O5/Nb showed the operating frequency at around 30 THz but the efficiency
was found to be low *0.1 % [12]. The experiments were undertaken at ITN
Energy Systems, USA. MIMs based on Ni-NiO-Ni were tested in ETH, Switzer-
land, IBM and Columbia University, USA and they have obtained good results at
30 THz and near IR region [24, 28]. To enhance asymmetry, dissimilar metal
electrodes [26, 27] or geometric [29, 30] field enhancement [31] schemes have
been proposed. There has been recent investment into developing a unipolar
semiconductor-based nanodiode [32–34] at Manchester University, UK. Univer-
sity of Colorado, USA is a key researcher in the field of rectannas as they have
managed to obtain successful results on Nb/Nb2O5/Nb, Ni/NiO/Ni and Ta/Ta2O5

MIMs [35]. They have also reported encouraging results on W/Nb2O5/Ta2O5/W
double insulator (MIIM) diode [36]. The MIIM diode may however struggle to
perform in the visible light range due to problems in achieving low voltage
operation and adequate impedance matching with the antenna, although there is
considerable scope for application at lower frequencies.

Devices based on the travelling wave principle have been reported [35]. This
approach can circumvent the matching limitation but losses in the metallic regions
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limit efficiency in the visible light regime. A third class of device is based on
plasmonic energy [35, 37, 38] whereby the light creates hot electrons in the upper
metal layer [39]. These hot electrons can tunnel through the insulator or be emitted
over a low barrier to form electric current. Finally, a new type of device has
recently come to the attention of the community, the so-called geometric diode
[40, 41]. This device is a simple arrow shaped constriction which allows current
flow in one direction and makes it less likely in the other. The new material
graphene looks very promising for this device due to its long mean free path for
electron transport [42, 43]. Some of the latest designs of rectifiers are illustrated in
Fig. 4. All of the device concepts mentioned above bring the considerable benefit
of low cost, compatibility with CMOS technology and the ability to form large
area structures for larger harvested currents. There have been some significant
developments on the manufacturing aspects of realizing large area arrays of these
devices, vital if they are to compete with PV in the energy market. Indeed rec-
tennas have shown very strong potential for energy harvesting of radio-frequency
radiation including ‘on-body’ applications.

Table 1 Emerging concepts and state-of-the-art in THz rectification: IR and visible domain

Principle Group Performance

MIMs based on Al/AlOx/Pt [25–27] Indiana/Central
Florida Universities,
USA

*30 THz

MIMs based on Au/Nb2O5/Nb [12] ITN, USA 30 THz, low efficiency
0.1 %

MIMs based on Ni-NiO-Ni [24, 28] ETH, Switzerland
IBM + Columbia
Uni., USA

30 THz
near-IR

Geometric metal/polysilicon MIMs [31] Maryland
University, USA

high
sensitivity *14.5 V-1

Geometrical metal-vacuum-metal diodes
[29, 30]

Imperial College,
UK

simulations for IR and
visible

Metallic structures with sharp corners [37] Visible /THz

Self-switching semiconductor nanodiode
[32–34]

Manchester
University, UK

*10 THz

MIM in traveling-wave configuration; Nb/
Nb2O5/Nb; Ni/NiO/Ni; Ta/Ta2O5/Ta [35]

Colorado
University, USA

IR
removes RC limitation
and improved
matching

Double insulator MIIMs; W-Nb2O5-Ta2O5-
W [36]

superior to MIMs (on-
resistance)

Geometric diodes [40, 41]; on graphene [42,
43]

28 THz

Au nano-antennas on Si [38] Rice University,
USA

visible THz

MIM based on surface plasmon excitation
and hot electron extraction; Au/Al2O3/Au
[39]

Stanford University,
USA

visible THz, efficiency
2.7 %
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Scaling of such devices to the higher frequencies above is being tackled by an
increasing number of teams world-wide but many challenges still remain.
Rectenna technology is therefore very much a ‘work in progress’.

3 Materials Properties and Design Issues for Rectennas

Conventional solar cells operate as quantum energy conversion devices, and are
therefore subject to the thermodynamic efficiency limit. Photons with energy
below the band gap Eg (e.g., hm\ Eg) will not be absorbed by the solar cell thus
they will not contribute to the photovoltaic process. Photons with their energy
above the band gap will be absorbed, although the excess kinetic energy (hm-Eg)
will convert to heat thus will not contribute to the photovoltaic process either. Thus
the band gap Eg of a semiconductor material is the most significant factor setting
the theoretical conversion efficiency limit. This also provides a simple and easy
way for selecting appropriate materials for photovoltaic solar cells.

In contrast, the rectenna solar cell operates in a totally different way. A rectenna
comprises two key elements: a nano-scale antenna for collecting electromagnetic
waves (THz radiation and solar energy) and a high-speed diode for converting the
collected electromagnetic radiation to DC power/signal. At low frequencies, a
simple dipole antenna comprises two metal rods that are separated by a small gap.
The metal collects the incoming electromagnetic radiation, thus inducing an
electric current into the conductor. It is well-known that that the electric current
flows mainly at the ‘‘skin’’ of the metal conductor. The skin depth, which is
defined as the depth below the surface of the conductor at which the current
density has fallen to 1/e of its value at the conductor surface, can be calculated as
d = (2 q/xl)1/2 where x, q and l are the angular frequency of the incoming
radiation and the resistivity and magnetic permeability of the conductor, respec-
tively. Figure 5 shows the calculated skin depth of five common metals in the
frequency range of 10-3–103 THz. As a rule of thumb, the thickness of the metal
should be at least four skin depths. Thicker metal can be used for deposition

Fig. 4 (left) A rectifier design [44]; (right) geometric diode illustration and photo [40]
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convenience, but it will not reduce the resistance any further. As shown in Fig. 5,
the skin depth of most good conductors (for example silver, gold, copper and
aluminum) is less than 1 lm at 10 GHz and above. Therefore antennas operating
at THz frequency range or above are expected to be made of thin metal film (on a
supporting substrate), rather than bulk metals. Consequently properties of both the
metal and the supporting material need to be considered in the antenna design and
performance. As a general guide, the thin metal film of the antenna should be of
high quality with defects much smaller than the skin depth, otherwise the elec-
tromagnetic waves will experience significant scattering losses. Metal granularity
should also be considered.

Metal can be treated as a pure conductor at RF or lower frequencies but this
may not be the case at high frequencies. Figure 6 shows a schematic diagram of a
typical THz antenna which has been widely used for the coherent generation and
detection of broadband THz radiations [45–47]. The bowtie antenna has a planar
structure, and typically incorporates gold film patterns on a GaAs substrate.
Usually an ultrafast laser is necessary to gate the antenna; that is, to turn on and off
the receiver antenna. However, this antenna could also be connected to an ultrafast
diode to enable broadband THz detection at room temperature. At 2 THz, the skin
depth of gold is about 50 nm. Assuming two gold strips of 1.0 mm length and
20 lm width are used to feed the antenna output to the feed-point of an ultrafast
diode, the corresponding resistance of the gold strips is of the order 50 X. This
resistance will become even larger at higher frequencies. Therefore for the pro-
posed THz and optical rectenna, the distance between the antenna output-point and
the rectifier feed-point should be kept as small as possible. It is strongly

Fig. 5 Calculated skin depth of five common metals as a function of frequency. The resistivity
used in the calculation is 6.99 9 10-8, 2.8 9 10-8, 2.44 9 10-8, 1.68 9 10-8, and 1.59 9 10-8

X-m for nickel, aluminium, gold, copper, and silver, respectively. The skin depth above 1 THz is
for illustration purpose only, as the plasma effect may have to be considered when approaching
high frequencies
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recommended that the rectifier be integrated into the antenna, that is, the rectifier
will be located at the gap between the two antenna electrodes to minimize the
propagation losses.

3.1 Optical Properties of Metals

At low frequencies, electrons in a conductor follow the external electric field. As
the frequency of the applied field increases, the inertia of electrons introduces a
phase lag into the electron response to the electric field. Consider electrons in a
conductor displaced from a uniform background of ions. Electric fields will be
established in a direction so as to restore the neutrality of the plasma by pulling the
electrons back to their original positions. Inertial considerations mean that elec-
trons will overshoot and oscillate around their equilibrium positions with a char-
acteristic ‘plasma’ frequency, xp given as

xp ¼ nf q2

m�xs
ð1Þ

where nf is the free electron density, m* is the electron effective mass, q is the
electronic charge and xs = 1/s is the damping frequency with s being the electron
relaxation time. The optical properties of metals in the infrared and visible/UV
range are fairly represented using a simple Drude model. The complex dielectric
constant and the complex refractive index can be written as [49]:

Fig. 6 Generation (left) and detection (right) of broadband THz pulses in a photoconductive
antenna. Electron–hole pairs are excited in the GaAs crystal using an above–band gap
femtosecond near infra-red light. For THz emitter antenna that is biased, the photo–generated
carriers are accelerated by the applied electric field. This produces a transient current, which
generates a pulse of electromagnetic radiation in the THz frequency range. In contrast to the THz
emitter antenna, the THz detector antenna is not biased. The photo–generated carriers are actually
driven by the electric field of the THz pulse, which arrives in synchronism with the NIR light.
Both the amplitude and the phase of the THz electric field could be obtained by measuring the
resultant photocurrent in the antenna [48]
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eðxÞ
eo

¼ nðxÞ2 ¼ 1 �
x2

p

x2 þ jxxs
ð2Þ

where xp and xs are the plasma frequency and damping frequency, respectively.
As an example, Fig. 7 shows our calculations of the complex dielectric constant

of gold in the frequency range of 1–105 THz. The real and imaginary parts are
equal in magnitude at the damping frequency whilst the real part has a zero
crossing at the plasma frequency. In addition, the imaginary part gets very small at
high frequencies, indicating less loss at higher frequencies.

Perhaps a better way to understand the effect of the plasma on the optical
properties of metal is to plot the complex refractive index, n as a function of
frequency. As shown in Fig. 8, n is dominated by the real part for frequencies
above the plasma frequency while the imaginary part of n is very small and can be
neglected. The metal behaves like a non-absorbing dielectric medium and thus
becomes transparent. This also explains why X-rays, which correspond to a fre-
quency range of 3 9 1016–3 9 1019 Hz, can pass through metal objects. In con-
trast, for frequencies below the plasma frequency such as the case of infrared and
visible light whose frequency is below the plasma frequency of most metals, n is
complex. The electromagnetic wave is attenuated and does not propagate very far
into the metal. Note that the plasma in the conductor will also have an impact on
the dynamic conductivity of metals which in turn will affect the resistance of the
rectenna device. Furthermore, the complex dielectric constant of the metal will
also affect the performance of the antenna as there will be a strong coupling
interaction between the incoming light with surface plasma in the metal film of the
antenna in a similar way as in attenuated total reflection experiments [50]. The
plasmons confined to the air/film and/or film/substrate interfaces will interact with
the light to form a surface plasmon polariton which propagates along the interface,

Fig. 7 A plot of complex dielectric constant of gold as a function of frequency in linear (left),
and logarithmic (right) scales. The plasma frequency and the damping frequency of bulk gold is
2184 and 6.45 THz respectively
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and decays exponentially into both media. Some of the device concepts described
in Sect. 2 make use of these plasmonic modes to increase the coupling between
sunlight and the antenna, thus increasing the overall photo-electric conversion
efficiency.

3.2 Substrates for Rectennas

In a rectenna device, the light is collected by the antenna and the collected radi-
ation is converted directly to DC electricity by the rectifier. The main function of
the substrate is thus to support the metal structures of the antenna. The substrate
material should be chosen to be mechanically strong, thermally stable, electrically
insulating, with low optical absorption loss over the frequency range of interest.
The less-expensive materials such as transparent glass or plastics meet these cri-
teria well.

Although the main function of the substrate is to support the metal structures of
the antenna, it may actually have unexpected effects on the performance of the
rectenna because of the above-mentioned surface plasma coupling. In an early
study, we observed clear evidence of interaction between the THz radiation and
the coherent optical phonons in GaAs [46, 51]. As shown in Fig. 9, there is strong
coupling between the incoming THz radiation with the optical phonons of GaAs
crystal, as evident from the spectral features at the GaAs phonon mode of 8 THz
and a broad spectral feature at plasmon-phonon coupled modes of 20 THz.
Another important issue is the substrate mode which is generated due to the fact
that the thickness of the substrate may become comparable with the wavelength of

Fig. 8 A plot of the complex refractive index of gold as a function of frequency in linear (left)
and logarithmic (right) scales. The plasma frequency and the damping frequency of bulk gold is
2184 and 6.45 THz respectively
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the THz waves. Substrate energy loss could be considerable so there is a need for a
systematic approach when selecting metals and supporting materials. The design
approach should also seek to make use of the plasmonic modes to increase the
overall photo-electric conversion efficiency.

In summary, the THz and optical rectenna is a new device concept for THz
solar energy harvesting. It differs in key respects from the RF rectenna where the
antenna simply collects the incoming RF radiation and the rectifier converts it to
DC with the two devices working more or less independently, thus allowing each
to be designed and optimized independently. At THz and optical frequencies
however, these two core components have to be integrated into a compact design
in order to minimize the propagation losses that increase at high frequencies. In
addition, when approaching optical frequencies, the influence of plasma on the
optical properties of metals (for example, the complex refractive index) becomes
significant. It is necessary to take a systematic approach when selecting appro-
priate metals and its supporting materials. Most common metals can still be used
for the antenna as they are still very conductive at THz frequencies that are still
well below the plasma frequency of metal. However, as discussed in this section,
the electrical and optical properties of metals are largely different from their low
frequency counterparts because of the plasmonic influence particularly for thin
metal films. Furthermore, the electrical and optical properties may change with
frequency and hence it is necessary to consider the dimensions and shape of the
device itself to allow tuning for plasmon confinement at particular frequencies.
These issues lead to significant challenges but also exciting opportunities for the
design of efficient antennas working at optical frequencies, opening up a new
branch of engineering science.

Fig. 9 THz spectra measured before and after transmission through a 0.53-mm-thick GaAs
wafer. The arrows mark spectral features corresponding to TO and LO phonons of ZnTe (5.3 THz
and 6.2 THz), and GaAs (8.06 THz and 8.76 THz), together with the coupled plasmon-phonon
mode of GaAs (P1). Inset Density dependence of coupled plasmon-phonon mode frequencies
(upper branch P1; lower branch P2) calculated for GaAs parameters. Dashed and dotted lines
represent GaAs TO phonon, LO-phonon and plasmon (PL) frequencies, respectively [51]
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4 Antennas

The antenna is a critical element of rectennas and has a major influence on the
overall performance. Optimization is required to allow reception of the maximum
energy from the space over the desired frequency band. The selection of antennas
is based on the application. Work in [3] shows an example for RF/microwave
wireless power transmission, where both the transmitter and the receiver charac-
teristics are known, allowing a clear choice for the adoption of a dipole antenna
with linear polarization for 2.45 GHz operation. This proved to be a cost-effective
solution. After optimisation a very high energy conversion efficiency of over
90 %, was reported and a modified dipole design for dual band was subsequently
introduced in [4]. However for solar energy harvesting, the incoming electro-
magnetic solar waves encompass a very broadband and have unknown polarisa-
tion. A simple dipole antenna is therefore not acceptable. The antenna has to meet
a number of challenging requirements which include very broad bandwidth. The
output power is approximately proportional to the bandwidth of the rectenna; the
wider the bandwidth, the more power the rectenna can harvest. Dual-polarization
is preferred as, unlike photovoltaic (PV) solar cells, the rectenna is sensitive to the
polarization of incoming waves. The polarization of the solar waves is not well
defined and could be random. A linearly polarized antenna may only receive half
of the incoming energy, which results in a reduction of the efficiency by 50 %.
A unidirectional radiation pattern is required since the solar energy is coming from
one direction along a line of sight path. The antenna radiation pattern should be
relative broad so that it is not too sensitive to the incident angle. The main
potential advantage of the rectenna for energy harvesting over the conventional PV
cells is higher efficiency. The antenna efficiency is part of the overall energy
conversion efficiency of the rectenna. Finally, easy of integration with the rectifier
is paramount; as discussed in Sect. 3, the propagation loss at THz can be very
large.

Based on these considerations, a circular patch antenna array as shown in
Fig. 10a has been proposed [52]. The detailed link to MIM rectifiers is shown in
Fig. 10b. This initial design had the aim of demonstrating the feasibility of the
concept. The important message here is that the antenna is a broadband planar
structure and can be easily fabricated with state-of-the-art nano-fabrication tech-
nology, at least at the small scale.

When an array is formed by many horizontal and vertical circular dipoles, dual
polarization is realized. If a ground plane is employed, a unidirectional radiation
pattern can be obtained. Figure 11 shows results for an RF design implementation
of the patch antenna array. The structure was simulated using CST Microwave
Studio which is a tool offering full-wave electromagnetic field integration. The
simulations were conducted with the aim of optimising the bandwidth and radi-
ation pattern. As shown in Fig. 11a, the reflection coefficient of the antenna is very
sensitive to the feeding gap between the circular patches. Without the ground
plane, the patch antenna will not produce a uni-directional radiation pattern as
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Fig. 10 A proposed rectenna array a Circular patch array; b Antenna with MIM rectifier (where
‘‘1’’ is for the circular patch antenna and made of Metal 1; ‘‘2’’ is the rectifier; ‘‘3’’ is the Si
substrate with thermal oxide; ‘‘4’’ is the deposit metal; ‘‘5’’ is the deposit dielectric layer; ‘‘6’’ is
the ground plane and made of metal)

Fig. 11 Simulation results of the RF rectenna. a The reflection coefficients of the dipole with
different feeding gaps; b The reflection coefficients of the dipole with different feeding gaps;
c antenna radiation pattern; d fabricated rectenna
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required. The ground plane serves to improve the reflection coefficient as shown in
Fig. 11b and also produces a unidirectional radiation pattern as demonstrated in
Fig. 11c. The optimized antenna was fabricated as indicated in Fig. 11d; measured
and simulated results are in good agreement. Although this design is realized in the
GHz regime, it can be scaled to THz and beyond, although the final limit depends
on the increasing frequency dependence of materials properties as explained in the
previous section. For example, if a gold antenna is used, the conductivity of gold is
reduced from 4.1 9 107 S/m at 10 GHz–2.2 9 107 S/m at 10 THz—the conduc-
tivity loss is almost doubled, thus antenna parameters like the impedance and
efficiency will be significantly affected.

There are other possible antenna designs which may be suitable for this
application. For example, a broadband circularly polarized spiral rectenna array
was proposed [6], the application here is for ambient wireless energy harvesting in
GHz. The fabrication of such an antenna array would be more challenging due to
the details required for the antenna. It should be pointed out that the selection of
antenna should also be linked to the rectifier; especially the impedance match
would be a major cause of reduced efficiency. The antenna performance is also
heavily affected by the presence of rectifier and the supporting substrate [53].

5 Metal-Insulator-Metal Based Rectifiers

In this section we discuss design aspects of MIM based rectifiers. We also present
a model for the double dielectric resonant tunnelling rectifier based on the metal-
insulator-insulator-metal (MIIM) structure. The dielectric layers of different
energy band gaps are chosen to ensure the creation of a potential well between the
layers, which contains bound energy states. The states can provide ‘stepping
stones’ for efficient electron transport between the electrodes, under forward bias.
This study also serves to highlight challenges in the matching issues in rectenna
design. It follows closely that reported in [54].

5.1 Rectifier Circuit: Design Challenges

A simple, lumped equivalent circuit for a rectenna system is shown in the Fig. 12.
We now illustrate some of the design challenges by considering a single insulator
MIM. The basic ideas are also appropriate for the double dielectric case. Power
matching requires rA * rD. Physically, the incoming optical radiation is captured
by the antenna (A) as an electromagnetic wave thereby inducing an ‘optical
voltage’ which in turn causes electron flow through the diode ‘detector’ (D) by
tunnelling. The small signal capacitor CD’ includes parasitic capacitance to sub-
strate as well as the capacitance of the diode. A key requirement is for good
matching with the antenna to allow high efficiency for the energy conversion.
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This places a very severe limitation on the diode forward characteristic. We
now present a simple model for the MIM diode to illustrate the design challenges.
A simple expression for the current in the diode, I with dielectric of thickness, tox

under bias V, is [55]:

I ¼ aA exp �BDECtox

V

� �
ð3Þ

where A, B can be considered as constants for the purposes of this discussion, a is
the device area and DEC is the offset in the conduction band between the injecting
electrode and dielectric. As discussed in Sect. 2, DEC can be engineered to provide
for low and high values according to the bias requirements. In classical terms, the
small-signal dynamic resistance of the diode is given as

rD ¼ dI

dV

� ��1

¼ V2

aABDECtox
exp

BDECtox

V

� �
ð4Þ

which indicates the strong degradation of rD with increasing tox making matching
with an antenna resistance of the order 100 X extremely difficult. The second
requirement is for high responsivity which is defined as the DC current induced by
the rectified incident power calculated from the ratio of the second to the first
derivative of current versus voltage [56], hence write:

RðVÞ ¼ 1
2

I00

I0 V¼Vapp

�� ¼ 1
2V2

1 � 2V

aABDECtox

� �
ð5Þ

This indicates that R increases with increasing tox giving a design trade-off with
rD. A third key requirement is the need to minimize the capacitance of the diode, CD,

CD ¼ eoed

tox
a ð6Þ

Note that ed is the dynamic permittivity of the dielectric, appropriate for the very
high frequency of operation and ‘a’ is the diode area. The capacitance (plus
parasitics) forms a time constant, s = CD’\rA. Thus thicker oxides are favored but
that compromises the matching requirement. Considering rA = 50 X, and a cut-off

Fig. 12 Small-signal equivalent circuit of a rectenna (‘A’ signifies antenna and ‘D’ diode)
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frequency fc = [2prACD]-1 = 100 THz, gives CD * 0.032 fF. Fortuitously, the
parameter ed is relatively low at optical frequencies as ionic polarization compo-
nents are unable to respond. Taking ed = 2 (typical for oxides suitable for this
application), area, a *1.3 9 10-14 m-2 translating into linear dimensions of the
order of 100 nm (tox * 7 nm) (diameter of a circular metal patch antenna); easily
engineered using current technology. However, scaling to optical frequencies
implies the need for nanoscale lithography. The oxide thickness tox needs to be as
thick as possible with the constraint that it needs to be thin enough to ensure direct
tunnelling, hence very rapid * femto-second electron transit time. These consid-
erations suggest an optimal value for tox of the order 4 nm. This value is not optimal
for R and rD however. Finally, it should be recalled that this analysis is useful in the
THz regime but less so in the IR and optical regimes as indicated in the earlier
section on materials properties. Recent papers by the University of Colorado at
Boulder group indicate rectenna efficiencies of the order 44 % [57] using MIM
diodes. A useful model describing rectenna solar cell operation is available in [58].

5.2 Resonant Tunnelling MIM Rectifiers: Bound States
in the Potential Well

We now consider a double dielectric (MIIM) rectifier which operates on the
principle of resonant tunnelling in the forward bias direction. This serves to reduce
the dynamic resistance of the diode.The energy band diagram of an MIIM device
is shown in Fig. 13a.

It consists of two dielectric layers, one with a large band gap such as Al2O3, and
another one with smaller band gap such as Ta2O5. The metal contacts with low
work function at the left and high work function at the right provide different
barrier heights and hence different tunnelling probability which results in asym-
metry in tunnelling current. However, metals with similar or close work functions
can also be used, since the asymmetry can be achieved by resonant tunnelling in
one direction. The conduction band offset between the two dielectrics creates a
potential well at the interface of two dielectrics when a large enough negative bias
is applied to the left metal contact, as shown in Fig. 13b. The resonant tunnelling
through the quantized energy levels in the potential well has higher probability
than direct tunnelling which gives rise to current in this direction. The calculation
of the properties of the device is conducted in two steps. Firstly, the system
parameters and voltage bias are studied to identify regimes where bound states
may occur. Secondly, a transfer matrix method is used to estimate the current-
voltage characteristics.

The quantized energy levels in the potential well can be found from the
numerical solution of the time-independent Schrödinger equation within the
potential well. The number and energy levels of bound states are obtained by
defining a Hamiltonian matrix comprising a set of localized basis states in the gate
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stack and diagonalization of the matrix. The energy eigenstates are calculated by
taking a general superposition state, formed from sinusoidal basis states wj(x):

unðxÞ ¼
XM

j¼1

AnjwjðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2
tHK þ tIL

r XM

j¼1

Anj sin
pjx

tHK þ tIL

� �
ð7Þ

where M is the number of basis states used in the numerical expansion, and Anj is
the coefficient of the nth eigenstate associated with the jth basis state. The diag-
onalization of the Hamiltonian matrix is equivalent to solving the time-indepen-
dent Schrödinger equation for the potential in the insulator layers,

HðxÞunðxÞ ¼ EðxÞ
n unðxÞ: ð8Þ

Only the states with energy levels lower than Elmax and Ermax in Fig. 13b are
localized and are considered as bound states. The states with energy level above
these limits are unstable and can leak to metal 1 or the conduction band of oxide
layer 2. Furthermore, those states with energy levels close (within about kT, where
k is the Boltzmann constant and T is temperature) to these boundaries are not
thermally stable and can leak by thermal activation.

For each bound state in the one dimensional (1D) well, there are also a set of
transverse excitations, corresponding to the same 1D excitation, but in two
transverse directions. The lateral or transverse dimension of the device is signif-
icantly larger than the IL thickness; therefore, each 1D state forms a band of
closely spaced three dimensional (3D) energy states. The transverse dimensions
are modeled as a rectangular box, where excitations are independent of the lon-
gitudinal dimension. These energy levels are given by

Fig. 13 a Energy band diagrams of a representative materials system for an MIIM rectifier (all
units are in eV), b Conduction energy band diagram showing the potential well
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where h is Plank’s constant, m* is the effective electron mass, ny and nz are
transverse excitations, and Ly and Lz are the transverse dimensions of the device.
The number and energy levels of bound states in the 1D and 3D well can be
calculated using the above method. The thickness of the second oxide layer has
been fixed to 1 nm and the thickness of the first oxide layer is changed between 1
and 4 nm. The energy band diagram with one bound state at applied voltage of
2.6 V is shown in Fig. 14a. The number of bound states as a function of applied
voltage and thickness of the first oxide layer is shown in Fig. 14b for 1D and in
Fig. 14c for 3D structures with lateral dimensions of 100 nm. The maximum
number of bound states occurs with the thickest first oxide layer at an applied
voltage of circa 4 V.

Fig. 14 a Energy band diagram of the MIIM device with one bound state, number of bound state
for b 1D and c 3D structures
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5.3 Calculation of Current Density

The current in the MIIM diode is established by tunnelling of electrons on the left
metal contact through the oxide, transmitted via the available quantum states.
There is also transmission in the opposite direction for electrons on the right metal
contact. The net current at each applied voltage then can be calculated by
deducting the right to left current from the left to right current. The current
depends on the density of available states at each energy level and also on the
average occupancy of each state, based on the Fermi-Dirac distribution. Assuming
zero potential on the left electrode and potential on the right electrode equal to the
applied voltage the total current density at applied voltage of Vapp can be expressed
as [36]:

J ¼ JL!R � JR!L

¼ m�q

2p2�h3

Z1

0

Tcoeff ðExÞdEx

Z1

Ex

h
fL Eð Þ � fR E þ qVapp

� 	i
dE

ð10Þ

where fL and fR are Fermi-Dirac distribution functions at left and right electrodes
described as

fL ¼ 1

1 þ exp E�EFL
kT

� 	 ð11Þ

fR ¼ 1

1 þ exp
E� EFR�qVappð Þ

kT

� � ð12Þ

q is the electronic charge, �h is the reduced Plank constant, Tcoeff is the transmission
probability, E is the total energy of electron, Ex is the energy component of
electron in transmission direction, EFL and EFR are the Fermi levels on left and
right electrodes, k is Boltzmann constant, and T is temperature. The inner integral
in Eq. 10 is solved to obtain,

J ¼ m�qkT

2p2�h3

Z1

0

Tcoeff ðExÞ ln
1 þ exp Ex � EFLð Þ=kT½ �

1 þ exp ðEx � EFR � qVappÞ



kT
� �

( )
dEx: ð13Þ

The transmission probability Tcoeff is calculated from the plane-wave solution
for the Schrödinger equation. The most common methods used for calculations are
the transfer matrix method (TMM) [59] which is based on the Tsu-Esaki method
[60] and the quantum transmitting boundary method (QTBM) [61]. The Tsu-Esaki
model is based on the WKB approximation for the wavefunction at each ‘slice’
through a potential barrier by constructing a piecewise constant transfer matrix for

260 S. Hall et al.



each slice. The model has been used for tunneling through multiple barriers,
containing resonant states. The WKB tunneling probability for each slice can be
expressed as

PTj ¼ exp �2 m� q/Bj � Exj

� 	1=2
h i

dj

n o
ð14Þ

where /Bj is the barrier height and dj is the thickness of the piecewise rectangular
barrier of the slice j.

The IV characteristics of a device with d2 = 1 nm and 1 \ d1 \ 4 nm, where
d1 and d2 are the thicknesses of dielectric layers, with lateral dimensions of
100 nm are shown in Fig. 15. At lower voltages, the current reduces with
increasing d1. However, at voltages above 2 V, the current in the diodes with
thicker first oxide increases because of resonant tunneling of electrons to the states
in quantum well. The diode with d1 = 2 nm has the highest on-current.

Variation of the device dynamic resistance with applied voltage with d1 as a
parameter is shown in Fig. 16a. The on-state dynamic resistance of the diode is
decreased significantly due to resonant tunneling. In particular, the diode with
d1 = 4 nm has the largest on-off ratio of dynamic resistance, hence the highest
rectification. Figure 16b shows the responsivity of the MIIM devices. A significant
increase in responsivity can be observed at positive voltages when the resonant
tunneling via the states in the quantum well starts. The responsivity also shows an
increase with d1 due to increase in number of bound states.

The MIIM results indicate that the dynamic resistance of the diode configura-
tion presented is still too high for good matching with the antenna and further work
is required on materials selection and device architecture to address this key
roadblock. To keep the dynamic resistance low, low barrier height metals can be
used on both sides, with a cost of decrease in device asymmetry and hence
responsivity. The MIIM offers a good solution for integration and there is still
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scope for further research to assess its potential. Parasitic RC considerations are
also key requirements in the layout and materials choice, dependent on the par-
ticular architecture and fabrication process.

6 Conclusions

The current status of rectifying attennas (rectennas) has been reviewed. The issues
around materials, rectifier and antenna design have been outlined and discussed,
illustrated by experiment and simulation results. An important conclusion is that
the antenna and rectifier may be considered as separate parts at GHz frequencies
but there is a need to consider the rectenna as an integrated device in its own right,
as frequency increases through the THz to visible parts of the spectrum. There are
considerable scientific and engineering challenges to address if viable solutions are
to be realized and this may open up an exciting new branch of engineering with
considerable potential.
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Uncooled Detector Challenges
for mm/sub-mm Range

Fedor Sizov, Mykola Sakhno and Alexandr Golenkov

Abstract Responsivity R and noise equivalent power NEP of long channel
unbiased silicon field effect transistors (FETs) as mm-wave/THz detectors,
accounting for resistive and capacitive parasitics, are compared with those of
contemporary Schottky barrier diode (SBD) mm/sub-mm detectors. The ultimate
performance limits of such detectors are estimated. It is shown that with account of
the parasitics and detector-antenna matching one can describe these FET and SBD
detector parameters. As compared to SBD detectors, the FET ones seem to be
preferable in future applications for active imaging, especially in the radiation
region above the frequency range of 1 THz or a little bit lower. They should
overcome SBD ones because of possible better adjustment of FET parameters to
antenna impedance due to nowadays better developed silicon technologies and the
possibility of proper integrated detector design/fabrication compared to technol-
ogies of III-V ternary compounds applied to SBD detectors.

1 Introduction

Detectors belong to the critical components of the mm/sub-mm (these spectral
regions are also denoted as sub-THz/THz) imaging systems. To make such sys-
tems cost-effective, it is desirable to use uncooled detectors and arrays on their
basis. Estimations of ultimate possible noise equivalent power (NEP) of the
detector or array that define their applicability in active or passive imaging systems
are important when comparing the estimated NEPs with experimental ones for a
given radiation frequency range. Exact identification of NEP from experimental
signal data in mm or THz spectral region is rather challenging as estimation of the
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incoming power in the detector is error prone and can be mistakable leading to
responsivity, and thus NEP, overestimations. This problem is mainly due to the use
antenna on dielectric substrate for which the effective area is difficult to determine
experimentally.

Here the comparison of parameters of different types (Golay cells, bolometers,
pyroelectric detectors, SBDs, FETs and some others) of un-cooled mm/sub-mm
detectors is made. Golay cells and pyroelectric detectors are rather sensitive
(NEP * 5 9 10-10–10-9 W/Hz1/2) and are widely used in IR, THz and mm-wave
regions (see e.g. [1]) but are slow ones (response time s * 5 9 10-2–10-1 s).
Moreover Golay cells are difficult to be assembled into arrays. Pyroelectric
detectors are relatively slow and sensitive (see Table 1) but can be assembled into
arrays for active imaging. Metallic bolometers and thermocouples can be effective
in use with relatively high sensitivity and also can be assembled into arrays (see
e.g. [2, 3]). Conventional VOx microbolometer matrix arrays, well developed for
IR imaging, can be used in the radiation frequency range m [ *3 THz [4]
with NEP * 10-10 W/Hz1/2. For a-Si microbolometers with thick dielectric
layer in the pixel cavity the very favorable for applications NEP * 10-12 W/Hz1/2

(m * 0.9 THz) was reported [5] though, perhaps, this needs to be confirmed.
Signal rectification by uncooled mm/sub-mm detectors seems to be an advan-

tageous technique for fast radiation direct detection allowing for combining such
detectors into focal plane arrays by integrated technologies for applications in real
time active or passive imaging. From this point of view FETs (see e.g. [19, 21]) at
zero bias source-drain condition and zero bias SBDs (see e.g. [22, 23]) are
favorable for uncooled vision systems. They are square-law rectification detectors
in which the response is proportional to the incoming power over the wide range.
Together with antennas they can be suitable for the spectral range of
m * 100 GHz …1 THz and both of them can be assembled into arrays. Main
advantages of FET detectors and arrays are related to CMOS mature integrated
technologies.

The interest to FET as THz detectors has begun with the Dyakonov–Shur [24]
publication, which paid attention to signals registration possibility in the range of
frequencies much higher the cut-off frequency mco. Within the small signal
approximation of FET operation there is a cut-off frequency mco at which the input
current exceeds the output one, and the unit gain frequency at which the input
power exceeds the output one. Below these frequencies FET is commonly char-
acterized by linear response but not as the non-linear device. Non-linear response
is important at higher frequencies compared to mco. This phenomenon in [24] was
proposed for THz radiation detection.

In fact THz detection is related to generation of static component in distortion
analysis with generation of higher order harmonics included. So, [24] and dis-
tortion analysis investigate the same phenomenon from the different points of
view. Distortion analysis of FET at high frequencies with detailed explanation of
common assumptions is given e.g. in [25].
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Up to date FET detectors have demonstrated NEP in the spectral range
m * 100–600 GHz appropriate for active imaging *(10-10-10-11) W/Hz1/2 (see
e.g. [15, 17, 19] ) that is about one order of magnitude worse or comparable to the
best SBDs (see Table 1). The latter ones are successfully used in pre-amplified
systems for active and passive imaging (see e.g. [26–28]). In mm-wave region it
seems that FETs (GaAs HEMTs) as mm/sub-mm detectors were first applied for
imaging in [29].

Here the comparison of MOSFET and SBD detectors based on known models is
carried out and available up to date experimental data are also compared. The
purpose of this investigation is to consider the limits of electrical (NEPel) and

Table 1 Parameters of uncooled FET and SBD mm-wave/THz detectors, together with
parameters of some other uncooled detectors

Detector type Modulation
frequency, Hz

Radiation
frequency,
GHz

NEP, W/Hz1/2 Refs. #

Golay cell B20 B30 *10-9–5 9 1010 Commercial

Pyroelectric B102 B30 &(1…3) 9 10-9 Commercial

Nb microbolometer – B30 35 9 10-11 [6]

SiN membrane B200 &1.6… 4.3 10-9 [7]

VOx microbolom B102 4.3 C3 9 10-10 [8]

VOx microbolom B102 4.25; 2.54 7.9 9 10-11;
9 9 10-11

[4]

BiSb/Sb
thermocouples

B4 9 104 812 1.7 9 10-10 [3]

Zero bias SBDs Up to *1010 150, 300, 400 *(5…20) 9 10-12 [9]

Zero bias SBDs,
ErAs/InAlGaAs/InP

– 104 1.2 9 10-12 [10]

Zero bias SBDs,
InGaAs/InP

– *(300…700) &5 9 10-10 [11]

Zero bias SBDs,
InGaAs

– *\300 &3 9 10-11

(estimated)
[12]

Zero bias SBDs,
AlAs/InGaAs/InAs

– B100, *400 &4.5 9 10-12,
8 9 10-12

[13]

SBD in 0.13 digital
CMOS

– 860 3.2 9 10-11 [14]

Si FET – 295 &10-11 [15]

65 nm SiGe CMOS
and BiCMOS

– 1027 &6.6 9 10-11 [16]

Si FET 3 9 104 650 3 9 10-10 [17]

Si n-MOS FET – *320 3.2 9 10-10 [18]

Si CMOS FET – 595; 2.91 THz 4.2 9 10-11;
4.87 9 10-10

[19]

MCT hot electron
bolometer

*106 *75–150 *(1….3) 9 10-10 [20]
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optical (NEPopt) noise equivalent power of FET and SBD detectors for mm and
THz spectral regions with the aim of their applicability as arrays in direct detection
vision systems. FET detector theory similar to that known for SBD one [30, 31]
was considered to compare the known data for these types of detectors. Since there
are some confusion in determining the responsivity R and NEP of detectors with
antennas, applications of these parameters to certain cases are specified.

Comparison of MOSFET and SBD detectors based on models known and used
for data analysis (for SBDs, see e.g. [10, 30–32]) is carried out. Another objective
of the research is to relate these data to measured quantities with the aim of their
applicability as arrays in uncooled direct detection active or passive vision systems
at radiation frequencies m[ 100 GHz (but not the preamplified direct detection
systems having a lot of additional elements such as Dicke switches, LNAs,
demodulators, etc. (see e.g. [27, 33, 34]) and operating mainly at m *\100 GHz).

A nonlinear current-voltage characteristic is the base of operation SBDs as well
as FETs in THz region. The feature of these both types of detectors as compared to
very sensitive but deeply cooled ones (NEP up to *10-18–10-19 W/Hz1/2 [35]) is
their much lower sensitivity (NEP *10-10–10-12 W/Hz1/2, see Table 1). But
when compared to cooled detectors the latter ones still have enough sensitivity to
be used in many active imaging applications and spectroscopy. Room-temperature
operation, possible relatively low noise (when zero biased), high measurement
rates, small dimensions and availability of technologies make these detectors,
among others, favorable for THz/sub-THz wave detection in low-cost imaging or
spectroscopic systems.

Direct detection of THz/sub-THz wave signals allows a system simplification
compared to frequency down-conversion (coherent) or pre-amplified direct
detection systems by eliminating expensive and complicated components such as
local oscillators for mixers and GHz signal amplification (LNAs, LPFs, Dicke
switches, etc.).

2 General Considerations for FET and SBD Detector
Models

Usually FET is divided into intrinsic and extrinsic parts [36]. The intrinsic part is
the channel. The extrinsic one is the rest of FET. It includes parasitic capacitances,
gate resistance, source and drain resistance, etc. Parasitic effects become more
important at high frequencies.

Simplified FET representation is shown in Fig. 1. We consider the ‘‘long-
channel’’ FETs, in which the channel length L is larger than the ‘‘detection
effective channel length’’ Leff, which is short (Leff *\100 nm) in Si FETs at room
temperature [37, 38]. Leff is the length of spacing where a.c. signal rectification
occurs.
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The reason of the mm-wave/THz radiation detection in long-channel FET is a
rectification of the high frequency m signal at a short distance near the source (if the
antenna receiving a signal is connected to the gate-source). This rectification was
experimentally observed in Si-FET detectors up to radiation frequencies of
m * 4.3 THz [19], though these FETs can not operate, e.g. as signal amplifiers in
this frequency range. Simple explanation why they operate as a square-law mm/
sub-mm detector lies in the fact that channel parasitic capacitances do not shunt
the rectified signal at the remaining channel length, and thus the rectified signal
can be reliably registered.

Rectification in FETs at THz/sub-THz frequencies is closely related to distortion
(non-linear) phenomenon that was considered as a negative one, and manifests itself
at higher frequencies, where FET operation is nonquasistatic. This nonquasistatic
mode of FET operation was investigated a long time ago (see e.g. [25, 39, 40]).

To describe FET THz sensitivity there exist two known basic models. One is
based on Dyakonov-Shur theory [24]. The second one is so called distributive
resistive self-mixing model (see e.g. [17]). Both these models, concerning MOS-
FETs, are based on drift current equation and strong inversion layer assumptions.
The Dyakonov-Shur model is based on hydrodynamic approximation and does not
seem to be applicable for inverse layer charge dynamic for MOSFET for weak and
moderate inversion regions (were the maximum MOSFET sensitivity to THz/sub-
THz radiation is observed) due to the dominant diffusion current in these regions.
From starting expressions of [24] the theory of only I–V-dependence for the strong
inversion region (where the drift current dominates) can be obtained. In [19] the
drift equation with some form of inverse layer charge dependence approximation
was used to describe rectification in all inversion regions and extension of the
model [24] was used to describe the FET impedance, responsivity and NEP.

Here the so called ‘‘transmission line’’ model is used for long-channel
(L � Leff) FET characterization as a THz detector in which the channel and gate
form a transmission line for a.c. voltage signal (with impedance per unit length
Z = RCH/L, and admittance per unit length Y = jxC/L (see e.g. Ref. [41]) with
typical parameters of constant propagation k = [(RCH/L)�(jxC/L)]1/2 (k *[105

cm-1). Here C is the capacitance between the gate and channel (it is dependent on

Fig. 1 Simplified FET representation. VGS is a gate-source voltage (e.g., from antenna and
external voltage), dVDS is a d.c. drain voltage appearing under irradiation
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the gate-source voltage VGS and in the region of strong inversion C = Cox). For
accepted estimations C * Cox for any VGS biases, x = 2pm is a radiation circular
frequency.

In the model developed for Si-MOSFET sensitivity it is assumed that a short
part of FET channel near the source, where the rectification of THz signal occurs,
operates similar to the whole FET. To describe I–V-dependences (drain-source
current) of this part the dependence for the whole FET channel can be used with
the proper coefficient (Leff/L). Since this part is rather short (\100 nm) the quasi-
static approximation can be applied.

2.1 I–V All-Region FET Static Dependence

There exist several different titles for FET operation modes (e.g., weak inversion,
moderate inversion, strong inversion, sub-threshold, above threshold). In this
chapter we use widely accepted notifications from [36]. The FET channel inver-
sion region, that is controlled by the gate-source voltage VGS, can be separated into
three regions:

(i) The weak inversion region, where the channel (drain-source) current IDS of
diffusion character can be described by expression

IDS ¼ I0 � 1 � e�VDS=ut

� �
� eðVGS�VtÞ=n ut ð1Þ

The factor I0 includes the channel width W to length L ratio W/L. The current in
this region is basically of the diffusion type, VFB þ /F �VG �VM ¼
VFB þ 2/F þ c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2/F þ VSB

p
. The lower boundary is approximately defined at the

point where the inversion begins or where the leakage current becomes dominant.
The upper one is treated as the point where the charge of inversion layer is
comparable with that of ionized acceptors in the depletion region. Here, I0 is a
constant specific to technology, VDS is the drain-source voltage, ut = (kB�T)/q is
the thermal potential, kB is the Boltzmann constant, n * 1.5 is the sub-threshold
turn-on swing factor, which is a function of the gate voltage VGS and other FET
parameters, VFB is the flat-band voltage, /F is the Fermi level relatively to the
middle of the band gap, VM is the voltage of moderate inversion, c is the transistor
body effect factor, VSB is the voltage between the source and bulk.

(ii) The moderate inversion region. In this region, the simple analytical
expressions do not exist. Diffusion and drift components can be compa-
rable. Several approximate formulas exist [36].

(iii) The strong inversion region, where the channel current is of the drift
character
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IDS ¼ W

L
lnC0

ox � ðVGS � VTÞ � VDS �
1
2
ð1 þ dÞ � V2

DS

� �
ð2Þ

In this region the current is basically the drift one and VGS �VH ¼ VM þ VZ .
Here, VZ * 0.5…0.6 V is some constant that is dependent on technology and
accuracy of calculations, C0

ox is the specific capacitance of the gate insulator, d is
the bulk-charge factor accounting for bulk effects, VH is the strong inversion
voltage, VM is the moderate inversion voltage.

Figure 2 shows different components of the drain-source current in FET
channel at various VGS. It demonstrates the importance to consider the different
inversion regions. As the signal responses have a maximum at *VGS *0.6 V for
transistors investigated (see also [15, 17, 37, 42]), from Fig. 2 it is clear that the
static current is mainly a diffusion current at this VGS. Thus the signal response
process is mainly governed by the diffusion current component.

THz/sub-THz signals can be detected by FET detectors in all these three
regions. As the maximal responsivity RV and minimal NEP in most cases are
experimentally observed in the range of VGS corresponding to the moderate
inversion ones then more general expressions should be used.

There exist the analytical models that describe FET current-voltage depen-
dences for all VGS, however, they require numerical computation [36] or numerical
integration (see e.g. [43]), or are rather complex (e.g. BSIM, EKV, PSP). So, here
the ‘‘balanced’’ model that satisfies the demands of moderate complexity, accuracy
and absence of numerical computations was chosen. The semi-empirical expres-
sion that is applicable to all regions (see, e.g., [36, 44]) of drain-source current IDS

was used for experimental data description and NEP evaluations

Fig. 2 FET drift IDS,drift and
diffusion IDS,diffusion currents.
W/L = 20/2 (lm) at
VGS = 0.6 V (at signal
maximum), VDS = 0.05 V.
IDS,diffusion/IDS,drif & 20
according to the universal
model [36]. VT = 0.758 V
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IDSðVDS;VGSÞ ¼
W

L

ln

1 þ ua
VGSþVT

Tox

� �
þ ub

VGSþVT
Tox

� �2 � C
0

oxð2nÞu2
t

� ln 1 þ expðVGS � VT

2nut
Þ

� �2

� ln 1 þ expðVGS � VT � nVDS

2nut
Þ

� �2
" # ð3Þ

The electron mobility dependence [36, 45] on VGS was taken into account (the
effective mobility from BSIM3 model was used). In Eq. 3 ln is the electron
mobility in the channel (given by the parameter u0 in BSIM file) and ua, ub are the
parameters of BSIM model [45], Tox is the oxide thickness and C0

ox is the oxide
layer capacitance between the gate and channel. Basically, the term with mobility
degradation does not play an important role at VGS \ 1 V, and if it is not used the
result will not change noticeably (in the region of maximal sensitivity).

When comparing with the experimental data, the parameters W and L were
taken without any corrections. The transistor sub-threshold turn-on swing factor
n was chosen from the region of weak inversion and VT was chosen from the
region of strong inversion for the better fitting with experimental data for static
current-voltage dependences. In Fig. 3 the experimental and calculated I–V-
characteristics for one of the investigated Si-MOSFETs are shown. As the signal
responses have max at VGS * 0.6 V for transistors investigated, it is seen from
Fig. 2 that the static current is mainly the diffusion current at these VGS values, and
thus, the signal response is mainly governed by the diffusion current component.

FET or SBD THz/sub-THz detector response is conditioned by signal rectifi-
cation due to current-voltage nonlinearities in these devices. The series expansion
of FET current in Eq. 1 near the VGS, VDS = 0 point gives

Fig. 3 Comparison of
experimental (points) and
calculated (solid line) from
Eq. 3 I–V-characteristics of
Si-MOSFET with W/L = 20/
2 (lm), VT = 0.758 V,
n = 1.625
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IDSðVGS þ DVGS;VDS þ DVDSÞ ¼ IDSðVGS;VDSÞ þ
oIDS

oVGS
DVGS þ

oIDS

oVDS
DVDS

þ 1
2
o2IDS

oV2
GS

DV2
GS þ

o2IDS

oVGSoVDS
DVGSDVDS

þ 1
2
o2IDS

oV2
DS

DV2
DS þ . . .

ð4Þ

Taking for internal (channel) part of FET VGS = VG0 + DVGS,
DVGS = DVGS,int�cos(xt), DVDS = DVDS,int�cos(xt + D/), where D/ is a phase
shift, and using time-averaging from Eq. 3 in general case for rectified signal
current we get for relatively small signals level DVGS,int \ut at zero drain-source
bias VDS = 0 V:

IDSh i ¼ 1
T

ZT

0

IDSðVDS;int;VGS;intÞdt � 1
2

o2IDS

oVGSoVDS
þ 1

4
o2IDS

oV2
DS

� �
jVDS¼0 � DV2

GS;int

ð5Þ

Here VDS,int, VGS,int mean the voltages on the internal (channel) part of FET.
In some models, in which the threshold voltage is counted from the source

(source referenced model) (see e.g. [17, 46–49]), the derivative o2IDS=oV2
DS does

not exist at VDS = 0 point as it has different values astride this point. If, for
example, one takes a model (see e.g. [17, 47, 48])

ID ¼
A VGS � VTð ÞVDS � 1

2 V2
DS

	 

; VDS � 0

�A VGS � VTð Þ �VDSð Þ � 1
2 �VDSð Þ2

� �
; VDS\0

(
ð6Þ

that is applicable in strong inversion region, then

o2IDS

oV2
DS

����
VDS!0þ

¼ �A;
o2IDS

oV2
DS

����
VDS!0�

¼ A ð7Þ

where A is a constant. It is seen that o2ID=oV2
DS doesn’t exist at VDS = 0. This is

due to referencing the threshold voltage VT from the source [36, 46]. Let’s assume
that (i) no VDS bias is applied (zero bias approximation) so, IDS(VDS = 0,VGS) = 0
and thus o2IDS=oV2

GS ¼ 0 and (ii) transistor is symmetrical IDS(VDS,VGS) = -IDS

(-VDS,VGS) and thus o2IDS=oV2
DS ¼ 0 at VDS = 0.

Then from Eq. 5

IDSh i ¼ 1
T

ZT

0

IDS VDS;int;VGS;int

	 

dt � 1

2
o2IDS

oVDSoVGS

����
VDS¼0

DV2
GS;int ð8Þ
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and response at drain-source contacts of FET appears as signal mixing at source
and drain. If one applies THz/sub-THz voltage at source-drain of the symmetrical
FET, when connections and parasitics are the same at both ends of the channel,
then no signal should appear. Practically the response can appear, as at high signal
frequencies there exist various parasitic capacitances through which signals pen-
etrate to the gate (in the most cases through connection wires and busses that are
asymmetrical).

The FET response for internal part of transistor is Vdet;int ¼ oIDS
oVDS

� ��1

VGS

� IDSh i, and

if one takes into account that at VDS ? 0 the differential resistance is close to the
ordinary one

oIDS

oVDS
jVDS¼0 � IDS

VDS
jVDS!0 ¼ rCH ð9Þ

Then the detector internal voltage response can be written as

Vdet ¼
1
2
� 1
rCH

� drCH

dVGS
� DV2

GS;int: ð10Þ

The similar expression was obtained earlier [24, 47, 50–52] but with a coeffi-
cient ‘‘1/4’’ due to the fact that the derivative here is taken as mixing derivative on
VG and VD. The presence of ‘‘1/2’’ instead of ‘‘1/4’’ means that FETs would have
better responsivity over SBDs that was mentioned long time ago [53].

Equation 10 using Eq. 3 can be written in more explicit form giving the pos-
sibility to compare FET detector signal with that one for SBD detector. The
channel conductivity at VDS = 0 can be presented as

rCH ¼ rCH0 � frðxÞ; ð11Þ

where rCH0 ¼ W=Lð Þ � ln � C0
ox � n � ut; fr xð Þ ¼ 2 � ln 1 þ ex=2

	 

� ex=2 � 1 þ ex=2

	 
�1
.

This is the first term in Taylor expansion of Eq. 3. Mobility reduction term wasn’t
accounted in this expression, and x = (VGS – VT)/n�ut. Then

Vdet ¼
DV2

GS;int

2
� 1
n � ut

� 1
fr
� ofr
ox

ð12Þ

Equations 10 and 12 are different from SBD detectors by factor ‘‘1/2’’ (see e.g.
[30] and Eq. 42 in which 1/4 is present), but FET voltage response depends also
on the function describing the channel conductivity (fr) and its derivative, which
are the functions of gate-source bias, sub-threshold turn-off swing factor, etc. In
SBD Eq. 42 describes the response that is independent on bias.
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2.2 FET Responsivity with Account of Rarasitics

To characterize FET as mm-wave/THz detector one should find the relationship
between the output signal and absorbed radiation power, thus, voltage RV or
current RI responsivity. In order to much such estimation one should know the FET
equivalent circuit. High-frequency FET equivalent circuit is rather complex (see
e.g. [36, 54]). However, in order to find RV or RI one is interested in FET part
between source and gate. This simplified FET circuit connected to the antenna can
be represented by the circuit shown in Fig. 4a [36, 54]. SBD schematic [10, 30–32]
is shown in Fig. 4b. These schematics are presented in the way to be similar to
each other, thus allowing direct comparison of FETs and SBDs characteristics as
mm-wave/THz detectors.

FET can be divided into two parts: (i) internal part (where rectification occurs),
ZGS,int, and (ii) external part (where parasitic components influence on signal
characteristics can be substantial), CP, RS. RS includes the source series and gate
resistances.

The input impedance of the internal transistor part ZGS,int can be defined as an
input impedance of transmission line with length d = L, propagation constant k,
characteristic impedance Z0, and loaded by impedance ZL by expression [41]:

ZðdÞ ¼ Z0 �
ZL þ Z0 � tanhðkdÞ
Z0 þ ZL � tanh(kdÞ ð13Þ

and since (L•Rek) � 1, then Z = Z0 due to tanh(Lk) & 1.
Thus, the internal source-gate impedance is equal to transmission line charac-

teristic impedance (for the case of long channel transistor):

Fig. 4 FET (a) and SBD (b) simplified schematic representations taking into account the basic
parasitic components. ZA is the antenna impedance; VA is the antenna voltage amplitude;
RS = RG + Rsource in FET is the active series (parasitic) resistance of FET, where RG is the gate
active resistance; RS in SBD is series parasitic active resistance; RD is SBD differential active
resistance; CP is the parasitic reactance (usually capacitive), RS is the active serial resistance;
ZGS,int is internal source-gate impedance
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ZGS;int ¼ Z0 ¼
ffiffiffiffiffiffiffiffiffi
RCH

jxC

s
¼ a 1 � jð Þffiffiffiffi

x
p ; ð14Þ

where a = (RCH/2C)1/2. Here C is a function of VGS bias. For estimations it is
accepted C & Cox. For example with C & Cox for m * 100 GHz the internal
impedance ZGS,int & 5.3•(1–j)•103 X.

It is important to find the voltage RV (or current RI) responsivity and noise
equivalent power of FET detector. For electrical responsivity it can be written
Rel

V ¼ g � RV ;int, where the responsivity for internal part of transistor is RV,int, and g
is the ratio of power absorbed in FET internal part to all power absorbed in FET.

2.2.1 Power Transfer Coefficient

For mm-wave/THz radiation power absorbed at the internal transistor part

Pin;int ¼
1
T

ZT

0

IGS;int tð ÞVGS;int tð Þdt ¼ 1
2

ReZGS;int

ZGS;int

�� ��2 DVGS;int

�� ��2; ð15Þ

where DVGS,int is the high frequency voltage between the source and drain in
internal part of the transistor and coefficient 1/2 is due to the use of amplitude value.

The average current arising at VDS = 0, VGS is defined by Eq. 8. Then from
Eqs. 8 and 15 for current responsivity RI,int at the internal part of FET it follows

RI;int ¼
IDSh i

Pin;int

�  ¼ ðo2IDS=oVDSoVGSÞjVDS¼0

ReZGS;int=jZGS;intj2
� � ð16Þ

It also can be written using Eqs. 9, 11 and 14:

RFET
I;int ¼

1
n � ut

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 � rCH0

x � CCH

r
� 1ffiffiffiffi

fr
p � ofr

ox
: ð17Þ

In the case of low input power level the current and voltage responsivities are
related by RV,int = RI,int•RCH. Finally, using Eqs. 14 and 16, one can obtain:

RV ;int ¼ 2
affiffiffiffi
x

p RCH
o2IDS

oVDSoVGS

����
VDS¼0

; ð18Þ

RV ;int ¼
1

n � ut
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

rCH0 � x � CCH

r
� 1

fr �
ffiffiffiffi
fr

p � ofr
ox

ð19Þ
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The voltage responsivity RV,int can be very large as the channel resistance is
typically large in the weak inversion region. This voltage responsivity was cal-
culated [48] with account of the parasitic resistances but without parasitic
capacitances, which, however, do not change the result sufficiently.

One should find the ratio of power that is absorbed in internal part of the
transistor Pin,int to power Pin that is absorbed in the transistor as a whole (in its
internal and external parts). That is (for circuit in Fig. 4a)

g ¼ Pin;int

Pin
¼ Z1

ZGS

����
����
2ReZGS;int= ZGS;int

�� ��2
ReZGS= ZGSj j2

; ð20Þ

where Z1 ¼ ZGS;int

��XP; ZGS ¼ Z1 þ RS, XP = (jxCP)-1. Here g is the power
transmission coefficient. Thus, electrical responsivity can be written as

Rel
V ¼ g � RV;int ð21Þ

It should be pointed out that in the weak inversion region the input transistor
impedance ZGS,int increases with VGS decrease and thus the internal voltage sen-
sitivity RV,int seems to increase due to the decrease of power that is absorbed in
internal part Pin,int. At VDS ? 0 the voltage sensitivity RV,int can reach large-scale
values as was pointed out in [48].

This behavior of RV,int can be clearly seen from Eq. 19, as fr(x) & 2ex and for
x B –5 it is (fr)-3/2�(qfr/qx) & 21/2�e-x/2 which increases exponentially with
decreasing VGS (and x). Thus, at VGS ? 0 the voltage sensitivity RV,int can reach
large-scale values. However, as the power transmission coefficient g is going down
with transistor internal input impedance ZGS,int increase (ZGS,int * (RCH)1/2)
(Eq. 14), the resulting electrical responsivity Rel

V ¼ gRV;int of FET remains prac-
tically the same (see Fig. 5). This indicates that it is necessary to take into account
the external part of FET.

To see the detected signal dependence on radiation frequency m let’s present g
in the following form. From Eqs. 14 and 20 it can be found

g ¼ 1

1 þ ðx=xc1Þ1=2 þ x=xc2 þ ðx=xc3Þ3=2
; ð22Þ

where the coefficients xc1 = (RS/a)-2, xc2 ¼ 2 � CP � RSð Þ�1, xc3 ¼
ð2C2

P � RS � aÞ�2=3, a = (RCH/2Cox)
1/2 as C & Cox. Here xci = 2pmci are certain

coefficients.
The estimated voltage responsivities Rel

V for different devices are shown in
Fig. 6. At radiation frequency m = 77 GHz the FET detector responsivity, esti-
mated for 0.35 lm design rule technology with the channel width-to-length ratio
W/L = 1/1 (lm), should be approximately 20 times larger as compared to FET
detector responsivity manufactured using 1 lm design rules technology with W/
L = 20/2 (lm). With an increase of radiation frequency m this difference increases.
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For estimations the following devices were compared:

1. Experimentally investigated FET manufactured by 1 lm technology, W/L
= 20/2 (lm), CP = 4 fF, RS & 200 X, VGS & 0.6 V, RCH & 1.1 9 106 X (at
VGS & 0.6 V), Cox & 35•10-15 F, a & 4.0•109 X/s1/2, mc1 & 6.0 9 1013 Hz,
mc2 & 9.8 9 1010 Hz, mc3 & 1.8 9 1010 Hz.

2. FET detector based on 1 lm technology with low parasitic resistances: W/L =
4/2 (lm), CP = 1 fF, RS & 15 X, RCH & 5.5 9 106 X (at VGS & 0.6 V), Cox &
7 9 10-15 F, a & 2 9 1010 X/s1/2, mc1 & 2.8 9 1017 Hz, mc2 & 5.4 9 1012 Hz,
mc3 & 2.25 9 1011 Hz.

3. Transistors based on 0.35 lm technology: W/L = 1/1 (lm), CP = 0.2 fF, RS &
426 X, RCH & 1.26 9 106 X (at VGS & 0.5 V), Cox & 4.6 9 10-15 F, a & 1.2
9 1010 X/s1/2, mc1 & 1.2 9 1014 Hz, mc2 & 9.3 9 1011 Hz, mc3 & 2.93 9 1011

Hz. The value VGS = 0.5 V instead of 0.6 V was chosen due to different

Fig. 5 Dependence of
calculated electrical voltage
responsivity RV,el = RV,int•g
for MOSFET investigated
with 1 lm design rules
technology W/L = 20/2 (lm)

Fig. 6 Comparison of
calculated electrical
responsivity RV

el for different
devices
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threshold voltage. Higher Cox value is due to thinner oxide. The parasitics per
unit width are almost the same.

4. SBD (see below): RS = 10 X, RD = 3000 X, CP = 5 fF, n = 1.2.

Parasitic parameters for FET were taken from BSIM3 model file provided by
manufacturer. Parameters for gate resistance were chosen from the technology
data-sheet.

Usually mc1 [ mc2 [ mc3. Thus, let’s consider FET operation at sufficiently large
frequencies m[ mc3. Then

Rel
V ¼ 2aRCH

o2IDS

oVDSoVGS

����
VDS¼0

x3=2
c3 x�2 ¼ 1

C2
pRS

RCH
o2IDS

oVDSoVGS

����
VDS¼0

x�2 ð23Þ

doesn’t depend on parameter a = (RCH/2Cox)
1/2 (from the physical point of view

the parasitic capacitance CP shunts the internal part ZGS,int, and thus the power is
absorbed mainly by RS).

This formula can be rewritten in the form similar to one for SBDs

Rel
V � Rel

V0
xc

x

� �2
; ð24Þ

where for FETs Rel
V0 ¼ R2

CH
o2IDS

oVDSoVGS

���
VDS¼0

; xc ¼ 1
Cp

ffiffiffiffiffiffiffiffiffiffi
RSRCH

p .

For example, for 1-lm technology FET (W = 20 lm, L = 2 lm),

mc = 2.7 9 109 Hz, o2IDS
oVDSoVGS

���
VDS¼0

¼ 2 � 10�5 A
V2, RCH = 1.1 9 106 X,

Rel
V0 ¼ 2 � 107V=W, the ‘‘zero’’ current responsivity Rel

I0 ¼ RCH
o2IDS

oVDSoVGS

���
VDS¼0

�
21 � A=W, which is larger than the theoretical ultimate performance RI for SBD
detector (at T = 300 K, RI = 19.3 A/W). This is due to the lack offactor ‘‘1/2’’ in the
approach used (FET responsivity is based on mixed derivatives, see Eq. 8 and thus
can be about twice higher compared to SBD detectors though one should take into
account the other existing factors for FETs which level the situation).

Also, the Eq. 23 for Rel
V can be rewritten in a form

Rel
V ¼ ðC2

p � RSÞ�1 � Rel
I0 � x�2 ð25Þ

This formula is useful for estimations as Rel
I0 is within *10…40 A/W for FET.

For some estimations the next expressions can be used

NEPel ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kTRCH

p

Rel
V

�
ffiffiffiffiffiffiffiffi
4kT

p ðRCHÞ1=2C2
pRS

Rel
I0

x2; ð26Þ
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where the thermal noise, which is important for NEP ultimate performance esti-
mations at VDS = 0 for FET detectors, is included.

Using Cp ¼ CxW ;RS ¼ q1
W þ q2

W
L ;RCH ¼ L

W RCH0 (model used in BSIM3 valid
for W [ L) the next equation can be written

NEPel ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4kTRCH0

p

Rel
I0

x2 C2
xq1

ffiffiffiffiffiffiffiffi
LW

p
þ C2

xq2W5=2L�1=2
� �

ð27Þ

Here RCH0 (X) is the channel resistance, Cx (F/m), q1 (X�m), q2 (X/h) are the
technological parameters for given design rules. For example for 1-lm and 0.35-
lm design rules RCH0 = 1.1 9 107 X (VGS = 0.6 V) and RCH0 = 1.3 9 106 X
(VGS = 0.5 V), respectively. The parameter Cx is the same Cx = 2 9 10-10 F/m,
q2 = 16 X/h for 1-lm technology, and q2 = 12 X/h for 0.35-lm technology, and
q1 = 9 9 10-4 and 4.1 9 10-4 X•m, respectively. From Eq. 27 the electrical
noise equivalent power decreases with W reduction. So, for a given L value the
transistor with smaller W has lower (better) NEPel.

Optimizing this expression with technological constraints (1 lm B L B 5 lm,
1 lm B W B 20 lm) the optimal FET dimensions can be estimated to be
L & 1 lm and W & 1 lm. For example for 1.0-lm CMOS technology one can
evaluate the optimal responsivity Rel

I0 � 21 A=W and electrical
NEPel * 2.8 9 10-12 W/Hz1/2 at m * 77 GHz. For 0.35-lm CMOS technology
these values are Rel

I0 � 21 A=W and NEPel & 2.5 9 10-13 W/Hz1/2. However,
better NEP for 0.35-lm technology may be due to lower value of parasitic
capacitance, different VGS and different oxide thickness which lead to lower
channel resistance. So, NEPel (that is only valid for FET channel itself) is smaller
for FET with lower W. However the estimations within this model should be used
only as rough ones.

2.2.2 FET Antenna and Voltage Divider Matching

When using FET as a detector with antenna, to estimate the detector sensitivity it
is important to find the part of power that is absorbed in the transistor to maximal
possible power that can be taken off from antenna. Here we consider the case when
transistor is connected to antenna assuming antenna connection to gate-source
(antenna impedance Zant, transistor impedance ZGS). In the case when transmission
line is used, Zant means the impedance at the end of the transmission line. Then for
antenna transfer coefficient ga one can write

ga ¼ 4ReZantReZGS

Zant þ ZGSj j2
: ð28Þ
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Thus, the optical responsivity can be defined as

Ropt
V ¼ Rel

V � ga: ð29Þ

Obviously, Ropt
V is always lower than Rel

V Ropt
V \Rel

V

	 

due to the impedances

antenna-detector mismatch. Comparison of optical responsivity for different
devices is shown in Fig. 7 assuming the frequency independent antenna impedance
Zant = (100 - j100) X. Comparing the results of Figs. 6 and 7 one can see that the
difference between Ropt

V and Rel
V can be significant.

When measuring the voltage at the transistor gate-source by voltmeter, the FET
channel and voltmeter input circuit form the voltage divider. The voltage drop part
at the voltmeter (the voltage transfer coefficient from transistor to voltmeter) is
[47, 55]

gl ¼ j1 þ RCH=Zloadjð Þ�1; ð30Þ

where Zload ¼ Rloadk 1
j2pfmodCload

is the impedance of the measuring device. For

example, for one of FETs investigated the voltmeter is represented by parallel
connected resistor Rload = 10 MX, capacitor Cload = 90 pF, and modulation fre-
quency fmod = 172 Hz. Thus, Zload & (5.0 – j5.1) 9 106 X.

The resulting voltage measured by the voltmeter at FET as a detector is

Vdet ¼ Pant;max � RV ;int � ggagL; ð31Þ

where gL is the loading transmission coefficient.
The maximum power Pant,max that can be supplied to FET channel from antenna

at plane wave illumination [56, 57] is

Fig. 7 Comparison of
calculated Ropt

V for SBD, 1-
lm design rules, 0.35-lm
FET technologies and
‘‘optimized’’ MOSFET based
on 1-lm technology.
Zant = (100 – j100) X
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Pant;max ¼ G
k2

4p
I0: ð32Þ

It is for the case of ideal impedance matching between the antenna and loading
when ZGS ¼ Z	

ant. Here ZGS is the transistor input impedance and Zant is the antenna
impedance, G is the antenna gain, k is the wavelength in vacuum (air), and I0 is the
radiation intensity that is falling down on antenna from air.

In high dielectric permittivity and thick (d *[100 lm) substrates, the dif-
ferent substrate modes can arise strongly modifying G [56, 57] and can unpre-
dictably change the detector responsivity and NEP.

One can obtain the Eq. 28 for power transferred from antenna to detector
Pant ¼ Pant;maxga in the case of impedance mismatch Zant 6¼ Z	

GS.
Setting Pant,max equal to power in term of voltage on antenna terminals for the

case of impedance matching, one obtains

I0
k2

4p
G ¼ 1

2
Uantj j2

4ReZant
; ð33Þ

and the antenna voltage

Uantj j2¼ 2
k2G

p
ReZantI0 ð34Þ

In the case ZSG 6¼ Z	
ant, the power at the antenna output

P ¼ 1
2

Uantj j2 ZGS

ZGS þ Zant

����
����
2ReZGS

ZGSj j2
¼ k2GI0

p
ReZGSReZant

ZGS þ Zantj j2
ð35Þ

Then, the power transfer coefficient from the antenna to load is

ga ¼ P

Pmax

¼ 4
ReZGSReZant

ZGS þ Zantj j2
: ð36Þ

The resulting responsivity measured for one of the FETs investigated as a detector
in linear and semi-log coordinates is shown in Fig. 8. One can see that in logarithmic
coordinates the exponential signal decay is observed at VGS \ 0.4 V which is related
to RCH dependence on VGS (RCH * exp(-VGS/nut)) and thus channel resistance
reducing the matching coefficient gL with a constant voltmeter input resistance.

Using Eq. 31 one can estimate the frequency dependence of the signal detected on
the value of RV,int. When comparing the estimated value of Vdet with the experimental
one, the method of experimental data acquisition should be taken into account. In
experiments, usually the detected voltage Vdet and irradiation intensity I0 are known
values. However, to obtain the responsivity of the detector Rmeas

V , the radiation power
P’ supplied to detector should be known, and that one is related to irradiation
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intensity I0 and some effective area S’ that absorbs the radiation. This area usually is
uncertain: it can be the diffraction limited area, pixel area, antenna area, etc. That’s
why it is difficult to compare the responsivities cited in various papers. Really, it is a
‘‘hazy’’ procedure to obtain the performance of detector itself Rel

V from the perfor-
mance of a system Rmeas

V without knowing the antenna parameters.
The influence of coefficients g�ga�gL product, that determines the power

absorbed by FET detector, is crucial for determination of registered detector
signals and thus, for responsivity and NEP evaluations. For example, taking for
estimations g * 0.1 from Eq. 22 (m & 77 GHz), ga * 0.2 at Zant * (100 -

j100) X from Eq. 28, and FET impedance ZFET * (200 - j�500) X. From Eq. 30
gL * 1 at voltmeter Rinput * 10 MX and at antenna gain G * 1 one has with
RV,int at VGS & 0.6 V (see Fig. 8) the value of Rmeas

V 
 4 � 103 � V=W. In [15], the
voltage sensitivities observed in CMOS detectors is Rmeas

V � 6 � 103 � V=W at
higher radiation frequencies m & 300 GHz, which should lead to worse NEP
values. This could be a result of larger gain G [ 1 due to the resonances in thick
substrates used and other FET parameters that were not pointed out.

3 SBD Detectors

SBD THz/sub-THz detectors are mainly manufactured on the basis of III-V
semiconductors. For quasi-optical SBD detectors over a frequency range from
*100 to *500 GHz the typical responsivity values are from *300 to 1000 V/W.
Figure 4b shows the SBD equivalent circuit representation which is frequently
used in estimations of SBD parameters (see e.g. [10, 30, 31]).

Fig. 8 Comparison of experimental (points) and calculated (solid lines) voltage responsivities
versus the gate voltage VGS (a for linear coordinates and b for semi-log coordinates). To fit
calculations and experimental data, the latter ones were multiplied by certain coefficient as the
power introduced to FET channel is uncertain because of an unknown antenna gain G and
antenna input impedance. (Normalization is equivalent of use the following antenna parameters:
G = 0.4, Zant = 10 – j30 X)
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The dominant current transport mechanisms in SBDs are the emission of
electrons over the barrier and the quantum mechanical tunneling of electrons
through the barrier. A widely recognized model that takes into account both of
these effects is the thermionic-field emission model [58].

Generalized I–V-characteristics of an ideal junction can be written as

I Vð Þ ¼ Is exp
V

n/t

� �
� 1

� �
; ð37Þ

where I(V) is the current through the SBD, IS is the reverse bias saturation current,
n is the ideality factor (n * 1…2, depending on the fabrication process),
/t = kB�Tjun/q & 25.85 mV (at T = 300 K) is the thermal voltage, where kB is the
Boltzmann constant, and q is the electron charge.

The reverse bias temperature dependence of the saturation current can be
expressed as

IS ¼ S � A	 � T2
j � exp �ubð0Þ

n � ut

� �
; ð38Þ

where ub(0) is the equilibrium Schottky potential barrier, S is the junction area,
Tjun is the temperature of the junction, the Richardson constant
A	 ¼ 4p � q � k2

B � m0=h3 ¼ 120 A=ðcm2 � j2Þ, where m0 is the free electron mass.
In semiconductors m0 should be changed to effective electron mass m*, that will
decrease the Richardson constant by a factor of m*/m0 (this means that thermo-
ionic current decreases by the same factor). The modified Richardson constant in
dependence of reverse bias can change from A* = 30 A/(cm2�R2) for moderate
electric fields to A* & 7 A/(cm2�R2) at biases U * 1 V [59]. In GaAs, as a rule, it
is accepted A* & 8.2 A/(cm2�R2).

Equation 37 describes the current-voltage characteristics of metal-semicon-
ductor junction but does not do that in the SBD case since the voltage in the
exponent is the voltage applied to junction, but not the voltage applied to SBD, and
it does not take into account the series resistance RS and junction capacitance CP.

With ub(0) * 0.7 V at T = 300 K (ub(0) changes within 0.6–1.0 V for more
than 40 metals in GaAs SBDs [60]). From Eq. 38, IS * 1.5 9 10-14 A for
junction area S * 1 lm2, and its resistance at zero bias R0 
 1:8 � 1012X ðA	 ¼
8 A= cm2 � j2;R0 ¼ dI

dV

��
V¼0

� ��1
¼ n�ut

A	�T2 � expðq/bð0Þ
n�kBTjun

Þ ¼ n�/
IS
; n ¼ 1Þ. Thus, for SBD

(with ub(0) * 0.7 V) operating as sub-THz detector, it is seen that it should be
forward biased, which leads to additional noises up to several times and even
orders of magnitude depending on modulation frequency, primarily because of the
1/f noise component [30–32, 61, 62]. So, it is important to lower the barrier height
to obtain SBD operation at zero bias in low noise regime.

By lowering the effective barrier of SBD junction, the barrier differential resis-
tance can be significantly reduced. With ub(0) & 0.2 V (e.g. Al/GaAs d-doped
SBDs [63], InGaAs/InP [62, 64] ) IS equals to (1.5…10) 9 10-6 A, for similar
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junction area and zero bias resistance (R0 * 89103 X). Thus, such kind of SBDs as
detectors having ub(0) * (0.2…0.3) V can be used at zero biases.

One of the disadvantages of zero-bias III-V SBDs based mainly on ternary
alloys is difficulty of their monolithic integration into arrays with read-out elec-
tronics (which are usually based on silicon). Moreover, III-V SBDs are difficult to
produce with repeatable performance due to the difficulties in control of the doping
and structure required because of a need of high-quality interface between metal
and semiconductor. Another limitation of SBDs is a strong temperature depen-
dence of their performance. As the current flow through the barrier is the therm-
ionic, IS changes approximately by a factor of 2 every 20 K.

SBD can be divided [30], like a FET, into two parts: internal (where rectifi-
cation occurs) and external ones (where parasitic resistances and capacitances are
present). Here the junction capacitance is considered as the external part.

Contrary to FET detector the SBD responsivity can be found in analytical form
in the case of no bias (without Taylor expansion use). The SBD current signal Id is
an averaged quantity over the period T

Id ¼ Ih i ¼ 1
T

ZT

0

IðtÞdt ¼ 1
T

ZT

0

Is e
DV cosðxtÞ

n/t � 1
� �

dt ¼ Is I0
DV

n/t

� �
� 1

� �
ð39Þ

The power that is absorbed in SBD internal part is

Pin;int ¼
1
T

ZT

0

IðtÞVðtÞdt ¼ 1
T

ZT

0

Is e
DV cosðxtÞ

n/t � 1
� �

DV cosðxtÞdt ¼ IsDVI1
DV

n/t

� �

ð40Þ

Then for internal current responsivity RI,int it follows

RI;int ¼
Id

Pin;int

¼
Is I0

DV
n/t

� �
� 1

� �

IsDVI1
DV
n/t

� � ) RI;int ¼
o2I
oV2

���
V¼0

2 oI
oV

��
V¼0

¼ 1
2n/t

ð41Þ

Here I0, I1 are the modified Bessel functions of the first kind and the right part is
valid for voltage DV \ut, that is realized in square-law region. The detected
voltage is given by

VSBD
d ¼ DV2

4
� dI

dV

� ��1

� d2I

dV2
¼ DV2

4
� 1
n � /t

: ð42Þ

Equations 41 and 42 differ from the similar expressions for FET detector
(Eqs. 8 and 10) by factor ‘‘1/2’’ as FET is a 3 terminal device and the signal
detected in the model accepted is connected to mixed derivatives.
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At T = 300 K and n = 1, RI,int = 19.3 A/W is the maximum possible internal
current responsivity of zero-bias SBD. And for the voltage responsivity RV mea-
sured at low frequencies (when SBD is connected to a high impedance load such as
e.g. oscilloscope) RV,int & RI,int•RD, where RD is the zero-bias barrier differential
resistance.

In the square-law region the SBD current responsivity RI (defined by ratio of
current through the SBD to power absorbed in SBD) under the power with radi-
ation frequency m for circuit shown in Fig. 4b can be written as [30]

Rel
I ¼ RI;int � g; ð43Þ

where g is the power transfer coefficient (the ratio of power dissipated in internal
part to total power)

g ¼ 1

ð1 þ RS=RDÞ � ð1 þ ðm=mcÞ2Þ
; ð44Þ

where the cut-off frequency

mc ¼
ð1 þ RS=RDÞ1=2

2p � CP � ðRS � RDÞ1=2
: ð45Þ

With ‘‘good’’ values of different parameters RS & 10 X, RD & 3•103 X and
typical zero-bias capacitance for small area SBDs CP & 5 fF, mc equals 184 GHz,
and at frequency m & 100 GHz the estimated sensitivity is RI & 15 A/W (n = 1).

At RD & 6.5 kX and n = 1.6 [22] the zero-bias SBD internal responsivity can
be estimated as RI,int & 11.7 A/W giving for internal voltage responsivity RV,in-

t & RI,int•RD & 75•103 V/W. For comparison in one of the investigated FETs (Si-
MOSFET, 1.0-lm design rules) the estimated internal responsivity is several times
higher: RV,int & 240 9 103 V/W and ZGS,int & 5.7(1–j) 9 103 X at VGS = 0.6 V.

For high-frequency SBDs, several characteristic frequencies are mentioned (see
e.g. [10]), and they all are called as the ‘‘cut-off’’ frequency.

(i) The shunt cutoff frequency mshunt is the frequency at which the real part of
the intrinsic diode impedance drops below the magnitude of the imaginary
part. When RD �RS, as it is true for most of zero-bias SBDs,
mshunt & (2pRDCP)-1, which is equal to mshunt & 11 GHz for above
pointed parameters.

(ii) The series cut-off frequency, well known in Schottky diode mixers and
multiplier technology, is the frequency at which the real part of the
junction impedance equals the series resistance and is given by
mseries & (2pRSCP)-1&3.2 THz.

(iii) The cut-off frequency given by Eq. 45 is mc & 184 GHz.

As a rule, in papers (where the cut-off frequency exceeds *200 GHz) fre-
quently pointed out for cut-off frequency is the upper frequency mseries, but for
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estimations of the frequency dependence for sensitivity, the lower frequency mc

should be used. It is worth to emphasize that the cut-off frequencies are the
functions of SBD detector resistance and because of it they depends on bias.

4 NEP of FET and SBD Detectors

It is important to find the upper limit of NEP at a given frequency and its radiation
frequency dependence for both FET and SBD detectors and try to make a con-
clusions which one is better e.g. for vision system applications.

The detector noise equivalent power NEP can be determined as NEP = N/RV,
where N is the noise level. One should discriminate the electrical, measured and
optical responsivities which, in turn, define the electrical (NEPel), measured
(NEPmeas) and optical (NEPopt) noise equivalent power, respectively, that are
calculated from the noise N and responsivity RV levels.

The electrical responsivity Rel
V characterizes the detector itself, the optical

responsivity Ropt
V characterizes the detector + antenna circuit, and the measured

responsivity Rmeas
V characterizes the detector + antenna + method of measure-

ment (e.g. lenses used arrangement). From these parameters different NEP values
can be estimated. Thus, for different devices similar quantities should be compared
(Rel

V with Rel
V , but not Rel

V with Ropt
V ). The same refers to NEPel and NEPopt. The

quantity Rel
V is the maximum responsivity that can be gained at optimal detector

matching with antenna and optical system.
Accounting for the case of no voltage applied to FET source-drain contacts, the

noise is only the thermal one [37]. For FET electrical NEPFET,el, one has

NEPFET ;el
V ¼ ð4kBTRCHÞ1=2=RFET ;el

V ; ð46Þ

The similar expression can be written for SBD detector with changing the
channel resistance RCH for FET by SBD resistance RD and SBD electrical
responsivity.

In high radiation frequency m limit (where m[ mc3), from Eqs. 24 and 25

follows RFET ;el
V 
 m�2. In the case of weak frequency m dependence for o2IFET

D
oVGSoVDS

;

RS; Zant, one has from Eq. 46:

NEPFET ;el
V 
 m2: ð47Þ

Taking into account that Pant,max * m-2 (when antenna gain G is not dependent
sufficiently on radiation frequency, e.g., when only wire or printed antennas
without lenses or focusing optics are used), the optical NEPFET,meas should have
the following dependence on the radiation frequency m
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NEPFET ;meas
V 
 m4: ð48Þ

For typical Si-FET parameters, the estimations for gain G * 1 with
RV,int = 2.4 9 105 V/W at VGS & 0.6 V (see Fig. 8) give Rmeas

V 
 570 V=W.
Thus, for only thermal noise Nth observed in Si-FETs [37] at VDS = 0 and
m * 77 GHz, NEPFET,meas is *2.4 9 10-10 W/Hz1/2, that corresponds to exper-
imental NEP estimations (at RCH * 1.1 MX, VGS *0.6 V and T & 300 K,
Nth = (4kBTRCHDf)1/2 & 1.3 9 10-7 V/Hz1/2, Df = 1 Hz) and NEPFET,el *
5.8 9 10-12 W/Hz1/2. In the case when Zant = (100 - j100) X, the responsivity
Rmeas

V is 4.1 9 103 V/W, and thus NEPFET,meas is *3.3 9 10-11 W/Hz1/2.
In the case of ideal antenna matching with the FET gant equals to 1

(ZGS = Z*ant). Then NEPFET,opt (ideal) equals to NEPFET,el & 5.8 9 10-12 W/
Hz1/2. Optimizing g and gain G in some radiation frequency range, one can
improve (decrease) NEPFET,opt by several times. But still these uncooled FET
detectors and arrays seem hardly to be used in direct detection passive vision
systems (but not preamplified direct detection systems having a lot of additional
elements such as Dicke switches, one or several high gain low-noise amplifiers
(LNAs), demodulators, etc. that sufficiently raise the imaging system and the
overall system cost). These preamplified direct detection systems are operating, as
a rule, at m\*100 GHz allowing passive vision regime using Dicke switches,
one or several LNAs, demodulators, etc. that allows to decrease the uncooled
system NEP to NEPsys * 10-13 W/Hz1/2. But FET detectors studied up to now
(NEPdet [*10-11 W/Hz1/2) have not sufficiently low NEP (mostly due to para-
sitic influence and noises) needed even for broad-band (Dm/m[*0.1) mm-wave/
THz passive vision systems for diffraction limited beams.

For SBDs in RV and NEP ultimate performance estimations, also only thermal
noise is taken into account, which defines the upper values of NEP, though e.g. 1/
f noise in a broad frequency range under forward bias can change the spectral density
noise level within the amplitude modulation frequency range by several orders of
magnitude (see, e.g. [30–32, 61, 62]) and is, as a rule, important for estimations of
these characteristics. For example, in [65] the good figure of NEP = 33 pW/Hz1/2 at
the radiation frequency m = 280 GHz was obtained for the amplitude modulation
frequency f = 1 MHz. 1/f-noise can play an important role in the dynamic operation
of SBD detectors due to self-biasing. In the presence of 1/f-noise, the NEP not only
depends on the bias level but also on the video bandwidth (output measurement).

For SBDs, the internal voltage responsivity RV,int = RI,int•RD & 16 A/W•3•103 X
& 4.8 9 104 V/W (n & 1.2). The coefficients g ¼ 1

ð1þRS=RDÞ�ð1þðm=mcÞ2Þ ¼ 0:85,

ga ¼ P
Pmax

¼ 4 ReZSBDReZant

ZSBDþZantj j2 � 0:093. Then, NEPSBD;opt ¼ ð4kBTRDDf Þ1=2=Ropt
V �

1:85 � 10�12W=Hz1=2. For ideal antenna matching NEPSBD,opt(ideal) = NEPSBD,el

= (4kBTRDDf)1/2/RV
el = 1.7 9 10-13 W/Hz1/2 at m & 77 GHz,

ðRopt
V ¼ RV ;int � g � ga ¼ 3810 � V=WÞ.
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To do meaningful comparison of some parameters, the formulas should be
similar or their form should be ‘‘identical’’ for different devices. However, for FET

we can write RFET ;el
V � AFET � ðxÞ�1=2 � ½1 þ ðx=xc3Þ3=2��1, and for SBD

RSBD;el
V � ASBD � ½1 þ ðx=xcÞ2��1, where AFET, ASBD are some frequency inde-

pendent constants. For SBD, the electrical responsivity is almost constant for
x\ xc and then decreases as x-2. For FET, the electrical responsivity decreases
as x-1/2 at frequency region x\ xc3, and for frequencies x[ xc3 it decreases as
x2. So, direct comparison of xc and xc3 is meaningless because they enter to
different formulas. In the higher frequency case, when x[ xc3 and x[ xc, the

formulas can be written in a similar manner Rel;FET
V � AFET x3=2

c3
x2 and

Rel;SBD
V � ASBD x2

c
x2. However, for 0.35-lm FET design rule technology with W/

L = 1/1 lm, it will be valid only for m[ 600 GHz. Thus, for SBD and FET direct

detection detectors, the values of AFETx3=2
c3 and ASBDx2

c can be compared. The
formulas pointed out can be rewritten in the following general form:

Rel
V � 1

C2
pRS

RI0x
�2; ð49Þ

where RI0 ¼ RI;int for SBD and RI0 ¼ RCH
o2IDS

oVDSoVGS

���
VDS¼0

for FET. They have rather

similar values, RI0 & 10…19 A/W for SBD detectors (depending on the ideality
factor n), and RI0 & 10…40 A/W for FET detectors (depending on the sub-
threshold turn-on swing factor n), and CP, RS have their conventional meaning.

Which detector is better (for frequencies larger than cut-off frequency, for
typical values of parameters at m[ 400 GHz) depends mainly on the factor

P ¼ ðC2
p � RSÞ�1. For parameters mentioned for studied FET detectors P is about

3.1 9 1026 F-2•X-1. For improved ‘‘optimized’’ FET, the parameter P is about
6.7 9 1028 F-2 X-1, and for SBD detector used for estimations P & 4 9 1027

F-2 X-1. So, improved ‘‘optimized’’ FET in high radiation frequency range can
feature better performance.

The results of NEPel calculation are shown in Fig. 9. The performance increases
with an advance of technology due to the thinner oxide at better technology and
thus, the lower channel resistance at the same level of parasitics.

The results for NEPopt, that can be compared with experimental data, assuming
constant Zant = (100 – j100) X for both types of detectors, are shown in Fig. 10.

As one can see the model used for SBD detectors describes well the known
experimental data for NEPopt. However, for FET ones rather strong scatter in
experimental data is seen. The main reason seems to be the fact that FET tech-
nologies are non-optimized for FETs as detectors for THz/sub-THz radiation. One
can also point out that with improving technology for MOSFET design and
manufacture the FETs performance in high radiation frequency range of 1 THz or
a little bit lower should exceed SBD ones. Comparing Figs. 9 and 10 one can point
out the appreciable difference between NEPel and NEPopt that is due to the
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influence of parasitics in both types of detectors that suppress the NEP values by
about an order.

Analyzing data on Si-FET used as mm-wave/THz detectors and also different
SBD detectors, it is difficult to make a conclusion about their advantages over each
other as detectors of mm-wave/THz radiation due to lack of standardized

Fig. 10 Comparison of calculated optical NEPopt for a few devices with the antenna impedance
Zant = (100 – j�100) X. Open marks are data for silicon FET detectors and filled marks are for
SBD detectors. Numbers at experimental data signs mean the numbers of Refs. Data of [55] were
obtained without antennas use

Fig. 9 Comparison of calculated electrical NEPel for different devices. MOSFET NEP
improvement performance when going from 1-lm technology (W = 20 lm, L = 2 lm) to
0.35-lm technology (W = 1 lm, L = 1 lm) is seen
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measurement procedures and interpretation of measured data (which can lead to
comparison e.g. of electrical with optical responsivity).

Zero-bias SBD direct detection detectors based on III-V ternary semiconductor
compounds are well developed and perhaps reached their limit NEP* 10-11….10-12

W/Hz1/2 within the frequency range of m* 100….500 GHz (see Table 1). They seem
to be preferable now as single detectors over FET ones in spectroscopic or pream-
plified direct detection systems.

Mm-wave/THz silicon FET direct detection detectors now have approximately
an order of magnitude worse NEP * 10-10….10-11 W/Hz1/2. These still worse
NEP values seem to be mainly because of non-optimized FET impedance matching
with antennas (ZFET �Zant) and not optimized for high frequency operation (e.g.,
no multifinger design) FETs earlier designed frequently for other aims and not for
detectors. If these issues are solved, then FETs should have better performance.

5 Conclusions

The analysis of silicon FET and SBD detectors at zero drain-source (VDS = 0) or
SBD zero bias (VD = 0) was considered taking into account both the drift and
diffusion current components for Si-MOSFETs. It is shown that the FET and SBD
detectors performance is mainly limited by parasitic effects though only active and
capacitive ones were taken into account. The considerations have shown that with
progress in FET technology the FET detector performance can be improved with
advancing of the design rules due to lowering the parasitic effects.

In spite of the fact that at the moment NEP of Si-MOSFET THz/sub-THz
detectors in the range of radiation frequencies considered are about an order of
magnitude worse compared to SBD ones, due to more advanced technologies
applied in Si-CMOS area, these detectors can have some benefits because of well-
developed silicon technologies and the possibility of proper integrated detector
design and fabrication compared to technologies of III-V ternary compounds
applied to SBD detectors. Both of these detectors can be applied mostly for active
imaging at frequencies m[ 100 GHz.
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Structural and Luminescent Properties
of Carbonized Silicon Oxide Thin Layers

Andrii V. Vasin

Abstract A critical review of structural and white light emission properties of
carbonized silicon oxide thin layers (SiOC) is presented. Methods of synthesis of
the SiOC layers, effects of thermal treatments, spectral properties and degradation
of photoluminescence are analyzed. SiOC layers were synthesized by two meth-
ods: (1) magnetron deposition of a-SiC:H thin films on Si wafer followed by
oxidation in flow oxygen or water vapor at temperature of 450–600 �C; (2) thermal
treatment of porous silicon layer (grown on p-type Si wafer by anodization in HF/
C2H5OH solution) in flow of acetylene (850–1050 �C) followed by oxidation in
flow of water vapor (600–850 �C). Working hypothesis is that main contribution in
broad band photoluminescence (400–700 nm) of the materials originates from
carbon nano-clusters. Hence, original experimental data and other published data
are discussed in frame of this working hypothesis.

1 Introduction

Light emission of SiOC materials Light emitting materials are of great impor-
tance in modern optoelectronics, lighting, and light indication technologies.
Development of white-light emitting materials with high luminous efficiency and
good color properties attracts a particular interest in the field of artificial lighting.
Large class of visible light emitting materials is phosphors that are used in white
light sources for converting of ultraviolet (UV) or blue/violet narrow emission
bands of plasma (luminescent lamps) or semiconductor (LEDs) irradiation into
broad band of white light.

Currently, all commercially available white light emitting phosphors contain
heavy metals including transition and rare-earth metals that are expensive and
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toxic for human body. Hence, the development of new white light emitting
materials free from heavy metals is an important task. During last decade, two
alternatives to the phosphors based on metal activators were suggested and stud-
ied: (1) organic materials and (2) semiconductor nanoparticles (‘‘quantum dots’’,
QD). Despite the optimistic progress in the efficiency of organic white-light
sources, thermal stability and long-term reliability issues of organic materials are
still to be solved. QDs exhibit relatively narrow emission band, so the color-
rendering index of these white light sources is low.

The general approach for obtaining white light with best spectral properties
(color temperature, high color rendering index (CRI)) is a combination of mate-
rials with complementary spectral characteristics. However, single material
phosphor converting blue-and/or-UV into white light is more desirable because
application of multicolor phosphors reduces the light emission efficiency. More-
over, the emission spectrum of such multicomponent phosphors usually changes
with operation time due to different degradation properties of different phosphor
components.

One of the promising alternatives to modern phosphors is a new class of white-
light emitting Si:O:C composite materials that does not contain heavy metal
activators. Earliest reports on the white light emission of SiOC fabricated by sol-
gel polymerization techniques are refereed to [1] and [2].

Recently, it was demonstrated that light-emitting SiOC material can be syn-
thesized by variety of methods in form of thin layers: ion implantation of C+ in
SiO2 thin layer [3–5], sol–gel-derived SiOC thin films [6], a-SiO(x)C(y):H thin
films deposited by chemical vapor deposition techniques [7, 8], magnetron sput-
tering [9], a-SiO(x)C(y):H thin films synthesized by low temperature oxidation of
carbon-rich a-Si(x)C(y):H thin films [10], porous layers por-SiO2:C on silicon
wafer [11–13]. Recently, it was demonstrated that the spectral properties of SiOC-
based sol-gel thin films [6] and porous SiO2:C layers [12, 13] can be tuned over the
visible range by changing of preparation conditions. However, the origin of the
photoluminescence is still a matter of discussion among the scientific community.
The present report is a first attempt to summarize experimental data on structure
and PL properties of light emitting SiOC material in form of thin layers.

Structure models of SiOC composites At the beginning, some definitions
concerning SiOC ternary compound are necessary to introduce to avoid misun-
derstandings with terms. Carbon is insoluble in silicon oxide so that there is no
thermodynamically stable solid state SiO2:C solution (alloy) at room temperature.
Also there are no known (at least to date) thermodynamically stable SiOC
chemical compound with corresponding crystalline structure. Hence there are two
possible structural forms of SiOC compound: (1)—phase separated SiO2/C com-
posites i.e. carbon particles dispersed in silicon oxide, and (2)—metastable SiOC
alloys with mixed Si–O, Si–C and C–O bonds (silicon oxycarbide).

Silicon oxycarbide SiOC is a term used to denote the chemical structure in
which silicon is simultaneously bonded with carbon and oxygen. These tetrahedral
network species can be generally described as [CxSiO4-x] where x-1, 2, or 3. The
incorporation of carbon in silicate glasses presents the possibility of replacing
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some oxygen, which is only two-coordinated, with carbon which can be four-
coordinated. This increased bonding per anion is expected to strengthen the
molecular structure of the glass network, and thereby, to improve the thermal and
mechanical properties. In fact, silicon oxycarbide amorphous ceramics have better
mechanical and physical properties than silicon oxide. For example, silicon oxy-
carbide has a 40 % higher elastic modulus, 20 % higher hardness, and 160 degree
higher glass transition temperature than silicon oxide [14, 15].

Incorporation of carbon in silica using high temperature processes is strongly
limited due to oxidation, volatilization and decomposition as well as SiC nucle-
ation that accompany high temperature melting. Alternative ways most commonly
used for incorporation of carbon in silicon oxide are sol-gel polymerization pro-
cesses, direct carbon ion implantation into silicon oxide thin layers and plasma
deposition at low temperature (PECVD or magnetron sputtering).

Amorphous hydrogenated silicon oxycarbide thin films (a-SiOC:H) deposited
on silicon substrates using radio frequency plasma enhanced chemical vapor
deposition (PECVD) have electrically very low dielectric constants (k B 2.8) and
are considered as low-k interlayer dielectrics [16, 17] to replace SiO2 (k = 4.1) in
modern integrated circuits with Cu metallization.

Incorporation of carbon in silicon oxide results in formation of Si–C bonding in
form of Si–CH3 with enhanced ionic polarizability and formation of nano-pores
caused the film density to be reduced [18]. The structure of amorphous hydro-
genated silicon oxycarbide is suggested to be similar to that of tetrahedral basic
structure of SiO2, but structural block now is SiO(x)C(y)H(z) tetrahons (Fig. 1a).
Corresponding disordered structural network is illustrated in Fig. 1b. Silica has a
molecular structure in which each Si atom is bonded to four oxygen atoms, and
each oxygen atom to two silicon atoms (SiO4/2). Amorphous SiOC:H network is
suggested to be built of SiO(x)C(y)H(z) tetrahons.

Carbon–carbon bonding was demonstrated to be prevalent in these materials
[19, 20], so that carbon in SiOC system tends to cluster. Despite the evidence for
the presence of free carbon, direct identification of carbon segregation has proven

Fig. 1 a structural blocks in
SiO2 and SiOC:H;
b structural model of
a-SiOC:H amorphous
network
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very difficult due to extremely small size attributed to the domains (less than 3 nm)
and highly disordered local structure [20–22]. Even energy-filtered electron scat-
tering analysis of silicon oxycarbide materials has shown only limited segregation
of carbon within the structure of the material [21]. Topology of carbon precipitates
have not been identified clearly. It was proposed that the carbon–carbon bonding
takes the form of roughly spherical nano-domains, dispersed graphene sheet
segments [23] (see Fig. 2), or interconnected net of free carbon phase [24].

2 SiOC Thin Films Fabricated by Oxidation of Si12XCx:H
Films

Amorphous silicon-carbon alloy thin films (a-Si1-xCx:H) is an excellent solid-state
precursor for fabrication of SiOC layers by oxidation treatment. Bulk silicon
carbide is well known as material extremely resistant to oxidation but low density
amorphous hydrogenated silicon-carbon alloy films deposited at low substrate
temperature can be easily oxidized by oxygen at temperature below 700 �C.
Deposition of a-Si1-xCx:H was performed by two variations of magnetron sput-
tering technique: direct current (DC) magnetron sputtering of crystalline silicon
target and radio frequency (RF) magnetron sputtering of SiC polycrystalline target
in argon/methane gas mixture. These methods are quite suitable for variation of
density and composition of the films by varying of deposition conditions. Depo-
sition by RF-magnetron sputtering of SiC polycrystalline target in pure argon
results in formation of dense and corrosion resistant near-stochiometric a-SiC
layers while adding of methane to argon strongly reduces film density and

Fig. 2 Graphene-like
structural realization of
carbon precipitate imbedded
in a-SiOC network
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oxidation resistance [25]. Thus we can easily vary density and carbon incorpo-
ration varying partial pressure of methane, total working pressure and discharge
power.

2.1 Thermal Treatments of a-Si12XCx:H Films Deposited
by DC-Magnetron Sputtering

The series of near-stochiometric (x = 0.5) and carbon-rich (x = 0.7) silicon car-
bon alloy films have been deposited by DC-magnetron sputtering and studied to
analyze the effect of carbon-enrichment on oxidation effects. After the deposition
the samples were annealed at atmospheric pressure in the flow of dry Ar, wet-Ar
and dry O2 flow at 450 �C for 30 min.

2.1.1 PL Properties of Annealed and Oxidized Samples

a-Si0.5C0.5:H series Weak blue PL band centered at about 420 nm is detected in
as-deposited near-stochiometric a-Si0.5C0.5:H film (Fig. 3a, spectrum 1). Anneal-
ing at 450 �C for 30 min in dry argon causes development of broad emission band
with maximum intensity at about of 510 nm while blue shoulder remains
unchanged (Fig. 3a, spectrum 2). Oxidation by dry wet argon and oxygen results in
further development of ‘‘green’’ band (Fig. 3a, spectra 3 and 4) but integral
intensity of the PL sample annealed in wet argon is five times larger (Fig. 3c).
Narrow peaks at 700 and 727 nm present in the spectra are the laser satellites.
Amplitude of these laser lines can be used for rough estimation of relative PL
intensity in different samples.

a-Si0.3C0.7:H series As-deposited carbon-rich a-Si0.3C0.7:H film emits broad PL
band with spectrum strongly modulated by interference effect and maximum
intensity in the range of 500–550 nm (Fig. 3b, spectrum 1). PL intensity strongly
increases after annealing in dry Ar while spectral shape of PL is almost unchanged
(Fig. 3b, spectrum 2). Annealing in wet argon and dry oxygen results in further
increase of PL intensity and blue shift of the intensity distribution (Fig. 3b, spectra
3 and 4). Integrated PL intensity of a-Si0.5C0.5:H series is presented in Fig. 3d.

2.1.2 Fourier-Transform Infrared Transmission Spectroscopy

a-Si0.5C0.5:H series Spectrum from as-deposited a-Si0.5C0.5:H (Fig. 4a) is com-
posed by strong absorption bands at 780 cm-1 (Si–C stretching) and 1010 cm-1

(combination of C–H rocking/waging and Si–O stretching), and weaker absorption
bands at 2100 cm-1 (Si–Hn stretching) and 2690–3000 cm-1 (C–Hn stretching).
Traces of absorption are found at about 1260 cm-1 (bending vibration modes of
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Si:C–H3 bonds) and in range of 3000–3500 cm-1 (O–H stretching). Weak narrow
spectral features at 608 and 1100 cm-1 are due to imperfect subtraction of the
absorption of Si substrate.

Fig. 3 a, b PL spectra of as-deposited (spectrum 1) and annealed films; c, d corresponding
integrated PL intensities

Fig. 4 FTIR spectra as-deposited and annealed of a-Si0.5H0.5:H series
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Absorption band at 1010 cm-1 in a-Si1-xCx:H films is commonly ascribed to
rocking/waging vibration modes of CH2 radicals attached to silicon atoms [26].
But taking into account significant residual oxygen contamination in our films (up
to 7–10 at.%), the contribution of Si–O (x \ 2) stretching vibrations in silicon
suboxide (SiOx, x \ 2) structural fragments should be taken into account as well.

From Fig. 4a one can see that relative intensity of this band increases after
thermal treatments regardless of annealing atmosphere (spectra 2, 3, 4). Annealing
in dry and wet Ar results in appearance of Si:C–H3 related band at 1260 cm-1

(Fig. 4b, spectra 2, 3) but this band is not detected after annealing in oxygen
(Fig. 4b, spectrum 4). The intensity of absorption bands of Si–Hn (2100 cm-1),
C–Hn (2690–3000 cm-1) and O–H (3000–3500 cm-1) are decreased after
annealing.

a-Si0.3C0.7:H series FTIR spectra of a-Si0.3C0.7:H films are shown in Fig. 5a.
Relative intensity of 1010 cm-1 band as well as Si:C–H3 bending (1256 cm-1)
and C–Hn stretching bands (2800–3000 cm-1) are much stronger in carbon-rich
sample than those in a-Si0.5C0.5:H, obviously indicating larger contribution of
carbon-hydrogen bonds. The OH-related absorption band at 3500 cm-1 is also
much stronger probably due to enhanced nanoporosity of carbon-rich structure.

Intensity of 1010 and 1256 cm-1 bands is increased after annealing in dry and
wet argon. By comparing Fig. 5a and b one can find the direct correlation of
intensity of these bands confirming hydrogen origin of 1010 cm-1 absorption
band. Absorption intensity of Si–Hn and C–Hn stretching vibration bands decreases
after annealing in dry and wet Ar, and completely vanishes after thermal treatment
in oxygen. Obvious absorption at about 1700 cm-1 due to C = O bonds is
observed after annealing in dry and wet argon. Only oxygen related bands are
present in the spectrum of a-Si0.3C0.7:H after annealing in oxygen indicating strong
oxidation of SiC matrix.

Fig. 5 FTIR spectra as-deposited and annealed of a-Si0.3H0.7:H series
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2.1.3 EPR

Electron paramagnetic resonance measurements (EPR) were performed at room
temperature in the X band employing 100 kHz field modulation. Single EPR-line
with g-factor of 2.0026 (±0.0002) is detected in as deposited and annealed sam-
ples. Concentration of paramagnetic centers NS in as deposited a-Si0.5C0.5:H film
is as high as 2�1020 cm-3 while NS in as-deposited a-Si0.3C0.7:H sample is found to
be several times smaller (Fig. 6). General tendencies of variation of spin con-
centration in a-Si0.3C0.7:H and a-Si0.3C0.7:H films after annealing are similar, i.e.
gradual decrease in sequence (dry Ar) [ (wet Ar) [ (dry oxygen). No EPR signal
is detected in Si0.5C0.5:H the samples after annealing in wet argon and dry oxygen
probably due to small thickness of the film.

2.1.4 Presumed Nature of PL

Photoluminescence in amorphous nearstochiometric a-SiC:H films is commonly
attributed (by analogy with a-Si:H) to tail-to-tail (TTT) recombination [26] i.e.
radiative recombination of photo-excited electron-hole pairs from localized state
in conduction band tail to localized state in valence band tail. Stocks shift of funda-
mental absorption edge and emission band should be observed in frame of such
‘‘classical’’ model. As-deposited a-Si0.5C0.5:H films exhibit blue light emission
with maximum intensity at about 430 nm (2.9 eV).

Optical band gap (‘‘Tauc’’ band gap [27]) of this film is about 2.5 eV, so that
light emission cannot be attributed to TTT recombination in amorphous SiC
matrix. It is reasonable to assign blue emission to optically active defects (oxygen
deficiency centers, ODC) in SiOx present in as-deposited films due to residual
oxygen contaminations. Maximum of PL band appeared after annealing is at about

Fig. 6 Concentration of
paramagnetic centers NS in
as-deposited and annealed
a-Si0.5H0.5:H and
a-Si0.3H0.7:H series
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510 nm (2.4 eV) that is close to Tauc band gap of this sample, so that it can be
assigned to SiC network providing Stocks shift is very small (in order of 0.1 eV).

Interference features in PL spectra of carbon-rich samples complicate the
spectral properties analysis but some general assumptions are possible to suggest.
Optical band gap in as-deposited carbon-rich films is about 2.7 eV and maximum
of PL intensity is about 550 nm (2.3 eV), so that light emission can be assigned to
TTT transitions in amorphous silicon–carbon network. Large Stocks shift of about
0.4 eV is quite common for disordered structures with strongly localized electron
states. Annealing in dry and wet argon does not change PL spectrum so that
increase of PL intensity is associated with decrease of the concentration of non-
radiative recombination centers. After annealing in oxygen, PL band is obviously
shifted to 460–500 nm (2.5–2.8 eV). XPS data (not presented here) and FTIR
spectra indicate only Si–O bonding and no signs of Si–C in this sample so that
light emission could hardly be assigned to TTT transition in amorphous SiC. For
the first sight it is reasonable to assign blue light emission to defects in silicon
oxide network. However, time resolved measurements show PL decay time of
about 10 ns that is too short for oxygen deficiency defects in silicon oxide. Light
emission in visible spectral range in silicon oxide is usually associated with
recombination from triplet state to ground state (T1 ? S0) of ODC [28]. Such
recombination (i.e. ‘‘phosphorescence’’) is natively slow process with character-
istic decay time of micro- and milliseconds. To solve such discrepancies it is quite
reasonable to assign light emission to carbon nano-clusters embedded in silicon
oxide matrix. Recently, it was demonstrated that carbon nano-clusters with pas-
sivated surface exhibit strong visible luminescence with emission photon energy
depending on the size of the cluster [29, 30].

From classical view point PL efficiency in amorphous semiconductors is mainly
determined by competition of radiative recombination path through TTT and non-
radiative recombination path through mid-gap defect states associated commonly
with dangling bonds. In the a-Si0.3H0.7:H, PL intensity development after
annealing directly correlates with decrease of the concentration of paramagnetic
center (compare Figs. 3d and 6). But in case of a-Si0.5C0.5:H such correlation is not
evident (compare Figs. 3c and 6). Comparing PL intensity and concentration of
paramagnetic centers Ns of a-Si0.5C0.5:H sample annealed in dry argon (Ns is about
6�1019 cm-3) and as-deposited a-Si0.3H0.7:H sample (Ns is about 4�1019 cm-3) one
can see that photoluminescence intensity differs by 10 times, while the concen-
tration of paramagnetic centers is almost the same. From these observations it is
obvious that concentration of paramagnetic defects as non-radiative recombination
centers is not a single parameter determining PL efficiency in a-Si1-xCx:H. In [31]
it has been suggested that enhancement of the PL in carbon-rich a-Si1-xCx:H films
after vacuum annealing at 450 �C is associated not only with extra-passivation of
paramagnetic centers but also with enhancement of localization of photo-excited
electron-hole pairs due to increase of the concentration of C–H bonds.
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2.2 Thermal Treatment of a-Si12XCx:H Films Deposited
by RF-Magnetron Sputtering

RF-sputtering of SiC target in argon-methane mixture is very suitable method for
deposition of carbon-rich a-SiC:H films. In fact at high working pressure it is
possible do deposit pure a-C:H films. If working pressure is high enough all silicon
atoms sputtered from SiC target are scattered back and only plasma excited
hydrocarbon radical participate in deposition on the substrate. In this case FTIR
spectra indicate only C = C/C–H related absorption bands and no signs of
absorption by Si–H or Si–C bonds.

Figure 7a represents PL spectra of a-SiC:H films (about 65 at.% of carbon)
deposited in Si wafer before and after oxidation at 700 �C for 30 min. Measure-
ments were performed using excitation by 480 nm argon laser radiation. Thickness
of the film is as small as 180 nm so that there is almost no interference distortion
of the spectra. The absence of interference distortion allows to observe low-
frequency shift after oxidation. Quite similar shift is observed in the a-C:H after
thermal treatments (Fig. 7b). a-C:H sample was deposited on glass and quartz
substrates at high pressure of argon/methane gas mixture. Advantage of trans-
parent substrate is minimizing of interference effects through minimizing reflec-
tion from substrate/film interface.

It is worth noting that PL intensity of as-deposited a-C:H films is much stronger
than that of as-deposited a-SiC:H and can be well seen in sunny day (Fig. 8) under
40 mW radiation of semiconductor laser (370 nm). The main effect of thermal
treatment is reduction of PL intensity by factor of about 2 and red-shift (about
30 nm) of PL band.

Fig. 7 a Normalized PL spectra of as-deposited a-SiC:H film (spectrum 1) and after oxidation in
oxygen at 700 �C for 30 min (spectrum 2); b Normalized PL spectra of a-C:H films deposited at
high working pressure before thermal treatment (spectrum 1) and after annealing in wet nitrogen
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2.3 The Effect of Oxidation on Morphology Reconstruction

SEM cross section image of as-deposited a-SiC:H film is presented in (Fig. 9a). It
is seen that surface of as deposited a-SiC:H film is smooth and homogeneous.
Oxidation treatments result in strong roughening of surface and creation of pit-like
inhomogeneities with lateral size of about 50–100 nm and deepness of about 40 %
of initial film thickness (Fig. 9b). This observation clearly indicates shrinkage of
the film material caused by oxidation. It is most reasonable to assign material
shrinkage to collapsing of nanopores in SiO2 network.

It is important to note that oxidation treatment causes conversion of com-
pressive stress present in as-deposited a-SiC:H films into tensile stresses. Such
conversion is observed even in weakly oxidized a-SiC:H samples with small

Fig. 8 Light emission of as-deposited a-C(Si):H on glass substrate (excitation by 408 nm LED,
40 mW)

Fig. 9 SEM of the cross section of as-deposited a and oxidized b a-SiC:H film
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fraction of SiOx phase. Obviously such transformation is caused by shrinkage of
the material. Important conclusion from this observation is that shrinkage of the
material can lead to encapsulation of carbon clusters released in course of oxi-
dation of SiC network.

3 Porous SiO2:C Layers

Light-emitting porous SiO2:C thin layers were synthesized using porous Si layer
(por-Si) as a precursor. Freshly anodized por-Si subjected to thermal treatment in
acetylene flow (‘‘carbonization’’ stage) followed by oxidation by water vapor at
temperature 600–800 �C. At such temperature water molecules readily oxidize
silicon skeleton but do not react with carbon that can only migrate within porous
layer.

3.1 Preparation Procedure and General Properties

Porous silicon precursors (por-Si) were prepared by anodizing of p+-type Si(100)
wafers (0.015–0.025 X � cm) in a hydrogen fluoride (40 %):ethanol mixture 1:1.
As-anodized por-Si layers exhibit a red photoluminescence which is well known
and typical for such a material. The por-Si samples were carbonized in N2 (1.5 l/
min)/C2H2 (1 l/min) flow in temperature range 850–1050 �C for 5–30 min
resulting in the formation of carbonized porous silicon layer (por-Si:C). No
detectable PL was observed after carbonization step. The next sample preparation
step was the thermal treatment at atmospheric pressure in moisturized argon
(Ar/H2O) flow at temperature 600–800 �C for 1–3 h resulting in the formation of
carbon-incorporated porous silicon oxide (por-SiO2) layer. Typical cross section
images of carbonized porous silicon layer before and after oxidation are presented
in Fig. 10a and b. Electron diffraction pattern from the sample subjected to wet
oxidation shows diffused halo (inset in Fig. 10b) indicating full amorphization of
the porous Si but morphology of the layer remains porous after oxidation treatment
(see Fig. 10c, d and e). Oxidation of the carbonized porous silicon layer results in
strong white-light emission under excitation by UV irradiation.

Spectral properties of PL of por-SiO2 Typical emission spectra of por-SiO2:C
layer measured in steady state and time resolved regimes are presented in Fig. 11a.
Intensity of PL is normalized for pictorial demonstration. One can see that relative
contribution of light emission in blue region is significantly reduced in time-
resolved spectrum (‘‘pulsed’’ regime of measurement) indicating that emission
time of electron states responsible for high energy part of spectrum is signifi-
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cantly smaller than that of responsible for low energy part of spectrum. It means
the spectrum of por-SiO2:C is composed by at least two bands originated from
emission sites of different structure.

Excitation PL measurements were performed with the excitation wavelength
kEXC ranging from 250 to 350 nm. PL intensity at 420 and 500 nm as a function of
kEXC (I420(k) and I500(k) respectively) is presented in Fig. 11b. The intensity of PL
in the blue and green–yellow spectral range strongly increases with the decrease of
excitation wavelength down to 250 nm. Such development can be attributed to the
increase of the energy absorbed by defect states in silicon oxide matrix followed
by transferring of excitation energy to light-emitting sites. I420(k) and I500(k) are
almost identical at excitation wavelength in the range of 250–300 nm while in
range of 300–350 nm one can clearly see that excitation efficiency of the green–
yellow component is enhanced in comparison with that of blue component. This
range of excitation energy (320 nm corresponds to 3.9 eV) coincides with
absorption energy of peroxy bonds (–O–O– bridges) reported in [32].

Fig. 10 TEM cross section image of carbonized porous Si layer before (a) and after oxidation
(b). Insets represent corresponding electron diffraction pattern. c elastic scattering TEM image of
near-substrate region, d corresponding image of carbon, and e silicon distribution (electron
energy loss filtration) in SiO2:C layer
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3.2 Structure Characterization of Light Emitting Porous
SiO2:C Layers by Infra-red and Raman Scattering
Spectroscopy

PL spectra of por-SiO2:C is quite strong and very broad, covering all visible
spectral range. It makes hard or even impossible application of RS spectroscopy
for characterization of carbon (first-order Raman scattering bands of diamond,
graphite, amorphous carbon and other carbon allotropes are in range of
1000–1800 cm-1) due to strong background of light emission excited by laser
probe. That is why RS spectroscopy can be used if PL of the sample is weak.

Carbon precipitation during oxidations Series of por-SiO2:C fabricated using
850 �C carbonization process were annealed in pure argon, wet argon and oxygen
flow for 30 min at 600 and 800 �C after carbonization. RS spectrum of as car-
bonized sample (Fig. 12) is a typical spectrum of amorphous carbon composed by
two broad bands: D-band (centered about 1340 cm-1 ‘‘disordered’’) and G-band
(centered about 1590 cm-1 ‘‘graphitic’’). Evolution of integral intensity of

Fig. 11 a photo-image of light emission of por-SiO2:C under 357 nm laser excitation; b typical
PL spectra of por-SiO2:C layer measured in steady state and time resolved regimes. Intensity of
PL is normalized for pictorial demonstration; c amplitude of PL with wavelength of 500 nm and
420 nm as function of excitation wavelength
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carbon-related RS band is illustrated in Fig. 13. No carbon related RS spectrum is
detected after annealing in oxygen at 600 and 850 �C indicating removing
amorphous carbon in form of volatile oxides. In contrast, integrated intensity of
carbon RS band is several times increased after the annealing in pure and wet
argon. During the thermal treatment in dry or humid argon migration and coa-
lescence of carbon precipitates take place resulting in increase of size and
development of graphite-like local structure in carbon clusters.

Most interesting is that RS signal after wet argon treatment is 2–3 times
stronger than after annealing in dry argon. Assuming that this observation is
associated with larger amount of detectable amorphous carbon material in the
porous layer we have to admit that after wet oxidation some ‘‘additional’’ carbon
appears. Such ‘‘additional’’ carbon most likely comes after oxidation of SiC sur-
face layer in carbonized pores. By such consideration we can estimate that amount
of carbon atoms chemically bonded to silicon in as-carbonized sample is com-
parable with amount of free carbon atoms in free C-precipitates.

Fig. 12 Raman scattering
spectrum of porous silicon
layer after carbonization at
850 �C for 30 min

Fig. 13 Integral intensities
of carbon related Raman
scattering band in
as-fabricated and thermally
treated samples
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Figure 14 represents typical evolution of carbon related RS spectra after
annealing in wet argon at 600 and 800 �C. It is seen that increase of the annealing
temperature is accompanied by (1) narrowing of G- and D-bands, (2) shift of
G-band from 1580 to 1600 cm-1) and (3) decrease of relative intensity of D-band
indicating development of local graphite-like structure and increase of the size of
graphite-like carbon precipitates.

Obvious background of photoluminescence appears after annealing at 800 �C.
Oxidation duration is too short (30 min) and results in weak photoluminescence,
so that we can still detect RS peaks but appearance of luminescence background
results in the RS signal amplitude reduction. If oxidation duration is increased up
to 2–3 h PL becomes much stronger and it is impossible to detect carbon related
RS band.

Effect of carbonization temperature Carbonization process was performed at
850, 950 and 1050 �C followed by wet oxidation at 600 �C for 2 h. Labeling of the
samples is presented in Table 1.

RS spectra of as-carbonized samples are presented in Fig. 15. It is obvious that
increase of carbonization temperature results in increase of carbon related RS band.

Spectral shift of PL band PL spectra of the samples PSO850, PSO950 and
PSO1050 measured in steady state and time resolved regimes are presented in
Fig. 16a and b, respectively.

It is clearly seen that relative contribution of the blue shoulder in steady state
spectra is increasing with decreasing of carbonization temperature so that color of the
PL changes from orange in PSO1050 to white in PSO850. ‘‘Pulse regime’’ strongly
reduces blue shoulder indicating that decay time of blue band is significantly longer

Fig. 14 Carbon-related
Raman scattering of the
porous silicon, carbonized at
the temperature of 850 �C
during 20 min and subjected
to wet oxidation at 600 and
800 �C for 30 min
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than that of carbon-related band (Fig. 16b). Elimination of the blue shoulder by
applying ‘‘pulse regime’’ allows for demonstrating that carbon-related band is grad-
ually shifted to shorter wavelength with the decrease of carbonization temperature.

Table 1 Labeling of the
samples

Carbonization temperature, �C por-Si:C por-SiO2:C

850 PS850 PSO850

950 PS950 PSO950

1050 PS1050 PSO1050

Fig. 15 Raman scattering spectra of: 1-PS850; 2-PS950; 3-PS1050

Fig. 16 PL spectra of the samples carbonized at different temperatures and measured in steady-
state (a) and pulse (b) regimes: 1-PSO850; 2-PSO950; 3-PSO1050
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3.3 Thermally and Photo-Induced Degradation Effects

Thermal annealing in oxygen Figure 17a represents PL spectra of por-SiO2:C
layers before and after annealing in flow of pure oxygen at 600 �C for 30 min. The
narrow band at 715 nm is an instrumental feature that arises due to unfiltered
scattering of excitation source (Xe-lamp). Thermal treatment of as-prepared por-
SiO2:C sample results in strong reduction of the green–yellow component while
the blue shoulder remains almost unchanged (spectrum 2). It is important to note
that annealing of as-prepared por-SiO2:C sample at the same conditions but in dry
argon does not change PL spectrum and intensity. Electron energy loss spectros-
copy indicates that thermal treatment in oxygen results in a strong reduction of the
carbon content (Fig. 17b). The carbon reduction can be explained by converting of
surface carbon into volatile carbon oxides (i.e. ‘‘burning’’). Hence it is quite
reasonable to attribute PL degradation to reduction of carbon-related light-emis-
sion centers.

Photo-induced PL effects in atmospheric air and vacuum PL degradation is
also observed under intense UV radiation. Curve 1 in Fig. 18 represents evolution
of green PL component during measurements at atmospheric conditions using
high-power laser regime (325 nm). A rapid degradation is clearly observed. But if
we perform measurements in evacuated volume (at pressure 10-3 Pa) we observe
quite opposite effect, i.e. small increase of PL intensity with radiation time
(curve 2, dashed horizontal straight line is just for eye guidance). Origin of this
phenomenon is currently under discussion and we have no ready explanation at
present time but in general it can be summarized that: the contact with atmospheric

Fig. 17 a PL spectra of por-SiO2:C layer prepared by 3 and 4 h wet oxidation before annealing
in oxygen (spectra 1 and 2 respectively) and after thermal treatment in oxygen at 600 �C for
30 min (spectrum 3); b electron energy loss spectra of SiO2:C layer before (1) and after (2)
thermal treatment in oxygen
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air causes photo-induced PL degradation. Following the hypothesis on carbon
nano-cluster origin of the light emission centers, it is then reasonable to suggest
photo-stimulated reduction (oxidation) of light emission carbon clusters.

Reversible degradation To analyze photo-induced PL degradation under
intense UV radiation in more details we have performed the study of time
dependent PL evolution under cyclic Xe lamp radiation (on/off cycles). PL
amplitude at 500 nm emission wavelength was measured as a function of time in
virgin por-SiO2:C layer and por-SiO2:C layer coated with protective (encapsula-
tion) a-SiC thin film deposited by magnetron sputtering (Fig. 19a). One can see
that the degradation rate in unprotected material is faster. On the background of
gradual PL quenching one can see step-like features at the moments of Xe lamp
switching on/off.

After Xe lamp switching on, the intensity immediately drops step-like for about
several percents followed by continuous monotonic reduction. After the lamp
switching off, PL amplitude raises step-like.

Measurements have been performed in time resolved regime i.e. light detection
system is synchronized with laser pulses so that only pulsed light is detected. It is
obvious that additional UV radiation from Xe lamp results in increase of total
emission intensity, but intensity of pulsed component decreases. It means that
quantum efficiency of PL is reduced by intense UV radiation and this reduction is
reversible.

Typical evolution of PL amplitude within single ‘‘on/off’’ cycle in SiC coated
sample is illustrated in Fig. 19b. One can see that under laser radiation PL
intensity is almost constant but with Xe lamp being switched on the emission
intensity drops fast. Continuous exponential reduction of PL intensity within ‘‘on’’
cycle now can be attributed to irreversible degradation associated with photo
stimulated interaction of carbon with atmospheric oxygen. Height of the step in
‘‘on’’ and ‘‘off’’ edge is approximately the same indicating full recovery of PL
efficiency.

Fig. 18 PL amplitude at
500 nm as function of laser
radiation time (1)
atmospheric conditions; (2)
evolution of amplitude at
512 nm as function of laser
radiation time in vacuum
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Thermal dependence of PL efficiency PL spectra of selected samples were
measured in temperature range of 20–300(350) K. Typical evolution of integral PL
intensity of por-SiO2:C as function of temperature IPL(T) is presented in Fig. 20a.
Measurements were performed and HeCd (325 nm) laser applying reduced laser
radiation power (3 mW) to minimized photo-induced transformations.

Two temperature regions can be identified: (I)—low-temperature region char-
acterized by weak variation of PL, and (II) higher temperature region characterized
by increase of PL intensity. Spectral distribution of PL at low temperature and high
temperature are shown in (Fig. 20b). It is seen that contribution of ‘‘green’’
component is slightly increased at room temperature i.e. temperature enhancement
of ‘‘green’’ component is more efficient.

Independence of IPL(T) on temperature in range (I) indicates strong localization
of photo exited carriers. It is more problematic to identify the reason of IPL(T)
increase in range (II). In fact, in amorphous semiconductors (for example a-Si:H or
a-SiC:H thin films) PL intensity is strongly reduced with temperature due to
thermally activated diffusion of photo-excited electron-hole pairs to non-radiative
recombination centers. In our case we observe quite reverse behavior. At present
time there is no ready model for explanation of such evolution of IPL(T), but it is
reasonable to suggest a general hypothesis that temperature enhanced PL effi-
ciency is associated with thermally enhancement of energy transfer from light
absorption sites (for example defects in SiO2 matrix) to light emission sites (in
frame of our working hypothesis—carbon nano-clusters).

Fig. 19 a evolution of PL
amplitude at 500 nm under
constant N2 laser irradiation
and cyclic on/off switching of
Xe-lamp; b typical PL
evolution within one cycle
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4 Summarizing Discussion

SiO(x):C(y) compounds that exhibited broad visible PL can be divided into three
general groups: (1) carbon implanted silicon oxide layers; (2) silicon oxycarbide
thin films and (3) nanostructured SiO2:C composites.

(1) In [5, 33], it was suggested that PL of carbon implanted silicon oxide in
blue–yellow range can be associated with the formation of carbon-related clusters
in form of graphitic or SiC clusters. However in [3, 4], light emitting SiO2:C layers
were fabricated by similar ion implantation method but no Si–C related bands in
FTIR spectra were detected that makes SiC formation an unlikely assumption.
They also argued that Si–C formation is energetically unfavorable.

(2) Broad visible light emission band was observed in hydrogenated and
non-hydrogenated SiO(x)C(y) thin films. Thin films a-SiCO:H are intensively
investigated as a material for low-k barrier dielectric for Cu-based multilevel
interconnection in ultra-large-scale integrated circuits. Hence there are many
reports on optical, electrical, and chemical properties of this material, but there are
only few publications reporting strong white PL. This may be an indication that
effective luminescence is not inherent to hydrogenated silicon oxycarbide.
Structure of an ‘‘ideal’’ a-SiCO:H material is represented by amorphous SiOx

network terminated by –CH3 or –OH groups with possible substitution of Si–O–Si
bridges by –CH2– crosslinking (Fig. 1b). Such ‘‘ideal’’ structure contains ‘‘no
defects’’ like homonuclear Si–Si and C–C bonds or Si–O–C bridges, but real
materials contain variety of structural ‘‘defects’’. It is logical to suggest that the
reported light emission of silicon oxycarbide films results from structural fluctu-
ations associated with the ‘‘defects’’.

The authors of [7] have found correlation of PL intensity and position of the
437 cm-1 IR absorption band in a-SiO(x)C(y):H films deposited by CVD method.
This band is associated with bending (rocking) vibrations of Si–O–Si bridges, and

Fig. 20 a Evolution of integral PL intensity (IPL(T)) of por-SiO2:C as function of temperature
measured low power regime of Cd laser (325 nm, 3 mW); b PL spectra of por-SiO2:C layer
measured at 20 and 330 K
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in thermally grown dense silicon oxide layers this band is located at 457 cm-1

[34]. Small shift of this band in CVD a-SiO(x)C(y):H films was ascribed to the
presence of Si–O–C bonds. Based on the correlation of the IR band intensity and
PL intensity, it was concluded that light emission originates from localized elec-
tron states associated with Si–O–C bonds. Unfortunately, no clear proof of this
interpretation has been presented. In fact, shift of the vibration frequency can be
caused by several factors, such as mechanical stresses, local Si–O–Si bonding
distortions etc.

In [35], white luminescence of a-SiOC:H films deposited by atmospheric
pressure micro-plasma jet was ascribed to neutral oxygen vacancy (NOV) defects
in SiOx matrix. This interpretation was based on the PL intensity and hysteresis of
C–V characteristics associated with trapped positive space charges. Authors
assumed that all positive charges in a-SiOC:H/Si heterostructure are trapped by
bulk NOV defects. They excluded from consideration a large number of other bulk
and interface defects that are also able to trap positive charge and, thus, to con-
tribute to C–V hysteresis.

In some studies white light emission observed in sol–gel-derived SiOC layers
has been associated with the formation of dangling bonds and sp2 C atoms during
pyrolysis [36], others researchers explained the PL origin by precipitation of sp2 C
clusters into an amorphous SixCyOzHw [37]. Combination of emission bands
associated with Si, SiC, and C related precipitates was also suggested to explain
variable spectral properties of the material [5, 6].

(3) Another possible origin of light emission in SiOC compound is radiative
recombination in carbon nanoparticles. In fact, the first report on luminescent
properties of individual carbon nanoparticles was published in 2006 [38]. There-
after, chemists have discovered and developed several methods of fabrication of
light emitting nanoparticles, so called ‘‘carbon nanodots’’ (reviewed in [29, 30]). It
was shown that carbon particles with a size of several nanometers after an appro-
priate surface passivation become highly luminescent in broad visible spectral
range. Unfortunately physical mechanism of light emission has not been studied
properly. Nevertheless, the most important conclusion of the studies is that amor-
phous carbon nanoparticles can effectively emit visible light and spectral position of
PL maximum depends on the size of carbon dots because in carbon-related
molecular-like clusters the gap between HOMO and LOMO of p-orbitals decreases
with increasing of the number of atoms. It is also important to note that light
emitting carbon dots usually contain very large amount of oxygen (tens of at.%).

Let us consider light emitting properties of SiOC layers in frame of ‘‘carbon
dot’’ (CD) hypothesis. First, CD-hypothesis naturally explains spectral shifts of PL
bands in thermally treated SiOC thin films (see Sect. 2.2) and effect of carbon-
ization temperature on PL band position in por-SiO2:C layers (see Sect. 3.3).
Maximum intensity of PL was observed to be shifted from about 2.1 to 2.3 eV
with decreasing of carbon incorporation in SiOC films deposited by RF-magnetron
sputtering [9]. Spectral shift was also observed in SiOC films synthesized by
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polymerization processes. At low pyrolysis temperatures (800–1000 �C), a blue
emission band was observed, while at higher temperatures (1000–1250 �C), an
orange emission dominates the luminescence [6].

Secondly, on the basis of the carbon cluster hypothesis, it is quite easy to
explain irreversible degradation induced by thermal annealing in oxygen and UV
radiation in air conditions. Such degradation is related with thermally or photo-
induced oxidation of carbon nano-clusters.

Thirdly, one of the reasonable explanations of reversible photo-induced PL
quenching/recovery under cyclic UV exposure is the mechanism of fluorescence
intermittency (or ‘‘blinking’’), phenomenon, which is well known in light emitting
semiconductor nanoparticles [39]. Under irradiation by energetic photons, some of
nanoparticles can be charged by electron jumping from core state to neighboring
energy state at the interface or in the surrounding wide band gap matrix. In the
charged state, the non-radiative Auger recombination becomes the dominating
recombination path making the nanocrystal ‘‘dark’’ until neutrality will be
recovered. Obviously, the higher relative fraction of charged particles the lower is
the integral PL intensity. No blinking phenomenon was observed in colloidal
carbon nanodots in water solution [29, 30, 38] but there is no any data on the
‘‘blinking’’ of CD in solid state.

5 Summary

It is demonstrated that all experimental data on PL properties of carbonized silicon
oxide layers (both in form of thin films and porous layers) are self consistent in
frame of the hypothesis that broad PL band in por-SiO2:C layers are associated
with carbon nano-clusters. Formation of carbon nano-clusters takes place through
competition of thermally activated precipitation of small light-emitting clusters
and coalescence/growth of non light-emitting large carbon precipitates with dis-
ordered graphite like structure.
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Preparation, Luminescent Properties
and Bioimaging Application of Quantum
Dots Based on Si and SiC

Valeriy A. Skryshevsky, Tetiana Serdiuk, Yuriy E. Zakharko,
Sergei A. Alekseev, Alain Géloën and Vladimir Lysenko

Abstract Well-known, the interest to the colloidal solution with quantum dots
(QDs) lies in their fluorescence properties. Among the advantages of QDs are the
high resistance to photooxidation, the size and composition variation allowing to
obtain the narrow emission spectra with high quantum yield from the ultraviolet to
the near infrared region. In this chapter we present the last achievements in forming
and bio-medical applications of luminescent Si and SiC QDs. It is shown that a
broad size distribution of Si QDs are obtained at electrochemical etching. The
dimensions of the Si QDs undergone filtering in colloidal solution vary discretely
with a radius quantum equal to 0.12 nm. Existing of this quantum may correspond
to step-like increasing of Si QDs radius on one new shell at the surface of Si QDs.
The formed QDs show intense luminescent in visual region. However, one of the
major drawbacks of Si QDs for bio-medical application is instability over time in
water or buffer solutions. To overcome this drawback the several methods of sur-
face functionalization are discussed. The SiC QDs are stable in water solutions and
do not require supplementary surface functionalisation for bioimaging. A strong
fluorescence from the SiC QDs, which undoubtedly penetrate into the cell, has been
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observed. The studying of health and cancer cells using SiC QDs shows that simple
modification of surface charge of QDs gives strong opportunity to target the same
QDs in intracellular space with their preferential localisation inside or outside the
cell nucleus.

1 Introduction

Quantum dots (QDs) are semiconductor nanoparticles in which ‘‘quantum con-
finement’’ effect is observed [1]. Quantum confinement of electrons in semicon-
ductor nanoparticles is observed when a crystallite radius less than the Bohr
exciton radius (5 nm for silicon) and results in specific optical and electronic
properties—size dependent bandgaps and thus a Stokes shift with high quantum
yield photoluminescence.

Structurally, the central part of QDs consists of a core composed of a variety of
substances such as AIV, A2B6, A3B5 and more complex semiconductors which can
be amorphous or crystalline, doped and undoped [2]. The core can be covered by
other semiconductor shell and stabilizing layer. Depending on functional appli-
cation of QDs this layer can be hydrophilic or hydrophobic. The linkers and
ligands can be attached to these layers allowing formation of different complex.
The examples of possible materials for core, doping ions, shell, stabilizing layer,
linkers and ligands are presented in Fig. 1.

Due to their specific photophysical, magnetic, electronic and biological prop-
erties quantum dots are widely applied in electronics and optoelectronics (light
emission diodes, memory devices, displays), photochemistry (hydrogen genera-
tion, sensitizes, photoelectrodes), analytical chemistry (chemical analysis),
molecular biology and medicine (biosensors, fluorescent labels, photodynamic
therapy, drug biotracking), etc. [1–4].

In the last few decades, the emergence of nanotechnology gave rise to exciting
developments in the field of cell biology. Indeed, the ability to control matter at the
nanoscale length paves the way for the sensing of biological systems at the level of
single molecules by optical or electrical detection. The implementation of QDs for
use in cell labeling has been one of the fastest growing areas in this field. The
reason for this intense research activity, in particular fluorescence labeling, lies in
the considerable advantages of semiconductor QDs over the classically used
organic dye molecules or fluorescent proteins. Numerous reviews have been
devoted to these QDs [1–9] including the method of QDs formation and possible
application to bioimaging. Here we review the last achievements in the branch of
Si and SiC QDs formation by electrochemical etching, their surface functionali-
zation, analysis of luminescent properties of QDs colloidal solutions, and different
bio-medical application.
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2 Properties and Advantages of Colloidal Solutions
with QDs

The interest in colloidal solution with QDs lies in their fluorescence properties.
Among the advantages of QDs, the principal one is the higher resistance of QDs to
light-induced reactions such as photooxidation. This photochemical inertness
known as the photobleaching phenomenon prevents the degradation of lumines-
cence properties with time. Another important feature of QDs is their size and
composition-induced tunable emission spanning from the ultraviolet to the near
infrared (UV to NIR) with a narrow emission spectra and high quantum yield. The
conjugation of a narrow emission with a large effective Stokes shift [8, 10], a
constant emission wavelength no matter what excitation wavelength is used [11],
and a broad absorption spectrum are key parameters to achieve multiplexed
imaging as the fluorescence signal of each QD can be readily separated and
individually analyzed using a single excitation source. This multicolor imaging
potentiality is particularly interesting for the monitoring of intracellular processes
[3, 12]. As the last advantage, it is also important to note that QDs have orders of
magnitude larger cross sections for two-photon excitation compared to the organic
chromophore. Thanks to this property, infrared excitation in the transparency
window of tissues (700–900 nm) can be used with visible radiation to perform
fluorescence detection.

Fig. 1 Scheme of quantum dot structure (from [2])
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Besides fluorescence (one photon and two-photon excited) we can note other
effects like linear scattering, second harmonic generation, sequential absorption and
upconverted emission. The schemes in Fig. 2 summarize emission effects in QDs
that can be applied to bio-medical applications (see detailed explanation in [7]).

QDs present also two important drawbacks. The first one is that most QDs, as
synthesized, have hydrophobic organic ligands coating their surface [13]. To make
the QDs water soluble, their organophilic surface species have to be exchanged
with more polar species. A complex multilayer [14] ligand shell has then to be
realized, which leads in some cases of nonspecific optical absorption. The second
and the major drawback concerns cytotoxicity. For example, the widely used II–VI
semiconductor QDs (e.g. CdSe) were found to be cytotoxic through the release of
free cadmium ions [15, 16]. As the result, these QDs strongly influence biological
cell function and their application in efficient cell imaging is limited. Therefore, a
protective shell (ZnS or a polymer, for example) must be systematically added to
prevent cell death when using these types of QDs. To completely avoid this
problem, one has to use QDs on the basis of more benign materials such as group
IV semiconductors, first of all Si and SiC QDs.

3 Technology of Colloidal Solution of Si QDs

Different approaches have been proposed and described in literature to create Si
nanoparticles and QDS. The isolated particles were obtained from a gas-phase
preparation using silanes or other Si sources via thermal decomposition, thermal
annealing, reactive sputtering, thermal vaporization, microwave plasma, gas-
evaporation, chemical vapour deposition [1, 9, 17–20].

Fig. 2 a One-photon excited fluorescence. b Linear scattering. c Two-photon-excited fluores-
cence. d Second harmonic generation. e Sequential absorption and upconverted emission.
f Principle of molecular bleaching showing intersystem crossing upon one- or two-photon
absorption (from [7])
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‘‘Wet chemistry’’ route to Si QDs typically involves the reaction of Zintl salts
(KSi/NaSi) or reductive organometallic Si compounds with SiCl4 or NH4Br [21,
22]. Chemical reduction of silicon halogenides (SiX4; X = Cl or Br) by LiAlH4 in
water-free reverse-micelle solutions gives Si QDs with narrow size distribution
[23]. However, comparing to chemical route, electrochemical anodization is much
more reproducible and simple technique for the fabrication of Si QDs emitting
light in a large spectral range at room temperature under photoexcitation. Visible
light emitting colloidal Si QDs are extensively studied [1]. Otherwise UV emitting
Si QDs were only mentioned in a few papers [24–26], because it is relatively
difficult to control fabrication of stable and homogeneously distributed Si QDs
with dimensions less than 1.5 nm having the energy band gaps larger than 3 eV.

Commonly the anodization to prepare Si QDs as well as porous silicon (PS)
takes place in the mixtures of HF (able to transform silicon into soluble H2SiF6

under anodization) and organic solvent (commonly ethanol) decreasing the wetting
angle and thus allowing the penetration of electrolyte inside pores of PS. An
experimental protocol for the preparation of Si QDs with desired emission
wavelength (from NIR to UV) was described in details in the works [26, 27]. At
the first stage, highly porous ([90 %) 300 lm thick PS layer was prepared by
anodization (current density j = 55 mA/cm2) of p-type (1–10 X cm) boron-doped
(100)-oriented Si wafers with a backside Al ohmic contact in 1:1 (v:v) mixture of
48 % aqueous HF and absolute ethanol during 2 h. To remove all HF traces the
layer was washed several times in absolute ethanol and naturally dried, which
resulted in its self-transformation into a strongly hydrogenated PS micropowder
with about 6.5 % mass content of H [27]. Finally the micropowder was
mechanically grinded and dispersed in absolute ethanol, giving Si QDs saturated
colloidal solution with 5 mg/ml concentration.

Transmission Electron Microscopy (TEM) pictures shown in Fig. 3 give a
general view of quasi-spherical Si particles constituting the nanopowder suspen-
sion into the initial colloidal solution. As one can see, the general size distribution
of the shown particles is relatively large. In particular, the initial nanopowder
consists of large ([10 nm) porous particles (Fig. 3 b) and numerous small denser

Fig. 3 TEM pictures of Si NPs constituting the initial strongly hydrogenated PS nanopowder:
a general view; b large porous NPs; c small dense Si NPs with dimensions less than 5 nm (from
[26])
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(\10 nm) particles (Fig. 3c). Total absence of clearly defined electron diffraction
features indicates an amorphous-like state of the studied particles [27]. Clear and
dark spots of the large porous particles (Fig. 3b) correspond to the pits and solid Si
phase, respectively. In general, their shape was already described in terms of
fractal geometry [28]. As for the small (\10 nm) particles (Fig. 3c), they are well
known to exhibit highly efficient luminescence in a large spectral range due to
quantum and spatial confinements of photogenerated charge carriers and these
particles can be considered as SiQDs.

Figure 4 shows normalized photoluminescence (PL) spectra of the Si QDs in
ethanol solutions [26]. First, the PL signal of the initial saturated solution is
represented by spectrum 1. It is very similar to a usual PL spectrum of a red
emitting PS layer. The spectra blueshifting in comparison to the initial PL is
observed after sedimentation in the dark during 1 day (curve 2). Associating both
PL spectra to particular size distributions of SiQDs and taking into account that the
emission energy for the smaller QDs is higher, the observed sedimentation-
induced evolution of the PL signal can be explained by the removal of the largest
submicron PS QDs from the ethanol solution. Thus, the observed green-blue PL
maxima of spectrum 2 may correspond to luminescence of the smaller porous QDs
as those shown in Fig. 3b, for example. Further centrifugation leads to almost
complete elimination of the QDs with dimensions larger than 2 nm from the
colloidal solution. The PL spectrum 4 of this doubly centrifuged solution has a
main maximum at 3.5 eV and a set of other UV peaks at the high energy wing
situated in the spectral region between 3.5 and 4.5 eV.

In [29, 30] we proposed a new method allowing more precise size selection of
colloidal Si QDs. This approach is based on the use of meso-porous Si (meso-PS)
free standing membranes as QDs filters (Fig. 5). In particular, due to auto-filtration
phenomenon an efficient filtering was achieved and size quantization of the
amorphous Si QDs was brought to the fore. Via variation of the porosity and
thickness of meso-porous layer it is possible to obtain PL spectra with maxima

Fig. 4 PL spectrum of the
initial PS nanopowder in
ethanol solution and its
evolution upon sedimentation
and moderate centrifugation
(from [26])
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Fig. 5 Left Scheme of a double-tank homemade hermetic filtering set-up with upper (donor) cell
and bottom (receiver) cell and Right PL spectra with corresponding photos of initial (curve A) and
filtered (curve B) ethanol solutions with dispersed Si QDs. PL signals from pure absolute ethanol
and from pure ethanol without Si QDs passed through the meso-PS membrane are represented by
non-normalized spectra C and D, respectively (from [29])

Fig. 6 Left spectral positions of PL maxima/shoulders reported in (1) [31], (2) [32], (3) [26], (4)
[33], (5) [34], and (6) [29]; Right dependence of Si QDs size calculated according to the model
described in [35] on the PL peak energies reported in [29]

Preparation, Luminescent Properties and Bioimaging Application… 329



from 1.7 to 3.4 eV. Energy positions of these features are summarized in Fig. 6.
The lowest (in terms of energy) feature is designated as n and all others as n + i,
where i is the index number. A remarkable coincidence of the data for each PL
peak number can be stated. In particular, one can deduce from Fig. 6 that the PL
energy values seem to vary discretely which is especially interesting taking into
account total independence of the picked out data.

Since each spectral energy value assigned to a specific QD dimension, Fig. 6b
shows this correlation according to the model of Delerue et al. [35] for which:

Eg dð Þ ¼ 1:167 þ 3:73 � d�1:39; ð1Þ

where Eg(d) is the energy band gap of a spherical-like QD with diameter d. The
QD diameter was estimated from Eq. (1) for each spectral PL feature n + i
characterized by its proper energy value Eg(d). Thus, in frame of experimental
errors, Fig. 6b shows that dimensions of the Si QDs undergone filtering vary
discretely with a radius quantum equal to 0.12 nm. Existing of this quantum may
correspond to step-like increasing of Si QDs radius on one new shell at the surface
of Si QDs.

The chromatography and other complex separation methods were applied to
separate electrochemically etched Si QDs into monodisperse fractions [1, 9, 36–38].

For particle size control, Kang et al. have developed a polyoxometalate (POM)-
assisted electrochemical method, which yielded highly monodisperse Si dots (1, 2, 3,
and 4 nm) with a narrow size distribution requiring no further separation (Fig. 7)
[36]. It represents a convenient and rational synthesis of a variety of Si nanostruc-
tures via the simple control of current density and choice of catalyst POMs. POMs
clearly play a vital role incontrolling the size of Si dots and formation of Si nano-
structures. The size control of Si dots may be attributed to the unique electronic
characteristics of POMs in gaining and donating electrons simultaneously while
keeping their structure unchanged.

Fig. 7 Scheme for the POM-assisted electrochemical etching process (a). Typical PL spectra of
SiQDs with sizes ranging from 1 to 4 nm (b) from [9]
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4 Grafting of Si QDs and Their Application for Bioimaging

One of the major drawbacks of SiQDs for application for bioimaging is their
instability over time in water or buffer solutions. It is well-known that PS surface
slowly oxidizes in air which is resulting in degradation of optical and luminescent
properties. Several methods have been used to achieve a change in the surface
composition for improving the stability of materials. The PS passivation can be
achieved by replacing the Si–Hx bonds with stronger S–C and Si–OC bonds [39,
40]. Fortunately, the hydride species which cover the PS surface after Si etching
provide a versatile starting point for various reactions, allowing the attachment of
different species. An application of carbon grafting is prospective due to the fact
that carbon directly bonded to silicon stabilizes porous Si against dissolution in
aqueous solutions [41].

Si–C bonds are usually formed on hydride-terminated porous Si surfaces by
hydrosilylation, i.e. an addition of Si–H fragments to unsaturated bonds of alkene
or alkyne according to Scheme 1 [39, 41–46].

Aryl and alkyl radicals of different length, aminogroups, thiols, carboxylic acid
and other variable functionalities were successfully attached on the surface of PS
as well as Si QDs by this approach. Differently from organosilicon compounds, the
hydrosilylation on the surface of Si nanostructures does not require metalocomplex
catalysts such as H2PtCl6; the Si4-xSiHx groups can efficiently be activated to
hydrosilylation by temperature (approx. 130 �C), visible light or Lewis acid cat-
alysts [39, 44–46]. As an alternative to hydrosilylation, covalently attached
organic layers can be formed on the porous Si surfaces under treatment with
Grignard and alkyl- or aryllithium reagents, which is considered in the reviews
[41, 47]. An interaction of surface SiHx groups with alcohols at elevated tem-
perature resulted in alkoxy-coated Si particles [1, 48]. In general, alkyl coated Si
QDs demonstrate superior qualities, such as better oxidation and hydrolytic sta-
bility as well as PL efficiency, comparing to unmodified SiHx coated QDs [9].

In [49] the Si QDs with alkyl passivation of the surface were obtained through
mechanical milling of Si wafers in a reactive liquid medium like alkynes and
alkenes under an inert atmosphere. The reaction of the terminal triple or double
bond with the reactive Si–Si and silicon surface radicals results in the formation of
covalent Si–C bonds, which are preventing further oxidation of the silicon surface.
This cycloaddition of unsaturated hydrocarbons resulted in organic passivated Si
QDs. The milling in monofunctionalized organic liquids forms Si QDs that are
soluble exclusively in organic solvents.

Si H H C2 R Si
R

+

Scheme 1 Hydrosilylation on the surface of Si nanostructures
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Very stable and bright emitting amine-terminated Si QDs with different alkyl
chain lengths between the Si core and amine end-group were synthesized in [50].
The obtained Si QDs have a spherical shape and homogeneous size distribution
(1.6 nm). Their emission can be tuned from the UV to the blue spectral region, in a
controllable fashion, by only changing the alkyl spacer length. The emission
quantum yields are 12 % for all synthesized Si QDs. Excited state lifetimes are in
the ns range and point to a direct band gap excitation. NH2-terminated Si QDs
exhibit an exceptional stability over a wide pH range (1–13) and high temperatures
(120 �C).

Lee and co-workers recently presented an EtOH/H2O2—assisted oxidation
method to synthesize water-dispersed Si/SiOxHy core/shell QDs with a Si core of
different controlled diameters [51]. Significantly, this method allows for fine
tuning emission wavelengths of QDs, producing seven luminescent colors from
blue to red, the fluorescent silicon nanospheres (Si NSs) containing several hun-
dreds of SiQDs (Fig. 8). The as-prepared nanospheres possess excellent aqueous
dispersibility, strong fluorescence (quantum yield: *15 %), robust photo-stability
and favorable biocompatibility. They developed a new kind of water-dispersed
oxidized SiNSs (O–SiNSs) prepared via thermal oxidation of the precursor SiNSs
[52, 53]. The quantum yield of the O–SiNSs was dramatically increased to as high
as 25 %. More significantly, O–SiNSs are stable under high-power UV irradiation
and in acidic-to-basic environments covering pH = 2–12. This extremely high pH
stability leads to facile conjugation of nanospheres with antibodies, resulting in
brightly luminescent silicon bioconjugates for immunofluorescent bioimaging
(Fig. 9).

A production of stable silicon QDs with various surface functionalities through
microwave-assisted hydrosilylation of hydride-terminated silicon QDs in the
presence of various reactive compounds (decene, undecylenyl alcohol, and
undecenoic acid) are considered in [54]. Reagents were selected from bifunctional
compounds. One functional group should be the C=C which is involved in the
hydrosilylation process and the other group could bear any other functionality to
enable widespread applications of SiQDs.

A significant enhancement of the PL efficiency is observed for aqueous
suspensions of PS particles coated by bioresorbable polymers, i.e., polylactic-
co-glycolic acid (PLGA) and polyvinyl alcohol (PVA). The inner hydrophobic

Fig. 8 3 nm H–SiQDs are oxidized in EtOH–H2O2; emission of the oxidized SiQDs ranges from
salmon pink to blue (from [51])
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PLGA layer protects the QDs from the reaction with water, while the outer PVA
layer makes the QDs hydrophilic [55]. UV-induced graft polymerization of acrylic
acid on the surface of silicon nanoparticles was used to prepare a stable aqueous
luminescent silicon QDs solution. By grafting a water-soluble polymer on the
particle surface, the dispersions in water of the silicon nanoparticles became very
stable and clear aqueous solutions could be obtained as in [56]. Hydrogen-capped
silicon QDs with strong blue PL were synthesized by the metathesis reaction of
sodium silicide, NaSi, with NH4Br. The hydrogen-capped Si QDs were further
terminated with octyl groups and then coated with a polymer to render them water-
soluble [57]. Silicon QDs were prepared and functionalized with alkene-terminated
poly (ethylene oxide) to impart amphiphilic solution properties to the particles [58].
The alkyl-passivated Si nanocolloids were obtained via thermally-initiated
hydrosilylation of the hydrogenated Si nanoparticles, formed by electrochemical
etching of Si wafer, with 1-undecene [59].

The carboxylic acid functionalized Si QDs (with the using of short alkyl chain
organic peroxide, succinic acid peroxide) were applied for HeLa cells imaging
[60] in several emission ranges. HeLa or heLa cell, is an immortalized cell type
used in scientific research in vitro. The HeLa cells treated the carboxylic acid
terminated Si QDs demonstrate the fluorescence with wide emission spectra
arising from Si QDs (Fig. 10b–d). The bright blue fluorescence (450 nm) from the
Si QDs is distributed uniformly and shows that the Si QDs were taken up into the
cytoplasm (Fig. 10b). Remarkably, when the image for the 515 nm channel was
collected, a bright green fluorescence from the internalized Si–QDs was clearly
observed from the robust optical signal of the cells (Fig. 10c). Red fluorescence
from the internalized Si QDs was also observed for the 605 nm channel (Fig. 10d).
This behavior indicates that it might be possible to use hydrophilic Si QDs as
chromophores for biological fluorescence imaging.

Fig. 9 a Schematic illustration of silicon nanospheres conjugating with goat-anti-mouse IgG.
The carboxylic acid groups of nanospheres readily reacted with the amino groups of IgG by using
EDC and NHS as zero-length cross-linkers (Figure is not to scale). b Optical micrographs of the
prepared silicon bioconjugates under UV (365 nm) irradiation. The prepared bioconjugates
preserve stable and bright fluorescent intensity for over 1 month (right) (from [53])
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Application of functionalized luminescent Si QDs for bioimaging of tumors are
considered in [18, 61, 62]. The micelle encapsulated SiQDs were injected intra-
venously into a Balb C mouse which was then sacrificed after 24 h. The mouse
was dissected and the organs were imaged to observe where the SiQDs were
concentrating in the body (Fig. 11). The QDs concentrated preferentially in the
spleen with some seen in the liver. The particles are not seen in the heart, lungs,
kidneys, or the brain [62].

5 Fabrication and PL Properties of Colloidal Solutions
with SiCQDs

Luminescent properties of silicon carbide (SiC) nanostructures have been
extensively studied during about last 15 years. In comparison to extremely weak PL
of bulk SiC substrates at room temperature, PL intensity of the SiC nanostructures
with dimensions \10 nm is significantly enhanced [63]. Particularly, room tem-
perature PL of porous SiC nanostructures obtained by electrochemical etching has
received a special attention from scientists. Radiative recombinations via surface
states and impurity levels have been discussed in literature as main mechanisms of
the observed PL signals coming from the SiC nanostructures [64, 65]. In [66] it was

Fig. 10 Confocal microscopic visualisation of HeLa cells treated with carboxylic acid
terminated Si QDs collected at different channels: a bright field image; and luminescence
images collected at: b 450 nm, c 515 nm, and d 605 nm (from [60])
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reported about ultraviolet PL from SiC nanoparticles with dimensions below 3 nm,
which were extracted from a porous layer formed by electrochemical etching. In
particular, quantum confinement effect of photogenerated charge carriers was dis-
cussed by the authors to explain an important PL signal detected at energies higher
than 3 eV. In addition, it has been also shown that when the non-radiative surface
states were efficiently passivated by solvent molecules and concentration of the
nanoparticles in the solutions was sufficiently low reducing considerably physical
interactions between the nanoparticles, significant above-gap PL spectral tails due to
recombination of quantum confined photoexcited carriers could be clearly seen [67].
Several years ago, it has been reported on experimental evidence of quantum
confinement effect in the PL spectra of colloidal suspensions of SiC nanoparticles
with cubic crystalline symmetry (3C-polytype) obtained by an ultrasonic treatment
of porous 3C–SiC layer in various solvents [68, 69]. As the excitation wavelength
was increased, the colloidal nanocrystals were found to give a strong above-gap
emission band whose maximum was redshifted in the range from 2.8 to 2.2 eV. At
the same time, as expected by the quantum confinement model, the emission
intensity rises up to a maximum before decreasing which correlates to the size
distribution supported by TEM measurements.

Fig. 11 Images of organs of a Balb C mouse 24 h after injection of the Si QDs. A, G, M, S:
Heart B, H, NN, T: Liver C, I, O, U: Spleen D, J, P, V: Lungs E, K, Q, W: Kidneys F, L, R, X:
Brain. Top Row Fluorescence; Second Row Autofluorescence; Third Row Overlay; Fourth Row
White light picture (from [62])
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The method of forming SiC QDs obtained by electrochemical etching of bulk
substrates of 3C polytype was described in [70, 71]. Firstly, 3C–SiC nano-porous
layer was formed by means of electrochemical anodization of a low resistivity
grade (\1 X cm) bulk 3C–SiC polycrystalline wafer. The etching process took
place for 2–3 h at a current density of 25 mA/cm2 using a 1:1 HF(50 %)/ethanol
electrolyte. After the etching, a highly porous network constituted by numerous
interconnected 3C–SiC nanocrystals was formed. The ultra-porous layer was
washed with water, naturally dried in ambient air and then removed from the
wafer. An intense mechanical dry grinding of the formed free nano-porous layer
transformed it into a nano-powder state. The as-prepared 3C–SiC nanopowder can
be dispersed in various polar solutions. To change surface charges, the suspended
QDs are treated in different surfactants like cetyl-tri-methyl-ammonium bromide
(CTMA) and sodium lauryl sulphate (SLS) which are added to the colloidal
solutions to communicate positive and negative surface charges to the QDs,
respectively.

FTIR spectra of the SiC QDs recorded in transmittance (pellet in KBr) and
diffuse reflectance modes, are presented in Fig. 12. The assignment of the bands
coincides in general with results obtained for porous 6H–SiC and 3C–SiC [70–72].
Wide m (OH) band centred at about 3,500 cm-1 corresponds to the adsorbed water
molecules as well as to C–OH and Si–OH groups. Multiple bands at 2,985, 2,943
and 2,914 cm-1 (m(CHx)) and 1,469, 1,450 and 1,375 d (CHx) indicate on presence
of different types of aliphatic CHx groups in the SiC QDs. Intense m (C=O) band at
1,743 cm-1 which is clearly seen in the spectrum of SiC sample, can be assigned
not only to the presence of carboxylic acid groups, but also to their esters such as
–COOC2H5, because the position of the band is shifted to higher wavenumbers
comparing to common spectra of carboxylic acids (usually the C=O band of
hydrogen bonded –COOH groups is observed at 1,700–1,725 cm-1, however for
–COOH group without H-bonds it can be found at 1,770 cm-1). Wide band at
centred at 1,213 cm-1 probably appeared due to the combination of m (C–O) band
of –COOH groups, m (Si–O) band and some lattice bands of SiC.

Fig. 12 FTIR spectra
(transmittance and diffuse
reflectance) of palletized and
ground 3C–SiC samples
(from [70])
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The surface groups of the 3C–SiC nano-powder are very similar to those of
recently studied 6H–SiC porous nanostructures and schematically represented by a
scheme in Fig. 13a. According to [73], the 3C–SiC QDs surface contains carbon-
enriched layer appeared mainly due to the preferential removing of Si atoms
during the electrochemically assisted nano-powder formation. Dissociation of the
carboxylic (Si–COOH) and/or silanol (Si–OH) acid groups in polar solvents leads
to appearance of negative electric charges at the nanoparticle surface as it is
illustrated by scheme in Fig. 13b. In particular, these charges are responsible for
extremely stable and optically homogeneous colloidal solutions obtained with the
3C–SiC QDs dispersed in solvents.

Electrostatic screening of the radiative band gap states by highly polar solvent
media leads to a blue shift and a decrease in the width at half maximum of the PL
spectra of the QDs. As for the surface charges, they govern band bending slope and
thus influence strongly the radiative transitions via energy states in the band gap.

Transmission electron microscopy (TEM) image of the spherical-like SiC QDs
is given in Fig. 14a. An example of a daylight photo of the centrifuged optically
homogeneous colloidal suspension of the 3C–SiC is shown by the inset in
Fig. 14a. Typical size distribution of the 3C–SiC QDs is presented in Fig. 14b. As
one can see, the majority of the QDs dimensions are found to be below 5 nm with
the most probable size value being around 2.5 nm. The inset in Fig. 14b shows
typical PL spectrum of the 3C–SiC QDs dispersed in aqueous solutions under UV
excitation. Since the mean size value of the SiC QDs are smaller then the Bohr’s
diameter of the exciton in bulk SiC substrate (*5.4 nm), they exhibit highly
efficient luminescence with energies higher than bandgap energy of bulk SiC due
to spatial and quantum confinement effects [71].

Well defined spherical colloidal cubic SiC QDs with average diameter of 5 nm
were synthesized using the reactive bonding and wet chemical etching method in
[74, 75]. These QDs show strong violet-blue PL emission. ATR–IR measurements
revealed the surface structure of the SiC QDs which consists of Si–O–Si, C–O–C,
CH, COOH, and COO-surface terminations as for electrochemically prepared QDs.

There are only few reports on surface functionalization of SiC nanoparticles
[4, 75–79]. Polymerization of the conducting polyaniline in the presence of cam-
phorsulfonic acid and SiC nanoparticles results in the formation of polyaniline-
camphorsulfonic acid shell with a thickness in the range from 0.5 nm to a few

Fig. 13 Schematic representation of: a general surface chemistry and b surface charges of 3C–
SiC nanoparticles [70]
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nanometers at the surface of SiC nanocrystals [79]. Zhang et al. [76] reports on PL
and light reabsorption in the SiC QDs embedded in the binary poly(allylamine
hydrochloride)-sodium poly(styrene sulfonate) polyelectrolytes solid matrix. The
emission maximum wavelength can be tuned over a wide blue-violet spectral
region indicating the quantum confinement as the origin of light emission.

6 SiC QDs as Fluorescent Bio-Labels

The highly luminescent 3C–SiC QDs was successfully explored as fluorescent
agents for living cell imaging. By using fluorescent microscope we studied the
cells of different plants, mouse fibroblast, healthy and cancer epithelial human
cells with SiC QDs [8, 71, 80, 81]. Covalent grafting of amino groups onto the
carboxylic acid functionalities, naturally covering the surface of fluorescent
nanoparticles produced from silicon carbide, allowed tuning of their surface
charge from negative to highly positive (Fig. 15). Grafting of aminogroups was
performed by the reaction of SiC QDs surface carboxylic acid groups with ethy-
lenediamine (En, H2N–CH2CH2–NH2) (Fig. 15).

Incubating 3T3-L1 fibroblast cells with differently charged SiC QDs demon-
strates the crucial role of the charge in cell fluorescent targeting [71]. Negatively
charged SiC QDs concentrate inside the cell nuclei. Close to neutrally charged SiC
QDs are present in both cytoplasm and nuclei while positively charged SiC QDs
are present only in the cytoplasm and are not able to move inside the nuclei
(Fig. 16). This effect opens the door for the use of SiC QDs for easy and fast
visualization of long-lasting biological processes taking place in the cell cytosol or
nucleus as well as providing a new long-term cell imaging tool. Moreover, here we

Fig. 14 Left The general TEM image of the SiC QDs. Inset shows a colloidal solution with the
dispersed SiC QDs; Right size distribution of the SiC QDs. Inset shows a typical PL spectrum of
the colloidal 3C–SiC QDs (from [81])
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have shown that the interaction between charged QDs and nuclear pore complex
plays an essential role in their penetration into the nuclei. The importance of
electrostatic interactions was more recently strengthened by authors studying the
molecular structure of the yeast nuclear pore complex (NPC) and the translocation
of model particles [82].

The uptake of QDs and its intra-nuclei concentration is dependant to cell
proliferation (Fig. 17). This has been shown by two different ways, first in healthy
cells and second in cancer cells [81]. In healthy SG cells (a human immortalized
gingival epithelioid cell line), the labeling is altered by the state of confluence, at
confluence the labeling is low and absent in the nuclei (c) while it is strong and
present in the nuclei when cells divide (a and b). In cancer cells HSC-2 (a human
oral squamous carcinoma line), that proliferate even at confluence, the labeling is
not influence by confluence (d, e and f). Although the mechanism linking intra-
nuclear accumulation of SiC QDs and cell proliferation has not been yet identified,
this observation is important for at least two reasons. Firstly, it brings evidence of
a specificity of SiC QDs to be uptaken by proliferating cells that are promising to
give specificity for cancer treatment or drug delivery with SiC QDs.

Fig. 15 Top Grafting of amino groups on the surface of as-prepared SiC QDs; Bottom Zeta-
potential measurements performed on colloidal solutions of SiC–CO2 H(–30), SiC–NH2 (+4) and
SiC–NH2 (+100) (from [71])
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Secondly, a majority of studies on QDs are done on proliferating cells,
according to the present results, the behaviour of QDs may be not the same for non
confluent (proliferating) and confluent (non proliferating) cells.

Fig. 16 Fluorescence and visible microscopy images of 3T3-L1 cells: a without SiC QDs;
b labeled with negatively charged SiC–CO2H(–30) QDs; c labeled with quasineutral SiC–NH2

(+4) QDs and d labeled with positively charged SiC–NH2 (+100) QDs (from [71])
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To test the cytotoxic potential of SiC QDs, we chose two oral squamous car-
cinoma and one immortalized oral epithelioid lines. Like the two cancer lines, the
control cells we used possess a high growth rate and are used as a control in
comparison to HSC-2 cells [83]. Higher concentrations of SiC QDs and longer
exposure time are required to reduce S–G proliferation when compared to both
human and murine tumoral cells. The differential toxicity of SiC QDs against
rapidly dividing cancer cells suggests their potential use as antitumoral agents. The
precise mechanism(s) of action of SiC QDs in inhibiting cell proliferation remains
to be investigated. We considered the possibility of using QDs for antitumor

Fig. 17 Fluorescence microscopy images of SG (a, b, c) and HSC-2 (d, e, f) cells labeled by SiC
QDs: (a), (d) low confluence (b), (e) intermediate confluence, (c), (f) total confluence (from [81])
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therapy. When SiC QDs concentration of 2 mg/mL kills 100 % of the cancer cells
HSC-2 is already at 6:00 incubation and almost no effect on the survival of the
culture of healthy cells that have stopped cell division through a mechanism of
contact inhibition. This means that toxic effects, as well as the total amount of
nanoparticles in the cell decreases dramatically when the cell stops proliferation
(division) [8].

SiC QDs have, however, few disadvantages preventing their use in complex
bio-imaging applications. This includes low quantum yield and rather broad
emission band, which makes multicolour imaging difficult. Low quantum yield
also influences concentration at which labeling effect is detectable. Therefore, to
compete with usual fluorophores, a strong PL enhancement of SiC QDs may be
ensured by their nearfield coupling with multipolar plasmons [84]. In order to
achieve a high PL enhancement factors, an approach based on: (1) localization of
SiC QDs in the vicinity of randomly arranged silver (Ag) nanoparticles (NPs)
chemically formed on silicon nitride (SiNX)/glass substrates and (2) careful tuning
of the multipolar plasmon bands of the nanoparticles to overlap the excitation and
emission spectral bands of SiC QDs, has been developed.

Fluorescence images of fibroblast cells on glass and plasmonic substrates with
or without SiC QDs can be seen in Fig. 18. All images were obtained under the
same observation conditions in terms of excitation (UV/violet excitation band
(k = 350–460 nm) and an observation spectral range corresponding to the
wavelengths k[ 470 nm) and acquisition time. Natural fluorescence of the cells
grown on the usual glass cover slip substrates is too weak to be observed in such
experimental conditions (Fig. 18a). On the other hand, the cells grown on the glass
substrates and labeled with the SiC QDs can be better seen in Fig. 18b. Strong
auto-fluorescence enhancement of the fibroblast cells grown onto the nano-Ag/
SiNX/glass substrates is shown in Fig. 18c. This label-free natural green cell auto-
fluorescence is significantly increased in comparison with the cells grown on a
simple glass substrate (Fig. 18a). The cells with the up-taken SiC QDs grown onto
the nano-Ag/SiNX/glass substrates show a drastic fluorescence enhancement
(Fig. 18d) in comparison to the cells containing the same quantity of the SiC QDs
and grown on a usually-used glass cover slips (Fig. 18b).

Different mechanisms can be responsible for the observed fluorescence
enhancement of the cells. Firstly, the localized plasmons appearing in the Ag NPs
leads to an increase of excitation/absorption and photostimulated auto-emission of
the cell membranes due to their close proximity to the Ag NPs. The fluorescence
enhancement can be only observable when the plasmons are localized in very
close vicinity to the cell membrane. Moreover, the cell membrane thickness is
estimated to be around a few nanometers which allows plasmon-induced PL
enhancement of the NPs up-taken by the cells and localized near the membrane
after the dehydration and the subsequent fixation of the cells on the plasmonic
nano-Ag/SiNX/glass substrate. All these factors can explain the detected
enhancement of cell auto-fluorescence and PL of the up-taken SiC QDs (see
Fig. 18c and d, respectively).

342 V.A. Skryshevsky et al.



Secondly, the cell labeling with the SiC QDs can induce modification of the
local effective dielectric constant which will lead to a better near-filed coupling (in
terms of spectral overlap) with the localized plasmon modes under the same
excitation conditions. In addition, the higher values of the local dielectric constant
will also ensure the higher intensities of the plasmon-induced local electric field
penetrating deeper inside the labelled cells. Finally, a certain degree of the exci-
tation scattering within the nanostructured area and inside the cells may explain
general PL enhancement taking place in the whole cell volume. Moreover, the use
of a UV/violet filter selecting the exciting photons from the relatively large
spectral range (k = 350–460 nm) of a white lamp leads to a simultaneous photo-
excitation of a wide absorptive part of the extinction spectra, provoking significant
increase of the absorption cross-sections of numerous cell fluorescent agents as
well as of the big number of the SiC QDs with various sizes.

In addition, the auto-fluorescence cell signal and PL of the SiC QDs incorpo-
rated inside the cells (detected in the spectral range k[ 470 nm) are strongly
enhanced by near-field interaction with the coupled dipole plasmon modes, as it is
discussed in details in [84].

7 Conclusion

This chapter focuses on the preparation of colloidal solutions of Si and SiC QDs by
the method of electrochemical etching of bulk Si and 3C–SiC. It was shown that a
broad size distribution of crystalline Si and SiC QDs are obtained. It is worth

Fig. 18 Sample schematics and corresponding fluorescent images of fibroblast cells: a on glass
substrate, b labelled with the SiC QDs on glass substrate, c on nano-Ag/SiNX/glass substrate,
d labelled with the SiC NPs on nano-Ag/SiNX/glass substrate
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noting that the dimensions the dimensions of the Si QDs undergone filtering in
colloidal solution vary discretely with a radius quantum equal to 0.12 nm. Existing
of this quantum may correspond to step-like increasing of Si QDs radius on one
new shell at the surface of Si QDs. The formed QDs show intense luminescence in
visual region that is promising for fluorescent labeling of biomaterials. However,
one of the major drawbacks of SiQDs for application for bioimaging is instability
over time in water or buffer solutions. To overcome this drawback the several
methods of surface functionalization are proposed and discussed. From the other
side, the SiC QDs are stable in water solutions and do not require supplementary
surface functionalisation for bioimaging. A strong fluorescence from the SiC QDs,
which undoubtedly penetrate into the cell, has been observed. The studying of
health and cancer cells using SiC QDs show that simple modification of surface
charge of QDs give strong opportunity to target the same QDs in intracellular
space with their preferential localisation inside or outside the cell nucleus. Elec-
trostatic interaction between QDs and positively charged chromatin gives platform
to completely switch-open penetration or it blocking corresponding to the surface
charge of QDs that plays role of key to open/close nucleus membrane doors. These
effects open wide perspectives for understanding and discovering nucleus transport
mechanisms and give possibility for their bright imaging. Moreover, the uptake of
QDs and its intra-nuclei concentration is strongly dependant on cell proliferation.
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Rare Earth Implanted MOS Structures:
Advantages and Drawbacks
for Optoelectronic Applications

Lars Rebohle

Abstract In this paper the advantages and drawbacks of rare earth-implanted
MOS structures for optoelectronic applications are investigated. The discussion
starts with a short overview of the electroluminescence properties and highlights
the ambivalent role of hot electrons in these devises, namely the efficient excitation
of rare earths ions and the efficient creation of defects. In addition, the defect shell
model is addressed which explains the slight but continuous fading of the elec-
troluminescence during device operation. Based on this, strategies for improving
critical device parameters are discussed. The potential for voltage downscaling is
not yet fully exploited but is generally limited by the extension of a dark zone in
which the hot electrons do not yet have enough kinetic energy to excite rare earth
ions. The most frequent strategies for enhancing the power efficiency comprise the
increase of the excitation cross section by pumping via Si nanoclusters or via other
rare earth ions. Finally, the discussion closes with the different possibilities to
improve the operation lifetime, followed by a few remarks about potential
applications.

1 Introduction

Integrated photonics is a key technology of the 21st century, as it combines optical
and electrical functions at chip level. Si-based photonic components are of special
interest as they propose an easy integration into the CMOS platform. An essential
building block is the electrically driven light emitter which, however, is difficult to
realize. However, despite an intense research for more than 20 years in the field of
Si-based light emission, the results are quite mixed. On one hand, there exists an
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enormous bandwidth of Si-based material systems showing electroluminescence
(EL), ranging from crystalline Si with different types of luminescence centers over
Si-rich oxides and nitrides to rare earth (RE) based materials. On the other hand,
these light emitters are not yet able to compete with their counterparts based on
compound or organic semiconductors with respect to important key parameters
like power efficiency or operation lifetime.

In this chapter, these issues are discussed at the example of RE implanted,
MOS-based light emitting devices (MOSLED), which feature a high conformity
with standard CMOS processes combined with the excellent optical properties of
RE elements. Within the group of RE elements, Er is the most often investigated
element [1–3] due to its main emission wavelength of 1.54 lm fitting well with the
global absorption minimum of SiO2 [4]. However, if implanted into a MOS
structure, other RE elements also exhibit strong EL in the UV (Gd [5]), in the
visible (Ce [6], Tb [7–9], Eu [10]) and in the near IR (Nd [11]) spectral region.
Thus, the following discussion includes MOSLEDs implanted with different RE
elements with a slight focus on Er.

2 Experimental

In most cases the MOS-based light emitting devices (MOSLED) consist of a Si
substrate, a dielectric stack and a transparent or semi-transparent top electrode. In
the present case, a thermally grown gate oxide was produced by LOCOS (LOCal
Oxidation of Silicon) technology on 4 inch (100) Si wafers, followed by rare earth
ion implantation, SiON layer deposition using plasma-enhanced chemical vapour
deposition, and furnace annealing (FA), rapid thermal annealing (RTA) or flash
lamp annealing (FLA). If not otherwise stated, both the SiO2 and SiON layer
thickness amount to 100 nm. The implantation energy was chosen in such a way
that the projected range of implantation is roughly in the middle of the gate oxide
layer. The atomic peak concentration of the rare earth elements is about 1.5 %.
Whereas FA was applied in the temperature range of 700 and 1,000 �C for 30 min
in nitrogen ambient, FLA temperatures between 900 and 1,200 �C (pulse duration
3 or 20 ms, nitrogen ambient) were used. Finally, a transparent front electrode
made of indium tin oxide (ITO) and a back electrode made of aluminium were
processed. The front electrode was lithographically patterned into circular dots
with a diameter of 300 lm. The composition of the light emitter is schematically
shown in Fig. 1.

The EL spectra were recorded at room temperature under constant current
injection using a Keithley 2411 source measurement unit and a monochromator in
combination with a spectroscopic CCD camera or an uncooled InGaAs detector for
Er-implanted MOSLEDs. Current-Voltage (IV) characteristics were measured by
using a Keithley 237 source measurement unit. In order to determine the EL power
efficiency, the EL output was monitored simultaneously with the IV curves by a
calibrated Si photodiode (visible and near IR spectral range) or a calibrated Ge
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photodiode (IR range) in a dark box. The operation lifetime of individual devices
was measured by applying a constant injection current and by recording the
applied voltage and the EL output as a function of time. The technical equipment
is the same as for the IV measurements.

3 Electroluminescence Properties of RE-Implanted
MOSLEDs

3.1 Spectrum and Efficiency

Figure 2 displays the normalized EL spectrum of various rare earth-implanted
MOSLEDs covering the UV, visible and NIR spectral range depending of the used
rare earth element. Most of the emission lines are due to electronic, optical dipole
forbidden transitions within the 4f shell of trivalent rare earth ions with decay
times in the ms range. Comprehensive surveys about the energy level systems can
be found in [12, 13]. Fortunately, these selection rules do not apply in case of
electric excitation which results in relatively high excitation cross sections. In case
of Tb- and Er-implanted devices power efficiencies (the ratio of optical output to
electrical input power) up to 0.3 % were reached [9].

Generally, maximum EL efficiency is obtained for an optimum choice of the
implantation and annealing conditions. Annealing is performed in order to anneal
out implantation induced defects and to activate the RE luminescence centers.
However, annealing also triggers processes driven by diffusion, namely the for-
mation and growth of RE oxide clusters as well as the diffusion of the RE ions
towards the interfaces of the SiO2 layer. In most cases the compromise is a
medium thermal budget with relatively high temperatures but short annealing
times. As seen in Fig. 3a at the example of Gd-implanted MOSLEDs, maximum
EL efficiency is achieved for FLA at temperatures around 1,000 �C [15]. In some
cases, namely for Er, FA in the temperature range between 800 and 900 �C can
lead to similarly good results as FLA.

Fig. 1 Basic view of the rare
earth-implanted MOSLEDs
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There is also an optimum RE concentration for maximum EL output. Starting at
low RE ion concentration, the EL efficiency will increase because of the increasing
number of RE ions that can be excited. At higher concentrations quenching and
saturation effects will dominate the EL behavior. According to Fig. 3b the external
quantum efficiency (the ratio of the number of emitted photons to the injected
electrons per time interval) becomes maximal for a Gd concentration between 1
and 3 at% [16]. This also applies to most of the other RE elements. However, the
change of the matrix material may change the concentration of maximum EL
efficiency. Much more details can be found in [17].
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As shown at the example of Nd- and Er-implanted devices in Fig. 4, the I–V
curves are governed by Fowler-Nordheim tunneling: after very low values the
current density increases approximately by an exponential law, followed by a
dielectric breakdown at very high voltages. After injection into the conduction
band of SiO2 by Fowler-Nordheim tunneling, there are several possibilities for
charge transportation. A part of the electrons may move from trap to trap by Poole-
Frenkel or Hopping conduction. However, these electrons will not gain enough
kinetic energy to excite the luminescence centers. Another part of the electrons
will be accelerated and gain an equilibrium energy distribution depending on the
electric field in the SiO2 layer. If they have enough kinetic energy it can be
transferred by inelastic scattering to rare earth ions. Finally, the radiative de-
excitation of these excited rare earth ions will cause the observed EL.

3.2 The Number of Excited Luminescence Centers

For low and medium level injection currents the EL intensity shows a linear
dependence on the injection current density over several orders of magnitude, before
it saturates at high injection currents (not shown). This translates into an approxi-
mately constant EL power efficiency (the ratio between optical output power and the
electrical input power) in the linear region as shown for the Nd-implanted MOSLED
in Fig. 5a. For Er-implanted MOSLEDs saturation starts at lower injection current
densities, but the exact value strongly depends on the annealing conditions.

According to [18] the fraction of excited Nd or Er ions f is given by

f ¼ Nexc

Ntot
¼ s V0 g j

Ec D
ð1Þ

where Nexc is the number of excited RE ions, Ntot is the total number of RE ions in
the active layer, s is the EL decay time, V0 is the applied voltage across the whole
device, g is the measured power efficiency, j is the injection current density, Ec is
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the energy of the emitted photon and D is the RE implantation dose. This basic
estimation simply assumes that an excited RE ion stays in the excited state for the
timespan s, and it neglects excited ions which de-excite via a non-radiative decay
channel. In addition, the out-coupling efficiency is not considered, for which
reason Eq. (1) is an underestimation or lower limit for the true value of f.

In the present case the EL decay constant is quite insensitive to the annealing
conditions (except the as-implanted case) and amounts to 8.6 and 12.3 ms for Nd-
and Er-implanted samples, respectively [19]. Using these values the fraction of
excited Nd or Er ions as a function of the injection current density is obtained
(Fig. 5b). Similar to the EL intensity f linearly increases with increasing injection
current density and saturates at high currents. In case of Er and for high injection
currents f reaches values in the order of 10 %, whereas the power efficiency has
significantly fallen. This leads to the assumption that the falling power efficiency is
most probably caused by an increasing number of hot electrons passing the device
without exciting Er ions. Furthermore, both f and the power efficiency of Nd are
roughly one order of magnitude lower than the values of Er. This difference can be
either due to a lower excitation cross section of Nd or due to a lower out-coupling
efficiency of Nd caused by the different refraction index of ITO at 900 and 1,550 nm.

3.3 Operation Lifetime

The operation lifetime of these devices is determined by the electric charge which
can be injected into the SiO2 layer up to the breakdown. As shown in Fig. 6, the
EL intensity is fairly constant under constant current injection for a certain period
of time, followed by EL quenching and the dielectric breakdown of the device. As
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known for decades, hot electrons in SiO2 continuously create defects by anode
hole injection [20], hydrogen release [21], band-to-trap ionization and band-to-
band ionization. These defects accumulate and lead to a breakdown if a critical
defect density is exceeded [22].

The specific quenching behavior depends on the implantation and annealing
conditions, but generally it is believed that the EL quenching is most probably due
the Coulomb screening of luminescence centers by trapped electrons. This sce-
nario is supported by the continuous increase of the voltage needed to hold the
constant injection current (Fig. 6) which indicates the accumulation of negative
charges within the dielectric stack.

According to the defect shell model [23, 24] RE ions tend to cluster in form of
RE oxide clusters with RE luminescence centers in the interface region of such
clusters. As such clusters do not fit perfectly into the SiO2 network, a shell of
structural defects will form around the clusters. During injection, electrons will be
trapped in these defects and prevent the further excitation of the nearby RE
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luminescence centers by Coulomb repulsion (Fig. 7a). An increase of the
annealing temperature usually leads to an increase of the RE oxide cluster size,
which has two consequences. At first, a larger fraction of RE ions is located within
the RE cluster, for which reason the number of potentially available luminescence
centers and thus the EL efficiency will decrease. Secondly, the defect shells around
the clusters increase and start to overlap. However, if the trapped negative charges
are homogeneously distributed in the bulk, the electron injection into the dielectric
is still hindered, but the Coulomb repulsion itself is lowered (Fig. 7b). As a
consequence, MOSLEDs with small clusters feature a high EL efficiency and a
high EL quenching, whereas MOSLEDs with large clusters are characterized by
both lower EL efficiencies and lower EL quenching cross sections.

There is further experimental evidence for this model. In [17, 25] it was shown
that the EL quenching cross section correlates well with the electron trapping cross
section. Furthermore, a low temperature FLA treatment (400 �C) was applied to a
previously stressed device with an already strongly quenched EL and led to a
nearly complete recovery of the EL intensity [26]. This behavior was explained by
the photon-mediated release of trapped electrons due to the high energetic part
(UV and blue spectral region) of the flash lamp spectrum.

In summary, the three main drawbacks of rare earth-implanted MOSLEDs are
the high operation voltage, the low power efficiency compared to compound
semiconductors with a direct bandgap, and the insufficient operation lifetime. In
the following, these issues will be discussed in more detail.

4 Challenges for Critical Performance Parameters

4.1 Voltage Downscaling

It is known that electrons injected into SiO2 under high electric fields need a
certain acceleration distance to gain their equilibrium energy distribution, for
which reason there is a thin zone with low defect concentration next to the
injecting interface [27]. Recently, this model was advanced and applied to rare
earth-implanted MOSLEDs [18]. According to this there is a dark zone close to the
injecting interface where the electrons do not yet have enough energy to excite rare
earth ions, and rare earth ions located in this zone are regarded as lost material.

The experimental data are given in Fig. 8 showing the fraction of excited Tb ions
f as a function of the active gate oxide layer thickness. The layer sequence corre-
sponds to Fig. 1 with electron injection from the Si substrate. In order to avoid
saturation effects a fairly low injection level was chosen. As shown, the fraction of
excited Tb ions is on its original level for a layer thickness of 75 nm and larger, but
strongly decreases for smaller thicknesses. According to the dark zone model, in the
case of a gate oxide layer thickness of 50 and 30 nm approximately 42 and 87 % of
the Tb ions are located in the dark zone, respectively. The extension of the dark zone
was estimated to be in the order of 20 nm [18].
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Considering this, it seems possible to scale the layer thickness down to values
around 20 nm resulting in an operation voltage of about 20 V. However, further
downscaling without losing efficiency will become more difficult. This limit might
be circumvented by shifting the excitation mechanism to charge carrier recom-
bination or by changing the matrix. However, regarding the latter point it must be
kept in mind that SiO2 is already superior to most of the alternative materials with
respect to defect and trap concentration. At least for SiON and Si3N4, which are
characterized by a much higher defect and trap density, the fraction of hot elec-
trons is much lower than in case of SiO2 [28]. On the other hand, a higher intrinsic
defect concentration may lead to a higher robustness of the material to additional
defect creation by hot electrons which potentially prolongs the operation lifetime.

4.2 Enhancement of the EL Power Efficiency

Although EL power efficiencies in the 10-3 range are excellent values for Si-based
light emitters, they are still too low for a couple of applications. Generally, there
are three different strategies to enhance the EL efficiency [17]: (i) Enhancement of
the excitation cross section, (ii) Maximizing the internal quantum efficiency, i.e.
the ratio of radiative to non-radiative transitions, and (iii) Maximizing the out-
coupling efficiency.

Most studies in literature investigate the first strategy by using sensitizers with
large excitation cross section. In case of Er doped SiO2 it is known that the
photoluminescence excitation cross section of Er can be strongly enhanced by
using Si nanoclusters (NCs) as sensitizers [29–32]. The main reason is that the
direct excitation in case of PL is an optical dipole forbidden transition with the
corresponding low excitation cross section. However, in case of EL the use of Si
NCs is less advantageous as their incorporation into the SiO2 network will trigger a
couple of competitive processes.

As shown in Fig. 9 the EL mechanism via Si NCs can be divided into the
process of Si NC excitation (a), the energy transfer to nearby Er3+ ions (b), and the
Er3+ de-excitation (c). At first, the optical selection rules do not apply in case of
electrical excitation, for which reason the difference between the direct electrical
excitation cross section and the excitation cross section via Si-NC is smaller.
Furthermore, Si NCs introduce additional defects in the SiO2 network and are
scattering centers which lower the average energy of the hot electrons. Thus, hot
electrons have a somewhat lower average energy and the fraction of hot electrons
having enough energy to generate an exciton (process 1) is lower. In addition, the
total number of hot electrons is decreasing as with increasing defect and NC
concentration more and more electrons will be transported by Poole-Frenkel or
Hopping conduction (process 2). Trapped electrons are not only lost for EL
excitation, but in turn they induce further competitive processes lowering the EL
efficiency, including the Coulomb screening of Si NCs and Er3+ ions (process 3).
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If once excited, the NCs can transfer the energy of the exciton recombination to
nearby Er3+ ions (process 4) but also to trapped electrons in the NC vicinity (process
5). The energy transfer is an additional process compared to the direct excitation of
Er and lowers always the total EL efficiency. In the best case the energy transfer is
dominating leading only to an insignificant lowering of the total EL efficiency.
Finally, the excited Er3+ ion must radiatively de-excite to exhibit EL (process 6).
However, it was experimentally demonstrated [33, 34] that trapped electrons in the
vicinity of Er3+ can induce an efficient Auger quenching in which the energy of the
excited Er3+ ion is used again to release trapped electrons (process 7).

The question whether the larger excitation cross section of Si NCs is outbal-
anced by the aforementioned disadvantageous processes or not depends on the
specific material system. Consequently, most studies found that the incorporation
of Si NC into SiO2 leads to a decrease of the EL efficiency [3, 30], although the EL
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Fig. 9 Schematic view of the Er3+ excitation process via a Si NC and competitive processes
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excitation cross section in the order of 10-14 cm2 is two orders of magnitude
higher than in case of PL [33]. Another possibility is the change of the host matrix
which is discussed in more detail at the end of the next section.

Besides the use of Si-rich materials, further strategies to increase the EL power
efficiency include the pumping by other RE elements, as successfully demonstrated
for the case of Gd and Ce in [35], and the co-implantation of fluorine [36]. The latter
method takes advantage of the beneficial effect of fluorine on the defect formation,
namely the termination of dangling Si bonds and the replacement of Si–H bonds by
Si–F bonds [37, 38].

4.3 Improving the Operation Lifetime

Finally, the problem of low operation lifetimes should be discussed. This is mainly
a problem of the ambivalent nature of hot electrons: on one side they are needed
for hot impact excitation, but on the other hand they produce defects which
accumulate and steadily head for the dielectric breakdown. On a pessimistic point
of view it can be stated that any lifetime improvement someone will achieve is
paid by a corresponding loss in efficiency. More optimistic, the challenge is to find
material systems and device layouts where the defect creation by hot electrons is
minimized and, if this cannot be avoided, to find materials and designs which are
more robust and tolerant to defect creation.

In case of rare earth-implanted MOSLEDs it was shown that the use of LOCOS
technology and an additional SiON buffer layer [39] can increase the operation
lifetime by more than two orders of magnitude. The presence of a SiON layer
cannot prevent the degradation processes in the bulk of the SiO2 layer, but it
decelerates hot electrons after passing the SiO2 layer. In doing so, it avoids defect
creation at the critical gate interface and relocates it to the less critical SiO2–SiON
interface. In addition, the energy a hot electron can release is smaller at the SiO2–
SiON interface that at the SiO2–ITO interface due to the different conduction band
offsets.

Another successful example is the co-implantation of rare earth ions with
potassium [40]. As shown in Fig. 10 the EL intensity of Gd-doped MOSLEDs
decreases by a factor of 5–6 if co-implanted with potassium. However, this
decrease is more than outbalanced by the fact that the usual EL quenching phase is
avoided and that the dielectric breakdown is delayed by more than one order of
magnitude. In addition, the operation voltage is lowered with increasing K con-
centration. In the present case it was found that K+ is accumulated at the Si–SiO2

interface during annealing which lowers the injection barrier. As K+ is sufficiently
mobile (but not too much) it can migrate under high electric fields and is able to
neutralize trapped electrons. Even if this example is not the panacea for long-living
devices (potassium is an unloved guest in microelectronics) it demonstrates the
possibility to achieve strong lifetime improvements for acceptable or even negli-
gible losses in efficiency.
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In this light the use of Si NC, or Si-rich dielectrics in a more general sense, is
gaining in importance. According to this, Si NCs do not only increase the exci-
tation cross section of rare earths, but can also increase the operation lifetime and
lower the operation voltage. Indeed, there are a couple of newer studies investi-
gating the EL properties of MOSLEDs with Er in Si-rich oxide [41–43], Er in Si-
rich nitride [44–46] or an Er silicate layer [47, 48]. In [43] it was found that the
external quantum efficiency of the EL of Er-doped Si-rich oxide sensitively
depends on layer thickness and Si excess concentration, and that there is often an
anti-correlation between EL intensity and conductivity. A comparison of low and
high Si excess concentrations in Er-doped Si-rich oxide revealed that the device
with a low Si excess concentration has a higher threshold voltage of about 30 V,
but also features a power efficiency three orders of magnitude higher than the
device with a high Si excess concentration [41]. For Er-doped Si-rich nitride EL
excitation cross sections in the 10-15 cm2 range were reported [44]. Furthermore,
another study revealed that maximum EL power efficiency in Si-rich nitride is
achieved for Si excess concentrations in the order of 10 % [46]. Although the
operation lifetime of the aforementioned devices is not known, these materials
seem to have the potential to reduce the discussed drawbacks of rare earth-
implanted MOSLEDs.

5 Applications

After this discussion the question arises for which applications these types of light
emitters are suitable. The list of potential applications covers many fields including
that of optical data communication, solid state lighting and optical sensor tech-
nology. In the light of the current, enormous efforts to reduce power consumption
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in microelectronic circuits the requirements for integrated light sources are quite
draconic, and the way of tailoring MOSLED devices for this application appears to
be very difficult. However, for solid state lighting there are no special or tightened
voltage requirements, and the non-toxicity of the used materials is an additional
bonus. Nevertheless, high efficiencies and long operation lifetimes still remain a
mandatory criterion.

In case of optical sensor technology the situation is less problematic. Similar to
solid state lighting there are no special voltage requirements, and the EL efficiency
is not any longer the major criterion. Instead of that the absolute EL power a
device can emit will presumably determine the limit of detection. The question
whether the operation lifetime is an important issue or not depends on the specific
measuring task: for long-time monitoring it matters, for disposable measurement
chips probably not. Thus, sensor technology seems to have the lowest entrance
barriers for the application of Si-based light emitters.

One vision for sensor technology is the fully integrated, Si-based photonic chip
for the detection of organic molecules in waterish solutions [17]. In this concept,
the light of an integrated MOSLED is coupled into a waveguide on the chip
surface, passes through the waveguide, and is recorded by an integrated photo-
diode. There are several possibilities to prepare the waveguide surface for
bio-detection, ranging from thin metal layers for surface plasmon resonance
spectroscopy to photonic crystals. If the prepared waveguide surface is in contact
with a microfluidic channel where the analyte solution is flowing through, the
molecules to be detected can immobilize on the waveguide surface. These
selective binding events will change the effective refraction index of the cladding
layer of the waveguide, which in turn alters the transmission through the wave-
guide. This change is a measure for the concentration of the analyte molecules in
the solution.

However, there is only a limited number of publications dealing with the full
photonic integration including the light emitter at present. Besides the possibility
of hybrid integration of III–V materials [49] and organic LEDs [50] one study
about an integrated photonic circuit is known where Si and Si/Si1-xGex/Si p-i-n
diodes were used as emitter and receiver, respectively [51]. Current investigations
in literature focus on Er-doped MOS-based light emitters in a slot waveguide
configuration [52–54]. Our own work currently focuses on the optimum coupling
between the integrated MOSLED and an integrated waveguide [14].

6 Conclusions

In summary, the advantages and drawbacks of rare earth-implanted MOSLEDs were
discussed. Current MOSLEDs implanted with Tb and Er reach power efficiencies
above 10-3, but need operation voltages in the order of 100 V and are limited in their
operation lifetime. It was shown that the downscaling of the operation voltage is
limited due to the need to accelerate electrons to sufficiently high energies. The use of
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Si-rich matrices, namely Si-rich oxides and nitrides, can considerably lower the
operation voltage and probably increase the operation lifetime, but this is paid by
efficiency. However, recent results in literature and own investigations indicate that
the loss of efficiency is much smaller than the gain achieved with voltage down-
scaling and lifetime improvement under certain conditions.
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Part IV
NanoSensors and MEMS/NEMS



Silicon and Germanium Junctionless
Nanowire Transistors for Sensing
and Digital Electronics Applications

Yordan M. Georgiev, Ran Yu, Nikolay Petkov, Olan Lotty,
Adrian M. Nightingale, John C. deMello, Ray Duffy
and Justin D. Holmes

Abstract In this chapter, we introduce two specific types of junctionless nanowire
transistors (JNTs): (i) silicon-on-insulator (SOI) back-gated JNTs for sensing
applications and (ii) germanium-on-insulator (GeOI) top-gated JNTs for digital
logic applications. We discuss in detail the suitability of junctionless architecture
for these particular applications and present results on device fabrication and
characterisation. Back-gated JNTs of 45 different channel geometries (different
numbers, lengths, and widths of channel nanowires) have been designed and
fabricated with very high precision (down to 10 nm widths of the nanowires) on
SOI wafers using a fully CMOS-compatible fabrication process. Electrical char-
acterisation of the fabricated devices has demonstrated their excellent performance
as back-gated JNTs. Furthermore, data from pH and streptavidin sensing experi-
ments have proven their good sensing properties. These JNTs are among the
smallest top-down fabricated nanowire sensing devices reported to date. Top-gated
JNTs with Ge nanowire channels of widths down to 20 nm have been fabricated
by a simple CMOS-compatible process on GeOI wafers with a highly p-doped
(*191019 cm-3) top germanium layer. The fabricated devices have demonstrated
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decent output and transfer characteristics with relatively high Ion/Ioff current ratios
of up to 2.0 9 105 and steep subthreshold slopes of 189 mV/dec. To the best of
our knowledge, these are the first reported Ge JNTs.

1 Introduction

Traditional scaling of classical complementary metal–oxide–semiconductor
(CMOS) devices is facing significant challenges as the microelectronics industry is
reaching their scaling limits. The conventional approach of reducing the gate
length and gate dielectric thickness, whilst simultaneously increasing the channel
doping is no longer able to meet the application requirements for improved per-
formance at sustainable (low) power consumption. This approach has been com-
promised primarily by the fact that the supply voltage (Vd) has not decreased
proportionately to the transistor density increase, leading to unacceptable leakage
currents and power consumption. As a result, power density now constrains CMOS
chip design. This, together with the rapidly increasing market share of low-power
portable electronic systems, motivates the need for conception of novel devices
having high performance at reduced power levels.

There are a number of possible routes to meet these requirements by extension
of dimensional and functional scaling of CMOS devices (often called ‘‘More
Moore’’) as well as by introducing new information processing devices and
architectures (usually referred to as ‘‘Beyond CMOS’’ devices). Nevertheless,
there is a general agreement within the microelectronic community that all of the
possible ‘‘parallel paths’’ require development of new technologies based on one
or more of (at least) the following:

1. Optimised stacks of high dielectric constant (high-k) gate dielectrics with metal
gate electrodes (HKMG) for threshold voltage (Vth) tuning and better channel
potential control. Equivalent oxide thickness (EOT) below 0.7 nm (even down
to 0.5 nm) and dielectric constants k [ 30 are envisaged here [1].

2. Novel device structures for improved electrostatic control. Three-dimensional
(3D) multigate field effect transistors (MuGFETs) such as the fin-based tri-gate
FETs (FinFETs) or the nanowire (NW) MuGFETs are among the most prob-
able candidates to replace the conventional planar device structure.

3. Alternative high mobility (high-l) channel materials for higher drive currents
at low power supply: most prominently germanium (Ge), III-V compound
semiconductors, carbon nanotubes (CNTs), and graphene.

In three-dimensional (3D) FETs, the planar channel in the conventional metal–
oxide–semiconductor FETs (MOSFETs) is replaced with 3D semiconducting
structure(s): fin(s), ribbon(s), or nanowire(s). They offer an appealing approach to
extended scaling of CMOS devices because of the much better gate control of the

368 Y.M. Georgiev et al.



channel and suppressed short channel effects (SCE), leading to reduced off-leakage
current.

Intel has recently announced the introduction of FinFETs into their latest
technology [2]. It is expected that in the future FinFETs will change to nanowire
FETs, because of their yet greater control of SCE and larger channel area for the
NW surface per unit area. Moreover, at low diameters, the nanowires exhibit
quantum confinement behaviour, i.e. quasi one dimensional (1D) ballistic con-
duction, that may permit further reduction of short channel effects and other
limitations to the scaling of planar MOSFETs.

Another advantage of the NW channel geometry is the possibility to implement
multi-layered (vertically stacked) nanowires [3, 4], significantly increasing the
number of device channels and, hence, the drive current Id.

From a production viewpoint, the number of NW FET fabrication processes is
expected to be smaller than those for conventional planar CMOS processes. It is
assumed that no channel and halo implantations are necessary, because of the good
SCE control in the case of nanowire structure, while threshold voltage control can
be achieved by work function control of the gate stack.

Recently, junctionless transistor architecture has been proposed and demon-
strated for the first time as a disruptive upgrade of the advanced 3D device
structure [5–8]. The junctionless nanowire transistor (JNT) is basically a gated
semiconductor resistor where the source, channel and drain have the same type of
doping without any junctions between them. In fact, this device does not contain
any doping concentration gradient at all (see Fig. 1). The gate controls the carrier
density and hence the current flow in the resistor, as in a MOSFET. The JNT is the
simplest transistor structure possible and probably the most scalable of all FET
structures, as demonstrated by both ab-initio simulations [9] and experimental
devices [10] with gate lengths as small as 3 nm. Such a device is much easier to
fabricate since it does not need separate doping of source and drain regions and the
highly challenging formation of abrupt ultra-shallow junctions (see Fig. 1b). In
this way, JNTs can be produced at a substantially reduced mask count compared to
traditional FET devices, greatly relaxing the thermal budget and also leading to a
decrease in the overall power consumption of generating integrated circuits.

Fig. 1 Schematic presentation of a JNT: a 3D and b cross-sectional comparison between
classical and junctionless transistors
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However, the commercial implementation of the junctionless architecture in
devices requires: (i) cross-section of the channel (its height and width) that is small
enough to allow for full depletion of carriers when the device is turned off, i.e. a
nanoscale 3D (fin/nanowire/nanoribbon) device structure is needed and (ii) heavy
doping (up to 1 9 1019 cm-3 and even higher) of the whole device (source,
channel and drain, see Fig. 1b) to allow for sufficiently high current flow when the
device is turned on.

Both experimental and theoretical data show that beside the significantly sim-
plified fabrication, the JNT possesses a number of other advantages over the classical
MOSFETs, i.e. (i) bulk conductance near the centre of the channel (NW) in a JNT,
compared to conductance in a thin surface inversion or accumulation layer near the
gate in the inversion mode (IM) or accumulation mode (AM) transistors, which leads
to higher drive currents; (ii) the absence of a strong electric field attracting majority
carriers toward the gate interface when the transistor is on, leading to a charge
carriers mobility which is equal to the bulk values or even higher due to the screening
effect; (iii) inherent SCE immunity and excellent drain-induced-barrier-lowering
(DIBL) together with extremely low leakage currents of less than 10-15 A at a supply
voltage Vd = 1 V due to the fact that the effective gate length Lge of JNTs is smaller
than the physical gate length Lg in the on-state and larger in the off-state; (iv) near-
ideal subthreshold slope of 1.06 9 kT/q over a wide range of temperatures (20-

200 �C; 64 mV/dec at room temperature); (v) less degradation of charge carrier
mobility with gate voltage and temperature [5–8, 11, 12].

The junctionless architecture has also a great potential for incorporating alter-
native channel materials with enhanced carrier transport properties. Junctionless
transistors have already been demonstrated in poly-Si, Ge, gallium arsenide
(GaAs), indium gallium arsenide (InGaAs)-on-Insulator, and indium-tin-oxide
(ITO) [13–17].

JNTs are criticised for having variability issues. The conventional under-
standing is that the variability of device parameters with fabrication parameters as
well as the random doping fluctuation variability increases with increasing the
concentration of channel doping. It has been shown both experimentally [18] and
theoretically [19, 20] that the heavily doped JNTs have disadvantages when
compared to undoped IM devices. There is, however, an alternative approach that
considers many other parameters, beside channel doping concentration, as
important for device variability, e.g. proper effective oxide thickness (EOT) (B1)
and gate configurations (tri-gate or gate-all-around), NW diameter, short-channel
effects, screening effect, etc. It has been shown that when all these factors are taken
into account, JNTs have lower variability than IM devices [21]. It is worth noting
that since the JNTs are novel devices, the published experimental data on their
variability is still scarce and currently insufficient to make clear conclusions on
how they compare to classical IM transistors.
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2 Silicon JNTs for Sensing Applications

An attractive application of junctionless nanowire transistors, which has not yet
been studied, is as sensing devices. Nanowires receive lately large interest due to
their exceptional electrical and mechanical properties and large surface area to
volume ratio. As mentioned above, semiconductor NWs, especially silicon NWs
(Si NWs), can be used as channels for field effect transistors [22]. NW FETs have
promising application not only in digital logic but also as sensing devices [23].
Instead of a physical top gate, however, such devices are gated by the attached
electrically charged molecules, e.g. streptavidin, as shown in Fig. 2. The NW
surface can be functionalised to make it selectively sensitive to certain molecules.
In this way, depending on their functionalisation, NW FETs may be used as gas
sensors, chemical sensors, and biosensors. They have a potential for fast, low-cost,
low-power, label-free detection, real-time response, high throughput analysis,
providing insight into biological processes while not requiring large sampling
quantities [23, 24]. Nanometre-scale cross-sections lead to depletion or accumu-
lation of carriers in the bulk of the device channel when a charged molecule binds
to the surface, versus surface-only modulation with traditional planar ion sensitive
field effect transistor (ISFET) sensors [25–28].

Research into the use of Si NWs as FET-type sensors began by using chemi-
cally grown NWs [23] and this is still the main route for fabrication of such
devices. Although the bottom-up approach is capable of a massive production of
sub-10 nm NWs, their integration into functional devices remains challenging.
The main issues here are the proper contacting as well as precise positioning and
alignment of grown NWs to other nanostructures. These issues can be naturally
addressed by the top-down approach used in semiconductor device fabrication. In
addition, this approach is CMOS compatible and improves the control on device
parameters and, hence, on reproducibility.

FET-type sensors exhibit the highest possible sensitivity when operated in the
subthreshold regime [29, 30]. Usually this can be achieved e.g. by applying an
appropriate backgate potential at the expense of increased power consumption. In
the case of JNTs, however, their performance depends strongly on the geometry
(height, width, and length) as well as on the doping level of the channel. Therefore,
these parameters can be used to finely tune the operation point of devices into the
subthreshold regime which makes the application of JNTs in low power autono-
mous sensing systems very promising [31].

2.1 Layout Design and Fabrication of Silicon JNTs

To study the impact of channel geometry on the sensing properties of JNTs, a
complicated layout has been designed containing devices with three different NW
densities (1, 3, and 20 NWs) and lengths (0.5, 1 and 10 lm) as well as five
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different NW widths: 10, 20, 30 and 50 nm and 5 lm (a large control device). The
full combination of all these parameters results in a total of 45 different devices
(see Fig. 3).

Devices have been fabricated on SOI wafers with a p-doped (*1 9 1018 cm-3)
top Si layer of 45 nm, a buried oxide (BOX) SiO2 layer of 145 nm and a base Si
layer of 500 lm (Soitec).

Electron beam lithography (EBL) with a JEOL JBX 6000FS Gaussian beam
direct write system operated at 50 kV has been used as a first patterning step. The
nanowire devices (nanowires together with the source and drain contact pads) have

Fig. 2 Schematics of a p-channel nanowire FET (a) and the p-type JNT architecture used in this
study (b). The negatively charged streptavidin molecules will bind to the biotin receptor
molecules and act as a chemical gate

Fig. 3 Overview of the
design layout
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been defined in a 50 nm thick layer of hydrogen silsesquioxane (HSQ) negative
tone resist (XR-1541 from Dow Corning Corp.) spun onto a full 400 SOI wafer. The
resist has been developed using an original high-contrast and low roughness
development process, based on 25 % tetramethylammonium hydroxide (TMAH)
as the main development step [32, 33].

The top Si layer has been etched through the HSQ mask using reactive ion
etching (RIE) with chlorine (Cl) chemistry in a Plasmalab System 100 from
Oxford Instruments. The precise implementation of the EBL and RIE processes
has led to excellent patterning results. The NWs exhibited minimal roughness
(between 0.8 and 1.6 nm) and negligible deviation from the prescribed widths as
demonstrated in Fig. 4. High quality of the NWs is very important for minimising
charge carrier scattering on their sidewalls and hence for high NW conductance.

In the subsequent fabrication steps, an additional 200 nm SiO2 layer has been
deposited on the whole surface, except the device regions, in order to minimise the
leakage current through the buried oxide. Then, the metal contacts and intercon-
nection have been created by depositing a 100 nm thick nickel (Ni) layer and
thermal annealing for 30 min at 400 �C in forming gas (10 % H2/90 % N2). The
annealing step not only helps in forming Ni silicide for low resistance Ohmic
contacts, but improves the conductance of the NWs as well [34]. The SiO2 and Ni
depositions have been done by electron beam evaporation in Leybold Lab 600 and
Temescal FC-2,000 systems, respectively, and have been combined with two steps
of photolithography and lift-off. The photolithography exposures have been
aligned to the previously exposed EBL pattern using etched alignment marks.
Finally, a passivation layer of 2 lm SU8 negative photoresist has been deposited
on the whole substrate and patterned by photolithography to open small windows
over the device regions and metal pads. A cross-section of fabricated devices is
schematically presented in Fig. 5.

Fig. 4 Collage of top-view
SEM images of devices
having different number and
length of NWs and 10 and
20 nm widths
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2.2 Electrical Characterisation of Fabricated Silicon JNTs

Electrical measurements of devices have been performed using cascade manual
probe station and Agilent semiconductor analyser B1500.

In Fig. 6, examples of output characteristics (drain current Id as a function of
the drain potential Vd, Fig. 6a) and transfer characteristics (drain current Id as a
function of the backgate potential Vbg, Fig. 6b) of devices having 20 nanowires of
10 lm length and 50 nm width, are presented. In Fig. 6a, the Id - Vd lines are
plotted for different backgate potentials Vbg, ranging from -20 to 20 V. These
straight and symmetric lines clearly demonstrate the very good ohmic contacts
between the metal and the Si pads and the high on-currents of our devices, which is
clear evidence of the excellent overall process quality. The Id - Vbg curve in
Fig. 6b is plotted for a Vd = 4 V and shows the excellent properties of the fab-
ricated devices as backgated JNTs. The on-currents are high, in the range of

Fig. 5 Cross-sectional schematics of fabricated devices

Fig. 6 Output characteristics (a) and transfer characteristics (b) of devices having 20 nanowires
of 10 lm length and 50 nm width
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30 lA. The backgate potential allows good control over the current through the
multi-nanowire channel, leading to a steep subthreshold slope (SS) and high ratios
between the on-state and off-state currents (Ion/Ioff) of *106. These characteristics
make the devices promising candidates for sensing applications.

2.3 Nanowire Functionalisation

For a target chemical- or bio-molecule in solution to be sensed with a FET-type Si
NW device, it should be able to bind to the NW surface. To enable this, the Si
NWs need to be functionalised with a probe molecule that will bind exclusively to
the target molecule of interest. In this study, streptavidin-biotin has been chosen as
a model target-probe pair, with streptavidin in solution being sensed using biotin
covalently tethered to the NW surface.

The functionalisation of the Si JNT sensors to covalently attach biotin involves
first covalently attaching (3-Aminopropyl)triethoxysilane (APTES), which is used
as the linker molecule between the native oxide of the Si NWs and the biotin
molecule. Samples have been immersed for 3 h in a 50 �C solution of 5 v/v %
APTES in anhydrous toluene and then rinsed with anhydrous toluene, deionised
water and dried under nitrogen. In addition to the role of a linker between the SiO2

and the biotin, APTES has been shown to be a suitable functionalisation layer for
sensing pH [35]. Consequently, it has been decided to test a part of the APTES
functionalised sensors for their response to pH.

The other part of the devices have been subjected to the second functionali-
sation step, where the aminosilanised nanowires (Si-APTES) have been immersed
in 2 ml phosphate buffered saline (PBS, pH 7.5) and 100 ll of E,Z link-NHS-LC-
Biotin in dimethylformamide (DMF) (1 mg/ml) has been added. The samples have
been left to react for 3 h at room temperature. Surfaces have been rinsed with PBS
and deionised water and dried under nitrogen. Figure 7 outlines the reaction
scheme used.

2.4 Microfluidic Delivery of Analyte

The aim of this study is to deliver miniature self-contained sensing devices.
Polydimethylsiloxane (PDMS) stamps with microfluidic channels attached to the
device allow for administration of fluid directly to the Si NW structures. Further-
more, only a small quantity (lLs) of analyte is required for analysis. The propulsion
of the fluid through the channel can either be achieved by passive delivery via
capillary action or using external pumping equipment. While the former option is
far preferable for practical application of these devices (e.g. point-of-care health
diagnostics) the latter method is more convenient for testing (and is used in the
work described herein) as we can keep the device isolated in a probe-station whilst
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filling/cleaning the channel at will. Such hydrodynamic flow has been deemed to be
a more appropriate method of fluid delivery. The inlet/outlets of the microfluidic
stamp have been connected to lengths of poly(tetrafluoroethylene) (PTFE) tubing
so that fluid could be administered/collected from outside the probe station.

The method of stamps fabrication and subsequent attachment to the sensing
device is only briefly described here. Each microfluidic PDMS stamp has been
fabricated using standard procedures [36] and comprised a single 200 lm-wide
channel with 400 lm access holes drilled in the top to allow interface between the
microfluidic channel and external tubing. The stamps have been attached to
the devices using the ‘‘stamp and stick’’ technique [37] in which a thin layer of wet
PDMS is added to the underside of the stamp before it is positioned on the device.
Positioning of the devices has been achieved using a micrometer-controlled
positioning rig built in-house. Following curing at 60 �C for 2 h, a strong but non-
permanent bond has been formed to yield integrated sensing/fluid delivery devices
(Fig. 8).

Fig. 7 Schematic of the functionalisation route of the silicon surface of the JNTs from the native
oxide termination to the biotin terminated surface

Fig. 8 a Image of the integrated device. Three microfluidic channels are shown attached to the
chip-based sensor architecture. b Microscopic image showing the microfluidic channel positioned
above a separate Si NW sensor device
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2.5 Experimental Setup for Sensing Experiments

Using the microfluidic PDMS stamps described above, phthalate buffered solutions
(Fisher) of different pH levels (pH 4, pH 7 and pH 10) as well as PBS solution have
been delivered to the sensor at a rate of 150 or 200 lL/min from a syringe (BD
Plastipak, 10 ml) propelled by a syringe pump (Harvard, Pump 11+). From the
syringe, the flow has passed through polyethylene (PE) tubing (ID 0.4 mm, OD
1.0 mm). Approximately 10 cm from exiting the syringe, the flow has passed
through a T-junction where a small separate solution of streptavidin in PBS could
be added into the main PBS flow as required (see Fig. 9b). From the T-junction the
flow has continued along the PE tubing (*1 m) into the probe station. Standard
fittings from Upchurch Scientific have been used for all connections.

Inside the probe station (Fig. 9a), the tubing has been downsized to OD 0.4 mm
ID 0.1 mm PTFE tubing using interconnect junctions fabricated in-house from
PDMS. Commercially available interconnects could also have been used (e.g. from
Upchurch Scientific). The smaller tubing has been required to interface to the
PDMS stamp but could not be used for the entire length of the fluid supply lines as
excessive backpressure would be generated.

2.6 Results from Sensing Experiments

To test the sensing properties of the fabricated JNTs, two different sensing
experiments have been performed: (i) pH sensing with APTES-functionalised
devices and (ii) streptavidin sensing with biotinated devices.

In Fig. 10, typical examples of the sensing results are presented. Figure 10a
shows the measurement of the drain current Id as a function of time t (Id - t) for an
APTES-functionalised device with 20 NWs of 0.5 lm length and 50 nm width,

Fig. 9 a Image showing an integrated device in the probe station before testing. The device is
connected to tubing ready for fluid delivery. b Image showing the syringes and syringe pump
used to deliver fluid for the streptavidin sensing experimentation
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operated at a backgate voltage Vbg = -8 V and a drain voltage Vd = 1 V. A
steady stream (150 lL/min) of a pH 7 buffer has first been injected into the dry
microfluidic channel. This yielded a signal of *16.7 lA magnitude. Around 480 s
from the beginning of the measurement, a pH 4 buffer has been injected into the
microfluidic channel, leading to a significant drop of Id down to *15.3 lA
(*9 % lower drain current). Then, around 360 s later a pH 10 buffer has been
administrated into the microfluidic channel and as a result the drain current jumped
up to *17.7 lA (*14 % higher value). These data reflect the protonation (at pH
4) and deprotonation (at pH 10) of the APTES molecule attached to the device
channel (NW) surface [23], causing respectively depletion and accumulation of
majority carriers in the p-type channel and, hence, the decrease and increase of the
drain current observed.

Figure 10b presents typical transfer characteristics (drain current Id as a func-
tion of the backgate potential Vbg, Id - Vbg curves) of a biotinated device with
20 NWs of 0.5 lm length and 50 nm width at a drain voltage Vd = 1 V. First, a
steady stream (150 lL/min) of PBS has been injected into the dry microfluidic
channel and a series of ten consequent Id- Vbg measurements has been performed,
yielding on-currents Ion of *1.5 lA and off-currents Ioff of *0.15 nA (Ion/Ioff ratio
of *104). Then, 0.1 ml of a 0.02 mg/ml (0.4 lM) solution of streptavidin in PBS
has been administered and again a series of ten consequent Id - Vbg measurements
has been done. As a result, Id - Vbg curves with much smoother subthreshold
slope (SS) and significantly higher currents, Ion * 10 lA and Ioff * 0.1 lA (Ion/
Ioff ratio of *102), have been obtained. These data reflect the successful binding of
streptavidin molecules to the biotinated NW surface. Since the streptavidin mol-
ecules have a negative electrical charge, they are causing accumulation of majority
carriers (holes) in the p-type channel end, hence, a significant increase of the drain
current (up to a factor of 10 for the Ion and a factor of 103 for the Ioff).

Fig. 10 a Id - t measurements for an APTES-functionalised device with 20 NWs of 0.5 lm
length and 50 nm width, operated at a backgate voltage Vbg = -8 V and a drain voltage
Vd = 1 V, during consequent administration of pH 7, pH 4 and pH 10 buffers. b Id - Vbg curves
of a biotinated device with 20 NWs of 0.5 lm length and 50 nm width at a drain voltage
Vd = 1 V, following PBS and streptavidin injection
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Figure 10 is a clear demonstration of the excellent sensing properties of the
fabricated JNTs. To the best of our knowledge, they are among the smallest top-
down fabricated Si NW sensing devices reported to date.

3 Germanium JNTs

A prudent way to further boost the assets of the junctionless transistor architecture
is by introducing germanium (Ge) as a high-mobility channel material. Ge is
among the most attractive alternative materials because it has a higher mobility of
charge carriers, especially of holes, and a smaller band gap than silicon (Si) (see
Table 1). In addition, Ge is the most Si-compatible material as compared to the
other high-mobility materials.

Theoretically, germanium outperforms Si in nearly every way. In Ge, the lower
transport mass (m*) of the electron and hole is responsible for the higher electron
and hole mobilities. Electrons have a bulk mobility that is 4 and 10 times higher
than in silicon for doping concentrations of 1016 and 1019 cm-3, respectively. In
addition, germanium has the highest hole mobility of all semiconductors. Never-
theless, due to carrier velocity saturation at high electric fields [38], the advantage
of Ge mobility is only valid below certain values of electric field at room tem-
perature, which limits the performance of Ge short channel devices. As the tran-
sistors enter the sub-22 nm nodes, however, Ge can be used in the ultra-short
channel MOSFETs exhibiting (quasi-) ballistic transport [39]. In this case the drive
current is determined by the carrier injection probability, which is related to the
mobility at low electric field. Thus, Ge again becomes a very promising channel
material and has attracted much attention recently.

High-performance p-channel germanium MOSFETs have been realised and
reported by several research groups. The maturity of these devices has been
recognised by the latest edition of ITRS [1] where the materials for them and the n-
III-V devices have been transitioned from the Emerging Research Materials (ERM)
chapter to the Process Integration, Devices, and Structures (PIDS) and Front End
Processes (FEP) chapters. They are forecasted to be in production in 2018.

The situation with the n-channel Ge MOSFETs is, however, completely dif-
ferent. They face significant challenge due to three main reasons: (i) the presence
of high density of interface traps near the conduction band, resulting from ger-
manium oxide instability, causing significant degradation of electron mobility in

Table 1 Mobility and band gap values for Si and some alternative channel materials

Si Ge GaAs InAs Graphene InGaAs InSb

Mobility, electron 1,600 3,900 9,200 40,000 *10,000 11,200 77,000

Mobility, hole 430 1,900 400 500 *10,000 300 850

Band gap 1.12 0.66 1.42 1.42 0 0.17
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surface inversion channels; (ii) poor results of incorporation and activation of n-
type dopants in the source and drain regions that do not reach the required values
of [1020 cm-3; (iii) junction leakage currents are very high because of the small
bandgap of Ge.

While significant efforts are currently being made to tackle these problems by
developing, e.g. ozone (O3) oxidation, alternative passivation approaches and
high-k gate dielectrics, metal-induced dopant activation, etc. the junctionless
transistor architecture seems to naturally solve them:

• Carrier transport is in the bulk of the device, not in a surface channel, thereby
reducing the impact of imperfect semiconductor-insulator interfaces on elec-
trical characteristics.

• There is no need to separately implant source and drain regions and the
optimum active doping concentrations for JNTs are much lower: in the upper
1018 to lower 1019 cm-3.

• Leakage current in JNTs is determined by the electrical squeezing of the
channel by the gate potential and not by a reverse-biased junction as in classical
MOSFETs. Therefore, tri-gate or even gate-all-around architecture is essential
here to achieve best electrostatic control of the channel.

The successful elaboration of both p- and n-type Ge MOSFETs will allow the
fabrication of Ge CMOS devices. This is highly appealing since it will signifi-
cantly ease the severe integration challenges in case of co-integration of III-V
compounds and Ge with CMOS devices. In addition, Ge has the smallest differ-
ence between the mobilities of electrons and holes among all semiconductor
materials and, hence, the mismatch between the Ge p-MOSFET and n-MOSFET
should also be low. An ‘‘all Ge’’ solution offers a distinct advantage over the Si
option where hybrid Ge (pMOST) and III-V (nMOST) is proposed with com-
mensurately far more challenging processing.

Ge processing is, however, quite different from Si processing and developing a
JNT process on Ge is by no means trivial. Nevertheless, it is worth noting that the
junctionless device architecture relaxes significantly the requirements to some of
the most critical process steps. Classical inversion-mode (IM) MOSFETs are very
sensitive to the quality of the gate dielectric. Moreover, both industry and aca-
demic data show rapid degradation in mobility with decreasing electrical oxide
thickness in Ge MOSFETs and this issue exists even if a high-k dielectric is used
[40]. The JNT, on the other hand, is expected to be less sensitive to the interface
imperfections due to its bulk conduction mechanism and reduced vertical electric
field [41]. This will result in relaxed requirements to Ge surface passivation, EOT
scaling, and overall quality of the gate stack. In addition, junctionless architecture
avoids the need for separate doping of source and drain regions to high impurity
concentrations ([1 9 1020 cm-3) which is extremely challenging especially in the
case of Ge n-MOSFETs. This fact significantly relaxes the requirements to doping
and annealing processes too, since the doping concentrations relevant to JNTs are
in the range of 1 9 1019–5 9 1019 cm-3.
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Heterogeneous integration of alternative high-mobility channel materials,
including crystalline Ge layers, on Si substrates is a challenging task. A possible
elegant solution in the case of Ge might be the novel germanium-on-insulator
(GeOI) platform. Like the silicon-on-insulator (SOI) wafers are the substrate
material of choice in the case of Si JNTs, in the same way the GeOI wafers offer an
excellent material platform for the fabrication of Ge JNTs. Significant research
efforts were made to fabricate GeOI wafers. Nakaharai et al. reported 7-nm-thick
strained GeOI made using a Ge-condensation technique [42]. Another approach
applies the Smart-Cut method used for making SOI substrates to fabricate GeOI
wafers [43, 44]. However, fabrication of ultra-thin Ge layers is difficult, which
motivates the need of further process development.

Only one group has reported on Ge junctionless transistors to date [14]. These are,
however, large planar p-type devices having channel length, width, and thickness of
160, 130 lm and 11 nm, respectively. Herein we present our initial results on fab-
rication and electrical characterisation of the first p-type Ge junctionless nanowire
transistors, which significantly outperform the ones reported in [14].

3.1 Fabrication of Ge JNTs

GeOI wafer with highly p-doped (*191019 cm-3) top Ge layer of 39 nm and
buried oxide (BOX) SiO2 layer of 145 nm (IQE) has been used in this work. The
process flow has been kept as simple as possible to ensure the robustness and
reliability of device fabrication. It contains the following main steps:

1. Electron Beam Lithography.
2. Reactive Ion Etching.
3. GeO2 passivation layer formation by rapid thermal oxidation.
4. Atomic layer deposition (ALD) of gate oxide (Al2O3) layer.
5. Source/drain electrodes and metal gate formation.

The challenges with Ge processing appear already at the first patterning steps.
In this work, HSQ has been used as the primer resist for EBL since it has very high
etch resistivity and the highest resolution among all commercially available EBL
resists [32, 33, 45]. The definition of sub-20 nm features by EBL on Ge using HSQ
is, however, a challenging task. The complex native oxide GeOx is soluble in the
HSQ aqueous developers. As a result, lift-off of any sub-20 nm features written by
EBL occurs during development [46] (see the inset in Fig. 11). This issue can be
solved in two ways: (i) by removal of GeOx and chlorine (Cl) termination of Ge
surface prior to HSQ deposition [45] or (ii) application of a buffer layer between
GeOx and HSQ (SiO2, Si3N4, Al2O3, etc.) which can also be used as a hard mask
during subsequent dry etching. We have sufficiently elaborated both approaches
and arrays of sub-20 nm HSQ lines have successfully been fabricated on Ge by
surface treatment, Fig. 11, as well as by buffer layer deposition, Fig. 12a for a
buffer layer of Al2O3 and Fig. 12b and c for a buffer layer of Si3N4. These are
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among the smallest structures created by direct patterning on Ge and can be used
as a hard mask for top-down fabrication of very small Ge NWs. A patent has been
filed on the technology for GeOx removal and chlorine termination of Ge surfaces
[47].

In this work, the process with the Si3N4 buffer layer has been used. The
nanowire structures of widths down to 20 nm have been defined again by a JEOL
JBX 6000FS EBL system in the HSQ resist. The lithographic HSQ pattern has then
been transferred into the Si3N4 layer by an RIE process with CH4:CHF3 gas in an
STS inductively coupled plasma (ICP) etcher. Finally, the Si3N4 mask has been
transferred into the top Ge layer of the GeOI substrate using the same Cl-based
RIE process that has been used for etching the Si JNTs. This patterning process is
discussed in detail elsewhere [48].

As mentioned above, the high quality gate dielectric for surface passivation is
one of the major challenges in realising Ge MOSFETs. In this work, GeO2 grown
by a rapid thermal oxidation (RTO) has been used as an interfacial passivation
layer for the high-k/Ge gate stack. The oxidation behaviour of Ge by RTO has
been investigated for various temperatures, times, and gas flows. The results have
shown that oxidation temperatures higher than 550 �C lead to rapidly increasing
GeO2 surface roughness, reaching values as high as 14.5 nm at 600 �C, which can
be related to pronounced GeO desorption. In contrast, the interfacial GeO2 layers
formed at higher temperatures exhibit systematically decreased interface states
density (Dit) values [49]. Post-metallisation forming gas annealing (FGA) of MOS
devices has also been found to reduce the Dit values, which indicates that FGA can
result in significant reduction of the interface states and compensate the charges
inside the oxide [50]. Eventually, oxidation temperature of 550 �C for 1 min has
been chosen and the forming gas anneal has been performed at 400 �C for 30 min.

After the GeO2 passivation layer formation by RTO, a gate oxide (Al2O3)
of *8 nm thickness has been deposited by ALD. Contact windows for the source

Fig. 11 HSQ lines, 20 nm
wide, at a pitch of 70 nm,
written on a
Ge \ 100 [ substrate. (Inset)
HSQ lines, 20 nm wide, at a
pitch of 70 nm, written on a
Ge \ 100 [ (GeOx surface)
substrate at the same area
dose [46]
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and drain regions have been opened by a wet etch in a buffered oxide etch (BOE)
diluted with deionised water (DI) to the ratio of 5:1 DI:BOE. The source/drain
electrodes and the metal gate have been defined simultaneously by the same

Fig. 12 a HSQ lines, 20 nm
wide, written on a GeOI
substrate with a buffer layer
of Al2O3. b HSQ lines, 20 nm
wide, written on a GeOI
substrate with a buffer layer
of Si3N4. c Short HSQ line,
12 nm wide, written on a
GeOI substrate with a buffer
layer of Si3N4
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lithography mask. Thus, both the source/drain electrodes and the gate have been
formed using one metallisation step, namely electron-beam evaporation of a
100 nm thick nickel (Ni) layer. As mentioned above, FGA has been performed at
400 �C for 30 min. In Fig. 13, a top view of a fabricated Ge JNT with a Ni metal
gate on the top of the Ge nanowire is shown.

3.2 Electrical Characterization of Ge JNTs

Electrical measurements of the fabricated devices have been carried out at room
temperature by a cascade probe station and an Agilent semiconductor analyser
B1500.

Figure 14a presents sample output characteristics Id - Vd of of a 2.5 lm gate
length Ge JNT with fin height of 39 nm and fin width of 20 nm. The curves clearly
exhibit the linear and the saturation regions. The increase of current is relatively
proportional to (Vg - Vth)2, which indicates that the carriers in the channel have
not yet reached the velocity saturation.

In Fig. 14b, transfer characteristics Id - Vg of the same transistor are shown. It
can be seen that when the Vd decreases from -0.7 to -0.4 V, the leakage current is
dramatically reduced. A possible explanation of this effect is that when the Vd

is larger than the Ge bandgap, band to band tunnelling current might occur even
in junctionless structures. Therefore, leakage currents appear at some level for
Vd = -0.7 and -1 V. This Ge JNT exhibits a subthreshold slope SS of 216 mV/dec
with an Ion/Ioff current ratio of 1.2 9 103 at Vd = -1 V and 189 mV/dec with
an Ion/Ioff current ratio of 2.0 9 105 at Vd = -0.1 V. The DIBL is calculated to be
87 mV from Vd = -0.1 V and -1 V.

Fig. 13 SEM top view of
one single nanowire Ge JNT
with GeO2/Al2O3 as a gate
stack and Ni as a metal gate
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To the best of our knowledge, these are the first reported Ge JNTs.
Table 2 compares the electrical characteristics of our JNTs with those of the Ge

junctionless devices reported in Ref. [14].

4 Conclusions

Junctionless nanowire transistors are novel devices having the simplest possible
transistor architecture. Beside the significantly simplified fabrication, they possess
a number of other advantages over the classical MOSFETs, which are briefly
discussed in this chapter.

Fig. 14 a Output characteristics Id - Vd at Vg = 0 to -0.8 V of a Ge JNT with 1 Ge NW of
5 lm length, TGe = 39 nm, WGe = 20 nm, Lg = 2.5 lm and b transfer characteristics Id - Vg

at Vd = -0.1 to -0.8 V of the same transistor

Table 2 Comparison of Ge junctionless transistor performance in Ref. [14] and present work

Ref. [14] Present work

W (channel width) lm 130 0.04

L (channel length) lm 160 3

W/L 0.8125 0.013

Ioff @VD = -1 V A 7.00E-08 1.00E-11

Ion @VD = -1 V and VG(Ioff) - 1.5 V A 8.00E-06 1.20E-08

Ion/Ioff @ VD = -1 V and VG(Ioff) - 1.5 V 114 1,200

Ion/Ioff @ low VD and VG(Ioff) - 1.5 V 3,000 200,000

Ioff @VD = -1 V normalized to W/L A 8.62E-08 7.70E-10

Ion @VD = -1 V and VG(Ioff) - 1.5 V
normalised to W/L

A 9.85E-06 0.92E-06

Subthreshold slope @ VD = -1 V mv/dec 700 216

Subthreshold slope @ low VD mV/dec 1,000 189
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An attractive application of JNTs is as sensing devices. Their performance
depends strongly on the geometry (height, width, and length) as well as on the
doping level of the nanowire channel. These parameters can be used to finely tune
the operation point of devices into the most preferable subthreshold regime which
makes the application of JNTs in low power autonomous sensing systems very
promising. In this chapter we present back-gated Si JNTs of 45 different channel
geometries having NW widths down to 10 nm. They are fabricated by a fully
CMOS-compatible process and exhibit excellent electrical characteristics. More-
over, their good sensing properties are clearly demonstrated by the data from pH
and streptavidin sensing experiments. These JNTs are among the smallest top-
down fabricated Si nanowire sensing devices reported to date. Further sensing
experiments with them are planned in the near future.

Junctionless architecture has also a great potential for incorporating alternative
channel materials with enhanced carrier transport properties, particularly germa-
nium. We present here the first reported Ge JNTs, which are fabricated by a simple
CMOS-compatible process on GeOI wafers with a highly p-doped (*191019 cm-3)
top Ge layer. They have channel widths down to 20 nm and demonstrate decent
output and transfer characteristics with Ion/Ioff ratios of up to 2.0 9 105 and steep
subthreshold slopes of 189 mV/dec. Fabrication of Ge JNTs with improved design is
currently underway.
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Abstract A silicon-on-insulator (SOI) technology has become a key tool for
manufacturing of microsensors. A number of the SOI-based microsensors have
been presented in the chapter. The developments are related mostly to non-elec-
trical sensors. Most of them have been developed at Instytut Technologii Ele-
ktronowej (ITE) Warsaw, in collaboration with numerous partners. The chapter is
divided into two main sections describing the technology and device issues. First,
ITE expertise in the area of SOI technologies is described. The SOI CMOS pro-
cesses based on wafers with a thick and thin device layers are presented. The
CMOS technology has become an origin for a PaDEOx technique developed for
narrow (order of 100 nm width) line fabrication on the silicon wafers, which
allows for development of nanowire-based devices (e.g. multi-gate MOSFETs).
The second branch of the SOI technologies, being under development in ITE,
includes micromachining techniques. Based on the SOI technologies, a number of
devices have been developed with the ITE participation. The following solutions
have been presented: monolithic pixel detectors of ionizing radiation, sub-THz
radiation detectors based on a concept of radiation-induced plasmon oscillations in
the MOSFET channels, smart antennas with a reconfigurable aperture. Next,
devices fabricated based on micromachining techniques have been mentioned, e.g.
microactuators and probes for scanning thermal microscopy. Finally, development
of SOI-based biochemical sensors for small volume sample testing is more widely
described. These devices have been manufactured based on the PaDEOx technique
and have been applied for analysis of hydrogen an metal ions in water solutions.
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1 Introduction

A Silicon-On-Insulator (SOI) technology has become one of the main streams of
the state-of-the art micro- and nanoelectronics [1]. It offers a number of features
helpful for design and fabrication of most of the devices based on silicon. As
compared to the CMOS devices and integrated circuits (ICs) fabricated in the bulk
technology their SOI counterparts take advantage of (i) better gate control over
channel conduction, (ii) much lower areas of source and drain junctions, and (iii)
ideal electrical insulation from the substrate. Thanks to the feature (i) the MOS
transistors exhibit steeper subthreshold slope, which makes them predestined for
low voltage blocks and reduces static and dynamic power dissipated in the SOI
circuits. Thanks to the properties (i), (ii) the MOS devices demonstrate lower
leakage current, which makes the SOI MOSFETs suitable for low power applica-
tions, reduces a static power dissipated by the SOI circuits and allows SOI CMOS
ICs to operate at higher temperatures. Thanks to the features (ii), (iii) the parasitic
capacitances are lower in the SOI MOSFETs, which allows for higher operation
frequency of the SOI ICs and reduces the dissipation of a dynamic power. Also,
thanks to the properties (ii), (iii) the SOI MOSFETs exhibit higher resistance
against ionizing radiation. Furthermore the SOI technology offers a flexibility in
terms of device operation principle and IC design. E.g. an accumulation-mode p-
channel MOSFET operation is not possible on bulk wafers. Also a wide family of
so-called multi-gate MOSFETs has been developed based on the SOI technology
[2]. In terms of the IC design one of the most important advantages is a full
compatibility of the SOI and bulk processes, which allows for a direct adaptation of
the bulk IC design methods, decreasing at the same time a number of photoli-
thography steps (e.g. wells become useless, or even harmful, so they are elimi-
nated). The SOI technology offers also many advantages for micro-electro-
mechanical system (MEMS) development. The most important one is a natural
etch-stop introduced by a buried oxide (BOX) layer. This etch stop significantly
facilitates procedures for membrane, cantilever, and other micromechanical ele-
ment fabrication and for movable element release allowing for fabrication of a very
thin, free standing silicon structures. Finally, SOI technology allows for much more
effective integration of CMOS blocks and MEMS structures into complex heter-
ogenous systems. SOI-based microsensors are one of the categories of such sys-
tems. In the presented chapter a number of concepts related to the SOI-based
microsensor development have been reported.

2 SOI Technology for Heterogenous Applications

The SOI wafers and processes have been used successfully for development of
different device categories, i.e. detectors of ionizing radiation, detectors of mm-
wavelength electromagnetic radiation, temperature sensors, and chemical sensors.
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Two other SOI-based technologies for manufacturing of CMOS circuits, and smart
antennas have been also mentioned. As far as possible the process/device
descriptions (in particular for chemical sensors) are accompanied by experimental
data: measurement setup specifications, electrical measurements, etc. Realization
of these projects has led and still leads towards growth of expertise in the SOI
technology and to the SOI-based microsensor development capabilities.

2.1 Monolithic Pixel Detectors of Ionizing Radiation in SOI
Technology

Detection of elementary particles is an important tool for observation of experi-
mental results in the field of physical studies of the matter. Fully depleted pixel
detectors of ionizing radiation have been widely used for several experiments
including the most recent ones carried out at CERN on the Large Hadron Collider.
The main trend noticeable in sensor technology consists in integration of detectors
with read-out electronics. The integrated sensors have usually not only better
performance but are smaller, more reliable and also cheaper than standard sensor
solutions based on separately designed detectors and data acquisition systems.
Two types of the integrated detectors are in a wide use. Hybrid active pixel sensors
(HAPS) consist of sensor and read-out circuitry chips manufactured separately and
connected together using a flip-chip technology [3]. In the case of monolithic
active pixel sensors (MAPS) both detector and read-out circuit parts are manu-
factured in the same semiconductor substrate [4]. It may be stated that the hybrid
sensors introduce more material (mostly silicon) that may interact with impinging
particles and affect precision of tracking. On the other hand the monolithic sensor
concept inherited explicitly from pixel detectors used in visible light cameras
suffers from a small volume of the active area (this implicates small output signal)
and its large distance from the irradiated detector surface (a limiting factor for very
low energy detection).

These serious limitations of MAPS have been overcome by integration of the
read-out circuitries and the pixel detectors in the SOI wafers. The fully depleted
sensing diodes are manufactured under buried oxide (BOX) layer, while the read-
out circuitry occupies upper silicon layer (device layer). For the first time this idea
was reported in [5], however its implementation appeared unsuccessful. An
improved concept was proposed next within the EC FP5 project SUCIMA [6] by
the Instytut Technologii Elektronowej—ITE (Warsaw, Poland) team in collabo-
ration with an international team including University of Mining and Metalurgy
(Krakow, Poland), and University of Insubria (Como, Italy). A structure of the
proposed device is shown schematically in Fig. 1.

The sensors have been manufactured using wafer-bonded SOI substrates. This
allows for taking advantage of combination in one SOI wafer of two silicon layers,
each optimized for another circuitry. The matrices of radiation sensitive junctions
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(biased with tens of volts) have been formed in a high resistivity (q[ 4 kX cm)
400 lm thick n-type substrate of the SOI wafer. The CMOS read-out and
peripheral blocks operating at 5 V supply bias have been built within the 2 lm
thick device layer. Both silicon areas are separated by the 1 lm thick BOX layer.

With such a large thickness of the device layer the bulk CMOS technology rules
have been used. More detailed description of the technology may be found else-
where [7, 8]. It is worthwhile to mention that in this very first approach p-type
wells containing n-channel MOSFETs have touched the BOX layer. This solution
has led to pockets of potential in the support layer beneath the wells, limiting the
effective efficiency of charge collection by the pixel p+-n junctions. The problem
has been solved by increase of the device layer thickness to 5 lm that enables
keeping the bottom part of the p-well far away from the BOX [9]. As a result, for
the new devices, the effective charge collection efficiency has been significantly
increased, exceeding 99 %. It is also worthwhile to mention that for both con-
sidered designs the device layer is thick enough to protect the MOSFET threshold
voltages from being affected by the high voltage supplied at the bottom contact in
order to fully deplete the substrate area.

Four detector matrices shown in Fig. 2 (24 9 24 cells each) monolithically
integrated with read-out circuitry making one of the first in the world real 3-D
integrated devices were used in experiments in which they were exposed to beta
radiation. A response of a pixel cluster to the beam is shown in Fig. 3.

The main disadvantage of the devices described above is a fairly thick device
layer not routinely used for submicron devices, which are envisaged for detectors
due to their radiation hardness. Therefore, the next approaches proposed by several
groups have been based on submicron technologies, which bring opportunity for a
smaller pitch of the pixel detectors, thus for improvement of the imaging reso-
lution. However, a number of problems arise from device miniaturization. In the
case of a smaller pixel pitch a cross-talk between pixels becomes a serious chal-
lenge. However, the main challenge in the case of the submicron CMOS is the
back gate effect, mentioned above. Its full elimination is a difficult task. The
CMOS foundries have only limited sets of well-developed and characterized
processes on standard wafers. Deviations from these standards are usually not
allowed. Hence it is hardly possible to charge the foundry with a task of processing

Fig. 1 Cross-section and
principle of operation of a
monolithic active pixel
detector fabricated in SOI
technology
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of the non-standard SOI wafers (with a highly resistive handle wafer). One
exception is the most advanced group working on the subject formed within
KEK—the High Energy Accelerator Research Organization. KEK has been run-
ning since several years a project [10] based on submicron CMOS FDSOI tech-
nology provided by OKI. Selected results of this undertaking may be found e.g. in
[11]. The main effort has been done toward solving the back gate effect. A buried
p-well (BPW) below CMOS circuitry appears to be a fruitful solution. The BPWs
shield the thin device layer from the back gate effect induced by the substrate high

Fig. 2 SOI detector chip fabricated in the ITE (four quadrants of 24 9 24 pixels) with
independent sets of supply, control and analog output lines, clock frequency 8 MHz), and
assembled at a dedicated PCB

Fig. 3 Distribution of the noise after a pedestal subtraction and histogram of the cluster pulse
height exposed to the beta radiation from the 90Sr source
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voltage. Moreover they also relax the electric field at the edges of guard-rings
resulting in the higher breakdown voltage of the entire device. Furthermore they
allow for minimizing an effect of charge trapping in the SOI detector BOX area
during irradiation. This has been achieved in two ways. Firstly, the electric field in
the BOX layer is reduced. Secondly, the possible trapped charge effect onto
CMOS circuits operation may be minimized via a dedicated BPW bias.

There are also other concepts to provide effective shielding of the read-out
electronics from the fully depleted sensor. In a nested well structure (e.g. [5]) an n-
well fabricated inside a p-well hole collector serves as a shield. In a solution based
on double SOI substrates an intermediate silicon layer between two buried oxide
films forms a shield (e.g. [11]), which may be efficiently used to compensate electric
field generated by the holes trapped in the BOX during irradiation. Both solutions
mentioned above have been recently tested by the KEK group. There is also a
method for effective shielding by placing the read-out circuitry above the corre-
sponding pixel with its potential pinned-up by an input of a charge amplifier [12].

An alternative solution for the active pixel sensor manufacturing could be
provided by the adoption of the 3-D integration approach. In such a technology the
CMOS circuits are formed in a separate SOI wafer using a standard processing
sequence, whereas the imaging devices are fabricated in another wafer using
adequate processing. Then, the device layer with CMOS circuitry is released and
transferred on top of the wafer with the fully depleted sensor. Next, deep vias have
to be formed by etching to provide access to the imager as well as to the CMOS
circuit metal pads. Finally, the metal layer connecting elements of the system has to
be defined by a metal deposition and a lithography step. The beauty of this approach
is that it offers possibility of stacking together several device layers playing dif-
ferent roles in the final device (sparsing, computing, communication etc.). The 3-D
SOI integration technology is extensively tested by FermiLab [13] and KEK.

2.2 Smart Antennas in SOI Technology

Smart antennas are well known since many years and often designed for micro-
wave bands applications [14]. They can be used for radars (replacing function of
mechanical scanners), wireless communication (spatially selective transmission),
different adaptive systems, etc. Their use is compatible with almost any modula-
tion method, bandwidth, or frequency band. The functionality depends on several
parameters. The main feature of these antennas is an ability to influence their
directional characteristics. A conventional method of the aperture reconfiguration
can be achieved by the opening or closing different connections between con-
ductive areas of the aperture. That may be done without any conventional switches
or relays with use of highly conducting plasma induced in surface PIN (S-PIN)
devices. The S-PIN is a lateral p-i-n diode. If the diode is forward biased carriers
are injected into the intrinsic region making it highly conductive [15].
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In order to get the low resistance plasma switch one has to use a high level of
injection in the whole volume of the switch. However the silicon wafers (standard
material for S-PIN diodes fabrication) are usually 300–700 lm thick. Hence even
if the high resistivity material obtained with a Floating Zone method is used, which
exhibits a very long lifetime of the charge carriers, the highly conductive plasma
created in the intrinsic region of a S-PIN surface junction is not able to fill the
entire volume of the wafer in a uniform way. It is clearly seen in the simulation
results shown in Fig. 4 that at the high forward bias of 1.2 V a difference between
the surface and the bulk carrier density appears (inset in Fig. 4). The carriers are
spread over nearly the whole thickness of the wafer. Their density at the surface is
hardly sufficient to create an ideal switch. But, what is even worse, the carrier
density at the bottom of the wafer is high enough to make the silicon there lightly
conductive, thus dissipative. It may be stated, that the optimum S-PIN should have
well conducting plasma localized in the surface area, leaving the rest of the vol-
ume empty of carriers (dielectric). Silicon-On-Insulator (SOI) wafers with S-PIN
diodes fabricated in the device layer are the remedy. The high-resistive handle
wafer separated by the BOX layer from device film containing SPINs is always
non-dissipative for electromagnetic radiation. It should be pointed out that the S-
PIN in any case does not represent a short-circuit when is ON, therefore the device
layer should be thick enough (a few skin-depths) for the required frequency range.

The simulations have been done for a smart antenna designed and then fabri-
cated with use of a SOI high resistive wafer (both sides). The thickness of the
device layer (81 lm) is determined by a depth of microwave penetration. The

Fig. 4 Distribution of injected carriers in several points of a bulk substrate (x = 0, at depths
y = 0.1, 1.5, 5, 50, 100, 200, and 300 lm); the S-PIN diode length is 10 lm
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results (Figs. 5 and 6) demonstrate that high density of carriers is easily achieved
within entire device layer. Also blocking behavior in the SOI-based S-PIN appears
to be better that in its bulk counterpart.

Several examples of smart antennas designed at the Warsaw University of
Technology, and then manufactured at ITE, Warsaw have been described in [16].
The developments have been finally focused on smart antennas built using the SOI
technology. Their operation is based on reconfigurable slot apertures, which were
placed on one wall of a metallic rectangular waveguide. The experimental results
have confirmed the theoretical predictions. Proper gain and beam characteristics
have been obtained, proving the SOI technology advantages i.e. higher plasma
density at the surface, lower forward current required to create sufficient carrier
concentration, and last but not least much smaller microwave losses in entire
device.

2.3 FD SOI CMOS Technology

The CMOS technology is a key process not only widely used for fabrication of
integrated circuits, but it is recognized as the most complete tool for evaluation of
the clean-room capability and quality of the implemented processes. The fully-
depleted (FD) SOI CMOS technology has been developed in 1990s but recently it
has drawn a lot of attention and it has been recognized as a potential competitor for

Fig. 5 The concentration of holes of a S-PIN diode fabricated in the top silicon layer; the diode
is strongly forward biased
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FinFET process even down to 11 nm node [17]. One of the early versions of the
CMOS FD SOI technology developed in a laboratory of Université Catholique de
Louvain—UCL [18] has been implemented in ITE within the EC FP7 project
TRIADE [19] aimed at development of technology building blocks for structural
health monitoring sensing devices in aeronautics [20].

There are several issues particularly important for the FD SOI technology
development. First, a good quality of the SOI substrate wafers is essential, thus
SOITEC wafers have been used. Next, an accurate setting of the Si thin layer
initial thickness equal to 108 nm with a very good uniformity is required. This has
been originally achieved by silicon film thinning in a dilute NH4OH + H2O2 bath.
However a method of thinning by thermal oxidation has been also developed and
tested. Finally, the channel implantations setting the appropriate values of the
threshold voltages are very important steps. The energy levels and doses must
accurately fit the obtained earlier thickness of the active region below the transistor
gates. While the technology utilizes inversion-mode nMOSFETs and accumula-
tion-mode pMOSFETs different implantation doses for both device types are
required. In the case of the UCL process two doses only are used. These, along
with the not implanted and combined implantation variants, offer four threshold
voltage variants by direct mask design at no additional cost. The overall process
requires 10 photolithography steps. A cross-section of the FD SOI MOSFET pair
is illustrated in Fig. 7, whereas a set of input ID-VGS characteristics of the n- and p-
channel MOSFETs of 1.5 lm channel length is shown in Fig. 8.

The n-channel devices have the threshold voltage of 0.3 V and a subthreshold
slope of 71 mV/dec, whereas the p-channel MOSFET threshold voltage is -

0.45 V and the subthreshold slope is 84 mV/dec. Thus it may be stated that the
device performance is satisfactory, though the threshold voltage symmetry should
be improved.

Fig. 6 Concentrations of
carriers versus forward bias
voltage beneath the surface
(0.0 lm; 0.1 lm) and in the
volume (0.0 lm; 50.0 lm) of
the Si top layer
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The FD SOI CMOS process transferred from UCL to ITE, allows manufac-
turing digital and analog-digital blocks. The experience gained by the technology
implementation has been also helpful for a development of other technologies
dedicated for fabrication of the SOI-based microsensors. They are described in the
next sections.

2.4 THz Detectors Based on N-MOS Transistors Fabricated
in SOI Technology

A THz and sub-THz frequency range of electromagnetic spectrum has been
recently extensively investigated, because devices operating in this frequency
range are a promising solution as a new class of detectors for imaging and safety

Fig. 7 A schematic view of a n- and p-channel MOSFET pair manufactured based on the FD
SOI CMOS process

Fig. 8 ID-VGS characteristics
of n- and p-channel
MOSFETs; channel
width = 20 lm, nominal
channel length = 1.5 lm
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applications. The THz source and the THz detector are basic elements of such
systems. They are based on a photovoltaic effect within a two-dimensional elec-
tron gas (2DEG) in an inversion channel of a nMOS transistor or a HEMT [21]. It
should be pointed out that the effect has been observed for frequencies (300 GHz)
much higher than a maximum fmax and cut-off fT frequencies (order of 10 GHz) of
the test devices (see below). Essentially, any device containing the 2DEG may
serve as the THz radiation detector. According to the THz detection theory if the
length of the channel with the 2DEG is in the submicron range, a photovoltaic
effect results from a channel plasmon resonance behavior. Otherwise non-resonant
detection takes place. A detailed model for non-resonant detection in the field
effect transistors may be found in [22].

With the standard approach, the radiation energy is delivered to the FET
through a port between the FET source and gate terminals, while the rectified DC
output signal appears between the source and drain terminals. Typically only the
gate is biased with the gate-source DC voltage close to the FET threshold voltage.
A detector responsivity strongly depends on a way a THz signal is coupled with
the detector input. E.g. properly designed antennas allow to achieve a noise
equivalent power (NEP) as low as in the case of Schottky diode detectors. Another
important issue strongly related to the input stage design is radiation losses. A
fraction of energy misses the antenna. Moreover it may create unwanted resonant
modes in the die or simply may be dissipated.

The THz detectors have been fabricated in ITE, Warsaw according to designs
prepared at the Warsaw University of Technology [23]. Two detector types have
been developed. It is expected that the radiation propagation modes in the silicon
wafer are eliminated, and the radiation energy losses are minimized by utilizing
dedicated structures. In the first approach the detector (transistor and antenna) has
been placed on a 40 lm thick silicon membrane obtained by means of chemical
etching of the back-side of a silicon substrate as shown in Fig. 9. The device layout
details are presented in Fig. 9a, b and its cross-section is shown schematically in
Fig. 9c. Validity of this concept has been confirmed by extensive numerical
simulations [24]. In the second approach the antennas have been placed above the
transistor electrode level. A thick layer of SU-8 photoresist has been used as a
dielectric separating the transistors and antennas, which are coupled by means of
coplanar lines and capacitive couplers as shown in Fig. 10a, b. In Fig. 10c a cross-
section of the complete device is schematically presented, whereas in Fig. 10d an
image of the packaged and bonded device is shown. In this way the THz radiation
energy is confined mostly to the SU-8 layer. For both designs the SOI CMOS
process has been used. The SOI substrates with high resistive handle wafer have
been chosen to reduce additionally possible energy losses in the volume of the
device. Moreover, if the THz detector built on the SOI wafer with a lossless high-
resistivity substrate were illuminated from the backside, then it would be possible
to additionally increase the detector efficiency by using microlenses at the bottom
of the wafer. Such microlenses focus the radiation onto the devices and an exci-
tation of the radiation propagation modes in the substrate is eliminated.
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The DC voltages generated at the detector outputs have been measured for a
number of devices. The frequency characteristics of both detector types described
above are shown in Fig. 11. The E4AL1L5W10 symbol denotes a detector on the
membrane with antenna coupled to n-MOS with W/L = 5/10 lm. The AAL5W20
symbol denotes a detectors with the antennas coupled capacitively through 20 or
50 lm SU-8 photoresist. It may be stated that the developed detectors exhibit a
satisfactory selectivity. The photoresponse versus gate bias of the membrane
detector is shown in Fig. 12. The plot illustrates clearly that the MOSFET-based
THz detector sensitivity may be efficiently tuned with the gate DC bias.

2.5 SOI-Based Micromachining for Sensor Applications

As already mentioned, the SOI technology has significant advantages for MEMS
fabrication. It provides a natural etch-stop for silicon etching which is the BOX
layer. As a consequence, very thin micromechanical structures (beams, comb-drive

Fig. 9 The idea of placing the detector on the silicon membrane to suppress unwanted
propagation modes in the substrate; a topography of the complete device with antennas and pads,
b details of the MOSFFET structure, W = 100 lm, L = 20 lm, c a schematic device cross-section
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Fig. 10 The detector with the antenna coupled capacitively through SU-8 layer; a topography of
the complete device with antennas and pads, b details of the MOSFFET structure, W = 100 lm,
L = 20 lm, c a schematic device cross-section, d a top view at the detector with SU-8 layer and
antennas, after packaging and wire bonding

Fig. 11 Photoresponse of the
sub-THz radiation detectors
versus frequency
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electrodes etc.) with precisely defined thickness may be manufactured out of the
device layer. Two types of SOI based technologies are common in MEMS man-
ufacturing. A dry release plasma technology allows for fabrication of various types
of devices based on comb-drive electrodes (micro-grippers, gyroscopes, acceler-
ometers). An example of accelerometer structure manufactured based on SOI
process and results of admittance spectroscopy measurements are shown in
Fig. 13.

The SOI-based technology can be also applied for manufacturing of various
types of microcantilever-beams for AFM (Atomic Force Microscopy) sensors.
Quantitative measurements of the interaction between the tip and surface under
test require well defined mechanical properties of the microbeam. One of the
crucial beam parameter that influences the mechanical stiffness is the beam
thickness. In case of application of SOI-based technology this parameter can be
well controlled. Figure 14 shows some examples of micromachined AFM-related
cantilevers manufactured for thermal and biochemical analyses.

2.6 PaDEOx Process for Fabrication of Biochemical
Sensors

Fin-type FETs are expected to be the best candidates for operation in sensor
applications. An effective multigate control of channel conductance is their
advantage. In ITE a smart technique for manufacturing of the FinFET-like devices
with a sub-micrometer width without advanced lithography tools has been
developed. The proposed process is briefly illustrated in Fig. 15. The bulk silicon
or SOI wafers are thermally oxidized and covered with a nitride layer. A standard
photolithography is used for definition of the nitride pattern (Fig. 15a). Next, the

Fig. 12 Photoresponse of the
detector manufactured on the
silicon membrane (n-MOS
W/L = 5/10 lm) versus gate
voltage as illuminated with
15 mW source and measured
by lock-in amplifier

402 D. Tomaszewski et al.



technique employs the nitride pattern as a mask against oxidation around the FET
active area. At the boundary of the nitride a so-called ‘‘bird’s beak’’ appears
(Fig. 15b). Locally the SiO2 layer below the nitride pattern edge is thicker than the
neighboring plane field oxide area. This subtle effect has been successfully used in
a Pattern Definition by Edge Oxidation method (PaDEOx) [26, 27] for fabrication
of narrow Si channels. According to this technique, after the oxidation, the entire
nitride layer and the most part of the oxide layer are carefully removed to reveal an
oxide path along the ‘‘bird’s beak’’ region (Fig. 15c). The remaining oxide path
serves as a mask in successive anisotropic etching of a fin-shaped Si narrow path—
(Fig. 15d). Next, the oxide is completely etched off and a high quality gate oxide is
thermally grown (Fig. 15e). Finally the silicon nitride layer is deposited (Fig. 15f).
It protects the oxidized silicon nanowires remaining in contact with aqueous
solutions from a water penetration. Additionally, it creates a surface which is

Fig. 13 A picture of the device fabricated based on the SOI process (a) and results of
mechanical properties measurements of comb-drive based accelerometer (b)
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Fig. 14 a Scanning thermal microscopy cantilevers with active nanotip manufactured at ITE
[25]. b Silicon microcantilevers for biochemical applications

Fig. 15 Basic steps of the PaDEOx process for manufacturing of SOI-based FinFET-type
MOSFETs as biochemical sensors (description in the text)
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sensitive to hydrogen ion concentration due to charge exchange with the solution.
The process is completed with the necessary and standard contact formation,
metallization and passivation steps which are not shown in Fig. 15.

It is worthwhile to mention, that the devices have an even number of fins
(nanowires—NWs). This is a feature of all the FinFET fabrication methods in
which silicon masking shapes originate from materials/phenomena present at the
edges of other, usually sacrificial areas (e.g. [28]). The technique described above
has been successfully used for fabrication of devices for hydrogen ion measure-
ment and for biochemical investigation. The research done in this field at ITE in
collaboration with other groups is described in the next section.

3 Non-Standard FinFET Devices for Small Volume Sample
Sensors

A concept of the Ion Sensitive Field Effect Transistors (ISFET) was introduced by
P. Bergveld in 1970 in [29]. Since then the ISFETs have become analytical tools
widely used e.g. in chemistry, biology, medicine, and for environment monitoring
[30, 31]. In all these applications they are applied primarily for measurement of
hydrogen ion concentration in the water solution (pH), which is in many cases also
an indirect measure of concentration of other ions/species. As compared with
conventional Ion Selective Electrodes (ISE) the following features make them
attractive for the researchers and engineers: small size, short response time, low
output impedance. Moreover, they are suitable for mass fabrication. After exten-
sive investigations it has been found, that by modification of the gate material an
adjustment of the ISFET selectivity is possible. A dedicated gate stack composi-
tion may increase or change the device sensitivity to ions, thus may improve or
change the device functionality. By deposition of ion selective membranes
Chemically sensitive ISFETs (ChemFETs) are developed. Polyvinyl chloride,
polysiloxanes, polyurethanes and other polymers are suitable as the membrane
materials. Additionally biorecognition particles (e.g. enzymes) may be deposited
at the gate surfaces covered with the membranes. This allows for detection of
certain molecular species. The enzymatic reaction is responsible for high selec-
tivity. On the other hand, the device sensitivity may be also decreased, thus leading
to the ion-insensitive devices, i.e. reference field-effect transistors (REFETs)
which are usually used together with the ISFETs in differential measurements,
where the requirements for the reference electrode stability are weaker. Hence it
may be stated, that the ISFETs have become a root for a wide family of bio-
chemical sensors.

A trend for scaling down of all electronic devices, including the ISFETs has
caused a quest for tools for detection of small samples of the analyte. One of the
concepts consists in placing the ISFET inside a silicon nanowire (NW). This
solution takes advantages of great progress in the SOI device technology.
Advantages of the NW channel FETs for sensor and detector applications have
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been recognized (e.g. [32]). The PaDEOx process described in the Sect. 2 has been
used in ITE for fabrication of small sensors. Identically doped 8 NW-channel
FETs and 4 lm-wide channel FETs have been fabricated in the same chip.
Schematic cross-section, valid for both mentioned devices, is presented in Fig. 16.

Regardless of the variation in topography there are also two groups of devices
that differ in the channel doping. In the first group the transistor channels have
been formed based directly on the SOI p-type device layer (boron concentration of
8 9 1015 cm-3). In the second device group the channels have been implanted
with phosphorus to a concentration level of 2 9 1016 cm-3. The source and drain
regions in both groups have been doped with phosphorus (concentration of
1 9 1019 cm-3). The channels have been covered with 14 nm thick thermal oxide
layer and then with LPCVD nitride layer of the same thickness. All types of the
fabricated devices are schematically shown in Fig. 17.

Next, a Ti:W/Al metallization for source and drain contacts has been grown by
sputtering and patterned. The wafer surface has been covered with CVD oxide
protection layer. The layer has been removed from gate active areas of the FETs
and metal bonding pads by means of photolithography and wet etching. Then a
photoresist mask has been ashed out in an oxygen plasma etcher. As a result of this
process a thin oxynitride layer has been grown on the gate dielectric surface

Fig. 16 Longitudinal cross-section of SOI-ISFET devices

Fig. 17 Schematic view of all the fabricated devices: standard n-type FET (a, c) and junctionless
n+-n-n+ FETs (b, d); sensors a and b are covered with oxynitride dielectric layer, which has been
etched off in versions c and d
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(Fig. 17a, b). This layer has been intentionally removed in a part of the manu-
factured devices using wet etching step (Fig. 17c, d).

The active area of the fabricated sensor devices with the channel width defined
by the photolithography step is displayed in Fig. 18. A SEM image of the eight-
NW FET is shown in Fig. 19a. The details of a single NW are shown in Fig. 19b
where the dielectric covering the nanowire has been partially removed in order to
reveal the bare Si wire. The NW width determined by the SEM measurements is
equal approximately to 100 nm. A mean height of the silicon path after processing
is equal to 160 nm in all types of the devices.

Fig. 18 Photolithographic process SOI FET. Channel width = 4 lm

Fig. 19 Eight 100 nm-wide channel nano-wire FET (a); the Si wire width and a gate dielectric
profile after partial etching of the dielectric layers (b)
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All the devices mentioned above have been designed together within a single
chip. The wafers have been diced into chips and assembled on a PCB foil
(Fig. 20). Edges of the chips have been encapsulated with an epoxy resin.

The sensors have been characterized in water solutions using a AgCl reference
electrode for the solution DC biasing. Experiments have been carried out using a
small volume droplet of a liquid analyte (roughly 20 ll) adhered between the
reference electrode and the sensor. The drain current Ids versus drain voltage Vds

characteristics have been measured in a pH = 7 buffer solution with the reference
electrode voltage Vref and a silicon substrate voltage Vbs set as parameters. Results
for standard n-type (‘‘enhancement mode’’ n+-p-n+) 4 lm-wide FET with oxidized
nitride gate dielectric are presented in Fig. 21. It may be stated, that the wide,
‘‘photolithographic’’ transistor is in the ‘‘ON’’ state if its substrate bias is 0 V.
Then even for negative Vref voltage the drain current Ids does not drop below
several lA. It appears, that for substrate bias Vbs = 0 V the parasitic current along
the bottom Si-SiO2 interface may not be switched by the negative Vref bias.
However, if the substrate bias Vbs is -10 V or less then the back channel con-
duction is suppressed.

In the case of the nanowire sensors a dependence of the drain current on the
reference electrode potential is different than for the wide channel devices. In
Fig. 22 the Ids(Vref) characteristics of the eight NW n-channel junctionless sensor
(Fig. 17b) together with analogous characteristics of the 4 lm wide n-type FET
are shown. The NW sensor demonstrates current in the 10-12 7 10-11 A range in
the ‘‘OFF’’ state. Namely, at Vref = 0.5 V the drain current is 5 9 10-12 A,
whereas for the same bias conditions the drain current of the identically doped
wide n-type FET is 5 lA. As has been mentioned in the previous paragraph the
substrate bias as low as -10 7 -20 V is necessary to sufficiently decrease the
drain current in the ‘‘OFF’’ state.

At the next stage of the SOI-based sensor characterization the measurements of
concentration of hydrogen ions in aqueous solutions have been carried out, which
is their primary application. The setup presented in Fig. 20 has been used. Com-
mercially available buffer solutions (of pH 5, 7 and 9) have been dosed directly to

Fig. 20 The sensor chip, assembled on a PCB foil and connected to a standard ZIF socket; a
droplet of an electrolyte is visible in the middle of the sensor
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Fig. 21 Output Ids-Vds characteristics of the standard n-type FET sensor with oxidized nitride
gate dielectric measured in a droplet of pH = 7 buffer adhered between the reference AgCl
electrode and the sensor surface; a reference electrode potential and a bulk substrate potential are
parameters

Fig. 22 The drain current Ids

versus reference electrode
potential Vref characteristics
of two n+-n-n+ FET sensors in
a pH = 7 buffer solution:
4 lm-wide device defined by
a standard photolithography,
and eight NW (each 100 nm-
wide) device; the substrate
Vbs voltage is a parameter
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the sensor active areas. A miniature AgCl reference electrode has been used for
biasing the liquid. Two 4 lm-wide FET devices placed in the same chip have been
compared. In the first type of the ISFETs there is SiO2/Si3N4/SiOxNy gate
dielectric resulting from the oxygen plasma treatment of the Si3N4 surface. In the
second device type there is only SiO2/Si3N4 gate dielectric originating from the
first one by wet etching of the silicon oxynitride layer. The input characteristics Ids

versus Vref of the first and the second junctionless sensors (denoted by ‘‘oxide’’ and
‘‘nitride’’ respectively) are shown in Fig. 23 for various pH of the liquid gate. We
may notice, that the oxidized sensor characteristics are not dependent on the pH
value. On the contrary, the pure nitride surface sensor reveals a typical ISFET
sensitivity towards H+ ions of 50 mV/pH. A behavior that is similar to the standard
FETs, has been demonstrated by measurements of the eight-NW 100 nm wide
FET sensors (Fig. 24). In this case for the ‘‘nitride’’-type ISFETs, the pH sensi-
tivity of 40 mV/pH has been found. A transconductance of the NW sensor has
been calculated as 1.8 9 10-6 S, that is 30 % less than for the 4 lm wide sensor.
However the NW sensor can be used with a higher current density, which is
desirable in application circuits. Moreover, due to the positive threshold voltage
the n-type NW ISFET needs a small positive DC bias of the reference electrode
during measurement in order to increase its conductance.

The NW ISFET sensors have been used as base devices for modifications aimed
at preparation of chemical detectors or sensors, analogously to the widely used
CHEMFETs. A so-called gate dielectric functionalization via deposition of a
dedicated ion/molecule sensitive membrane is a key issue. During realization of
the presented work an ethylenetriamine (ETA) dissolved in ethyl alcohol has
proved to be an interesting substance for functionalization purpose [33].

Fig. 23 The Ids-Vref

characteristics of two 4 lm
wide, 8 lm long junctionless
FET sensors, types ‘‘oxide’’
(Fig. 17b) and ‘‘nitride’’
(Fig. 17d), measured in a
droplet of buffer solution; in
the inset—magnification of
‘‘nitride’’ device
characteristics; pH
sensitivity = 50 mV/pH
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The Ids(Vds) characteristics of the four-NW 20 lm long FET functionalized
with ETA have been measured in 10 mmol solution of KCl. It has been found that
the output characteristics have been noticeably shifted because of the functional-
ization. Subsequently, the ETA-covered sensors have been used in experiments of
metal ion detection. The electrical response of the sensor towards copper ions has
been tested. In the measurement setup the device operating point has been set to
Vds = 2 V and Vref = 1 V. Small amounts of Cu2+ ions have been successively
added, and the device conductance has been measured. A most noticeable response
of the sensor has been observed between 10-5 and 10-4 mol concentrations
(Fig. 25). This value may be determined as a threshold for detection of Cu2+ ions
with use of the sensor. A saturation of the Cu2+ influence has been observed for
further increase of the ion concentration.

Furthermore, an experiment aiming at a detection of lead ions has been also
carried out. In this case the eight-NW, 20 lm-long FET has been used. Its gate
dielectric has been functionalized with silane derivative of EDTA (ethylenedi-
aminetetraacetate). The sensor and the reference electrode have been put into a
10 mmol TRIS buffer solution. A DC bias of +2 V has been applied both to the
sensor drain and to the reference electrode. It has been found that adding a water
solution of lead nitrate noticeably increases the sensor conductance. It has also
appeared that the effect is reversible. Finally, the sensor has been scaled towards
the Pb2+ ions in water solutions in a concentration range from 1 9 10-7 to
1 9 10-3 mol. Sensor conductance, as measured after 50 s delay for the sensor
output signal stabilization at each solution, is presented in Fig. 26. Conductance of
the sensor increases nearly 1 % per decade of Pb2+ ion concentration. Moreover, it

Fig. 24 The Ids-Vref

characteristics of two eight-
NW 8 lm long junctionless
FET sensors, types ‘‘oxide’’
(Fig. 17b) and ‘‘nitride’’
(Fig. 17d), measured in a
droplet of buffer solution; in
the inset—magnification of
‘‘nitride’’ device
characteristics; pH
sensitivity = 40 mV/pH
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is clearly visible in Fig. 26 that the device sensitivity slightly increases along with
the lead ion concentration.

Other metal ions have been also detected using the EDTA-functionalized NW
sensors. The sensor has been sensitive to Cu2+ ions dissolved in TRIS pH = 7
buffer with a maximum sensitivity at 5 9 10-4 mol ion concentration. A similar
experiment carried out with Cd2+ ions has proved that a detection threshold is not
higher than 1 9 10-5 mol. Also mercury ions may be detected using the same
setup. EDTA functionalized eight-NW sensor exhibits the highest sensitivity at
1 9 10-5 mol concentration of Hg2+ ions.

A number of organic compounds can influence conductance of the sensor too.
An ascorbic acid and lysine may be detected at a level of 1 9 10-6 and

Fig. 25 ETA-functionalized
sensor conductance versus
time in experiment of Cu2+

ion detection; the
functionalized device: four-
NW, channel
length = 20 lm

Fig. 26 An influence of Pb2+

ion concentration on sensor
conductance, obtained for
50 s stabilization time at each
ion concentration
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2 9 10-6 mol respectively. It should be underlined that in the experiments
mentioned above the sensors have been operated rather as detectors than as meters.
The ions or organic molecules haven’t been detected selectively, so the same
signal could result from different elements in an analyte.

4 Summary

In the presented chapter a number of research projects utilizing the SOI technology
have been described with special emphasis put on the microsensor applications.
The SOI material itself as well as the SOI based processes and specific design
methods have many advantages. They have been partly mentioned in the intro-
duction, and illustrated in the following sections. Most of the presented results
have been achieved at ITE within a strong collaboration with other groups.

It has to be mentioned, that the SOI technology is highly demanding. Meeting
the requirements for the high quality silicon layer/BOX interface and for a very
good uniformity of the thin Si layer thickness is very important. The wafer
structure and quality are reflected by the SOI material cost, which is significantly
higher than of the bulk wafers. On the other hand, a number of photolithography
levels is lower in the case of SOI processes than in the case of the corresponding
bulk ones. So, a number of the SOI process steps is also lower. Thus, taking into
account the overall processing cost, usually the higher SOI wafer price is easily
compensated by the simpler SOI processing and its lower cost. Of course, the
selected SOI process steps (particularly carried out on thin body wafers) related
e.g. to growing/removing of the layers require a strict control, but this is also the
case in the state-of the-art bulk technologies, which in many cases do not allow for
fabrication of the complex hetrogenous systems.

To summarize, in spite of the challenges mentioned above, there is a confi-
dence, that the SOI technology creates a lot of opportunities and is recommended
for further microsensor and heterogenous system developments.
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Photoexcitation and Recombination
of Charge Carriers in Si/Ge
Nanoheterostructures

Vladimir S. Lysenko, Sergey V. Kondratenko and Yuriy N. Kozyrev

Abstract In this chapter, we present the study of the photogeneration and
recombination of nonequilibrium charge carriers, and the determination of photo-
conductivity mechanisms in semiconductor SiGe/Si and SiGe/SiO2/p-Si hetero-
structures with nanoislands. The work generalizes the results of studies of
morphological, structural, optical and electrical properties of semiconductor
nanoheterostructures. It is shown that the photoconductivity of nanoheterostruc-
tures SiGe/Si in the infrared range depending on the component composition, size
and magnitude of the mechanical stresses in nanoislands Si1-xGex is determined by
interband and intraband transitions involving localized states of the valence band of
the nanoislands. The effects of residual conductivity and optical quenching of
conductivity in SiGe/SiO2/p-Si heterostructures with SiGe nanoclusters was found
to be caused by variations of the electrostatic potential in the near-surafce region of
p-Si substrate and optically-induced spatial redistribution of trapped positive
charges between SiO2/Si interface levels and localized states of Ge nanoislads.

1 Introduction

Semiconductor heterostructures and especially semiconductor heterostructures
with low-dimensional objects, including quantum wells, quantum wires and
quantum dots, currently comprise the object of intensive study [1, 2]. Due to spatial
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confinement of charge carrier’s motion in one, two or three directions, respectively,
such nanostructures have unique fundamental properties and technological appli-
cations. Particular interest is attracted by nanoelectronic devices and systems grown
using epitaxy methods—vapor-phase, molecular-beam and liquid-phase—in which
the formation and spatial arrangement of nanoscale elements is carried out using the
effects of self-organization. Knowledge of the electronic spectrum, transport,
recombination, and photogeneration in self-organized nanostructures is essential
for creation of novel electronic and photonic devices.

Low-dimensional Ge/Si heterostructures have attracted considerable research
interest in recent years due to their significant potential to impact new electronic
devices which are compatible with the available silicon technology. Optoelectronic
devices based on SiGe dots grown on a Si substrate have been already proposed [3,
4]. In particular, the use of interband or intraband transitions involving localized
states in valence band of SiGe can increase the photoconversion efficiency in the
near infrared range. The low-dimensional silicon-germanium alloys have a wide
range of applications, including quantum dot IR photodetectors, memory cells and
spintronic devices. Widespread application of such system is the arrangement of
SiGe quantum dots in the space-charge region of heterojunctions, Schottky diodes,
p–n junctions or metal-oxide-semiconductor structures.

Morphology, optical and electrical properties of self-assembled quantum dots in
semiconductor heterostructures studied intensively over the past decade. It has been
shown that the optical and electrical properties of these nanoheterostructures are
defined by quantum dots (QDs) morphology, composition and spatial distribution
of strain near nano-objects. The results of quantum-size heterostructures showed
prospects for their use as active elements of the new solar cells, photodetectors and
transistors. In particular, significant increase of photoconversion efficiency was
achieved through the use of quantum size effects in solar cells with quantum wells
[5], which used optical transitions involving quantum-sized states [5]. According to
theoretical calculations, the maximum efficiency of an ideal solar cell based het-
erostructures, which involves appropriate energy levels nano-objects, is 63.2 %.
This exceeds the efficiency of 40.7 %, which corresponds to the theoretical limit of
solar cells based on a semiconductor [5, 6].

Strained Ge/Si heterostructures with Ge QDs, in which holes are confined in Ge
QDs leading to essential offset of the valence band, are considered as the second
type heterojunctions. It is supposed that quantum size effects and considerable
elastic strains in Ge nanoislands produce additional energy levels in the valence
band. Hole transitions from the localized states in the QDs into delocalized states
of the valence band may be used for development of infrared photodetectors
similar to already fabricated on the basis of InAs/GaAs heterostructures. Doing
this, a special attention should be paid to elaboration of lateral photodetectors that
offer large practical application due to possibilities of a simple realization of
infrared devices operating at the normal incident radiation with a sensitive surface
large area. More detailed investigation of optical and photoelectrical properties of
Ge QDs and adjacent Si layers is required to improve the technical parameters of
such systems. A large number of experimental works were devoted to investigation
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of the energy-band structure in a quantum dot. It is supposed that the positions of
energy levels in a quantum dot are determined by its size, shape and composition,
as well as by the value of inhomogeneous strain inside it caused by the lattice
mismatch.

A very important point affecting essentially the photoresponse value of Si–Ge
heterostructures is the in-plane inhomogeneity of their physical properties. The lack
of homogeneity is caused by nonuniform strain, variations of quantum dot content,
variations of impurity concentrations, charge accumulation by nanoislands them-
selves, etc. This leads to spatial modulation of the potential in a near-surface region.
A scale of fluctuations is determined by the density and lateral parameters of the
quantum dots. In addition, the surface potential fluctuations may cause the
appearance of inner electric fields affecting the transport and recombination of
nonequilibrium charge carriers.

In this review we present the study of the photogeneration and recombination of
nonequilibrium charge carriers, and the determination of photoconductivity
mechanisms in semiconductor SiGe/Si and Ge/SiO2/Si heterostructures with na-
noislands. The work generalizes the results of studies of morphological and
photoelectrical properties.

2 Sample Preparation and Measurement Technique

The molecular beam epitaxy (MBE) technique (‘‘Katun’-B’’ set-up, produced in
Novosibirsk, Russia) was used to prepare multilayer Ge–Si(100) nanocluster
arrays with the islands of various sizes and surface density. The (100) oriented
wafers of n-Si with 7.5 and 20 X cm resistivity and diameter of 76 mm were used
as substrates. In order to prepare multilayer quantum dot systems with regular
nanoisland distribution over the substrate surface, we have proposed to use a
system of Si1-xGex intermediate layers with a sub-critical thickness [7]. The Ge
mole fraction x was gradually increased from layer to layer grown at gradually
decreasing substrate temperature started from Ts = 500 �C. The growth process, in
particular the moment of the 2D ? 3D transition in the Stranski-Krastanov
growth regime, was controlled via RHEED (reflection high energy electron dif-
fraction). To study the surface morphology, atomic force microscopy (AFM)
measurements were carried out using an Ntegra AFM from NT-MDT with a closed
loop scanner. Standard Si cantilevers with tips having a half opening angle of 10�
were employed as probes. The growth of each Si intermediate layer was continued
until a high-contrast Si(100)2 9 1 RHEED pattern was produced typical of clean
Si. Thus, the multilayer Ge–Si(100) nanocluster arrays were grown at the tem-
perature Ts = 500 �C.

The Stranski-Krastanow growth of Ge nanoislands on Si(001) surface is an
intermediary process characterized by both 2D wetting layer (WL) and 3D island
formation. Transition from the layer-by-layer epitaxy to nanoisland structure
growth occurs at a critical layer thickness which is highly dependent on surface
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energies and lattice parameters. Figure 1 shows AFM images of different SiGe
nanoclusters grown on Si(001).

Germanium nanoclusters grown on/in silicon or silicon dioxide have been
successfully applied in new nanoelectronic, optoelectronic and memory devices
due to quantum confinement effect and possibility of integration within Si-based
technology [1, 8]. Heterostructures with epitaxial Ge nanoclusters isolated from Si
sub-strate by ultrathin silicon oxide layer, would be practically promising due to
their nanoscale size, tunability and high density. The interest in optoelectronic and
solar cells application stems from observation of infrared photoluminescence and
photoconductivity caused by optical transitions through confined states of Ge
nanoislands (NI). Other important applications of Ge on SiO2 structures include
CMOS transistors and nanocrystal nonvolatile memory [9, 10].

The technique of Ge nanoisland growth on Si(100) covered with ultra-thin SiO2

layers is widely accepted now [11]. This technique enables increasing the nano-
island density up to 1012–1013 cm-2 due to thermal decomposition of the ultrathin
oxide layer and formation of ‘‘defects’’ at the surface, that are nucleation centers
for both epitaxial and non-epitaxial Ge nanoislands with high aspect ratio varying
between 0.2 and 0.6 [12, 13]. Moreover, structures with Ge nanoislands grown by
this technique do not contain underlying germanium wetting layer as for Stranski–
Krastanow mode.

Non-epitaxial Ge nanoislands which are separated from the substrate attract
special interest due to spatial separation of electron-hole pairs leading to reduction
of recombination rate [14]. NI’s growth at the silicon surface covered with
ultrathin silicon oxide layer is mainly determined by the dynamics of changes of
the SiOx film structure and physical properties during Ge deposition and is prin-
cipally possible at temperatures below *400 �C, when the formation of voids in
ultrathin SiO2 films is suppressed [15]. Epitaxy at such low temperatures puts
some limitations on the crystallinity and structural perfection of the obtained
nanoclusters. Increasing of growth temperature up 430 �C allows for growing
epitaxial crystalline NI’s on silicon, while silicon oxide is destroyed due to thermal

Fig. 1 AFM images of different SiGe nanoclusters grown on Si (001) (a); QDs height
distribution along AB direction (b)
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decomposition effect [12]. Possibility for high temperature growth of crystalline
Ge NI’s on top of silicon oxide has not been studied in detail. Question under study
is what type of structure of Ge nanoclusters is formed after high temperature
growth in the presence of tetragonal silicon oxide film providing a poor epitaxial
relationship to the underlying Si(100) surface.

The Ge nanocluster structures were grown using a molecular beam epitaxy
(MBE) technique on boron-doped (Na *1017 cm-3) p-Si(100) substrates with the
resistivity of 7.5 X cm. A pre-epitaxial chemical oxidation of silicon resulted in
formation of a 2 nm thick SiO2 layer on the substrate. The surface modifications
were monitored in situ using reflection high-energy electron diffraction (RHEED)
technique. The Debay rings in electron diffraction image showed the presence of
amorphous silicon oxide layer. Prior to Ge deposition the oxidized silicon surface
was annealed in vacuum (*10-10 Pa) at the temperature of about 800 �C for an
hour. The diffraction pattern has changed. Appearance of clear and bright Kikuchi
lines allows us to conclude, taking into account the film thickness and the
annealing temperature, that phase separation and crystallization in oxide layer
have occurred [16]. Therefore, the film can be considered as a silicon suboxide
SiOx (0 \ x \ 2) with silicon rich regions. Then the substrate temperature was
lowered to 700–730 �C, and the deposition of germanium was performed, leading
to the formation of Ge nanoclusters on top of SiOx layer.

AFM image in Fig. 2a shows that deposition of Ge onto the SiO2 film at 700 �C
results in formation of NCs with the hemispherical top surface and the surface
density of *3 9 1011/cm2. The base diameter distribution of Ge NCs is
approximated by Gaussian function with a maximum at 16 nm and a full width at
half maximum of 6 nm. The mean height was about 10 nm. The HR-TEM image
shows the presence of crystalline Ge NCs, which are separated from Si(100) by
non-uniform silicon oxide layer containing crystalline voids with diameter about
1–2 nm (Fig. 2b). The oxide thickness d(x,y) varies from 0 to 1 nm. The Ge

Fig. 2 a AFM image of Ge NCs and sample view for in-plane PC measurements. b HR-TEM
images of Ge NCs grown on silicon oxide
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nanoclusters have a crystalline structure, but its quality is strongly affected by twin
boundaries, which are observed close to crystalline voids in oxide film. We can see
that 0.6 (height/base) aspect ratio for Ge islands on silicon oxide is much larger
than typical values 0.1–0.2 for Stranski-Krastanow islands [1].

The use of chemically oxidized Si surface with the initial 2-nm-thick SiO2 film
allows formation of crystalline Ge nanoclusters, which are separated from the
substrate by thin oxide layer, at high (*700 �C) temperature. One of key differ-
ences of the proposed technique for the formation of Ge nanoclusters is preliminary
modification of the chemically oxidized Si(100) surface. During the high-vacuum
annealing of SiO2 film at 800 �C for an hour, the thermal decomposition and
desorption of the silicon dioxide film take place according to the reaction

SiO2 þ Si ! 2SiO gasð Þ ð1Þ

This process takes place at SiO2/Si interface leading to formation of voids in
SiO2 with further lateral widening [17]. This process (Eq. 1) can be successfully
used for Si surface cleaning prior to epitaxial growth. In our case, we stop
desorption and decomposition of the oxide film at the initial stage, when the voids
have appeared on top surface only. As a result, the non-stoichiometric SiOx

(x B 2) layer is formed containing nonbridging oxygen hole centers and first
oxygen-deficiency centers (E’ centers). Two neighboring E’ centers can be
transformed into the neutral oxygen vacancy, in which two incomplete tetrahedra
are linked by Si–Si bond [18]. The Si–Si bonds on top of oxide film are the
nucleation centres for Ge nanocluster formation. During deposition of the first
germanium monolayer onto the silicon oxide, the absorption layer is formed,
which, starting just from the second monolayer, is transformed into nanoclusters
that nucleate randomly on top of chemical SiO2. Such a type of surface recon-
struction is energetically favorable in the case if the direct contact with the Si(100)
substrate is poor, i.e. when the oxide layer is still present [19].

3 Electronic Spectra of Ge/Si and Ge/SiO2/Si
Heterostructures with Nanoislands

The Ge/Si generally referred to the second type heterostructures, in which holes
are localized in the quantum dots, while electrons are supposed to be free in the
conduction band. A large number of experimental works was devoted to investi-
gation of the energy-band structure in a quantum dot. It is supposed that the
positions of energy levels in a quantum dot are determined by its size, shape and
composition, as well as the value of inhomogeneous strain inside it caused by the
lattice mismatch. Morphology studies may make possible the optimization of
epitaxial conditions and growth mode of the heterostructure formation. Another
important parameter that essentially influences optical and photoelectric properties
of Ge/Si heterostructures is the value of the valence band offset. The average
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valence band offset of Si/Si1-xGex heterojunction was estimated to be 0.54 x (eV),
where x is Ge concentration. This value describes rather accurately the properties
of heterojunctions of different compositions. The significant valence band offset
between silicon and Si1-xGex alloys determines a wide range of spectral sensitivity
variation of photodetectors with the SiGe quantum dots.

The Ge/Si system with nanoclusters (NC) on/in silicon oxide has attracted
considerable attention for their practical application in optoelectronic and memory
devices [1]. Idealizing Ge–NC grown on oxidized silicon surface as well as Ge/Si
heterostructures can be considered as a giant trap for holes due to deep potential
well in the valence band of Ge [20, 21]. However, real Ge/SiO2 and SiO2/Si
interfaces contain localized electronic states, which may capture electrons and
holes from Ge–NC and Si. Charge of trapped carriers may change the band
bending in underlying substrate, affecting electronic and transport properties of
Ge–SiO2 structures [21]. The presence of silicon oxide between Ge and Si sub-
strate favours spatial separation of electron-hole pairs, prevents their recombina-
tion, and increases lifetime. Very little is known about possible effect of charge
trapping by localized states of Ge–NC and interface levels on surface conductivity,
including optically-induced recharging phenomena.

3.1 Si12XGex/Si Nanoheterostructures

The Si1-xGex/Si nanoheterostructures refer to the second type, in which the
potential well for holes is in the valence band of Si1-xGex. Energy diagram of the
heterojunction is primarily determined by the values of the band gap and electron
affinity of the contacting materials. In unstrained Si1-xGex alloys the bandgap
decreases monotonically with increasing of Ge content. The dispersion law E(k)
depends on the Ge content also. Thus, at x [ 0.85 the band structure of Si1-xGex

alloys is similar to Ge minimum of the conduction band at L-point. Alloys with
lower Ge content with x \ 0.85 have a band structure similar to that of the Si
conduction band minimum at D-point [22].

Important parameters in terms of construction of an energy diagram is valence
band offset DEv and conduction band offset DEc, which depend on Si1-xGex alloy
composition and values of strain near Si1-xGex/Si heterojunction. According to
theoretical calculations [23] average (subband for heavy holes, light holes, and
split-off subband) valence band gap discontinuity for heterojunction between
unstrained Si and Ge is DEv,av0 = 0.58 eV. The best agreement between theory
and experimental results for Si1-xGex/Si heterojunction has been achieved if we
assume a linear dependence of the average offset for valence band from germa-
nium content x [22]:

DEv;av ¼ 0:58x ð2Þ
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To evaluate the conduction band discontinuity, the bandgap value of materials
that come into contact should be taken into account:

DEc ¼ eg;Si � eg;SiGe � DEv;av ð3Þ

Taking into account band gap values for Ge (eg,Ge = 0.66 eV) and Si
(eg,Si = 1.1 eV) the conduction band offset for Si/Ge heterojunction was found to
be DEc = -0.14 eV at room temperature.

It should be noted that the above theoretical estimations are simplified. Real
heterojunction is characterized by transition regions, the space charge layer and
band bending near the interface. The barrier profile can be significantly distorted
by electric charges that are trapped by interface states. In addition, mechanical
stresses exist near the interface between the Si1-xGex nanoislands and silicon
surrounding thus affecting the band structure of semiconductors and the shape of
the potential barrier.

The valence band of Si and Ge consists of three subbands: Ev,hh heavy holes,
Ev,lh light hole, and Ev,so split-off subband. In the absence of spin-orbit interaction
and strain the valence band of these materials is triply degenerate. In unstrained
materials spin-orbit coupling removes the degeneracy and split-off one of the
zones on value of D0. Namely, two subbands (heavy and light holes) are shifted
upward on D0/3, while third subband (split-off) is shifted down on 2D0/3. The
value of the spin-orbit splitting for Si is rather small D0 = 0.04 eV. In the case of
Ge, this value is much higher D0 = 0.30 eV.

It is known that in the system of Ge islands grown on Si substrate the na-
noislands are subject to compressive strain in the growth plane due to a 4 %
mismatch of Si and Ge lattice constants. The strains are maximal near the nano-
island base and partially relax from the base to the top of nanoisland. Covering
such a nanoisland structure with a silicon layer causes additional strains both in the
growth plane and in the growth direction which leads to an appearance of a
hydrostatic strain component. The silicon matrix near the QDs is subject to tensile
deformations with the maximum value on the interface of the heterojunction
between the QDs and Si. Hydrostatic strain does not change the semiconductor’s
symmetry and degenerancy degree of electron and hole states. Hydrostatic pres-
sure changes the average energy. As a result, the average valence band offset is
changed on av�DV/V value [22]:

DEv ¼ DE0
v;av þ av

DV

V
¼ DE0

v;av þ av 2exx þ ezzð Þ ð4Þ

where av—hydrostatic deformation potential, exx, ezz—strain values.
Uniaxial strain leads to additional splitting of subbands of light and heavy holes

in the point U8, which is proportional to the strain values and can be described
using the deformation potentials. The energy of spin-orbit splitting changes also.
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The shift (relative to average value) of subbands of light and heavy holes as well as
split-off subband for uniaxial strain along the [001] are defined as follows [24, 25]:

DEhh ¼ �b exx � ezzð Þ ð5Þ

DElh ¼ �DEhh �
1
2

D0 þ DEhhð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D0 þ DEhhð Þ2þ8 DEhhð Þ2

q� �
ð6Þ

DESO ¼ 1
2

D0 þ DEhhð Þ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D0 þ DEhhð Þ2þ8 DEhhð Þ2

q� �
ð7Þ

where b is deformation potential for uniaxial strain along [001]. The values of
spin-orbit splitting of the valence band D0, deformation potential and elastic
constants for Si1-xGex alloys are determined by linear interpolation of corre-
sponding values for Si and Ge [23, 26]. Effect of strain on the conduction band of
Si and Ge is more complex. Thus, the hydrostatic pressure shifts the energy
position of corresponding subbands, therefore uniaxial or biaxial strain break the
degeneracy. In the presence of hydrostatic strain, a shift of the conduction band
valley of SiGe structures occurs is determined by the following expression [27]:

DEc;av ¼ Nd þ
1
3
Nu

� �
ezz þ 2exxð Þ ð8Þ

where Nd þ 1
3 Nu is the conduction band hydrostatic deformation potential.

There are 8 and 6 equivalent valleys near the points L and D in the conduction
band of Ge and Si, respectively. Due to the presence of compressive strain in the
growth plane of the Si1-xGex, the sixfold degenerated conduction band D valley
splits. As a result, a fourfold degenerated D4 valley shifts towards lower energies
and a twofold degenerated D2—towards higher energies. The shifts of the D
valleys with respect to the average DEc,av for the [001] direction is given by:

DEC D2ð Þ ¼ 2
3
ND

u ezz � exxð Þ ð9Þ

DEC D4ð Þ ¼ � 1
3
ND

u ezz � exxð Þ ð10Þ

where ND
u is the deformation potential of the conduction band D valley.

For Si1-xGex, at germanium content x \ 0.85 the value of the conduction band
D valley deformation potential can be obtained by linear interpolation of the
corresponding potentials for pure Si and Ge [22].

In conclusion, the band offset values for valence band and conduction band of
Si1-xGex/Si heterojunction depend on the Ge content and the values of uniaxial or
biaxial strain. The strain values for heterojunction between strained Si1-xGex and
unstrained Si(001) substrate can be estimated by:
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exx ¼ eyy ¼ aSi � aSiGeð Þ=aSiGe � �0:04x ð11Þ

ezz ¼ �2exxC12=C11 ¼ �2v=ð1 � vÞexx ¼ �0:77exx � 0:03x ð12Þ

where aSi and aSiGe is lattice constants for Si na Si1-xGex, correspondingly, m—
Poisson’s ratio, C11 and C12—elastic constants.

Figure 3 shows calculated band offsets for heavy holes (curve 1) and light holes
(curve 2), depending on Ge content for heterojunction between strained Si1-xGex

alloy and Si surrounding.
In structures with Ge nanoislands, as opposed to two-dimensional Si1-xGex

films on Si, there is relaxation of elastic strains. Such relaxation is the driving force
of nanoislands formation, accompanied by the appearance of nonuniform stress
fields in both nanoislands and Si surrounding. A numerical calculation of
mechanical stress field distribution was carried out in a system of four Ge0.7Si0.3

QD layers with the height of 1.5 nm and lateral size of 23 nm separated by Si
spacers [28]. It was shown that as a result of such deformations the D2 valley of the
silicon matrix valence band in the region of Ge0.7Si0.3/Si heterojunction shifts with
respect to the valence band valley of unstrained silicon by about 100 meV. Strain
fields near nanoislands are nonuniform and reach maximum values near base and
top of the nanoislands. As a result, the strain field creates potential well for
electron in the Si near QDs [29] (Fig. 4).

Thus, the energy diagram of Si1-xGex-QD/Si heterojunction depends on Ge
content, inhomogeneous stress fields, and QDs shape. Effect of strain on band
offsets, dispersion law, and effective mass of Si, Ge, and Si1-xGex should be taken
into account at solving of the quantum-mechanical problem on finding the eigen
values of energy holes in Si1-xGex nanoislands in Si matrix.

To evaluate the effect of quantum confinement on energy spectrum of holes in
strained Si1-xGex/Si heterostructures with QDs we should consider the motion of
quasi-free charge carriers in three-dimensional rectangular potential well, the
depth of which is given by V0 = DEv.

Fig. 3 The calculated band offsets for heavy holes (curve 1) and light holes (curve 2), depending
on Ge content for heterojunction between strained Si1-xGex alloy and Si surrounding
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Typically, the lateral size of Si1-xGex QDs grown by MBE technique is greater
by an order than their height. In most cases, the actual quantization of motion of
holes in the lateral direction is negligible compared to confinement in growth
direction. In this case, the analysis of the energy spectrum of holes in the valence
band of Si1-xGex QDs can be done in the model of one-dimensional potential well
of finite depth. For symmetric one-dimensional potential well problem is reduced to
the solution of stationary Schrödinger equation using the effective mass approach:

� �h2

2m� W00 þ ðUðzÞ � EÞW ¼ 0 ð13Þ

UðxÞ ¼
V0; x\0:5d;

0; xj j\0:5d;

V0; x [ 0:5d;

8><
>:

ð14Þ

where d is the width of potential well, m* is the effective mass of holes in strained
Si1-xGex alloy.

It should be noted that the above approach allows us to accurately determine the
energy of the ground state. As shown by theoretical calculations of the excited
states of SiGe nanoislands with different shapes and sizes [31, 32], an account of
their real shape slightly changes the positions of the energy levels. However, this
simplified consideration allows explaining the optical absorption and photocon-
ductivity of quantum-sized Si–Ge heterostructures.

Figure 5 shows the results of numerical calculations of the energy spectra of
holes in Si1-xGex quantum wells with width of 2 nm for different Ge contents. The
analysis shows that the energy position of localized states with respect to top of Si
valence band increases nonlinearly with x due to the dependence of the effective
mass of holes from the strain values in this system.

Fig. 4 Band diagram of
strained SiGe–QD/Si
heterostructure [30]
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Assuming the existence of filled by holes the quantum-sized states in hetero-
structures Si1-xGex/Si, two types of intraband transitions are possible in the valence
band of Si1-xGex/Si: 1) bound-to- continuum transition (transitions 1 and 2 in
Fig. 5a) and the transition between localized states (transition 3 in Fig. 5a) [33–35].
These intraband transitions are observed when the electric vector of electromag-
netic wave has nonzero z-component (oscillation along confinement direction.

The results of calculation of energy levels position (relative to the top of the
valence band of c-Si) for heavy holes in Si0.2Ge0.8 QWs is presented in Fig. 6. As
follows from calculations, with increasing QW width the number and position of
localized states in the valence band increases.

Fig. 5 Valence band potential profile and intraband transitions (a). The activation energies for
localized holes of Si1-xGex quantum wells with width of 2 nm and different content of Ge (b)

Fig. 6 Estimated depth for
heavy hole states for different
width of Si0.2Ge0.8 QWs
relative to top the valence
band of c-Si
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3.2 Ge/SiO2/Si Nanoheterostructures

The energy band diagram for Ge–NC/SiO2/Si structure (Fig. 7a) has more
complex electronic spectrum as compared to well-known SiO2/Si or Ge/Si sys-
tems. Presented diagram shows bands along [001] direction, through the base of
Ge–NC in the place, where oxide thickness equals to d(x,y). It should be noted
that the value of d(x,y) varies from place to place in the range of 0–1 nm. The
studied structures as well as Ge/Si heterojunctions have a large *0.7 eV valence
band offset (type II) leading to effective confinement of holes in Ge regions,
while electrons are localized in silicon surrounding [36]. Thereby, Ge NCs can
be considered as giant traps for holes [1, 35]. An intermediate ultrathin SiO2

layer favors to electron-hole separation with respect to Ge nanoislands grown
directly on Si. Additionally, chemically oxidized p-Si accumulates positive
charge at SiO2/p-Si interface [37], which induces downward bend bending up to
0.5 eV in the underlying Si with acceptor concentration Na = 1015 cm-3. Sur-
face photovoltage measurements give downward band bending value in the range
from 300 to 500 meV. Besides localized states in the valence band of Ge, a high
density of traps was reported for Ge–NC/SiO2 interface [21]. Thereby, strong
effect on band bending and surface conductivity in the underlying p-Si should
have charge carriers captured by Ge/SiO2 and SiO2/Si interface states. In addi-
tion, NCs with areal density of *391011/cm2 populated by holes may induce
additional fluctuations of surface potential up to few hundreds meV (Fig. 7b).
Optical recharging of these states will have effect on band bending, electrostatic
potential fluctuations, and surface conductivity.

Fig. 7 Band diagram of Ge–NC/SiO2/Si structure. a The arrays show interband electronic
transitions in c-Si and Ge NC. b Electrostatic in-plane fluctuations in the space charge region of
underlying p-Si substrate

Photoexcitation and Recombination of Charge Carriers... 429



4 Photocurrent Spectroscopy of Ge/Si and Ge/SiO2/Si
Nanoheterostructures with Nanoislands

Analyzing the energy diagrams of Si1-xGex/Si heterojunction we can conclude
that the photosensitivity range of these structures is determined by the position of
the Fermi level in the heterostructure, i.e. the dopant concentration in Si substrates
and epitaxial films (Fig. 8a). Interband optical transitions are realized in the
presence of electrons in quantum-sized states of the valence band nanoislands. For
intraband transitions in the valence band, the Fermi level must be below at least
the ground state of nanoislands. Development of efficient optoelectronic devices
requires information on energy, oscillator strengths, and selection rules for inter-
band and intrabend transitions. A large number of publications has been devoted to
the study of optical properties of Si1-xGex nanoislands, including absorption [38]
and photoluminescence spectroscopy [39]. Fluorescent measurements do not
reflect all transitions possible in heterogeneous in size and composition of
deformations heterostructures. Opportunities of absorption spectroscopy are
severely limited by the fact that the radiation passing through nanoscale quantum
dot layer is absorbed only by its small part (*10-4–10-5). As a result, the direct
measurement of the absorption spectra of quantum dots is rather difficult task
which requires a very sensitive technique and long-time measurements. One of
methods which makes possible to study the absorption spectra in nanoscale
semiconductor structures is an in-plane photocurrent spectroscopy [40, 41]. The
value of photoconductivity is proportional to the number of photogenerated charge
carriers, and thus the absorption coefficient. Photocurrent spectroscopy is a direct,
sensitive and relatively simple method of studying the shape of optical absorption
spectra and energy and interband transitions possible in heterostructures with
nanoscale objects.

For in-plane photoconductivity (PC) studies, Ohmic contacts separated by
distance of 10 mm were formed by annealing of Au at 370 �C. As a result, AuSi
eutectic mixture gives electric contact to p-Si substrate (Fig. 8b). Ohmic current-
voltage characteristics were linear in a wide temperature range of 50–290 K for
applied biases from -1.0 to +1.0 V.

4.1 Intravalence Band Transitions in Ge/Si
Nanoheterostructures

Spectral dependences of lateral photocurrent of Ge/Si heterostructure with quan-
tum dots were measured at normal incidence and side illumination at 77 K
(Fig. 9a). The photocurrent is caused by intraband transition of holes between
localized states in the valence band of nanoislands (Fig. 9b).

For in-plane photoconductivity (PC) studies, Ohmic contacts separated by
distance of 6 mm were formed by annealing of Au at 370 �C. As a result, AuSi
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eutectic mixture gives electric contact to p-Si substrate (see Fig. 9c). Ohmic
current-voltage characteristics were linear for wide temperature range of
50–290 K for applied biases from -1.0 V to +1.0 V. PC spectral dependences
were measured using an infrared spectrometer under illumination of a 250 W
halogen lamp. Spectral dependences were normalized to the constant number of
exciting quanta using a nonselective pyroelectric detector. The dark current and
the photocurrent were measured in temperature range of 50–290 K using current
amplifier and standard detection technique of the direct current.

Fig. 8 a Different types of optical transitions in Si/Ge heterostructures, which causes
photoconductivity: interband transition through localized states of Ge QD (red arrows),
intraband transition (blue arrow). b Set-up for in-plane photoconductivity measurement

Fig. 9 a Spectral dependence of lateral photoconductivity of Ge/Si heterostructure with Ge
quantum dots measured at side excitation and normal incidence geometry at 77 K. The inset
shows in details the low-energy part of the spectra. b Energy level scheme for valence band of
SiGe QDs. c Measurement geometry for in-plane PC measurements
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In the case of side excitation, when nonpolarized light spreads along the basis of
Ge nanoislands, there exists a component of the vector E oscillating along the
growth direction (z-component), in which the confinement is the most pronounced.
As it is known, intraband transitions in potential wells may be caused only by z-
component of the vector E. The optical absorption coefficient for the transition
from level i to f in a QDs is proportional to the matrix element:

a / Wi pj jWf

� �		 		2 ð15Þ

where p is the momentum operator for corresponding transition. The integral
defining the transitions between the levels has the form:

Pmn ¼ �i�h

Z Z Z
W�

i

o

oxk
Wf dxdydz ð16Þ

where xk = x,y,z. Polarization selection rules will be specified by nonzero terms of
this integral. Only transitions with Dn = 1, i. e. between the first and second levels
are dominant. The transitions E111 ? E112, E121,E122 ? E122,E212 and E221,E222

are allowed with polarization along the growth axis.
Selection rules can be changed if a potential well has a finite depth and effective

masses of carriers in the well and barrier layer are different. As a consequence,
electron transitions under the irradiation of light polarized in the lateral structure
direction become possible (under the action of x- and y-components of the vector E).
For GaAs/AlGaAs quantum wells, the absorption coefficient for the light polarized
along quantum dimensional layers is several orders smaller than for the light with z-
polarization. However, selection rules are modified in quantum dots making it
possible to observe intraband transitions at one band also at normal incidence of
exciting irradiation. As a result, the photocurrent value in our photoconductivity
experiments depended essentially on the way of irradiation of the heterostructure.
The photocurrent in the range from 0.3 to 1.0 eV at normal incidence of exciting
irradiation was much smaller (Fig. 9, curves 2).

In the case of side excitation in the spectral range from 0.3 to 0.37 eV, two
peaks of current were observed at 0.32 and 0.34 eV and the photocurrent increased
monotonically as the quantum energy increased in the range hv [ 0.38 eV. The
peaks of current observed in the spectral range from 0.3 to 0.37 eV can be
attributed to hole transitions between the levels in the valence band of nanoislands.
It can be seen that these values, by order of magnitude, lie within the range of
excitation energies which follow from the level positions estimated above for SiGe
quantum dots. The photoresponse in the range hv [ 0.38 eV may be caused by
hole transitions from the ground state of the valence band of SiGe nanoislands to
two-dimensional continuum states of the valence band of a wetting layer or
intermediate layers of Si surrounding [42–44]. Nonequilibrium carriers excited by
such transitions may contribute to the observed lateral photocurrent, as far as no
potential barriers exist for electron transport in the lateral direction. However, it is
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impossible to distinguish a contribution of bound-to-continuum transitions to the
states existing in a wetting layer or Si intermediate layers in the conditions of
given experiment.

4.2 Interband Transitions in Ge/Si Nanoheterostructures

As shown above, interband transitions between localized states of the valence band
of SiGe QDs and delocalized states of the conduction band of silicon surrounding
can be observed in low-dimentional Si–Ge heterostructures. Such transitions are
possible if ground states are partially filled by electrons (Fig. 10). These transitions
cause the appearance of nonequilibrium electrons in the Si spacer layers and WLs,
which are transport channel. Observed photoconductivity is monopolar. The
spectral range of interband transitions is determined by Ge content of QDs, strain
value and confinement energy for holes in the valence band.

Figure 11a shows the spectral dependence of the lateral photoconductivity of
the Ge/Si nanoisland structure measured at room temperature. A photoresponse
was observed under the illumination with energies hm[ 0.81 eV. Photoconduc-
tivity spectra were also measured for the sample c-Si without Ge QDs in order to
compare the results. The main distinction of the measured spectral photocurrent
dependencies was found in the range from 0.81 to 1.02 eV. The samples contain 5
periods of layers with QDs separated by Si layers with thickness of about 50 nm.
TEM image of the first layer of Ge QDs grown on the system of Si1-xGex layers
and size distribution of QDs are given in Fig. 11b. AFM image is given in
Fig. 11c. As one can see, the nanoislands are shaped as a tetrahedral pyramid with
the base of about 50 nm and height of about 4 nm. The average distribution
density is about 109 cm-2. To explain these results, the shape of experimental
spectra should be analyzed in detail.

To determine a shape of a photocurrent spectrum theoretically, one should solve
the continuity equation for photoexcited carries with corresponding boundary
conditions [46]. An approximate expression for the photocurrent in the case of
uniform absorption ad \\1 can be given as follows:

Fig. 10 Two types of
interband transitions in SiGe/
Si heterostructures with QDs
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IPC � I0 1 � Rð Þd
hv

a ð17Þ

where I0 is the intensity of exciting radiation, a is optical absorption coefficient,
R is reflection coefficient and d is the sample thickness. It is supposed that the
absorption is uniform for the investigated samples in the range from 0.81 eV to
1.2 eV. In this case the shape of photocurrent spectrum is determined by the
component a(hv)/hv. The distinction of the spectra for GeSi nanoisland samples
and c-Si sample without nanoislands is conditioned by changes in the optical
absorption.

Silicon and germanium, as well as solid alloys Si1-xGex are known as semi-
conductors with indirect bands. The optical absorption coefficient for indirect
allowed transitions with phonon energy hmk is determined as follows:

a hvð Þ ¼ A

hv
1 þ Nq


 �
hv � eG � hvkð Þ2þ A

hv
Nq hv � eG þ hvkð Þ2 ð18Þ

where eG is the band gap energy, Nq ¼ exp hvk
kT

� 
� 1


 ��1
is a number of phonons with

energy hmk [46]. The first component in the Eq. (18) corresponds to photon
absorption with phonon emission; the second component corresponds to photon
absorption with phonon absorption. The spectral dependence of the optical absorp-
tion can be well approximated by two straight lines in coordinates hm,

ffiffiffiffiffiffiffiffiffiffiffi
hm � a

p
. The

straight line for small values of the absorption coefficient intersects the hv axis at

Fig. 11 a Spectral dependences of the lateral photocurrent of the Ge/Si heterostructure with Ge
QDs (5 layers, growth temperature 450 �C, base 50 nm, height 4 nm and average density 109

cm-2, Ge fraction 0.75–0.85) and c-Si substrate measured at 290 R. b AFM image of the surface
of Ge/Si heterostructure with Ge QDs; c TEM image of the first layer of Ge QDs grown on the
system of Si1-xGex intermediate layers [45]
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value hv = eG – hvk. The straight line for larger values of the absorption coefficient
has a different slope and begins contributing at hv = eG + hvk, allowing to determine
the values of eG and hvk.

Thus, the photocurrent spectral dependencies given in coordinates hm, hm HIPC

have linear regions indicating indirect phonon transitions. The photocurrent spectral
dependence for c-Si sample in such coordinates can be approximated by two straight
lines corresponding to contribution of indirect transitions with absorption and
emission of phonon, correspondingly. The same straight lines were observed for the
QD structures in the range from 1.02 to 1.2 eV. Such an effect can be conditioned by
the emission being absorbed by c-Si substrate and intermediate layers. It was
revealed that the nanoisland GeSi structure was photosensitive in the range from
0.81 to 1.02 eV, where the sample c-Si without the nanoislands is transparent.

The shape of spectral dependence in coordinates hm, hm�HIPC was linear in this
range. The adsorption spectra are approximated by equation:

a hvð Þ ¼ A

hv
Nq hv � eGð Þ2; ð19Þ

with eG = 0.81 eV.
This type of spectral dependence is typical for nonuniform or quantum-sized

semiconductors. The photocurrent of Ge/Si heterostructures with Ge nanoislands
in the range from 0.81 to 1.02 eV is caused by interband transitions in the SiGe
nanoislands. One should pay attention to the fact that the determined limited
energy value 0.81 eV exceeds Ge band gap energy 0.66 eV at 290 K. Such a shift
can be explained by quantum size confinement of the carriers in the nanoislands
and by the increase of band gap of SiGe alloys due to Si–Ge intermixing.

4.3 Photocurrent Spectroscopy of Ge–NC/SiO2/Si Structures

Measurements of infrared photoconductivity in Ge–NC/SiO2/Si structures made it
possible to evaluate their electronic spectrum. The PC spectra measured at tem-
peratures 50, 80, and 120 K (Fig. 12) give information about energies of electronic
transitions in Ge–NC/SiO2/p-Si structure. The in-plane photocurrent in the range
hv [ eG,Si is mainly originated from band-to-band transitions in c-Si. For light
excitations with photon energy below band gap of Si hv \ eG,Si (eG,Si = 1.17 eV
at 77 K [47]), the electronic transitions from valence band to conduction band of
NCs give main contribution to PC. However, generation of photocurrent in the
range 0.8 \ hv \ eG,Si for Ge–NC/SiO2/Si is also possible due to transitions
between tails of the density of states in the near-surface c-Si [48], the optical
absorption spectra of which are described by Urbach law [49]. The electron
transitions through the states of Ge–NC/SiO2 and Si/SiO2 interfaces may also be
observed. However their contribution to PC is expected to be small due to high
probability of recombination through interface state.
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The contribution of electron-hole pairs photoexcited in Si is observed, when the
quanta energy exceed the band gap value. In the spectral range hv \ 1.1 eV, in
which c-Si is transparent, interband indirect transitions take place via the states in
the valence and conduction bands of nanoclusters. Non-equilibrium carriers
photoexcited in nanoclusters do not contribute into carrier transport directly. In
order to contribute into the lateral current, the non-equilibrium electrons and holes
should be spatially separated. As for Ge/Si heterojunctions, studied systems
referred to type II, where strong confinement for holes in the region of Ge
nanoclusters occurs. In the studied heterostructures, electrons can tunnel through
the oxide SiOx film into the near-surface silicon region and make contribution into
conductivity. At the same time, non-equilibrium holes are localized in the valence
band of Ge nanoclusters, however, they can affect the potential relief in the near-
surface region of Si substrate, and hence, make an indirect effect on the system
conductivity.

Thus, photoconductivity of the structures in the range of Si transparency is
unipolar—intrinsic absorption of light in nanoclusters leads to an increase of the
electron concentration in the Si potential well near the SiOx-Si interface and to an
increase of the surface conductance. In this case, the shape of lateral photocon-
ductivity spectra reflects main features of intrinsic absorption of light in nanocl-
usters. The edge of PC spectrum of the investigated structures at hv [ e0 is
described by the dependence typical for the indirect band semiconductors:

a hvð Þ ¼ C

hv
hv � e0ð Þ2 ð20Þ

where C is a constant, e0 is the width of the optical band gap. At excitement with
quanta hv \ e0 the Urbach tail is observed due to the crystal structure disorder [9].

Fig. 12 In-plane PC spectra
measured at 50, 80, and
120 K
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Photocurrent spectroscopy and X-ray diffraction demonstrate that the nanocl-
usters have the local structure of body-centered-tetragonal Ge, which exhibits an
optical adsorption edge at e0 = 0.48 eV. Taking into account quantum-size effect,
this is in a good agreement with the theoretical calculations of electronic and
optical properties of bulk body-centered-tetragonal Ge and Si, according to which
the band gap for the mentioned polytypes is 0.38 and 0.86 eV, respectively [50].

5 Photoinduced Conductivity Changes in Ge–NC/SiO2/Si
Structures: Persistent and Quenching Effects

Selective excitation of Ge–NC/SiO2/Si system by photons with different energy
shows possibility to induce two non-equilibrium modes with excess and shortage
of conductivity value as compared to the equilibrium one I0 at temperatures below
150 K. PC relaxation process depends on photon energy and previous excitation
history. Illumination by photons with energy hv [ eG,Si causes conductivity
growth. Residual conductivity with level I1 higher than equilibrium value I0 per-
sists for long time after the optical excitation is removed. In Fig. 13 we show
persistent photoconductivity (PPC) decay curves measured at 50 K for
hv = 1.5 eV excitation, which can be expressed as:

IPPCðtÞ ¼ IPPCð0Þ exp � t

s

� �b
� �

ð21Þ

where b = 0.83 is the decay exponent, t is time after end of photoexcitation, s is
the characteristic decay time constant. The stretched-exponential decay usually
describes the relaxation of a wide class of disordered systems toward equilibrium.
The new steady-state value exceeds initial dark current I0 by 8 %. The main
peculiarities for PPC effect: long-term conductivity, thermal quenching, and
independence from bias voltage breaking were confirmed.

Excitations by photons with energy below c-Si band gap results in current spike
and subsequent slow decay of PC under stationary illumination. In the case when
photons with hv B 0.7 eV excite Ge–NC/SiO2/Si structure, the total conductivity
value becomes lower than the initial equilibrium level, which was established after
cooling in the dark from 290 to 50 K. Removal of 0.7 eV photoexcitation leads to
further decay of current, and in consequence the steady-state conductivity I2 remains
lower than initial equilibrium value I0. Subsequent illumination by 1.5 eV photons
switches system to the high-conductivity persistent mode. Figure 13 shows transient
PC upon 0.7 eV and 0.9 eV illumination performed after transfer of system to
persistent conductivity state I1 by 1.5 eV photons. PC transients upon excitation are
characterized by a relatively fast current growth with following slow decay to a
quasi-stationary value lower than I1. Termination of 0.7 eV or 0.9 eV illuminations
gives the lowest value of in-plane conductivity (I2). The optical quenching values
(I1 - I2)/I1 were found to be 6.1 and 3.2 % for 0.7 and 0.9 eV, respectively.
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The curves of PC transient depend on previous excitation history. For example,
if after optical quenching by 0.7 eV or 0.9 eV photons free electron-hole pairs in
the depletion layer of underlying Si are generated by photons with energy
hv [ eG,Si, the system goes back to the nonequilibrium mode with persistent
conductivity (I1 [ I0). Photoexcitation by photons with energy hv \ eG,Si can be
used to induce the low-conductivity steady-state again, i.e. to transfer system from
persistent state to low-conductivity steady state (I1 ? I2).

Several models have been proposed to explain the origin of persistent con-
ductivity. In the microscopic local-potential model, the local fields of inhomoge-
neity separate photoexcited electrons and holes and thus delay recombination [51].
The other dominant mechanism of PPC involves macroscopic potential barriers,
which prevent recombination in the other way [52, 53]. One type of carriers should
be localized by traps, while the other ones are free and separated spatially. As
reported in [51, 54], both long decay and high conductivity values can not be
explained by usual models of Shockley-Read recombination centers. After the
optical illumination is removed, the long-term nonequilibrium modes with reduced
and increased conductivity as compared to the equilibrium one were observed due
to recombination-preventing potential barrier, which separates spatially the
regions with trapped carriers and the conductivity channel in p-Si substrate.
Described macroscopic barrier is originated from the space-charge region of near-
surface Si. In addition, the presence of Ge–NCs induces in-plane fluctuations of
electrostatic potential in conductivity channel, which favor spatial separation of
photoexited electron-hole pairs in lateral direction.

Fig. 13 Transient in-plane
photocurrent upon exposure
of structure with Ge NCs by
photons with energy 1.5; 0.9
and 0.7 eV at temperature of
50 K. Bias voltages was
500 mV
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We believe that large-scale electrostatic fluctuations could exist in the near-
surface region of Si substrate, which are the result of spatial distribution of trapped
electrons and holes, inhomogeneity of the oxide film composition, interface
imperfections, and non-uniform strain in Ge–NCs and Si substrate. Moreover,
strain-modified confinement potential for electrons in the underlying silicon may
enhance in-plane fluctuations in Ge–NCs/SiO2/Si structures [55]. Persistent
photoconductivity in systems with fluctuating potential can arise in the case, when
the thermalization of electrons and holes is faster than the recombination, and
activation energy of recombination exceeds the activation energy of conduction,
i.e. the energy of charge carrier’s emission to percolation level [56].

Let us analyze the peculiarities of PPC originated from electron-hole pairs
photoexcitation in the near-surface region of Si by 1.5 eV photons. The electric
field of space charge region of p-Si shifts photoexcited holes to bulk, while the
nonequilibrium electrons drift to surface filling the minima of the potential relief in
underlying p-Si. In turn, recombination rate of these electrons and holes trapped by
SiO2/Si interface states would be enhanced. Moreover, excess of electrons near
SiO2/Si increases a probability for electron penetration into NC’s region and their
subsequent recombination with trapped holes. As a consequence, there are
reductions of positive charge trapped by NCs and SiO2/Si interface states.
Removal of excitation does not return the initial concentrations of trapped holes;
therefore downward band bending becomes smaller than initial one. The reason is
the presence of capture-preventing barrier near SiO2/Si interface centers for holes
in p-Si substrate. In other words, the electric field of p-Si depletion region limits
the flow of holes to SiO2/Si interface from substrate and restricts their subsequent
capture by NC’s or interface states (see Fig. 7a). As a consequence, the increased
conductivity persists due to the lowest value of trapped positive charge and the
presence of a certain number of non-equilibrium electrons in the near-surface
depletion region of p-Si.

It should be noted that described PPC effect originates from spatial separation
of carriers photoexcited in Si substrate mainly. Fundamentally different effect of
photoconductivity quenching was observed under excitation by photons, which
can not photogenerate free electron-hole pairs in Si. The conductivity of Ge–NC/
SiO2/Si system can be quenched to level I2 \ I0, which is lower than equilibrium
value (see Fig. 13) by photons with energy sufficient for electronic transition from
the valence band to the conduction band of Ge–NCs only (eG,NC \ hv \ eG,Si).
Observed photoconductivity is monopolar: electrons photoexcited in Ge–NC have
high probability to transfer through interface states into underlying p-Si, giving
contribution to lateral PC (see Fig. 7a). As a consequence, current spike is
observed at initial stage of illumination by 0.7 eV photons. Photoexcited holes,
which are localized in the deep potential well of Ge–NCs, can not contribute into
carrier transport. Appearance of excess electrons in near-surface region of p-Si
enhances recombination rate in the space charge region of Si and decreases
positive charge trapped by SiO2/Si interface states. Taking into account bipolar
photoexcitation and neutrality principle we can conclude that increasing of posi-
tive charge trapped by Ge–NCs must be accompanied by decreasing of holes in

Photoexcitation and Recombination of Charge Carriers... 439



SiO2/Si interface traps. In other words, an optically induced holes redistribution
between SiO2/Si interface traps and localized states of Ge–NCs occurs. Accu-
mulation of positive charges by Ge–NCs increases gradually the fluctuations of
downward band bending in the underlying p-Si, thereby reducing the recombi-
nation level and decreasing the surface conductivity upon excitation.

Removal of illumination stops the photoexcitation of electrons and holes in Ge–
NCs, therefore photoconductivity drops (see Fig. 13). However, thermal emission
of excess holes localized by deep potential well of Ge–NCs to underlying silicon
restores slowly the equilibrium value of positive charge trapped by SiO2/Si
interface states tending to set equilibrium level of conductivity. In addition, some
part of excess electrons with energy greater than the recombination level has
possibility to recombine through interface states or penetrate to NCs quantum
region, where they recombine with non-equilibrium holes. However, photoexcited
electrons and holes are separated spatially by an oxide layer and local electric
fields, which can greatly limit probability of their recombination. As a conse-
quence, excess holes remain trapped by Ge–NCs and SiO2/Si interface states a
long time at low temperatures, while electrostatic fluctuations in the space-charge
region of underlying p-Si provide a sufficient number of local traps serving as
long-lived charged states. Excess of trapped holes induces residual downward
band bending, the magnitude of which is greater than the equilibrium one. It
causes setting of non-equilibrium mode I2 \ I0 with lowest surface conductivity
value in p-Si space charge region due to local field effect on surface conductivity.

Let us analyze some difference of optical quenching under photoexcitation by 0.7
and 0.9 eV photons. As mentioned above, such values of hv are enough for inter-
band transitions in Ge–NCs, while p-Si substrate is transparent. However, photons
with hv = 0.9 eV are able to fulfill the electron transition between Urbach tail-state
of heterogeneous near-surface Si or transitions through deep states of SiO2/Si
interface. Threshold energy for such kind of transition *0.8 eV can be estimated
from photoluminescence spectra of SiO2/Si structures [19]. It is obvious that
additional photoexcitation of free holes in the near-surface Si causes the conduc-
tivity increasing and makes observation of quenching effect more difficult. On the
contrary, excitation by 0.7 eV photons creates electron-hole pairs in Ge–NCs
mainly. In consequence of this features the photoexcited holes are localized directly
in Ge–NCs inducing the decrease of conductivity upon photoexcitation.

6 Conclusions

The optical adsorption of SiGe/Si heterostructures with SiGe nanoislands in the
infrared range is determined by interband and intraband transitions involving
localized states of valence band of SiGe nanoislands. The in-plane photoconduc-
tivity of Si1-xGex nanoheterostructures, when the ground state of SiGe nanois-
lands is filled with holes, is caused by intraband hole transitions between quantum
states of SiGe or bound-to-continuum transitions with subsequent transport of
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holes through wetting layer and silicon intermediate layers. Two types of interband
transitions can be observed in structures where Fermi level is higher than ground
state of SiGe nanoislands. The first one is spatially indirect optical transitions of
electrons from the QD valence band to the conduction band D2 valley of the
surrounding silicon matrix in which tensile strains are present. The second type is
interband electron transitions from the HH valence band of the QDs to the D4

valley of the QD conduction band. The spectral range of photoconductivity was
found to depend on size, Ge content and strain value near Si1-xGex/Si interface.

Two optically induced steady-states with excess and shortage of surface con-
ductivity values as compared to the equilibrium one were observed in structures
with Ge NCs grown on silicon oxide at low temperatures. The result of photoin-
duced changes depends on photon energy due to different type of electronic
transitions observed in Ge–NC/SiO2/Si structures. The persistent photoconduc-
tivity behavior was observed after excitation of electron-hole pairs in Si(001)
substrate due to interband absorption in Si. The conductivity excess may be
attributed to spatial carrier separation by macroscopic fields in the depletion layer
of near-surface Si. Interband transitions in Ge create localized holes in Ge directly,
leading to optically-induced spatial redistribution of trapped positive charges
between SiO2/Si interface levels and localized states of Ge–NCs, which enhances
variation of electrostatic potential in underlying Si and, therefore, decay of surface
conductivity under stationary photoexcitation. Observed results demonstrate that
hole trapping by Ge–NCs and interface states have a significant effect on in-plane
transport in the Ge–NCs/SiO2/Si structures. Observed possibility for optically-
controlled switching between different modes of system’s conductivity may be
helpful for design of optical memory devices.
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SOI-Nanowire Biosensors for High-
Sensitivity Protein and Gene Detection

Yuri D. Ivanov, Tatyana O. Pleshakova, Vladimir P. Popov,
Olga V. Naumova, Alexander L. Aseev and Alexander I. Archakov

Abstract The development of genome and proteomic technologies is related, first
of all, to the progress recently achieved in developing of high-sensitivity, rapid
methods for registration and analysis of nucleic acids and proteins. One of such
methods, combining high sensitivity and high response speed, is the nanowire
(NW) detection technique. This technique allows one to register analyte species in
real time without using labels. Nowadays, the concentration sensitivity of such
systems in registering proteins and DNAs reaches the femtomolar level. In the
present chapter, we consider nanowire sensor systems based on silicon nanowire
field-effect transistors. We discuss the achieved potential in detecting low-copy
proteins with the help of nanowire systems. We show that it is possible to use not
only antibodies, but also aptamers, as probing molecules for biospecific protein
detection. We also discuss the possibility of using nanowire detectors in genome
studies.
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APDES 3-amino-propyldiethoxysilane
APMS (or ALDTMS) 3-aldehydepropyl-trimethoxysilane

(3-trimethoxysilylpropylaldehyde)
APTES 3-aminopropyl triethoxysilane
DL Detection limit
DMSO Dimethyl sulfoxide
D-NFATc1 DNA-binding fragment of the

nuclear factor of activated N-cells
DSP Dithiobis (succinimidyl propionate)
GPTES (or GOPTS, or GPTMS, or GPTS) 3-glycidoxypropyltrimethoxysilane
GST Glutathione S-transferase
KP Potassium-phosphate buffer

solution
AFP Alpha-fetoprotein
NW Nanowire
SOI Silicon-on-insulator
TESU 11-triethoxysilyl (undecanal)

1 Introduction

An urgent problem in proteomics is the development of new techniques for
detection of low-copy proteins with concentration sensitivity limit, detection limit,
DL B 10-15 M [1]. Development of high-sensitive DNA biosensors operating
without using an amplification procedure is necessary for an analysis of gene
expression, including that in individual cells. That is why such biosensors are of
importance in molecular diagnostics and in analysis of single copies of DNA
molecules. Thus, further progress in genomics and proteomics is related to the
development of analytical processes which should employ, as sensor elements,
high-sensitive molecular detectors, or detectors capable of registering protein or
DNA molecules in counting mode. Molecular detecting systems involve atomic-
force detectors [2], NEMS-based mass detectors [3], nanowire (NW) detectors [4],
etc. Over the last decade, development of processes for fabrication of NW bio-
sensors has been under way since such biosensors belong to the class of detectors
that use no labels and allow real-time registration of macromolecules. The oper-
ating principle of NW biosensors is based on the registration of the current
modulation across NW that occurs on the adsorption of analyte molecules on NW
surface. In such a biosensor, the adsorbed molecules act as a virtual gate while the
nanowire itself, with Ohmic contacts provided at its ends, is used as a nanoscale
field-effect transistors (FET) [5]. The high sensitivity of NW-sensor element is
defined by its high surface area/volume ratio [6]. As discussed in [7], the
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theoretical detection limit of a NW biosensor can reach a level of one molecule per
sensor element. To date, the sensitivity at the level of single particles for NW
biosensors was reached for viruses [4]. As for DNA and protein molecules, the
experimentally achieved detection limit reaches femtomolar in the case of DNA
[8, 9] and even subfemtomolar level in the case of proteins [10].

In this chapter, processes for fabrication of NW detectors as well as for NW
functionalization and sensibilization are outlined. Then, the possibility of high-
sensitivity protein detection with the help of NW detectors is analyzed. Advan-
tages of aptamers used as biospecific probes in NW-surface sensibilization are
considered. The use of aptamers instead of antibodies substantially widens the
range of detected proteins and improves the stability of biochips in such biosen-
sors. Examples illustrating the use of NW biosensors in DNA registration and
sequencing are given.

2 Nanowire Detectors for Biomolecules

2.1 Fabrication Methods of Nanowire Detectors

Presently, two major approaches in the technology of NW structures are used,
namely, ‘‘bottom–up’’ [5] and ‘‘top–down’’ processes [11, 12]. For instance,
Lieber et al. employed a ‘‘bottom–up’’ strategy to fabricate 20 nm sensing-element
diameter NW biosensors capable of registering single influenza virus particles [4].
A high sensitivity of such biosensors to proteins has also been demonstrated: in
detecting PSA in blood serum, a DL level of 10-13 M was achieved [13]. An
advantage offered by the latter approach to the formation of NW sensors is
comparative easiness in fabricating individual elements. Simultaneously, the
‘‘bottom–up’’ approach shows a number of disadvantageous features. For instance,
this approach is rather labor-consuming one in producing element arrays and in
forming low-noise contacts to individual nanowires, which is necessary for solving
problems in medical proteomics.

Until now, there remains an unsolved problem of NW growth without inducing
structural defects and electrically active material inclusions acting as catalysts of
epitaxial growth in the CVD process [14]. For instance, Naumova et al. [15]
showed that Si nanowires grown by molecular-beam epitaxy with the use of Au
drops as catalysts may acquire a set of electrically active centers nonuniformly
distributed along NW. Moreover, in microfluidic [16] or Langmuir-Blodgett [17]
transfer of nanowires onto a planar substrate there arises a problem to control the
positioning of NWs to a particular address in the chip [18].

Another method to fabricate NW structures, the ‘‘top-down’’ one, seems to be
more technological as this method proved to be perfectly compatible with the well-
established complementary metal-oxide-semiconductor (CMOS) technology, thus
providing a low-cost end product [12]. In our study, an array of monocrystalline Si

SOI-Nanowire Biosensors for High-Sensitivity Protein and Gene Detection 447



nanowires was fabricated using the ‘‘top–down’’ approach, through nanostruc-
turing of silicon-on-insulator (SOI) layers achieved using electron-beam lithog-
raphy and gas or plasma chemical etching [19]. Figure 1a shows an optical and
TEM images of SOI NW sensor element of 10-lm length and 90-nm width fab-
ricated in this way. Figure 1b shows a schematic representation of an n-type
nanowire with contact drain (D) and source (S) regions involving layers of heavily
doped poly-Si and aluminum (Al). A pilot biosensor based on such a sensor
element contains a measuring cell whose bottom presents a nano-FET array chip
built in a standard chip package.

Earlier, it was shown that the approach using the gas-phase etching instead of
the ion or liquid etching allows for diminishing the density of defects in the Si/
SiO2 system. Moreover, no additional high-temperature treatments are required
and, hence, a possibility of fabrication of a sensor element with high conduction
(*10-6 S) at the last step of the fabrication process is provided. In the latter case,
the sensor element is formed following standard CMOS process steps, when the
contacts to NW and the chip periphery with control and signal processing circuitry
is already formed. It was shown that a NW detector chip prepared in such a way
features high sensitivity in registration of protein molecules. Interaction of bovine
serum albumin (BSA) with NW surface was observed in solutions with BSA
concentrations as low as 10-14–10-15 M [19, 20].

In the future, the compatibility of the SOI-NW formation process with the
conventional Si CMOS technology, the possibility of scaling down the fabrication
of SOI-nano-FETs with arrays of sensor elements will allow production of low-
cost NW detectors for high-sensitive clinic medical diagnostics.

Fig. 1 a Image of a SOI nano-FET and the central part of the FET as viewed respectively in an
electron microscope and in an optical microscope. Designations S and D denote respectively the
source and the drain. Also indicated is the length of the SOI active channel: L = 10 lm.
b Schematic of the longitudinal cross section of SOI nanowire with heavily doped S-D-poly-Si
contacts and Al metallization
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2.2 Functionalization of Si-NW Detector Surface
for Protein Registration

Functionalization of Si-NW detector sensor-element surface is necessary for
ensuring a high sensitivity of the detector enabling reproducible registration of the
signal from a protein [4] or a nucleic acid to be detected.

As a rule, NW-surface functionalization methods are two-step procedures
involving a modification stage and a sensibilization stage.

2.3 Modification of Si Nano-FET Sensors

Surface modification is a chemical process favoring the formation of active groups
necessary for covalent immobilization of biomolecules on a surface. Two methods
suitable for nano-FET surface modification, namely, hydroxylation and silaniza-
tion, can be distinguished.

The research group from Yale University was the only one to use a nano-FET
surface modification based on hydroxylation [11]. This approach uses a reaction
between surface groups (Si–H) and organic substances with unsaturated terminal
carbon bonds (alkenes and alkanes) necessary for forming Si–C bonds. Due to
such bonds formed on NW surface, the functional carbon-reagent monolayer [11,
21] capable of covalent binding of proteins was obtained. The formation of a
monolayer, not a multi-layer film, is an advantage of the hydroxylation method as
intended for NW surface functionalization. Besides, the NW surface thus modified
is stable in aqueous solutions [22]. Disadvantages of this method are, first, the
necessity to synthesize a special compound and, second, the involvement of an
additional stage of unblocking active groups on the sensor-element surface.

Silanization is the most popular method to reach Si-NW functionalization. For
realization of the modification scheme using silanization, the presence of native
oxide layer or controllably grown oxide layer on the surface is necessary. After
preliminary cleaning, the NW surface with Si–O bonds has to be immersed in a
solution or in a silane-containing gaseous phase. The most popular media are
silane derivative containing amino- and aldehyde-terminal groups such as APTES,
APDMES, or AMPTMS (see Table 1). The choice of a particular silane derivative
and silanization conditions is determined by a few factors. The thickness and
quality of the silane layer on NW surface largely affects the sensitivity of the NW
detector. Surface relief or involvement of several layers in the silane coating can
be a consequence of excess silane concentration and/or improper incubation period
duration. That is why the latter parameters must be properly chosen while opti-
mizing silanization conditions. Quality control of silane layer can be implemented
using AFM (see, e.g., [23, 24]). Formation of a monolayer is possible either using
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silane derivatives containing one alcoxygroup, also called silane monoderivatives
[23, 25] or, alternatively, performing silanization in a gas phase [24, 25].

In silanization, the use of a silane mono-derivative with an amino-terminal
group, for instance, monoalcoxide methylsilane (APDMES) (see [25]) will guar-
antee the formation of a monolayer coating NW surface. Yet, for a low density of
active (hydroxyl) groups on Si-NW surface the use of APDMES will deteriorate
the modification quality, resulting in a low density of active groups capable of
forming covalent bonds with probing biomolecules.

In silanization procedure, silane derivatives yielding terminal aldehyde groups
on NW surface can be used. For instance, the use of APMS (see [13]) will allow
formation of thinner organic layers in comparison with APTES layers. Yet, sta-
bility of NW-surface functional layers involving aldehyde groups is rather low
because the layer undergoes oxidation with atmospheric oxygen or with oxygen
dissolved in the solutions. That is why nanowires functionalized in this way need
to be used immediately after the functionalization procedure [21]. During silan-
ization performed with the help of APTES, the terminal silanol groups are
substituted with aminogroups capable of binding with aldehyde, carboxyl, epoxy-
or succinimide cross-linker groups, the special reagents making probing molecules
covalently immobilized on modified NW surface (Fig. 2).

Such a universal reactivity, and also stability of the aminosilane surface in
aqueous solutions made aminosilanes popular on the whole and APTES in par-
ticular as reagents for NW surface modification. It is APTES that has been most
often used for modification of surfaces in the majority of reported studies cited in
the present review (see Table 1). However, during the silanization in APTES
formation of silane oligomers on NW surface proved to be possible, eventually
resulting in deterioration of NW-detector sensitivity. The probability of polylayer
formation increases as we pass over to silanization being performed in a solution.
To overcome the latter disadvantage, they use gas-phase silanization. The capa-
bilities of this process were demonstrated in [24, 27, 28]. Results gained in our
AFM studies have also proved that, during gas-phase silanization, on the surface of
NW sensors an APTES monolayer of thickness 0.9–1.2 nm normally forms [24].

2.4 Sensibilization of Si-NW-Sensor Surface

To enable specific detection of biomolecular targets, sensibilization of NW surface
with probing molecules covalently immobilized to target objects is used. As
probing molecules in proteomics and medical diagnostics, proteins or oligonucle-
otides capable of specific binding to target biomolecules are employed. Probing
molecules can be made covalently immobilized on NW surface with the help
of standard processes. For instance, using APTES at the stage of NW surface
modification, probing biomolecules can be immobilized using either glutar alde-
hyde [8, 12, 29–32] or carbodiimide linker [24, 26, 28, 33]. However, choosing an
acceptable sensibilization strategy one must take into consideration possible
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Table 1 Sensitivity of NW biosensors

Detection limit
(DL), detectable
species

Method of
NW-surface
modificationa

Sensibilization
method: probing
molecules,
linkers

Passivation
method

Possibility
of reusing

Ref.
no.

Detection in buffer solutions

8 9 10-17 M,
(50 virus
particles per
1 ll), influenza
virus

Silanization in
APMS
solution

Influenza A
virus and group-
III adenovirus,
Schiff-base
formation

Passivation
with
ethanolamine

+ [4]

10-16 M,
prostatic specific
antigen, PSA

Silanization in
APTES
solution

PSA directed
antibodies,
APTES/GA
directed
antibodies,
Schiff-base
formation

Passivation
with BSA
molecules

– [29]

10-16 M, bovine
serum albumin,
BSA

Silanization in
TESU
solution

BSA directed
antibodies,
Schiff-base
formation

Passivation
with
ethanolamine

– [10]

\10-15 M, bird
flu virus DNA

Silanization in
APTES
solution

50-
aminomodified
DNA, APTES/
GA directed
antibodies,
Schiff-base
formation

Passivation
with
ethanolamine

– [8]

2.5 9 10-15 M,
prostatic specific
antigen, PSA

Silanization in
APMS
solution

Monoclonal
PSA directed
antibodies,
Schiff-base
formation

Passivation
with
ethanilamine

+ [5]

3 9 10-15 M,
antispecies
antibodies

Silanization in
GPTS
solution

Rabbit
monoclonal
antibodies

Passivation
with
ethanolamine
and gelatin

– [23]

3.5 9 10-15 M,
a-fetoprotein,
AFP

Silanization in
APTES vapor

AFP and
APTES/EDC/
NHS directed
antibodies

– – [24]

10-14 M, CRP,
(C-reactive
protein)

Silanization in
APTES
solution

CRP and
APTES/GA
directed
antibodies,
Schiff-base
formation

– – [30]

Hydroxylation Biotin – + [11]
(continued)
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Table 1 (continued)

Detection limit
(DL), detectable
species

Method of
NW-surface
modificationa

Sensibilization
method: probing
molecules,
linkers

Passivation
method

Possibility
of reusing

Ref.
no.

10-14 M,
streptavidin

10-14 M, leptin,
resistin

Silanization in
APTES
solution

Leptin or
resistin directed
antibodies,
APTES/GA
directed
antibodies,
Schiff-base
formation

Passivation
with
ethanolamine

– [12]

10-14 M, alpha
tumor necrosis
factor (UHO-a)

Silanization in
APTES vapor

UHO-a and
EDC/sulfoNHS
directed
antibodies

Passivation
with
ethanolamine

– [28]

7 9 10-14 M,
hepatitis B
surface antigen,
HBsAg

Silanization in
APTES vapor

HBsAg and
APTES/EDC/
NHS directed
antibodies

– – [24]

Detection in biological liquids

2,5 9 10-14 M,
prostatic specific
antigen (PSA) in
blood sample

Silanization in
APMS
solution

PSA directed
antibodies,
Schiff-base
formation

Passivation
with
ethanolamine

+ [13]

2.5 ng/ml
(9 9 10-11 M),
prostatic specific
antigen (PSA) in
blood sample

Silanization in
APTES
solution

PSA directed
antibodies,
APTES/EDC/
sulfo-NHS/
avidin

Passivation
with 10 %
embryonic
calf serum

+ [26]

3.3 9 10-10 M,
thrombin in
blood sample

Silanization in
APDES
solution

Thrombin and
APDES/succinic
anhydride/EDC/
sulfo-NHS
directed 50-
aminomodified
aptamer

– – [31]

3 9 10-7 M
(3 mkg/ml), C-
reactive protein,
(CRP), in serum
sample

Silanization in
APTES
solution

CRP and
APTES/GA
directed
antibodies,
Schiff-base
formation

– – [30,
31]

*10-15 M,
(100 fg/ml),
troponin T

Silanization in
APTES
solution

CK-MB, CK-
MM, CTnT, and
APTES/GA

Passivation
with
aminoPEG

– [32]

(continued)
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unwanted multilayer immobilization of biomolecules on the surface as such
immobilization may seriously deteriorate the protein detection sensitivity. In [24],
we showed that alpha-fetoprotein (AFP) directed antibodies and antibodies of
hepatitis B surface antigen (HBsAg) can be covalently immobilized onto NW
surface using a carbodimide cross-linker (Fig. 2). As an example, Fig. 3 shows an

Table 1 (continued)

Detection limit
(DL), detectable
species

Method of
NW-surface
modificationa

Sensibilization
method: probing
molecules,
linkers

Passivation
method

Possibility
of reusing

Ref.
no.

(CTnT), creatine
kinase MM
(CK-MM), and
creatine kinase
MB (CK-MB) in
serum sample

directed
antibodies,
Schiff-base
formation

Detection in other media

\10-12 M,
Leptin and
resistin in
culture medium
for adipocites

Silanization in
APTES
solution

Leptin or
resistin directed
antibodies,
APTES/GA
directed
antibodies,
Schiff-base
formation

Passivation
with
ethanolamine

– [12]

a Substances used for modification of NW surface

Fig. 2 Schematic illustrating the chemical modification with APTES and the functionalization of
NW surface with antibodies
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optical image of a chip fabricated with pairwise clusterized nanowires and carrying
nanodroplets that contained solutions of anti-AFP and anti-HBsAg probing mole-
cules. The nanodroplets were applied onto NW surface by a piezorobot. Nanowires
of volume V = 3 nl were located on individual nanowires with the spacing between
them of 250 lm. In this way, we were able to form sensor regions with probes of
various types. Hence, one chip with an array of sensor elements could be used to
perform simultaneous detection of dissimilar target proteins.

Fig. 3 An optical image of protein solution nanodroplets applied onto the surface of two
nanowires (90 nm). The 3-nl volume nanodroplets contained anti-HBsAg (0.8 lM) and anti-AFP
(1 lM) in KP-buffer (0.1 mM, pH 7.4) were applied onto silanized nanowires. The arrows point
to antibody solution nanodroplets, and they also indicate the position of nanowires carrying the
nanodroplets. The optical image was obtained using a BioForce Nanosciences microscope

Fig. 4 AFM images of anti-HBsAg (a) and anti-AFP (b) species immobilized on a SOI surface.
AFM visualization conditions: semi-contact mode, size of AFM images 2 9 2 lm2, 5-nm is the
full height of Z scale
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The antibody immobilization efficiency, characterized by the immobilization
density and by the layer thickness uniformity on the surface of SOI nanolayers,
was evaluated using atomic force microscopy (AFM). Representative AFM images
of anti-HBsAg and anti-AFP particles on a SOI wafer with heights of surface
features up to 5 nm consistent with antibody sizes (see [34]) are shown in Fig. 4.

The AFM scanning data allowed us to evaluate the immobilization density of
antibodies, which amounts to 1,000–3,000 molecules/100 nm2. This density is
proved to be sufficient for high-sensitivity detection of partner proteins at the level
of 10-14–10-15 M.

3 The Concentration Detection Limit of NW Biosensors

3.1 Detection of Proteins and Oligonucleotides in Buffer
Solutions

3.1.1 Registration of Proteins

As a rule, protein adsorption leads to a linear dependence of SOI nano-FET current
signal on the logarithm of concentration [35]. It should be noted that such dependence
proved to be violated in some cases. For instance, Shalev et al. [37] examined the effect
of BSA adsorption on the signal of an n-type NW detector with non-modified NW
surface. It was shown that in the case of detection of this protein in a solution the
biosensor signal exhibited a non-monotonic behavior as a function of protein con-
centration. This observation could be attributed to different degrees of protein oligo-
merization at different concentrations of proteins modifying the local distribution of
charges on the surface of protein complexes in the vicinity of nanowire.

Equally, the dependence of NW-detector signal on the buffer pH value also
proved to be nonlinear in some cases (see, e.g. [37]). However, it was shown that
modification of NW surface with silanes improves characteristics of NW detectors
and makes the dependence monotonic. For n-type silanized nanowires, an increase
in conductivity with increasing the buffer pH value was observed (see [24]) while
for p-type silanized nanowires the conductivity showed a decrease [7, 11].

3.1.2 Biospecific Registration of Proteins with Antibodies Used
as Immobilized Probing Molecules

The NW functionalization procedures described above enable reaching a high
sensitivity of NW biosensors in detection of proteins or oligonucleotides. In one of
our studies, such a SOI-NW sensor was used for biospecific registration of alpha-
fetoprotein (AFP) and hepatitis B surface antigen (HBsAg). The choice of the
particular proteins was motivated by their diagnostic significance. A distinct stable
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rise of AFP concentration in blood serum is most often met in an organism suf-
fering from hepatocellular cancer or testicle/ovary teratocarcinomas. That is why
an enhanced level of AFP in blood serum can be considered as a marker of primary
lever cancer [38]. HBsAg is the primary marker of hepatitis B, and in most cases it
reveals itself during the incubation period [39]. In our study [24] we showed that
the use of a SOI-NW detector with 90-nm wide nanowire makes it possible to
achieve the registration sensitivity of HBsAg and AFP respectively at the level of
10-14–10-15 M. The data reported in [24] showed that the addition of a solution
with HBsAg and AFP molecules in KP-buffer (0.1 mM, pH 7.4) results in an
increase of SOI-NW conductivity. Simultaneously, the addition of AFP molecules
contained in R-phthalate buffer (0.1 mM, pH 5.2) leads to a decrease of the NW-
detector current. Such an unusual biosensor response to addition of AFP in buffers
with different values of pH can be attributed to the effect of solution acidity on the
charge state of AFP-directed antibodies, which in turn causes the redistribution of
charges in the antibody/protein complex formed on NW surface.

Table 1 gives examples illustrating the use and sensitivity limits of NW detectors
obtained by various research groups. As it is seen from the table, registration of a
broad class of proteins was attempted. The best sensitivity limit in protein detection
in buffer solutions reached to date is 10-15–10-16 M (see [24, 29]).

3.1.3 Biospecific Registration of Proteins with Aptamers Used
as Immobilized Probing Molecules

As discussed above, since biospecific probes immobilized on NW-detector surface,
as a rule in protein registration, antibodies are used. Yet, the use of antibodies is
hampered by many factors, including the high production cost of antibodies, bad
affine properties of antibodies resulting from their low stability, etc. Moreover, the
range of available antibodies does not cover the range of proteins of interest for
performing proteomic and diagnostic studies. The latter limitation can be elimi-
nated by using aptamers as immobilized probing molecules. Aptamers are single-
filament DNA- or RNA-structures obtained in vitro with the help of an SELEX
(systematic evolution of ligands by exponential enrichment) process from a large
([1013) library of randomized oligonucleotide sequences [40].

The possibility of using an aptamer as a probing molecule was demonstrated by
Jolma et al. [41] with the example of detection of NFATc1 protein of coded
genome contained in the 18th human chromosome. The expression level of the
protein in blood increases during oncological deceases such as pancreatic cancer
[42]. The NFATc1 directed aptamer was covalently immobilized onto the surface
of an NW detector with the help of disuccinimide cross-linker (DSP) (see Fig. 5).

Figure 6 shows experimental data obtained in biospecific detection of NFATc1
by aptamer-sensibilized nanowires. It is seen that addition of NFATc1 solution in
KP-buffer causes a reduction in the current value registered by the NW detector.
Decreasing the protein concentration in the solution from 2.5 9 10-13 to
2.5 9 10-16 M, the response intensity of the detector was found to decrease.
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The time necessary for high-sensitivity detection of biological objects in
solutions with low concentrations of target species (10-13–10-16 M) amounts to
some 10 min [10, 11, 24, 26]. It should be emphasized that the experimental
duration was several orders of magnitude smaller than the duration predicted by
the classical model for diffusion-controlled mixing of molecules in a liquid
medium [43]. As it was shown in [43], electroosmotic and electrophoretic effects
due to applied voltage reduce the detection duration by several orders of magni-
tude as compared to the value predicted by the diffusion theory.

3.2 Protein Detection in Blood Serum

An important characteristic of biosensors defining the possibility of their use in
diagnostics is the possibility of reusing the chips for such biosensors, i.e. the
possibility of NW-surface regeneration after performing a test. In order to solve

Fig. 5 Schematic illustrating the chemical modification with APTES and DSP (dithiobis
succinimidyl propionate) and the cross-linker assisted functionalization of NW surface with
antibodies and aptamers
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this problem, proper washing buffers need to be chosen and/or reversible immo-
bilization of probing molecules on the NW surface has to be used (Fig. 7). For
instance, Lin et al. [44] used an immobilization procedure based on the reversible
reaction between glutathione (GSH) and glutathione S-transferase. The bond
between the proteins was found to rupture in the presence of 10 mM of GSH.

Fig. 6 DIds as a function of time in the biospecific detection of D-NFATc1 by NWs with
immobilized antibodies or aptamers, respectively, markers (O) or (D). The arrows indicate the
times at which the protein solution (1) or the cleaning buffer (2) were added to the measuring cell

Fig. 7 Scheme of blood filtering and protein detection
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As probing molecules immobilized on NW surface, Lin et al. [44] used biotiny-
lized GSH directed antibodies that helped to perform multiple streptavidin
registration.

An original approach is the method based on the dissociation of antigen-anti-
body pairs using a washing buffer [13]. In [13], silane with terminal aldehyde
group was used to reach NW surface modification. Surface sensibilization was
realized by means of PSA directed antibodies immobilized due to the formation of
the Schiff base. Blockage of the surface after the immobilization of antibodies was
performed by ethanolamine. The use of such a functionalization procedure has
enabled both easy destruction of anti-gene-antibody complexes in the course of
buffer incubation and repeated high sensitivity registration of PSA.

Recently, a number of studies on to the detection of proteins in biological liquids
have been reported (see Table 1). The detection limit in those studies was 10-7–
10-14 M. The latter values are lower than the detection limit achieved in the
detection of proteins in buffer solutions. The latter circumstance most likely results
from the nonspecific effect due to analyte components. A promising solution for
enhancement of protein detection sensitivity by NW detectors is the use of aptamers
as immobilized probing molecules [33], including modified aptamers, also called
SOMAmers [45], or photoaptamers. The use of aptamers allows for harder condi-
tions in washing the NW surface from nonspecific analyte components. Better
trapping efficiency of biomacromolecules can be reached using SOMAmers because
the production process of modified aptamers involves their selection in terms of low
dissociation rate constant of the SOMAmer/biomacromolecule-target complex.

3.3 Detection of DNA

In recent years, there have been many attempts spent on the development of DNA
biosensors allowing a quantitative real-time analysis of DNA. Zhang et al. [47]
registered DNA using a Si-NW biosensor with immobilized receptor based on
peptide-nucleic acid (PNA) with concentration sensitivity 10 femtomoles. A better
sensitivity of 1 femtomole was achieved in DNA hybridization with oligonucle-
otides immobilized on the surface of a poly-Si nanowire [9]. The DNA probe was
a 25-dimensional synthetic oligonucleotide. Lin et al. [8] used a polycrystalline Si-
NW biosensor to detect a DNA complementary to the RNA of a highly pathogenic
avian-flue (AI) virus strain. In the study, a 1-femtomole concentration sensitivity
of DNA hybridization detection was achieved.

Alongside with high sensitivity, NW biosensors exhibit high specificity. For
instance, it was shown that a Si-NW multi-channel biosensor allows registration of
differences in hybridization between PNA probes immobilized on NW surface and
DNA with various modifications in its sequence, for instance, with substitution of
one, two, or three bases [46]. Note that in [47] the potential of NW detectors in
early cancer diagnostics was shown. In the latter study, a Si-NW sensor with
immobilized PNA probes was used to detect microRNAs in the total RNA fraction

SOI-Nanowire Biosensors for High-Sensitivity Protein and Gene Detection 459



extracted out of HeLa cells. The latter process is of interest for early cancer
diagnostics as normal and cancerous cells are generally assumed to contain dif-
ferent types and amounts of microRNA.

4 Promising Lines of Research in the Development
and Application of Nanowire Detectors

4.1 Integration of Nanowire Transistors with Nanopore
Matrices

The use of NW sensors is by no means restricted to the examples described above.
Due to their high sensitivity, such sensors find applications in other fields. For
instance, a combination of NW with a nanopore might give impetus to a new field in
developing sequenators. Such a structure will allow registration of oligonucleotides
at the level of single molecules through registration of a current pulse arising when a
DNA molecule passes through a nanopore combined with an NW-FET channel. The
latter signal emerges due to local variation of the electric potential as the DNA
molecule traverses the nanopore. In [48] it was noted that, following further
improvements of NW-nanopore detectors, such an approach would enable identifi-
cation of DNA bases. In particular, the authors of [49, 50] suggested improvement of
the spatial resolution of such a detector to be achieved by using, as a membrane, an
atomically thin graphene layer [49] or F-29 protein with a built-in nanopore as a
conducting FET channel between source and drain [50].

4.2 Sample Preparation Free Measurements in Strong
and Diluted Solutions

Above all, further development of systems for personal genetic and immunodiag-
nostics will be defined by the rate of decrease of the price of such systems, and also by
the rate of increase of their functionality. The decrease of price can be ensured at the
expense of using NW FET arrays instead of normally used fluorescence-label reg-
istration systems, and also due to mass production of electrochemical-biochip
integrated circuits, like in the case of IT-sector integrated circuits. Enhanced func-
tionality and versatility of devices is to be achieved via the development of new
sensor fabrication process, and also via introduction of novel sensor designs and
analysis procedures. Thus, we can abandon awkward microfluidic sampling systems
(systems for analyte dissolution and pre-conditioning) if, instead of measuring static
characteristics of NW FETs, we will measure high-frequency characteristics. The
latter will allow for overcoming the limits in terms of ion concentration in the
solution that defines the Debye screening radius value LD.
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The concentration of ions in blood and in blood plasma reaches a value of
0.15 M, while in standard buffer solutions normally used in tests this concentration
is expected to vary, depending on the analyte content of the solution, from 10 to
104 lM. The need for a low ion concentration in buffer solution arises because of
the screening effect of ions. Yet, as it was shown by Gao et al. [46], one can
overcome this negative factor due to the action of ions and measure, for instance,
the biotin-streptavidin binding at a low streptavidin concentration with the help of
NW detectors immediately in blood by measuring the response at a 10-MHz
frequency sufficiently high for the ions in the solution not to respond to field
variations in contrast to the dipole moment of complexes, which, although with a
phase shift, will definitely respond to such variations, the latter respond being
easily revealed by impedometry measurements. A resonant interaction can addi-
tionally enhance the detector response to the formation of antigen-antibody
complexes. It is essential that a.c. measurements do not suffer from the dependence
of sensor signal on the ion concentration in the solution whereas in d.c. mea-
surements the above dependence is logarithmic. Besides, the amplitude of a.c.
signal is inversely proportional to the distance from NW while in d.c. measure-
ments the dependence is exponential, this circumstance rapidly deteriorating the
detector sensitivity with decreasing the electrolyte Debye radius [51].

4.3 Sensitivity to Low-Copy Proteins in the Subfemtomole
Range

A unique growth of sensitivity can be achieved due to combination of a nanowire
nano-FET with a nanoelectromechanical structure (NEMS) prepared in the form of
a flexible membrane occupying a non-equilibrium position in the vicinity of the
field-effect transistor (NEMFET) [52]. Trapping of an analyte molecule at the
membrane will cause the shift of the membrane closer to the nanowire and an
exponential growth of the analyte-molecule-induced signal. Hahm et al. [7] have
expressed an opinion that the sensitivity of NEMFET can be made several orders
of magnitude higher than the sensitivity of any other presently known biosensors.
Moreover, the detector of interest can register both charged and neutral biomol-
ecules, without the necessity of using an additional reference electrode or addi-
tional devices, making the sensor potentially the most advantageous instrument for
various low-budget applications, especially in the field of personal medicine. It is
also likely that further development of the technology of layered materials
(graphene, metal disulfides, etc.) existing due to van der Waals forces acting
between layers will ensure fabrication of novel NEMS gates for NW FETs using
the nanomechanical principle for raising detector sensitivity to biomolecules.

The analyte motion in the vicinity of nanowire as dependent on the pH value of
the medium is greatly facilitated by an engineering design proposed by Kay et al.
[53]. The authors of [53] have suggested using, as a transfer arm, a molecular arm
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formed by two segments of a single or double DNA spiral. The arm gets shortened
or extended in strong dependence on the pH value of the medium in the most
interesting range of pH values around pH 7. In [53], such a nanomanipulator was
used for changing the distance between a semiconductor nanocrystal emitting light
in the green portion of the spectrum and a red organic colorant molecule excited by
the nanocrystal on FRET-induced (Fluorescent Resonant Energy Transfer)
manipulator arm shortening. With the help of this device, the authors have mea-
sured the variation of pH value inside a living cell. In view of the fact that the NW
detector sensitivity strongly depends on the distance between the analyte mole-
cules and the surface of the NW detector, one can reach a high sensitivity and
substantially extend the measurement range without invoking additional radiation
sources or detectors, moving instead the protein closer to the surface of the NW
FET sensor. The use of NEMS gates and molecular transfer arms holds promise for
promoting nano-FET detectors in the subfemtomolar region (DL \ 10-15 M).

4.4 Personalized DNA Sequenators

Today, the most commercially viable semiconductor sequencing method is the
product merchandized by Ion Torrent, USA (presently a department of the Life
Technologies Corporation) under the Ion ProtonTM [54]. In the chip, a parallel
data processing procedure is used. This procedure is implemented with an array of
pH sensor cells (0.6 million cells per chip and over) prepared as deep micrometer-
scale wells spaced several micrometers apart. On the bottom of the cells, gates are
located. The gates are covered with a pH-sensitive dielectric layer (silicon nitride
Si3N4 or tantalum oxide Ta2O5). In turn, the dielectric layer is covered with an
emulsion ion-selective coating containing DNA genome fragment carriers.
Incorporation of nucleotides into the growing DNA filament with the help of
polymerase induces a small decrease in the pH value of the wells adjacent to the
ion-sensitive transistors; the latter allows reading the nucleotide sequences in
accord with the occurrence or non-occurrence of an electrically registered varia-
tion of pH on passing individual DNA-polymerase substrates (dATF, dGTF, dTTF
and dCTF deoxynucleozidetriphosphates) through the cell [55].

In the Ion ProtonTM sequenator, an emulsion containing plastic microspheres
3 lm in diameter located on the bottom of sensor wells serves the function of
DNA monoclone carriers. Expectedly, the application of micro- and nanoporous
solid coatings developed at ISP SB RAS around electrochemical anodic etching
and oxidation of Si, SiO2 and Al2O3 to ion-sensitive layers will ensure a sub-
stantial simplification of the technology and an enhanced resolving power of future
sequenators [55].

Increase in the spatial resolution of sensor elements is directly related to the
increase of performance and to the reduction of the time required for identification
of the pair sequence of nucleotide bases. For instance, recently developed (in 2012)
Life Technologies Ion Proton SystemTM semiconductor multi-molecular sequenator
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intended to deal with amplified segments formed by 100–200 base pairs of nucle-
otides of an initial nucleotide monomolecule and costing about 50,000 dollars in a
cycle (several hours) performs an analysis of a sequence formed by 10 M base pairs.
The PIITM model issued in 2013 reads up to 30 Gb per cycle due to the total number
of chip cells increased from 0.6 to 660 millions. In principle, one can employ this
model for performing full-genome tests. The explosive growth of the number of
cells was achieved via reducing the size of pH-sensitive wells and increasing the cell
density with simultaneous decrease of the Si-chip design rule. A predominant
fraction of cycle duration is spent for amplification of the starting DNA molecule
and for the analysis of gained data. The cost of one measurement cycle, including
the cost of the chip and reagents, is within 1,000 dollars [56].

The CMOS-based platform that was developed for registration of pH signals
with ion-sensitive transistors can easily be modified to allow operation with SOI
NW transistors of ISP SB RAS [19, 20, 24, 36, 37] since nanostructuring and NW-
FET sensibilization processes are only used at the last, low-temperature stages of
the chip fabrication process while the sizes of SOI NW FET detectors, much
smaller than the sizes of ion-sensitive transistors, make it possible to raise the total
number of sensor cells by a factor of 10–1,000.

4.5 Requirements to an ‘‘Ideal’’ Biosensor for Personal
Medicine

According to the opinion expressed in [57], an ideal device for personal genetic
and immunodiagnostics in medicine should possess the following characteristics:

• a small sample volume (not more than 30 ll for whole blood),
• a short time sufficient for obtaining results (not longer than 5–10 min),
• simplicity,
• self-validation and self-calibration property of detector element,
• a high analysis accuracy (comparable with the accuracy being normally

achieved in tests performed on laboratory equipment),
• roughly one-dollar cost of the disposable cartridge or chip for the device,
• designated purpose of chip tests.

For instance, the following combinations of target tests can be achieved on the
basis of the universal platform of SOI-nano-FET sensors:

• identification of markers of somatic and infectious deceases, including hepatitis
B and C;

• availability of cardiomarkers for patients with increased risk of cardiac
infarction and oncomarkers;

• evaluation of hormone level for patients with endocrine-system chronic
diseases;

• express identification of hospital infections in medical staff.
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A key requirement for the universal platform is a good sensitivity and diag-
nostic specificity, which should be not lower than that achievable with conven-
tional laboratory methods.

All the above-listed requirements can be met on the basis of FET chips. Such
chips are the only artifacts produced by mankind in unprecedented amounts.
Nowadays, for each Earth human there are more than 10 milliards such devices
produced, with the production cost exponentially decreasing over the last 50 years.
Mass production of NW FET biosensors with required performance characteristics
presents no problem for advanced silicon microelectronics. The only pressing
problem is integration of organic and inorganic materials in one chip and
achieving an acceptably long storage life of produced biochips, and also devel-
opment of their reuse methods, for instance, local-heating-based ones (see [58]).

5 Conclusions

Nanowire detectors offer considerable potential when used in genome and pro-
teomic studies. A primary advantage offered by NW systems is their high con-
centration sensitivity, the registration time being as short as several minutes and
the system themselves, multi-channel and portable, featuring low production and
maintenance costs. The use of aptamers instead of antibodies in biospecific probes
will enable a cheaper production and better performance characteristics of NW
biosensors as used for registration of low-copy proteins.

The capability of NW sensors for real-time registration of nucleic acids with
femtomolar sensitivity without using an amplification procedure allows perform-
ing rapid transcriptome analyses and genetic typing.
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