
Chapter 16
Frequency Determination Using the Discrete
Hermite Transform

Dale H. Mugler and Stuart Clary

Abstract This chapter introduces a new method for frequency determination that
employs the authors’ discrete Hermite transform. Particularly for an input signal that
is a linear combination of general sinusoids, this method provides highly accurate
estimations of both frequencies and amplitudes of those sinusoids. The method
is based primarily on the property of the discrete Hermite functions (DHf) being
eigenvectors of the centered Fourier matrix, analogous to the classical result that the
continuous Hermite functions (CHf) are eigenfunctions of the Fourier transform.
Using this method for frequency determination, a new Hermite transform-based
time-frequency representation, the HDgram, is developed that can provide clearer
interpretations of frequency and amplitude content of a signal than corresponding
spectrograms or scalograms.

16.1 Introduction

For finite-length discrete signals (hereafter referred to as digital signals), the discrete
Fourier transform (DFT) of a sampled sinusoid is only able to represent the
sinusoid’s frequency perfectly if the frequency of the sinusoid is one of the discrete
set of frequencies of the underlying DFT basis signals. For such signals, the DFT
is a simple pulse at the specific frequency value. In this case, the DFT exhibits the
frequency of the sampled sinusoid perfectly.

With the usual definition of the DFT of vector x with components xk for k D
0; 1; : : : ; N � 1; for some integer N; given by Xn D PN �1

kD0 xke�2�ink=N for n D
0; 1; : : : ; N � 1; the discrete functions exp.�2�ikn=N / can be seen as sampled
versions of exp.�2�int/ with samples at t D k=N; for k D 0; 1; : : : ; N � 1:

For sinusoids with a frequency outside of the relatively small set of discrete
values of the DFT basis signals, the DFT of the simple sinusoid “leaks” into the
surrounding frequency values. Windowing the sinusoid is a method used to combat
leakage, and windowing prior to taking the DFT does result in a narrowing of the
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Fig. 16.1 Magnitude DFT plot of a chord of three sinusoids whose frequencies are not at a basis
function frequency, and a magnitude plot of the DFT of the same chord when Gaussian-windowed

leakage, but still without enabling the determination of the specific frequency of the
input sinusoid.

Consider a digital signal made up of a finite linear combination of simple
sinusoids at different frequencies. We will refer to this type of an input signal as
a “chord” because of the sound such a signal would create. The leakage further
masks the actual frequencies, and windowing does again not completely allow for
the identification of those frequencies, especially for frequencies that are relatively
close to each other. See Fig. 16.1.

In this chapter, we introduce a new method to compute the frequencies in a
digital signal that is based on the discrete Hermite transform (DHmT) instead of
the usual DFT. The DHmT was developed by the authors in a sequence of papers,
[1, 2, 9, 10]. Simply sampling the Continuous Hermite functions (CHf) over a finite
discrete domain does not result in a set of vectors that retain orthogonality or any
of the other of the many properties of the CHf. Defined as the eigenvectors of a
specific tridiagonal matrix [1], the new set of Discrete Hermite functions (DHf)
not only retain the shapes of the CHf but are also mutually orthonormal and are
eigenvectors of a shifted (centered) Fourier matrix. This transform was shown to
be useful in removing artifacts from EEG signals [6] and in analyzing ECG signals
[5,12]. A general overview that includes biomedical applications of the DHmT was
provided in [4]. A recent paper [11] connects the DHmT to multiscale applications.

For a digital signal that is sampled values of a simple sinusoid, the DHmT
has some unique properties, as will be described in Sect. 16.4, that enable the



16 Frequency Determination Using the Discrete Hermite Transform 385

computation of the frequency of the sinusoid even when that frequency is not one of
the DFT Fourier basis signals. This extends to the case of a chord where the digital
signal is a finite linear combination of simple sinusoids.

Examples of applications of this new method to determine frequencies of chords
are provided in Sect. 16.4. This new method provides a technique that may prove to
be useful in providing additional clarity beyond the visualizations of time-frequency
spectrogram plots for many digital signals. That new method is discussed and
illustrated in Sect. 16.5.

16.2 Background: The Continuous Hermite Functions

The continuous Hermite functions and some of their applications are described in
summary papers by Martens [7, 8]. An introduction to these classical CHf begins
with Hermite polynomials, Hn.t/: See the overview in [4]. Interesting applications
of the CHf are given in [3, 14]. Extensions to multiscale applications are given in
[16] and applications of two-dimensional CHf are given in [15, 17].

The Hermite polynomials form a set of orthogonal polynomials, similar to many
other sets of orthogonal polynomials. Historically, there are two slightly different
ways of defining them; one form involves a monic set of polynomials, while the
other form results in the leading coefficient being a power of two. The Hermite
polynomials can either be defined as Hn.t/ D .�1/net2=2 dn

dtn fe�t2=2g for n � 0

for the monic polynomial form or as Hn.t/ D .�1/net2 dn

dtn fe�t2g for the case with
leading coefficient being a power of two. Each of the above two forms is a rescaling
of the other, so that the choice of form is not overly essential. We choose the second
approach. From the second definition above, it follows that H0.t/ D 1; H1.t/ D
2t; H2.t/ D 4t2 � 2; : : : : The Hermite polynomials can be generated from a three-
term recurrence relation, as is the case for other sets of classical sets of orthogonal
polynomials.

More importantly, the CHf hn.t/ are each defined as a normalized Gaussian
multiple of the corresponding Hn.t/; where we are using the capital letter H to
denote the Hermite polynomial and lower case letter h to denote the CHf. In
particular, the CHf are defined for n � 0 by

hn.t/ D 1

�1=4
p

2nnŠ
e�t2=2Hn.t/: (16.1)

Multiplying the Hermite polynomials by a Gaussian makes the CHf so that they
are essentially of finite support, although the length of that support increases as n

increases. We denote the continuous Hermite transform of input function x.t/ by
HmT fx.t/g D R 1

�1 x.t/hm.t/dt:

These functions satisfy many interesting relations; [13] has a chapter that
includes a helpful listing of properties. For example, the CHf form an orthonormal
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set of functions, in the sense that
R 1

�1 hn.t/hm.t/dt D ı.n � m/; and every L2

function has an expansion in terms of the CHf.
Most important for this chapter is that the CHf are eigenfunctions of the Fourier

transform. The eigenfunction relation for CHf is

Z 1

�1
hm.t/e�2�if0t dt D .�i/mhm.f0/ (16.2)

where hm.t/ is the CHf for index m .m � 0/ and f0 is a fixed frequency.
As noted earlier, the CHf hm.t/ decrease rapidly since they are all Gaussian

multiples of polynomials. In particular, h0.t/ is a gaussian function, so that h0.t/

has no zero-crossings and is an even function. The number of zero-crossings of each
CHf is given by its index, so that function hm.t/ has m zero-crossings. Since the
Hermite polynomials have the property that the even-indexed polynomials are even
functions and the odd-indexed functions are odd functions, this is also a property
of the CHf. This is a property that is shared by the DHf, and it will be important in
the computational aspect of the frequency determination method described in this
paper.

16.3 Background: Discrete Hermite Functions

A simple uniform sampling of the CHf, described above in Sect. 16.2, does not
result in a set of vectors that retain an orthogonality property similar to that of the
CHf. Further, a simple uniform sampling of the CHf does not produce vectors with
an eigenvector property similar to Eq. (16.2). In contrast, defined by the authors [1]
as the eigenvectors of a specific tridiagonal matrix, the set of DHf not only retain
the shapes of the CHf but are also mutually orthonormal and are eigenvectors of
a shifted (more precisely-centered) Fourier matrix. We call them DHf only for an
analogy with the CHf, as the DHf are actually vectors.

The DHf also share other properties with the CHf. The initial function h0Œn�

has the shape of a Gaussian. In actuality, the lower-indexed DHf are very close to
sampled versions of the corresponding CHf. The DHf vectors share the property
with the CHf that even-indexed functions are even functions, and odd-indexed
functions are odd functions. Those properties are easily visible in the plots of some
of the even-indexed DHf together with some of the odd-indexed DHf in Fig. 16.2.

Important for this chapter is that the DHf are eigenvectors of the centered Fourier
matrix. In particular,

FC � hk D .�i/khk; (16.3)

where the left side of Eq. (16.3) is matrix-vector multiplication with FC as the
centered Fourier matrix analogous to the usual continuous Fourier transform and
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Fig. 16.2 Plots of several of the even-indexed (top) and odd-indexed (bottom) discrete Hermite
functions

with hk as the kth eigenvector, k � 0: Note that Eq. (16.3) is a discrete analog of
Eq. (16.2).

As explained in [1], the DHf are eigenvectors of a symmetric tridiagonal matrix,
so they form an orthonormal set of eigenvectors, and every vector of length N

can be expressed as a linear combination of the DHf. Since the DHf are produced
as eigenvectors of a very sparse matrix, it is also a fast computational process to
produce the entire set of DHf, even for very large lengths N:

16.4 The Discrete Hermite Transform of a Sampled Sinusoid

The continuous Hermite transform of a sinusoid, HmT fsin.2�f0t/g; can be simpli-
fied using the eigenfunction relation (16.2) of the CHf for the continuous Fourier
transform. For fixed frequency f0 and index n; the continuous Hermite transform
value is given by

Z 1

�1
hn.t/ sin.2�f0t/ dt D

Z 1

�1
hn.t/.e2�if0t � e�2�if0t /=2i dt

D .�i/n�1.hn.�f0/ � hn.f0//=2i

(16.4)
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But a well-known relation described in Sect. 16.2 for the CHf is that hn is an even
function if n is even and an odd function if n is odd. Using those relations in the
second part of Eq. (16.4), the Hermite transform of the sinusoid becomes zero if n is
even, and .�1/.n�1/=2hn.f0/ if n is odd. That is, the continuous Hermite transform
of the sinusoid is zero for even indices and equals .�1/khn.f0/ when n D 2k C 1

is odd.
Using a similar argument, the Hermite transform of cos.2�f0t/ is zero for odd

indices and equals .�1/n=2hn.f0/ when the index is even.
These formulas can be combined to give an expression valid for the Hermite

transform of a sinusoid shifted with arbitrary phase angle. Suppose that the general
sinusoidal input signal includes a phase angle � as x.t/ D sin.2�f0t C�/: Then the
standard sinusoidal identity sin.2�f0t C �/ D cos � sin.2�f0t/ C sin � cos.2�f0t/

leads to a general expansion for the Hermite transform of the general sinusoid as

HmT fsin.2�f0t C �/g.n/ D
�

sin � � .�1/n=2hn.f0/ if n is even
cos � � .�1/.n�1/=2hn.f0/ if n is odd

(16.5)

Equation (16.5) is the key equation that will be extended to a discrete analog.
Besides having specific formulas for the continuous Hermite transform of a

general sinusoid, note that the angle � can be approximately recovered from
successive values of the transform. This is because successive values of the
transform values include sin � and cos � as corresponding multiples. To recover
the phase angle, start by taking the ratio of the values of HmT fsin.2�f0t C�/g.m/

for m D n and m D n C 1; for n even.

16.4.1 The Hermite Matrix H

There is a discrete analog of the general formula for the continuous Hermite
transform of a sinusoid, as was given in Eq. (16.5) above.

The Hermite matrix H is defined to be the matrix of size N � N with columns
h0; h1; : : : ; hN �1: With this definition of H; the DHmT of input vector x is the
matrix-vector product H 0 � x; with the prime indicating transpose.

As an example of matrix H; Table 16.1 is the complete set of values of the first
three columns of H for the 8 � 8 case, displayed in transpose form. Note how each
column in the top half of the matrix is reflected as either an even or an odd vector
over the bottom half of the matrix. It is important for the following to note that the
general case of the H matrix has this vertical symmetry about the middle rows, up
to minus signs. It is the even/odd symmetry of the DHf that makes it so that matrix
H has symmetry about the horizontal between rows N=2 and N=2 C 1 in the table.
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Table 16.1 The values of the first three columns of the Hermite matrix H for the 8 � 8 case
listed in transpose form

H.W; 1 W 3/0 D
0

B
@

0:0025 0:0549 0:2962 0:6397 0:6397 0:2962 0:0549 0:0025

0:0131 0:1844 0:5593 0:3911 �0:3911 �0:5593 �0:1844 �0:0131

0:0463 0:3885 0:5210 �0:2748 �0:2748 0:5210 0:3885 0:0463

1

C
A

16.4.2 Frequency Computation Using the DHmT
of a Sampled General Sinusoid

Suppose that the general sinusoid gsx.t/ D sin.2�f0t C �/ is sampled uniformly
with sample spacing T D 1=N and that the sampling vector is centered. That is,
the N samples of the sinusoid are specified at sample points starting with the vector
t D �.N � 1/=2; : : : ; .N � 1/=2 which is then normalized by dividing by

p
N :

In order to provide a discrete analog to Eq. (16.5) exactly, f0 in the following needs
to be one of the discrete set of frequencies p C 1

2
for p D 0; : : : ; N=2 � 1: With

f0 as an integer plus one-half, then p D f0 � 1=2: The Nyquist criterion for digital
signals results in a limit on the frequencies f0 that are allowed for sampling without
aliasing. In particular, f0 � N=2 for the uniform sampling described above.

For the general sinusoid, suppose that the vector is sampled as described above
from a general sinusoid gsx: The DHmT of the discretized general digital input
sinusoid can be shown to be given by

DHmT fgsx.f0/gŒk�D
�

sin � � .�1/qhkŒp� with q D k=2 when k is even
cos � � .�1/qhkŒp� with if qD.k � 1/=2 when k is odd

(16.6)

for 0 � k � N �1; where f0 D pC 1
2
: Note the similarity of this result to Eq. (16.5).

In terms of the Hermite matrix H as described in Sect. 16.4.1, Eq. (16.6) means
that the DHmT transform of a sinusoid sampled as described above comes from the
values of a corresponding row of matrix H. In the case of a sinusoid with phase
� D 0; every other value of the transform is equal to zero and some values are
multiplied by �1: As an example to illustrate (16.6), for a general sinusoid with
� D 0 and frequency f0 D 2:5; it is the third row after the middle row of the H

matrix that gives the corresponding values. Note that every other entry of the DHmT
has exactly the same magnitude as the entry of the referenced row of the H matrix
(Table 16.2).

The Hermite matrix H described in Sect. 16.4.1 contains the DHf as column
vectors. As a set of eigenvectors of a symmetric matrix, this set of vectors is
mutually orthogonal. H is an orthogonal matrix, and the rows are also mutually
orthogonal. Since the DHmT of a uniformly sampled general sinusoid is closely
related to one of the rows in this matrix, we can determine the location of that row
using orthogonality between rows. Since the frequency of the sinusoid is related to
the row location, we can use this to determine the frequency of the sinusoid.
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To eliminate the redundancy that is in matrix H; we use the bottom half only of
this matrix in the following. In particular, first form the rectangular matrix of size
N=2 � N that includes rows N=2 C 1 to N of the square Hermite matrix H: Finally,
change the sign on every other even-indexed column and on every other odd-indexed
column. The result is called H� in the following. Note that H� retains the property
of having row orthogonality.

The rectangular matrix H� is used to determine the location of the row that
is related to the DHmT of the sinusoid. In particular, compute the matrix-vector
product,

Ox D H� � DHmT .x/; (16.7)

so as to use the orthogonality between rows. Note that we label the resulting vector
above as Ox; as something of a transform itself of the sampled input sinusoid. It is
from a slight modification from Ox that we will obtain a highly accurate estimate of
the frequency and amplitude of the sinusoid.

In particular, construct the modified vector Oxm with components defined by
summing odd-indexed and even-indexed entries of Ox;

OxmŒk� D 2. OxŒ2k � 1� C OxŒ2k�/; (16.8)

for k D 1; : : : ; N=2: This vector can be useful, particularly if the phase angle � of
the input sinusoid is desired. However, it is generally the frequency and amplitude
of the input sinusoid that are most desired. For that, construct the following squared
and combination version of Ox that eliminates the dependence on the phase angle of
the input sinusoid: Define Fm by

FmŒk� D 4. OxŒ2k � 1�2 C OxŒ2k�2/ (16.9)

for k D 1; : : : ; N=2:

For example, define input function x as the sum of two sinusoids:

x D 10:24 sin.2�.10:95/t/ C 10:8 sin.2�.25:05/t C �=3/ (16.10)

and suppose that this is sampled uniformly with N D 100 and then normalized byp
N as described above. For this example, the corresponding Oxm and Fm vectors are

as plotted in Fig. 16.3. Note the pulse-like shapes close to the locations of the two
sinusoidal frequencies at 10.95 Hz and 25.05 Hz of the input signal.

It is important to note that if the frequency of the input sinusoid has the form of
integer plus 0.5, then each of the above vectors is simply a pulse at the corresponding
frequency integer. This follows from the formation of rectangular matrix H� as one
of the rows in the DHmT of a sinusoid. This is the easiest case for determining the
frequency.
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Fig. 16.3 The Hermite evaluation vectors for the example input sinusoid (16.10). Oxm is in top plot
and Fm is on the bottom

16.4.3 Sinc Model for Frequency Determination

The top plot of Oxm in Fig. 16.3 has the general appearance of a sum of sampled sinc
functions combined linearly. This general form provides a very good approximation
of the Oxm vector, and a linear combination of squared sinc functions is also a very
good approximation to the Fm vector. These approximations can be used to provide
highly accurate estimates of both the frequencies and amplitudes of an input that is
a linear combination of sampled sinusoids.

Suppose that input function x.t/ is a linear combination of sinusoids, so that x

is a chord as described previously, of the form x.t/ D Pn
kD1 ak sin.2�fkt C �k/;

where the amplitudes, frequencies, and phases of the individual sinusoids are given
by the vectors a; f; and �, respectively.

The sinc model to approximate Oxm for a sampled linear combination of sinusoids
as defined above is given by

Oxm �
nX

kD1

ak.cos.�k/ C sin.�k// sinc.t � fk/: (16.11)
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Note that this depends on the phase angle �; which is not a value as desirable to be
determined as are frequency and amplitude. In Eq. (16.11), Oxm on the left is a vector
and the approximation in Eq. (16.11) assumes sampling of the sinc function.

The sinc model to approximate the value Fm; as in Eq. (16.9), for a sampled
linear combination of sinusoids as defined above is given by

Fm �
nX

kD1

a2
k sinc2.t � fk/ (16.12)

In summary, the following is a listing of the computational procedure for
estimating frequencies and amplitudes of a linear combination of uniformly sampled
sinusoids: Compute the DHmT of the input; compute the product of the modified
Hermite matrix and the DHmT of x by Ox D H� � DHmT .x/ as given in Eq. (16.7);
form the vector Fm as given in Eq. (16.9); determine the number of peaks and their
locations in the vector Fm (use the number of peaks as an estimate of the number
of sinusoids in the input signal); fit a single shifted sinc-squared function from
Eq. (16.12) to Fm in the vicinity of each peak.

For each peak, the least-squares fit of F m to the squared and shifted sinc function
will provide the estimate of the correct amplitude ak and frequency fk: Subtract the
result from Fm; thereby removing the peak at that location. Repeat the function
fitting in the vicinity of the next peak for the estimate of the next amplitude and
frequency. Continue this process until all frequencies fk and amplitudes ak have
been estimated. The accuracy of estimating frequencies and amplitudes of the input
signal is tied to the ability of the least-squares fitting method to estimate those
values, as outlined in the last step of the procedure listed above.

As an example, suppose that the input function is the linear combination of two
sinusoids as given in the example in Sect. 16.4.2 by Eq. (16.10). Using the procedure
outlined above, estimates for frequencies and amplitudes give results as follows:
The two frequencies of 10.95 and 25.05 Hz are estimated as 10.924 and 25.059 Hz,
resp. The corresponding amplitudes of 10.24 and 10.8 are estimated as 10.289 and
10.797, resp.

16.5 The HDgram: A New Method for Time-Frequency
Representations

Images given by spectrograms, which use Fourier analysis, and by scalograms,
which use wavelets, are established methods for time-frequency representations.
Frequency characterization by the discrete Hermite transform provides a new
method for creating time-frequency images that can be more focused, particularly
for input signals that are a linear combination of sinusoids. We call such a time-
frequency image an HDgram, interpreted as Hermite distribution for frequencies
and amplitudes over time.



394 D.H. Mugler and S. Clary

Time(s)

F
re

qu
en

cy
 (

H
z)

Two chords analyzed by DHmT method

0 0.5 1 1.5 2
0

10

20

30

40

50

60

70

80

90

0

0.5

1

1.5

2

2.5

3

3.5

4

Fig. 16.4 The HDgram time-frequency plot of the two chords described in the text, each
consisting of three sinusoids at distinct frequencies

The technique for creating an HDgram is the same as for a spectrogram, except
that the DHmT is applied instead of an FFT and the procedure for frequency analysis
used is that outlined in Sect. 16.4.3 above.

As an example, we consider an example of an HDgram of a fairly simple signal
that consists of two chords of three frequencies that change once over the time
interval of interest. For this example, the chord over the first half of the time interval
consists of sinusoids with frequencies of 5.45, 12.1, and 55.7 Hz with corresponding
amplitudes of 10.2, 8.8, and 16.75, resp. The chord over the second half of the
time interval consists of sinusoids with frequencies of 9.85, 28.08, and 30.5 Hz with
corresponding amplitudes of 4.24, 19.8, and 10.75, resp.

The HDgram of these two simple chords is displayed in Fig. 16.4. The HDgram
shows each of these frequencies very accurately with little distortion at the
beginning and end of the time interval of transition. The darkness or coloring of
the lines at particular frequencies is tied to the logarithm of the amplitudes of the
sinusoids in each case. Overlapping was not used in creating this HDgram. Note
how clearly the three different frequencies in each time interval are illustrated, and
also how clearly the frequencies that are relatively close to each other in the second
interval are differentiated from each other. In this case, frequencies are in error by
no more than 0.7 % with an average error of 0.3 %, and the amplitudes have error
no more than 14.9 % with an average error of 3.8 %.
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Fig. 16.5 Spectrogram of same two chords as imaged in Fig. 16.4

For comparison, given in Fig. 16.5 is the spectrogram for the same two chords
with the same input vector as was used for the HDgram in Fig. 16.4. Note how
the beginning and ending of the sinusoids over the two intervals are smeared and
difficult to determine with any accuracy. Also note that the two frequencies near
30 Hz in the second half of the interval are not clearly differentiated and appear as
one frequency. The additional colorings in the spectrogram, such as the many darker
rectangles, are artifacts in the spectrogram and do not represent any real frequencies
present in the signal. This spectrogram was created for an input of N D 200 digital
samples using an overlap of 80.

16.6 Conclusions

This chapter has introduced a new way of determining frequency and amplitude
content of a signal based on the DHmT. The DHmT has been introduced by the
authors in a sequence of papers. The accuracy of the frequency determination in this
new method helps to reduce the problem of spectral leakage, a common problem due
to sampling that was discussed in Sect. 16.1.
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Relations and common properties shared by the CHf and the DHf were provided
in Sect. 16.4, but the most important of those properties in the analysis of frequen-
cies and amplitudes is that of being eigenfunctions (eigenvectors) for the Fourier
transform (centered Fourier matrix), resp. That property is the one that provides the
general form of the continuous or DHmT of a sinusoid, as given in Eqs. (16.5) and
(16.6).

For the discrete case, the DHmT of a sinusoid is a modified row of the
Hermite matrix H: Since the rows in that matrix are mutually orthogonal, we
can determine the row number, and thereby the frequency, using inner products of
what is equivalent to the other rows in that matrix. Simplifying that square matrix
to rectangular matrix H� in Sect. 16.4 provided a computational method for both
frequencies and amplitudes, as given in Sect. 16.4.3.

This method is appropriate to evaluate frequencies of input functions that are not
at a basis function frequency. For frequencies that are at an integer plus 0.5, the
evaluation vector Fm is a pulse, but for other frequencies, the sinc model provides
a means to form a highly accurate estimate of both frequencies and amplitudes, as
prescribed in Sect. 16.4.3.

Applying this method to an input signal that is a linear combination of sinusoids
that can change over a time interval was shown in Sect. 16.5 to provide a new
time-frequency image called the HDgram. An example of an input signal that is of
chords changing over time showed the ability of the HDgram to provide more clarity
and definition to time-frequency images than spectrograms for this case. This new
method may prove to be useful in providing additional clarity in the visualization of
time-frequency images for many digital signals.
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