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Foreword

Software Technologies: Applications and Foundations (STAF) is a federation of
a number of leading conferences on software technologies. It was formed after
the end of the successful TOOLS federated event (http://tools.ethz.ch) in 2012,
aiming to provide a loose umbrella organization for practical software technolo-
gies conferences, supported by a Steering Committee that provides continuity.
The STAF federated event runs annually; the conferences that participate can
vary from year to year, but all focus on practical and foundational advances
in software technology. The conferences address all aspects of software technol-
ogy, from object-oriented design, testing, mathematical approaches to modelling
and verification, model transformation, graph transformation, model-driven en-
gineering, aspect-oriented development, and tools.

STAF 2014 was held at the University of York, UK, during July 21-25, 2014,
and hosted four conferences (ICMT 2014, ECMFA 2014, ICGT 2014 and TAP
2014), a long-running transformation tools contest (TTC 2014), eight workshops
affiliated with the conferences, and (for the first time) a doctoral symposium.
The event featured six internationally renowned keynote speakers, and welcomed
participants from around the globe.

The STAF Organizing Committee thanks all participants for submitting and
attending, the program chairs and Steering Committee members for the indi-
vidual conferences, the keynote speakers for their thoughtful, insightful, and
engaging talks, the University of York and IBM UK for their support, and the
many ducks who helped to make the event a memorable one.

July 2014 Richard F. Paige



Preface

This volume contains the papers presented at ICMT2014: the 7th International
Conference on Model Transformation held during July 21-22, 2014, in York as
part of the STAF 2014 (Software Technology: Applications and Foundations)
conference series. ICMT is the premier forum for researchers and practitioners
from all areas of model transformation.

Model transformation encompasses a variety of technical spaces, including
modelware, grammarware, dataware, and ontoware, a variety of model represen-
tations, e.g., based on different types of graphs, and a variety of transformation
paradigms including rule-based transformations, term rewriting, and manipula-
tions of objects in general-purpose programming languages.

The study of model transformation includes foundations, structuring mecha-
nisms, and properties, such as modularity, composability, and parameterization
of transformations, transformation languages, techniques, and tools. An impor-
tant goal of the field is the development of high-level model transformation
languages, providing transformations that are amenable to higher-order model
transformations or tailored to specific transformation problems.

The efficient execution of model queries and transformations by scalable
transformation engines on top of large graph data structures is also a key chal-
lenge in different application scenarios. Novel algorithms as well as innovative
(e.g., distributed) execution strategies and domain-specific optimizations are
sought in this respect. To achieve impact on software engineering in general,
methodologies and tools are required to integrate model transformation into
existing development environments and processes.

This year, ICMT received 38 submissions. Each submission was reviewed by
at least three Program Committee members. After an online discussion period,
the Program Committee selected to accept 14 papers as part of the conference
program. These papers included regular research papers, tool papers, and expe-
rience reports orginized into five sessions on model transformation testing and
analysis, tracing and reverse engineering of transformations, and foundations and
applications of model synchronization. We were honored to host Jean Bézivin
as a keynote speaker of ICMT 2014, who gave an invited talk on “Software
Modeling and the Future of Engineering.”

Many people contributed to the success of ICMT 2014. We would like to
truly acknowledge the work of all Program Committee members and reviewers
for the timely delivery of reviews and constructive discussions given the very
tight review schedule. We are also indebted to Philip Langer (Vienna University
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of Technology) serving as the web chair of ICMT 2014. Finally, the authors
themselves constitute the heart of the model transformation community and
their enthusiasm and hard work is a also key contribution.

May 2014 Davide Di Ruscio
Daniel Varro
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Gergely Varró TU Darmstadt, Germany
Janis Voigtländer University of Bonn, Germany
Edward Willink Willink Transformations Ltd., UK
Manuel Wimmer Vienna University of Technology, Austria
Haiyan Zhao Peking University, China

Additional Reviewers

Abdeen, Hani
Anjorin, Anthony
Antkiewicz, Michal
Baki, Islem
Benomar, Omar
Berger, Thorsten
Bergmann, Gábor
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(Abstract)



Software Modeling and the Future of

Engineering

Jean Bézivin

Independent Consultant in Software Modeling and
Retired Professor of Computer Science

University of Nantes, France

jbezivin@gmail.com

Abstract. In the past fifty years the world of engineering has consider-
ably changed. From computer-assisted to software-intensive, most clas-
sical and emerging domain engineering fields now heavily draw on some
forms of Software Model Engineering (SME) shortly called “Software
Modeling”. Starting from a general map of engineering fields, the talk
will first outline this important evolution and the progressive shift of
SME from the mere support of code production and maintenance to the
much broader spectrum of a central practice in most of these current do-
main engineering fields. In other words the focus of software modeling is
rapidly changing from software engineering to engineering software. But
what is exactly SME? Historically its definition has been rather fluc-
tuating. The last iteration, since 2000, did not even produce a unique
characterization. On the contrary, SME may be viewed as composed as
a set of different facets, some of them not even mutually compatible.
The talk will describe these various segments of SME, their objective,
market, usage characteristics and hopefully convergence of goals. One of
these segments, the management of abstract correspondences between
models (and of transformations, their operational counterparts) will be
for example more particularly detailed and its importance outlined. All
these observations will allow to conclude that, at this point of its his-
tory and in this state of maturity, software modeling may be seen as an
essential contribution to the future of engineering and an outstanding
long-term research opportunity.
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On the Usage of TGGs for Automated Model

Transformation Testing

Martin Wieber, Anthony Anjorin, and Andy Schürr

Technische Universität Darmstadt,
Real-Time Systems Lab,

Merckstraße 25, 64283 Darmstadt, Germany
{martin.wieber,anthony.anjorin,andy.schuerr}@es.tu-darmstadt.de

Abstract. As model transformations are fundamental to model-driven
engineering, assuring their quality is a central task which can be achieved
by testing with sufficiently adequate and large test suites. As the latter
requirement can render manual testing prohibitively costly in practice, a
high level of automation is advisable. Triple Graph Grammars (TGGs)
have been shown to provide a promising solution to this challenge as
not only test case generators, but also generic test oracles can be derived
from them. It is, however, unclear if such generated test suites are indeed
adequate and, as different strategies can be used to steer the test gener-
ation process, a systematic means of comparing and evaluating such test
suites and strategies is required.
In this paper, we extend existing work on TGG-based testing by(i) pre-
senting a generic framework for TGG-based testing, (ii) describing a
concrete instantiation of this framework with our TGG tool eMoflon,
and (iii) exploring how the well-known technique of mutation analysis
can be used to evaluate a set of test generation strategies by analyzing
the generated test suites.

1 Introduction

Model transformations represent a fundamental paradigm in Model-Driven En-
gineering (MDE), and therefore, quality assurance of transformations is a crucial
task and subject to active research. A viable strategy to improve the quality of
and trust in model transformations is testing, which requires not only a sufficient
amount of adequate test data, but also a suitable test oracle for test evalua-
tion [4]. Manual testing quickly becomes infeasible for real-world applications,
so automating the test derivation is also an important challenge [27].

String grammar-based test case generation [21] is a well-established technique
used in grammar development [25] and compiler testing [20]. In the approach,
test inputs (representing words of a language) are generated by consecutively
applying the rules of a grammar. A similar approach exists in the MDE domain,
where graph grammars can be used to generate (test) models [9,28,10]. For a
comprehensive testing process, however, a test oracle is also required to decide
whether the output of the System Under Test (SUT) is correct.

D. Di Ruscio and D. Varró (Eds.): ICMT 2014, LNCS 8568, pp. 1–16, 2014.
c© Springer International Publishing Switzerland 2014



2 M. Wieber, A. Anjorin, and A. Schürr

Triple Graph Grammars (TGGs) [26] can be used in this context [18,17], as they
comprise two graph grammars (for source and target) connected by a third cor-
respondence graph grammar. Applying a sequence of TGG rules thus results in
a pair of a source and a target model, connected by the correspondence model. A
TGG represents a declarative, rule-based specification of a language of consis-
tent triples of connected source, target and correspondence models, which can
be used to test a system by generating consistent triples with the rules of the
TGG. The source (resp. target) model of each generated triple serves as input
for the SUT, while the target (resp. source) model is regarded as a valid output
to which the result of the SUT can be compared to. Consequently, the TGG is
used not only for test generation, but also solves the oracle problem.

It remains, however, an open question if the derived test suites are indeed ad-
equate. As with any grammar-based generation technique, this is influenced by
the concrete derivation strategy used to guide and limit the generation process.
In this paper, we demonstrate how the well-known technique of mutation anal-
ysis [8,24] can be used to systematically compare and evaluate such strategies
for TGG-based test generation in terms of adequacy, and report on first results.
Our overall contribution is threefold, as we

(1) Present an abstract framework for TGG-based test generation and evalua-
tion, which can be used to classify current and future approaches (Sect. 2, 3).

(2) Describe (in Sect. 4) a concrete instantiation of the framework based on
the eMoflon tool (www.emoflon.org). In comparison to the MoTE tool [17],
eMoflon supports additional TGG features such as negative application con-
ditions (NACs), bidirectional attribute constraints and relation-like (non-
uniquely defined) mappings of one input to several legal outputs. These
enable more expressive TGGs [19] and, thus, a richer test generation frame-
work (including aligned rule coverage strategies);

(3) Show (with several experiments) how mutation analysis can be used to sys-
tematically evaluate the generated test suites and, indirectly, the applied
strategies (Sect. 5).

2 A TGG-Centric Test Approach

Figure 1 depicts a generic, TGG-based testing framework as a UML component
diagram. The architecture is tool, technology, and platform independent. We
use this architecture in the following to explain the general approach, as well
as to classify and compare concrete instantiations. A TGG specification of the
considered model-to-model transformation serves as the basis of the framework.
The specification is created with a TGG tool 1 such as eMoflon, and serves as
input for a test generator 2 , which is the central component of this framework.
The test generator produces test cases (as pairs of test models and expected
results) by repeated application of TGG rules, and uses two auxiliary functional
blocks:(i) a traversal strategy 2.1 that guides the generation process by selecting

the rules to be applied, and (ii) a stop criterion 2.2 that controls when to end this
process based on a sufficiency notion. The generated test stimuli are input to the

http://www.emoflon.org/
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Fig. 1. Components of a generic TGG-based testing framework

components forming the test bench 3 . Test bench related tasks are to(i) invoke
the SUT 4 with the test stimuli, (ii) produce and maintain coverage data
collected from the SUT if required, and (iii) pass the resulting output of the
SUT to the oracle 5 for evaluation. The oracle determines whether a test fails
or passes in form of a verdict. The verdict can be based on the output of the SUT,
the expected results and test stimuli provided by the test generator, and the TGG
specification. Finally, we include a test set quality evaluation component 6 to
determine the quality of the generated test suite based on relevant pieces of
information. Its inputs might comprise the test stimuli, the expected results, the
verdict of the oracle (for being able to take the quality of the verdicts and the
trustability of the oracle into account), and the coverage data. The evaluation
also uses predefined quality requirements 6.1 as a benchmark.

3 Design Choices and Variability in the Approach

Having introduced the general architecture, we now continue with a discussion of
several variation points concerning concrete implementation of the framework
(for testing and test generation). Figure 2 depicts two feature models we de-
rived for this purpose: one for the testing task setup (left-hand side) and one for
the framework (right-hand side). Feature models are a well-accepted means of
describing a family of related products in terms of their commonalities and vari-
ability [5]. A feature, visualized by a box labelled with the corresponding name,
represents a specific characteristic of the family of products. Features are orga-
nized hierarchically, whereby child features can only be selected if their parent
feature is selected. Child features can be either optional, meaning that products
could comprise any of these features, or mandatory, meaning that all valid prod-
ucts must have this feature. Child features can also be grouped into alternative
or non-empty selection groups, the former (latter) indicating that exactly (at
least) one feature has to be chosen. Additionally, we introduce an (informal)
influences relation among the features, which indicates that the (de-)selection
of the source feature influences the selection or deselection of the target feature.
To preserve legibility, we only include a small amount of such connections.
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Fig. 2. Feature model describing variability in the Setup and the Framework

3.1 Variability Regarding the Setup

The testing task setup is mainly characterized by(i) the test goal, and (ii) the
SUT with its most relevant properties (for other/more properties cf., e.g., [7]).
Potential test goals include(i) performance – can the SUT handle large (e.g.,
element count) or complex (e.g., highly connected) input models, (ii) robustness
– can the SUT cope with invalid input models (w.r.t. the languages induced by
the metamodel or the TGG), and (iii) correctness – does the SUT implement
the specified behavior.

Although the framework follows a specification-based (black-box) testing ap-
proach, design choices are still influenced by properties of the SUT. For example,
the chosen transformation language has a strong influence on the available vali-
dation/verification techniques. The directionality of the SUT has an impact on
required test models. Bidirectionality enables additional options to derive a test
verdict (e.g., by performing a round-trip transformation and comparing the final
result to the original start model). Another related aspect of the SUT concerns
its source-target-relation. Whether a transformation is exogenous (source and
target languages are different) or endogenous (identical source and target meta-
models) influences, e.g., the decision if TGGs are suitable for testing. Design
choices concerning the oracle are also influenced by whether a SUT realizes a
function-like (one to one) or a relation-like (one to many) mapping.

3.2 Variability Regarding the Framework

Concrete implementations of the framework can differ w.r.t. the test generator,
the oracle, and means of quality evaluation. We continue by discussing potential
options and suggesting a corresponding (incomplete) classification.
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Test Generator. Test models can be generated in many ways, e.g., by using
a problem-specific generator or generic model finders. We suggest to distinguish
two classes of test generators:(i) grammar-based test generators, and (ii) model
finders such as Alloy.1 Grammar-based test generators depend on the gram-
mar type, a generation strategy to select and apply the rules, and a sufficiency
criterion, to decide when to stop generating new “words” of the language. For
robustness testing, it should be possible to generate invalid models (models that
are not part of the language), which is why there is a connection between the
features “Robustness” and “Type”. The transformation language also has some
influence on the choice of grammar type, e.g., TGG-based testing is more natu-
ral for exogenous than endogenous transformations. Model finders tend to suffer
from the combinatorial explosion problem (cf. [11] for an Alloy-specific analysis)
which might render them unsuitable for performance testing.

Oracle. Comparing actual and expected output models is only one of several
oracle options (cf., e.g., [22]) whereby a concrete decision is strongly influenced
by the test goal of the setup. The verdict of an oracle can be based on different
sources of truth (Fig. 2):(i) human intuition, (ii) a specification of the trans-
formation (not necessarily formal or related to TGGs), (iii) proven properties
of the result (obtained through formal verification), (iv) an existing reference
implementation, and (v) checking for a (round-trip) fixpoint in bidirectional
transformations. Several techniques can be used to check the result against the
expectations, such as syntax-based comparison via (model) differencing tools.
For relation-like transformation semantics, however, a potentially infinite set of
valid output-models exists for a single input model, which is difficult to han-
dle with differencing-based oracles. Other options could be more feasible, such
as(i) searching for common sub-patterns in the actual and the expected result,
(ii) defining a distance with an upper bound as a metric to capture similarities
(e.g., the number of distinct differences), or, (iii) in case a TGG is used, a trace-
ability model construction to decide if input and output pairs can be extended
to a consistent triple of the language defined by the TGG.

Test Set Quality Evaluation. As exhaustive testing is almost never feasi-
ble, objective quality indicators for test sets are required to limit testing effort.
There are various options (non-complete list):(i) (relative) adequacy (the ability
to detect artificially incorporated bugs from a mutation analysis), (ii) test cover-
age (achieved coverage of structural or specification elements when running the
tests), (iii) test set size (#test cases), and (iv) test case sizes (#elements).

4 A Concrete Instantiation with eMoflon

We continue by presenting our implementation of the framework with eMoflon,
and categorizing it according to Sect. 2. In addition to this we also introduce a
running example: a tool integration scenario in which a library system (source
domain) and a reference management tool (target domain) are synchronized.

1 http://alloy.mit.edu

http://alloy.mit.edu
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++ 
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title := generatedValue 

++ 

pub : Publication 

citation := generatedValue 

++ 

res : Researcher a2r : AuthorToResearcher 

b2p : BookToPublication 

++ 

existingBook : Book 

title == generatedValue 

r 3 : BookToPublicationRule(generatedValue: EString) 

r 4 : ExistingBookToPublicationRule 
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++ 
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+source 
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++ +item 

+target +source 

++ +publication 

++ 
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+target 

++ 
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++ 
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title citation 
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+item 

+author 

+item 

++ 
+source 
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Fig. 3. TGG schema and TGG rules r1 - r4 for the running example

4.1 Running Example

The following example showcases relevant TGG features and is later on used
for the case study in Sect. 5. The data structures to be synchronized are rep-
resented as metamodels which describe the concepts and relations in a domain
as classes and associations between classes. The source metamodel, depicted to
the top-left of Fig. 3, defines a Library containing Authors and Items. An
Author can have arbitrarily many Items (only Books are shown for presentation
purposes). Note that Items can belong to multiple authors, cf. the correspond-
ing item-author association. The target metamodel comprises a Bibliography

containing Researchers. The latter can have arbitrarily many Publications.
Note that a Publication belongs to exactly one Researcher. Classes can have
properties such as the location of a Library or the name of a Researcher.
The two metamodels are connected by a correspondence metamodel that spec-
ifies which source and target elements correspond to each other, e.g., Library
and Bibliography via the LibraryToBibliography correspondence type. This
triple of metamodels is referred to as a TGG schema. TGG rules are patterns
consisting of objects and links typed according to the TGG schema.

Rule r1: LibraryToBibliographyRule (top-right of Fig. 3) specifies that
libraries correspond to bibliographies and are created together (axiom rule).
Created elements in TGG rules are green, with a “++” markup. The rule
r2: AuthorToResearcherRule specifies that authors and researchers are created
together, but it also requires a context, namely the library and corresponding
bibliography, into which the author and researcher are added. Context elements
are black (with no markup) and must already have been created by other rules.
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Rules r1 and r2 make use of bidirectional attribute constraints [3] to specify
how attributes of different elements are related to each other. The constraint
eq gen(lib.location,biblio.name), for example, states that the location of
the library and the name of the corresponding bibliography are to be equal.

Rules r3: BookToPublicationRule and r4: ExistingBookToPublication-

Rule (Fig. 3, bottom) specify how books and publications are added. Rule r3
makes use of a Negative Application Condition (NAC), depicted as the crossed
out element existingBook, to ensure that the rule is only applicable if the author
aut has not published a book with the same title. eMoflon supports such NACs
to ensure that global constraints (in this case, no author can publish more than
one book with the same title) are not violated (note that the title of the new book
is provided as a rule parameter, supplied or generated at run time). Similarly,
r4 enables shared authorship of books (by several authors) and ensures that
respective publications are assigned to each of the researchers. Another NAC is
used in this case to prevent equally named books.

4.2 Design Rationale

We have implemented the components of Fig. 1 as part of our eMoflon tool suite.
The design choices and specific characteristics (cf. Fig. 2) w.r.t. our concrete
implementation are discussed in the following.

Handling Relational Specifications. Using TGGs as specification lan-
guage induces a consistency relation over model pairs: such pairs are in relation
to each other if a connecting correspondence model can be derived with the given
rules. This consistency relation is not necessarily a function. For instance, con-
sider our running example: As it is impossible to ascertain in the target domain
how many authors worked together on the same book (publications are never
shared), the backward transformation has a degree of freedom when translating
publications of different authors with the same citation. These publications can
either be transformed to the same book according to r4, or to a new book for
each author according to r3 (different authors are free to publish books with
the same title), meaning that the consistency relation is non-functional in the
backward direction.

Coping with non-functionality is a challenge for a test (generation) framework.
The oracle must take this degree of freedom into account, i.e., the valid output
models for a given input model can be a set containing multiple elements. If one
(or both) of the metamodels define types that have no respective counterpart
in the opposite domain, then the set of valid output models is even unbounded
in size; one can always construct another valid result from a given result by
adding an instance of one of these types. We suggest (and have implemented)
the following solution:

(a) After using the rules of the TGG to generate pairs of input and valid output
models, we use a model-diff tool – EMFCompare of the Eclipse Modelling
Framework (EMF) – to deduce a set of the discovered valid output models
for every input model by grouping all output models for the same input.
Note that this is a one-time effort during test creation.
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(b) As the complete set of valid output models for an input model can in general
be infinite, our default oracle only uses the deduced sets as a preliminary
check for efficiency reasons: If the produced output model is in the deduced
set then the test is reported as passed. This can be based, e.g., on EMF-
Compare or a less rigid approximation (e.g., hash-based).

(c) If the produced output model is not in the set, an attempt is made to
extend the input model and produced output model to a consistent triple by
creating an appropriate correspondence model. The produced output model
is “correct” with respect to the TGG iff this construction is possible. This
algorithm for correspondence construction is automatically derivable from
the TGG rules but must be rerun every time the tests are executed.

Exploiting NACs for Generating Robustness Tests. A grammar-based
test generation approach typically generates words of the described language
and is not directly suitable for robustness testing, which requires invalid test
stimuli. One could manipulate (and falsify) the rules of the grammar to generate
invalid words, but this seems rather arbitrary and would most likely lead to
inconsistencies in the specification.

As the NACs which our TGG tool supports correspond exactly to global
negative constraints in the source and target metamodels – i.e., the NACs only
ensure that the rules do not violate these constraints [2] – we take the following
approach: In case we encounter a potential rule application that is prohibited
only by the NACs of the rule, it is possible to systematically generate invalid
input models by ignoring the NACs and applying the rule nevertheless. Using
such models for robustness testing corresponds clearly to checking how a SUT
handles models that violate the set of constraints in a domain. For our running
example, such invalid models include libraries with authors who have published
multiple books sharing the same title, or published the same book twice. Our
test generator 2 is able to detect NACs in a TGG rule, create a version of the
rule without the NACs, and allow the traversal strategy 2.1 to decide whether
robustness tests should be generated or not.

Handling Generation of Attribute Values. A non-trivial challenge when
deriving test models lies in generating attribute values that are consistent with
the specification. The attribute constraints supported by eMoflon, such as eq gen

in the running example, are used to generate consistent attribute values. They
can be extended and refined as required (in Java) [3]. For the example, string val-
ues are generated randomly (but can also be repeated with a certain probability
to provoke interesting situations such as books with the same title).

SUT Invocation. Our test generation framework can be used to test arbi-
trary (bi- and unidirectional) model transformations that take instances of the
source/target metamodel as input and produces instances of the second meta-
model as output. We generate test stubs (Java classes) with methods that must
be implemented to invoke the SUT (cf. 4 in Fig. 1).

Coverage Strategies. The traversal strategy 2.1 used by the test generator
to explore the “derivation tree” can easily be implemented and adjusted by
the user. A base class Strategy provides a set of template methods that are
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invoked by the test generator. The strategy is queried at every decision point in
the test generation process and can filter and sort the current list of applicable
TGG rules and corresponding matching locations. Currently, we provide default
implementations for depth-first and breadth-first search strategies, as well as
random traversal strategies. As default stop criterion 2.2 , one can choose between
upper bounds on:(i) the number of the generated test cases, (ii) the maximal run
time (time out), (iii) the number of rule applications, (iv) certain combinations
of the previous options, and (v) coverage of user-specified rule sequences.

Supported Technologies and Standards. eMoflon takes a generative ap-
proach, meaning that standard EMF-compatible Java code is generated for all
components of the framework. The test generator and test bench represent exe-
cutable components and the framework can be extended by means of Java inheri-
tance to customize traversal strategies, stop criteria, SUTs, quality requirements
etc. JUnit is required because sets of JUnit tests are created and run for the gen-
erated input models. We use the de facto modelling standard EMF/Ecore and,
thus, any SUT that accepts such instance models as input and produces such
models as output can be tested (adapters have to be used otherwise).

Bootstrapping with Graph Transformations. eMoflon is developed with
eMoflon and our test generation framework is no exception to this. Our compiler
that takes a TGG specification as input and derives a test generator 2 as output,
is implemented as a (higher order) model transformation specified completely
with unidirectional programmed graph transformations.

5 Evaluation and Case Study

After describing the quality evaluation component 6 of Fig. 1 in general, we
now give some hints towards its implementation and usage to evaluate: (a) the
usefulness of this black-box testing approach in general, (b) the generated test
suites in terms of mutation scores, (c) the influence of traversal strategies and
stop criteria on test suite quality, and (d) feasible oracle options.

5.1 Assessing Test Suite Quality

We begin with the main technique to evaluate adequacy, namely mutation anal-
ysis, before describing the setup of the case study.

Mutation Analysis and Adequacy. Mutation analysis is a well-established
means to evaluate a test suite’s adequacy or, in other words, its flaw detection
capability. The idea behind it is to systematically introduce single defects into
the SUT each resulting in a mutant of the SUT. The sorts of the defects are
implementation language dependent and should reflect “typical” errors made in
real world situations. If the test suite contains at least one test that leads to
an unexpected or wrong output (by oracle judgment), the mutant is recognized
and said to be killed by the test suite. The mutation score of a test suite is
the ratio of discovered to generated mutants, ranging from 0 to 1. An inherent
challenge of the approach stems from mutants that are equivalent to the SUT
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w.r.t. input/output behavior. Comparing mutation scores is still possible, but
for an absolute grading the scores should be adjusted by removing such SUT-
equivalent mutants. A more interfering effect on the analysis stems from imper-
fect oracles (model comparison can be considered imperfect here) which classify
SUTs and equivalent mutants differently and erroneously kill mutants (false pos-
itives). This can bias mutation scores by over- or underrating adequacy.

Setup. For our evaluation we use the running example with two SUTs: (a) A
handwritten Java implementation, and (b) a (programmed) graph transforma-
tion (eMoflon) implementation (independent of the TGG rules). We refer to
the first as Java and to the second as GraTra. Both SUTs implement the forward
(source-to-target) and the backward (target-to-source) direction of the mapping.

It is important to note here that GraTra is not derived from the TGG spec-
ification. Although this is indeed possible, testing such automatically derived
implementations would equate to testing the TGG tool itself (that provides the
derivation) and is a very different task.

A related point to clarify is why it makes sense to consider other (manual)
implementations of the TGG specification if it is possible to automatically derive
an implementation. There are multiple arguments for doing this from the field of
model-based testing (the TGG is considered here to be the test model), including:
(i) the TGG is often an abstraction of the required transformation and focuses
on the current details that are to be tested, (ii) a manual implementation is
typically much more efficient (runtime and memory consumption), and (iii) the
target platform might not be supported by the chosen TGG tool.

We derived a total of 31 mutants (10 for the forward direction, 21 for the
backward direction) for Java, and 14 mutants (6 for forward, 8 for backward)
for GraTra. Mutants were generated for GraTra and handcrafted in case of Java
(e.g., by inverting Boolean conditions, introducing off-by-one errors, etc.). We
refrained from using Java mutation frameworks because the vast majority of
the resulting defects were too “low level” meaning they did not consider model
and transformation semantics thus breaking the transformation right from the
start. Mutation operators for GraTra basically relax or restrict the application
conditions of the declarative rewriting rules (e.g., by altering the node types or
by converting nodes to NAC elements; cf. [24] for a set of generic operators).
During experimentation it became apparent that several mutants were in fact
equivalent to the solution (7 in case of (a), 4 in case of (b)). We left them in the
mutant set, however, to check if oracles produce false positive results.

Concerning test suite derivation, we implemented the following strategy/stop-
criterion combinations to generate a total of four suites:(1) all rule pairs (AP) –
breadth-first search for rule application sequences that cover all possible pairs of
rules excluding axiom rule r1, which is only allowed as the initial rule (result: 9
model triples); (2) every rule once (ERO) – breadth-first search for the shortest
application sequence that ends with a given rule for all rules (result: 4 model
triples, as we have 4 rules); (3) rule dependencies (RD) – breadth-first search
for a rule application sequence that fulfills a given, problem-specific coverage
requirement 〈r1, ∗, r2, ∗, r3, ∗, r4〉 beginning with application of r1, ending with
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Table 1. Mutation analysis results (2 SUTs × 2 directions × 3 oracles vs. 4 test sets)

SUT Direction Oracle
EmfCompare 10 0 1 1 1 9 0 0.9 1 0.9 9 0 0.9 1 0.9 10 0 1 1 1
Hash comp. 10 0 1 1 1 8 0 0.8 1 0.8 8 0 0.8 1 0.8 10 0 1 1 1
Link creation 10 0 1 1 1 9 0 0.9 1 0.9 9 0 0.9 1 0.9 10 0 1 1 1
EmfCompare 14 5 1 0.737 0.737 12 5 0.857 0.706 0.605 12 5 0.857 0.706 0.605 14 7 1 0.667 0.667
Hash comp. 12 5 0.857 0.706 0.605 10 5 0.714 0.667 0.476 10 5 0.714 0.667 0.476 12 7 0.857 0.632 0.541
Link creation 13 0 0.929 1 0.929 10 0 0.714 1 0.714 10 0 0.714 1 0.714 13 0 0.929 1 0.929
EmfCompare 5 0 1 1 1 5 0 1 1 1 4 0 0.8 1 0.8 5 0 1 1 1
Hash comp. 5 0 1 1 1 5 0 1 1 1 4 0 0.8 1 0.8 5 0 1 1 1
Link creation 5 0 1 1 1 5 0 1 1 1 5 0 1 1 1 5 0 1 1 1
EmfCompare 5 0 1 1 1 4 0 0.8 1 0.8 4 0 0.8 1 0.8 5 0 1 1 1
Hash comp. 5 0 1 1 1 4 0 0.8 1 0.8 4 0 0.8 1 0.8 5 0 1 1 1
Link creation 5 0 1 1 1 4 0 0.8 1 0.8 4 0 0.8 1 0.8 5 0 1 1 1
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application of r4; the ‘∗’ stand for arbitrary intermediate sequences of rule ap-
plications. This requirement encodes the interdependency of the TGG rules, i.e.,
r2 depends on the context created by r1 and so forth (result: 1 model triple);
(4) timeout and max. depth (TMD) – a depth-first traversal limited by a max.
depth of 20 rule applications and a 3 s timeout (result: 174 model triples). From
each model triple, a forward and a backward test was created.

5.2 Mutation Analysis Results

Table 1 summarizes the results of the mutation analysis for the two SUTs (upper
half dedicated to Java, lower half to GraTra). Each result set is subdivided into
forward (FWD) and backward (BWD) direction each comprising values for the
three oracles EmfCompare, hash comparison, and (correspondence) link creation.
The columns (captioned AP, ERO, . . . ) group the results for each of the four
generated test suites. For better interpretability, we included the absolute num-
bers of true positives and false positives. True and false negatives are omitted
for brevity (their resp. values can be calculated from the positive counterparts
and the total number of (non-)equivalent mutants). Note that the highlighted
cells contain the values for the mutation score (mut score or green gamut) and
for a derived metric we refer to as weighted mutation score (weighted mut score
or blue gamut). We also provide the positive predictive value (PPV) as the ratio
of true positives over the sum of true and false positives. It corresponds to the
conditional probability of a true positive hit upon indicating a mutant and is the
weighting factor for calculating the weighted mut score. The rationale for this is
that the weighted mut score represents a more accurate figure of merit for quality
evaluation as it accounts for false positives.

Mutation Scores vs. Strategies. The collected mut score values suggest
that the overall quality of the test suites is quite acceptable, with values ranging
from 0.714 to 1.0 for Java and from 0.8 to 1.0 for GraTra, supporting the hy-
pothesis that such generated tests are able to detect real errors. When it comes
to comparing the test suites, our measurements show that AP and TMD based
test sets perform similarly, outperforming the other two strategies, ERO and
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Fig. 4. Mean run time over model size for the 3 oracles

RD, in terms of mut score values. AP and TMD, however, lead to much big-
ger suites (#tests), as explained above, which fits the näıve intuition that more
tests probably detect more defects. Closer analysis reveals that the test suites
also contain bigger test models (in terms of element count), and some mutations
only show themselves in case of bigger models (e.g., altered control variables in
the Java case only take effect if loop counts exceed certain limits). Nevertheless,
even the two test cases derived from the triple produced by RD, or the eight
test cases in case of RO already achieve acceptable mutation scores. They also
require less execution time (AP: 15ms, ERO: 5ms, RD: 1ms, TMD: 400ms).

Influence of Oracles. An aspect worth mentioning relates to the differences
in false positive counts w.r.t. the transformation directions. In the forward case,
no false positives occurred, meaning that all correct output models were rec-
ognized as being correct by the oracles. This is not surprising as this direction
is a function-like mapping with unique output models. When it comes to the
backward direction, EMFCompare still features a relatively high mutation score,
but at the cost of misclassifying most of the equivalent mutants (up to all seven
equivalent mutants for Java). This implies that the oracle misjudges the results
because the actual output model cannot be found in the set of pre-calculated out-
puts. This effect is especially noticeable when using (selective) depth-first search
(as in TMD), since this greatly reduces the chances of generating equivalent out-
puts. Consequently, model-diff seems to be of limited use for non-function-like
mappings. Hash comparison tends to classify more test outputs as being “equal”
to expected results than EMFCompare because the underlying algorithm imple-
ments a notion of equality that is less sensitive to minor model differences (e.g.,
differences in the ordering of child elements are ignored). Consequently mutation
scores are lower, but the problem of false positives still prevails. Link creation,
on the other hand, can obviously cope well with ambiguous results and does not
produce any false positives. This finding is backed by the weighted mut score
values which favor link creation over EMFCompare and hash comparison.

Another important aspect relates to run time penalties induced by the or-
acle options. This issue becomes relevant with increasing model size. Figure 4
shows the mean run time (5% biggest and smallest samples were cropped) of
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the oracle runs over the size of the output models (measured on a Core2-Duo
P8600 2.4GHz with 8.0GB of RAM). Hash comparison obviously outperforms
the other options by magnitudes. An increase over model size is not noticeable.
EMFCompare reuses the hash function of hash comparison for pre-filtering, which
explains the sporadic drops in its run-time (when hashing sorts out several op-
tions). Neglecting these, the run time grows considerably with model size and
it seems apparent that model diff oracles get impractical for (very) large mod-
els and/or large sets of valid outputs. Our measurements also suggest that link
creation leads to a verdict faster than EMFCompare; except for cases when hash-
based pre-filtering dominates. We infer that there is (probably) no generic oracle
that solves all problems at once. Link creation clearly outperforms the other two
approaches w.r.t. verdict validity in case of ambiguous transformation results,
but needs to be programmed/generated for the specific transformation. On the
other hand, it shows better run-time behavior than the diff-based solution for
most cases.

Threats to Validity. Although we performed all experiments with utmost
care, some underlying parameters potentially threaten the validity of the results:
(i) The case study is obviously limited in size and scope, i.e., only a single

transformation is considered, which can be captured with four TGG rules.
Although this makes implying general conclusions difficult, our example is
chosen to feature complex cases including non-functionality (in the back-
ward direction), attribute constraints, and negative application conditions.
With this we are indeed able to demonstrate how to perform quality evalu-
ation in conjunction with TGG-based test case generation. Also, we under-
stand our results as a proof-of-concept rather than a full-blown empirical
evaluation. A detailed performance evaluation of different strategies with
larger transformation examples is left for future work.

(ii) We could create (and examine) only a limited and manageable number
of mutants. The statistical accuracy would certainly benefit from larger
sample sizes, but generating mutants for Java automatically seems futile
considering the high abstraction level of typical model transformations.
Finally, our mutant-generator for GraTra-like SUTs is still in its infancy
and needs to be improved and extended prior to additional measurements.

6 Related Work

Our work follows an approach first described in [18,17], but incorporates ex-
tended TGG-features such as the support for relation-like mappings which, we
believe, is important for many real-world transformations. In addition, we pro-
vide new contributions as we: (i) present a generic framework including a feature
model to clarify design options, (ii) explain how to practically evaluate concrete
decisions concerning the framework w.r.t. test suite adequacy, and (iii) present
initial evaluation results for several strategies and oracle options.

Comparable approaches to evaluate generated test suites by mutation analysis
for model transformation testing exist [23,15] (the latter approach also generates
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oracles). In these cases, test generation is based on solving derived constraint
satisfaction or SMT problems. Compared to the pattern-based approach of [15],
TGG rules are constructive in nature, i.e., specifying “negative” rules is not
allowed. It is, however, possible to specify global negative constraints in the
source and target domains and automatically derive appropriate NACs for a
given TGG [2]. Furthermore, a TGG-based approach is generally able to gen-
erate (very) large test models and expected outputs (or other oracles) without
necessarily suffering from intolerable run time – an inherent threat to approaches
based on model finders such as Alloy. Finally, choosing between a rule-based or
constraint/pattern-based approach is also a matter of style, preference, training,
and suitability to a specific problem or application domain.

Other benefits of our approach include: (i) attribute values and constraints
are handled in an integrated manner (as in [15]), and (ii) custom strategies offer
great control and flexibility w.r.t. model properties, test case size, and number
of tests. A drawback of our approach is that we require a TGG specification,
which might be hard/impossible to derive for an arbitrary transformation.

In [9] and [28], the respective authors describe approaches to derive instance-
generating graph grammars from (restricted) metamodels, whereby the derived
grammars generate exactly the same languages as the original metamodels. An-
other work that also advocates a comparable approach, but does without ad-
vanced graph transformation concepts like, e.g., NACs, is [10]. In all cases, the
grammar productions can be used for instantiation, and transformation testing is
mentioned by all authors explicitly as one prominent use cases. In our approach,
the (triple graph) grammar needs to be specified by the transformation devel-
oper or test engineer. Other main differences (despite general focus) include that
we: (i) derive oracles (and not only input models), (ii) support bidirectionality,
and (iii) explicitly consider attributes.

Several model generation tools exist: (a) PRAMANA [23], (b) UML2Alloy [1],
(c) UMLtoCSP, EMFtoCSP [6,13], (d) USE [12], or (e) the framework based
on PAMOMO and ocl2smt [14,15]. These tools rely on constraint solving for
finding either (test) models or constraint-violations based on given metamodels
and (OCL) constraints. A detailed comparison with our approach is future work.

The idea of evaluating string grammar based testing and related coverage
concepts, such as (extended) rule coverage (cf. [25,21]), in terms of mutation
adequacy was pursued in [16]. One of the findings was that reduced test suites –
being minimal w.r.t. test case count and size – achieved significantly lower mu-
tant scores than non-reduced test suites. Our results point in the same direction
but the case study is too small to provide strong evidence in this regard.

7 Conclusion and Future Work

We presented a transformation test framework constructed around an extended
TGG-based model and oracle generation approach, which supports NACs, at-
tribute constraints and relation-like mappings. We argued that TGGs are a suit-
able choice for such a framework as they are declarative and sufficiently high-level
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so that all required components (test generator, oracle) can be derived from the
same specification. Variability in the framework was captured in form of a feature
model and several design decisions were given. We also showed how to use the
quality evaluation component to compare test generation strategies and oracle
options w.r.t. important properties (adequacy, validity, run time).

The results obtained from our small case study suggest that TGG-based test-
ing of model transformations is feasible and that it is possible to achieve high
mutation scores. We showed how to tackle several practical issues related to real
world transformations. The presented framework can be adapted easily in sev-
eral ways to, e.g., cope with quality constraints, or with requirements concerning
the generated test suites. A central finding of this work is that test generation
strategies and oracle functions have a strong influence on test adequacy and
verdict validity. Although correspondence link construction (based on the TGG
specification) seems to be a suitable oracle, we found it to be slower than, e.g.,
model differencing approximations, which might suffice in many cases.

As future work, we plan to conduct more experiments and extend the evalua-
tion. We also need to automate the link creation oracle. Another challenge lies in
an extension to testing problems involving incremental model synchronization.
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9. Ehrig, K., Küster, J.M., Taentzer, G.: Generating instance models from meta mod-
els. SoSyM 8(4), 479–500 (2009)
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Abstract. Model transformations are a fundamental part of Model Driven  
Engineering. Automated testing of model transformation is challenging due  
to the complexity of generating test models as test data. In the case of model 
transformations, the test model is an instance of a meta-model. Generating input 
models manually is a laborious and error prone task. Test cases are typically 
generated to satisfy a coverage criterion. Test data generation corresponding to 
various structural testing coverage criteria requires solving a number of predi-
cates. For model transformation, these predicates typically consist of constraints 
on the source meta-model elements. In this paper, we propose an automated 
search-based test data generation approach for model transformations. The pro-
posed approach is based on calculating approach level and branch distances to 
guide the search. For this purpose, we have developed specialized heuristics for 
calculating branch distances of model transformations. The approach allows test 
data generation corresponding to various coverage criteria, including statement 
coverage, branch coverage, and multiple condition/decision coverage. Our  
approach is generic and can be applied to various model transformation  
languages. Our developed tool, MOTTER, works with Atlas Transformation 
Language (ATL) as a proof of concept. We have successfully applied our  
approach on a well-known case study from ATL Zoo to generate test data.         

Keywords: Software Testing, Model Transformation (MT), ATL, Search Based 
Testing (SBT), Structural Testing. 

1 Introduction 

Model transformations (MT) are a fundamental part of Model Driven Engineering 
(MDE). As for any other software, correctness of model transformation is of para-
mount importance. Automated testing of model transformations faces a number of 
specific challenges when compared to traditional software testing [1]. The foremost is 
the complexity of input/output models. The meta-models involved in the transforma-
tions typically comprise of a large set of elements. These elements have relationships, 
sometimes cyclic, that are restricted by the constraints define on the meta-
model/model. Generating input models manually is laborious and error prone. On the 
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other hand automated generation of input models requires solving complex con-
straints on the meta-models.  

In this paper, our objective is to enable automated structural testing of model trans-
formations. The idea is to generate test cases that cover various execution paths of the 
software under test. We present an automated search-based test data generation ap-
proach for model transformations. To guide the search, we propose a fitness function 
specific for model transformation. The fitness function utilizes a so-called approach 
level and branch distance. The branch distance is calculated based on heuristics de-
fined for various constructs of model transformations. 

We selected Alternating Variable Method (AVM) as the search algorithm for this 
purpose because it has already been successfully applied for software testing [2]. We 
tailored AVM for our specific problem. To the best of our knowledge, this is the first 
work to report an automated model transformation structural test data generation ap-
proach based on search-based testing. To support the automation of the proposed 
approach, we also developed a tool called MOTTER (Model Transformation Testing 
Environment). We apply the test data generation approach on an open source model 
transformation from the ATL Zoo1. 

The rest of this paper is organized as follows: Section 2 provides the related work 
and presents the state of the art related to MT testing and its associated challenges. 
Section 3 discusses the proposed test model generation methodology. Section 4 dis-
cusses the tool support, whereas Section 5 discusses the application of the approach 
on a case study. Finally Section 6 concludes the paper. 

2 Related Work 

Fleurey et al.,[3] discuss category partitioning scheme and introduced the concept of 
effective meta-model. Wang et al, [4] explores verification and validation of 
source/target meta-models in term of coverage. Sen et al., [5] proposed various model 
generation strategies including random/unguided and input domain partition based 
strategies. Vallecillo et al., [6] propose the use of formal specification for test data 
generation. Gomez et al., [7] use the concept of simulated annealing to generate test 
models. Cariou et al., [8] proposed a method that use OCL contracts for the verifica-
tion of model transformations. The work proposed by Guerra et al., [9], generates 
automated test models, from formal requirement specification and solved pre/post 
conditions and invariants using OCL. Wang and Kessentini [10] propose black box 
technique for the testing of meta-model structural information. The technique use 
search algorithms and provide structural coverage and meta-model coverage.   

Kuster et al., [11] reported the challenges associated with White box MT testing. 
Buttner et al., [12] proposed the use of first order semantics for a declarative subset of 
ATL. Gonzalez and Cabot [13] discuss dependency graph, examine dependency 
graph by applying traditional coverage criteria and generate test case as OCL expres-
sion for ATL. McQuillan et al., [14] proposed various white box testing criteria for 

                                                           
1  http://www.eclipse.org/m2m/atl 
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ATL transformations such as, rule coverage, instruction coverage and decision cover-
age. Mottu et al.,[15] proposed a constraint satisfaction problem in Alloy.  

The work presented here is significantly different from the above approaches as we 
adopt a search-based test data generation approach for automated white-box testing of 
model transformations. We build on the previous work of OCL solver [2, 16, 17] to 
generate valid meta-model instances and provide search heuristics for various model 
transformation language constructs.  

3 Automated Test Data Generation for MT 

This section discusses the automated test data generation approach for structural test-
ing of model transformations.  

3.1 Test Case Representation 

A test case in our context is a set of input models (i.e., a set of instances of input me-
ta-model) that provide maximum coverage of the model transformation under test. A 
number of coverage criteria have been developed for structural testing of software 
programs [18]. To achieve a specified coverage level, the test data needs to solve 
various predicates in the transformation language. In the case of model transforma-
tions, these predicates are typically constraints on the elements of meta-models.  

3.2 Problem Representation 

In the context of test data generation for model transformations, a problem is equiva-
lent to a transformation language predicate. A language predicate P (problem) is 
composed of a set of Boolean clauses {b1, b2 ... bn} joined by various Boolean opera-
tions, such as, and, or and not. Each clause bi, itself comprises of various variables 
{bi1, bi2 ... biZ} used in the clause. To solve a problem (P), the search algorithm first 
needs to solve all clauses which are (n) in number, and for each clause (bi), need to 
generate correct values for the entire variables till (z). To generate test data for trans-
formation predicates, search algorithm needs guidance. We provide heuristics for 
various clauses of model transformation languages. The heuristics are defined as a 
branch distance function d(), which returns a numerical value representing how close 
the value was to solving the branch condition. A value zero represents that branch 
condition is satisfied; otherwise a positive numerical non-zero value is returned that 
provides an estimate of distance to satisfy the constraint. 

3.3 Test Data Generation 

The algorithm for search-based test data generation for model transformations is 
shown in Fig. 1. Following sections discuss the various steps of the strategy. 

Generating Instance Models. The first step is to generate a random instance of meta-
model. The generated model should be a valid instance of the source meta-model. 
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Generating a valid instance requires solving the various constraints on the meta-model. 
The generated instance should also contain links corresponding to the mandatory asso-
ciations of the meta-model (i.e., having a multiplicity of 1 or above). A number of 
techniques have been proposed in the literature for generating meta-model instances 
[19]. A major problem is satisfying the various constraints on the meta-models, typi-
cally written in Object Constrain Language (OCL). For generating instances that satis-
fy the OCL constraints, we extended the approach presented in [2]. 
 

Algorithm generateTestData(mm, CFG, max) 
Input mm: source meta-model, CFG: Control flow graph, max; No of maximum 

iterations 
Declare     C: Set of conditions={}, n: # of iteration performed Tm: A random test data 

(instance of a meta-model), bi: A Condition from C,  
1. begin 
2.  Generate a random instance Tm of mm as test data 
3.  Traverse Tm on CFG and add all branching conditions into C.  
4.  for each Ci ϵ C 
5.   Calculate fitness f(O) = mini=0→C.size(ACi(O) + nor (BCi(O))) 
6.   if f(O) != 0 AND n < max 
7.    then modify Tm by adding/modifying instances of meta-elements according  to 

search algorithm. 
8.    Increment n  
9.   end if. 
10.  end for 
11. end 

Fig. 1. Algorithm for the proposed test data generation strategy 

To generate an instance of source meta-model we first traverse the model trans-
formation under test to identify the set of meta-model elements used in the transfor-
mation. This set is referred to as an effective meta-model [3]. The identified set of 
elements is typically related to other elements not used in the transformations. We 
keep all elements as part of the effective meta-model that have mandatory relation-
ships. We initially generate instances of all meta-elements used in the transformation 
predicate and then add links between the instances based on the meta-model.  

Fitness Functions for MT Language. Search algorithms are guided by fitness func-
tions that evaluate the quality of a candidate solution. The fitness function, for exam-
ple, in the case of structural coverage can evaluate how far a particular test case is 
from solving a predicate. The fitness functions are problem-specific and need to be 
defined and tuned according to the problem being targeted.  

Model transformation languages are similar to programming languages in a way 
that they are imperative and have control flow and side effects. The model transfor-
mation languages are also similar to Object Constraint Language (OCL), because they 
are written on modeling elements (and their syntax is inspired from OCL). Therefore 
the fitness function that we developed for testing of model transformations is adapted 
from the fitness functions of programming languages and OCL [2]. The goal of the 
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search is to minimize the fitness function f, which evaluates how far a particular test 
case is from solving a predicate. If the predicate is solved, then f(t) = 0. 

Since our approach is based on heuristics, the generated solutions of our approach 
are not necessarily optimal. The heuristics do not guarantee that the optimal solution 
will be found in a reasonable time. However, various software engineering problems 
faced by the industry have been successfully solved using search based 
algorithms.[20]. Our fitness function is a combination of approach level and branch 
distance and can be represented by the following equation: 

f(O) = mini=0→TP.size(ATPi(O) + nor (BTPi(O))) 

where O is an instance of input meta-model generated as a candidate test data, TP is a 
set of target predicates to be solved. ATPi(O) represents the approach level achieved 
by test data O. The approach level calculates the minimum number of predicates re-
quired to be solved to reach the target predicate TPi. 

BTPi(O) represents the branch distance of a target predicate TP. The branch distance 
heuristically evaluates how far the input data are, from solving a predicate. The 
branch distance guides the search to find instances of meta-model that solve the target 
predicates. For example, to solve a predicate on a class Account: account→ size () > 
10, the search needs to create eleven Account instances.  

We consider a normalized value (nor) for branch distance between the values  
[0, 1], since branch distance is considered less important than approach level. We 
apply a widely used normalizing function for this purpose [2]: nor(x) = x/x+1. 

To calculate both the approach level and branch distance, we instrumented the 
transformation language code. Based on the coverage criterion, in some cases, the 
generated test data not only needs to satisfy the predicates to true, but also needs to 
satisfy the negation of the predicates (for example, to achieve branch coverage). In all 
such cases, we simply negate the predicate and for the negated predicate, generate the 
data that evaluated the negated predicate to true. To calculate the approach level, an 
important step is to construct a control flow graph (CFG) of the model transformation 
code. The CFG provides the guidance to the algorithm to achieve the desire coverage.  

Branch Distances for MT Constructs. The transformation languages have a number 
of predefined data types, called primitive types. Typical primitive types include Boo-
lean, Integer, Real, and String. The predicates are defined on attributes of primitive 
types, collection types or meta-model classes and combine the attributes with various 
operators resulting in a Boolean output. Branch distance calculations for various im-
portant operations of model transformations are adopted from [2].  

Applying the Search Algorithm. We selected Alternating Variable Method (AVM) 
[2] as the search algorithm. For a set of variables {v1, v2,....vn}, AVM works to max-
imize the fitness of v1, by keeping the values of other variable constant, which are 
generated randomly. It stops, if the solution is found. Otherwise if solution is not 
found or fitness is lesser than v1, AVM switch to the second variable v2. Now all other 
variables will be kept constant. The search continues until a solution is found or all 
the variables are explored. If a randomly generated initial model is not able to satisfy 
the target predicate, a fitness value is generated for the test model. We generate a new 
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study has six helper methods and one matched rule. The matched rule Persis-
tentClass2Table is considered as the main rule. It comprises of nine (9) predicate 
statements, such as tuple.type→oclIsKindOf(SimpleClass!Class). To exercise various 
coverage criteria, these predicates have upmost importance. We first generate test data 
for all branch coverage. All Branch coverage requires exercising of each statement 
and conditions, and to do so all predicates need to be solved. 

We slightly modified some statements in the transformation as some of the code 
segments of the original transformation could not be executed (part of the dead code). 
Since, we have nine different branching conditions and for each such condition, our 
tool has generated data that satisfies the conditions and their negations. Consider a 
condition, taken from persistentClass2Table, acc→size()=0. The condition has an 
approach level value one, because to exercise this we first need to solve the condition, 
tuple.type→oclIsKindOf(SimpleClass!Class). MOTTER has successfully solved all 
nine conditions and generates various object models (test models) to satisfy all branch 
coverage, decision coverage and statement coverage criterion. The case study demon-
strates the applicability of the approach on real transformations. The performance and 
evaluation of the approach is not discussed due to space limitation. 

6 Conclusion 

We discussed an automated, structural search-based test data generation approach for 
model transformations testing. Our approach generates test data to satisfy various 
structural coverage criteria, such as branch coverage. To guide the search, we devel-
oped a fitness function that comprises of approach level and branch distance. To calcu-
late branch distance for model transformation constructs, we adopted the existing heu-
ristics for programming languages and Object Constraint Language. We not only gen-
erate meta-elements instances of effective meta-model but also handle the mandatory 
relationships that exist between different meta-elements. Therefore, our instance gen-
eration approach is able to generate valid meta-model instances. The output of the 
approach is a set of instance models of the source meta-model that can be used as test 
models to attain transformation coverage. The use of search based heuristics for the 
automated test data (model) generation particularly in the case for model transforma-
tion is a major contribution of the work. We applied Alternating Variable Method 
(AVM) as a search algorithm for test data generation. The applicability of the approach 
is demonstrated by applying on a widely referred case study from the ATL transforma-
tion zoo, the SimpleClass2SimpleRDBMS transformation. The case study covers a 
number of important ATL constructs. The proposed approach successfully generated 
test models to achieve the desired coverage. We also developed a prototype tool 
MOTTER to automate the proposed methodology. The tool currently supports trans-
formation written in ATL, but it is extensible to handle other transformation languages. 
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Abstract. Model-Driven Engineering (MDE) is a software engineering
paradigm where models play a key role. In a MDE-based development
process, models are successively transformed into other models and even-
tually into the final source code by means of a chain of model trans-
formations. Since writing model transformations is an error-prone task,
mechanisms to ensure their reliability are greatly needed. One way of
achieving this is by means of testing. A challenging aspect when test-
ing model transformations is the generation of adequate input test data.
Most existing approaches generate test data following a black-box ap-
proach based on some sort of partition analysis that exploits the struc-
tural features of the source metamodel of the transformation. However,
these analyses pay no attention to the OCL invariants of the metamodel
or do it very superficially. In this paper, we propose a mechanism that
systematically analyzes OCL constraints in the source metamodel in or-
der to fine-tune this partition analysis and therefore, the generation of
input test data. Our mechanism can be used in isolation, or combined
with other black-box or white-box test generation approaches.

1 Introduction

Model-Driven Engineering (MDE) is a software engineering paradigm that pro-
motes the utilization of models as primary artifacts in all software engineering
activities. When software is developed following a MDE-based approach, models
and model transformations are used to (partially) generate the source code for
the application to be built.

Writing model transformations is a delicate, cumbersome and error-prone
task. In general, MDE-based processes are very sensitive to the introduction
of defects. A defect in a model or a model transformation can be easily propa-
gated to the subsequent stages, thus causing the production of faulty software.
This is especially true when developing systems of great size and complexity,
which usually requires writing large chains of complex model transformations.

In order to alleviate the impact defects can cause, a great deal of effort has
been made to find mechanisms and techniques to increase the robustness of
MDE-based processes. Thus far, these efforts have been centered on trying to
somewhat adapt well-known approaches such as testing or verification to the
reality of models and model transformations of MDE (see [1] or [5] for recent
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surveys). This has resulted in the appearance of a series of testing and verification
techniques, specifically designed to target models or model transformations.

In the particular case of testing model transformations, the current picture
shares a great deal of similarity with that of traditional testing approaches.
Roughly speaking, testing a model transformation consists in first, automatically
generating a set of test cases (henceforth test models), second, exercising the
model transformation using the generated test models as an input, and finally,
checking whether the execution yielded any errors. However, since models are
complex structures conforming to a number of constraints defined in a source
metamodel, the first and third steps are particularly challenging [4,5].

When addressing test models generation, and along the lines of adapting well-
known approaches, expressions such as black-box, white-box or mutation analysis
are also of common application. Actually, the black-box paradigm based on the
analysis of the model transformation specification is the most exploited one and
has given way to a number of techniques (for example [10] or [15]). The objective
here is to analyze the model transformation’s input metamodel, with the intent
of generating a set of test models representative of its instance space, something
known as metamodel coverage. The problem though, is that a metamodel’s in-
stance space is usually infinite, so what the majority of these methods really
do is to use partition analysis to identify non-empty and disjoint regions of the
instance space where models share the same features.

The challenge when using partition analysis is building the best partition
possible. Since one test model is usually created out of each region identified,
partitions should be small enough, so that all the models from the same region
are as homogeneous as possible (meaning that the sample model from that re-
gion can be used to represent all models from that same region and reduce, this
way, the number of test models to use to get a sufficient confidence level on
the quality of the transformation). Existing approaches address this by taking
advantage of the fact that input metamodels usually come in the form of UML
class diagrams complemented with constraints expressed in the OCL (Object
Constraint Language). Therefore, partition analysis focuses on elements like as-
sociation multiplicities, attributes values or OCL constraints to partition the
model. However, in this last case, current approaches tend to be very superficial,
either focusing only on simple OCL constraints, or deriving just obvious regions
that do not require a deep analysis. This limits the representativeness of the
generated test models and also the degree of coverage achieved when dealing
with non-trivial metamodels.

In this paper, we propose a mechanism for the generation of input test mod-
els based on a combination of constraint and partition analysis over the OCL
invariants of the model transformation’s input metamodel. The method covers a
substantial amount of OCL constructs and offers up to three different test model
generation modes. Besides, it can be used in isolation, or combined with other
black-box or white-box approaches to enhance the testing experience.

The paper is organized as follows: Section 2 outlines our proposal. Section 3
focuses on the analysis ofOCL invariants to identify suitable regions of the instance
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space. Section 4 describes the three testmodel generationmodes. Section 5 is about
the implementation of the approach and some scenarios where the tool could be
useful. Section 6 reviews the related work and finally, in Section 7, we draw some
conclusions and outline the future work.

2 Overview of Our Approach

Category-partition testing [16] consists in partitioning the input domain of the
element under test, and then selecting test data from each class in the partition.
The rationale here is that, for the purpose of testing, any element of a class is
as good as any other when trying to expose errors.

According to this philosophy, our approach is depicted in Fig. 1. The model
transformation’s input metamodel characterizes a certain domain, and its in-
stance space, possible inputs for the transformation. In the figure, dashed arrows
indicate what characterizes certain elements, whereas solid arrows are data flows.
When generating test models, the component called “OCL Analyzer” partitions
the metamodel’s instance space by analyzing its OCL invariants (Sections 3 and
4). As a result, a series of new OCL invariants characterizing the regions of the
partition are obtained. This information, along with the input metamodel is then
given to the “Test Model Generator” component, for the actual creation of the
test models (Section 4).

Fig. 1. Overall picture

As mentioned before, the main difference between our approach and other
black-box ones based on partition analysis is the way OCL invariants are ana-
lyzed. Whereas our approach is capable of analyzing the majority of OCL con-
structs in a systematic way, approaches like [10] or [15] build partitions by ex-
ploiting only simple OCL expressions that explicitly constraint the values a given
model element can take. This is because numeric or logical values are an easy
target at the time of identifying regions in the instance space. In what follows,
we compare this type of analysis with our proposal to show that they are, in
many cases, insufficient to derive representative test models.

Fig. 2(a) shows a metamodel describing the relationship between research
teams and the papers they submit for publication. A simple partition analysis
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would try to exploit the presence of a numerical value in the OCL invariant stat-
ing that every team must have more than 10 submissions accepted. However, that
alone is not enough to generate an interesting partitioning. A more fine-grained
analysis of the constraint would reveal that beyond testing the transformation
with teams with more than 10 accepted submissions, you should also test the
transformation with teams with more than 10 accepted submissions and at least
one rejected one. Our method reaches this conclusion by analyzing the “select”
condition in the OCL expression (more details on this later on). Fig. 3 shows the
difference in the output produced by both analyses. Obviously, the second one
exercises more the transformation and therefore may uncover errors not detected
when using only the first one.

(a) (b)

Fig. 2. Metamodels of the examples used throughout the paper

(a) (b)

Fig. 3. Results of two different partition analyses over the metamodel example

3 OCL Analysis

In this section, we begin the description of how to identify partitions in the
input metamodel’s instance space, focusing on the first step: analyzing the OCL
invariants in the input metamodel to generate new OCL invariants characterizing
suitable regions of the instance space. Next section uses these constraints to
create the actual partitions.
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Firstly, we talk about the OCL constructs supported by the method. After
that, we describe how to systematically analyze complex OCL invariants made
up by arbitrary combinations of the supported constructs.

3.1 OCL Constructs Supported

The supported OCL constructs have been classified in five groups and presented
here in tabular form. The first group corresponds to expressions involving the
presence of boolean operators (Table 1). The second group is about expressions
formed by a boolean function operating over the elements of a collection (Table
2). The third group includes those boolean expressions involving the presence
of arithmetic operators (Table 3). The fourth group contains other non-boolean
expressions, that can be part of more complex boolean expressions (Table 4).
Finally, the last group (Table 5) shows equivalent expressions for boolean ex-
pressions from Tables 1, 2 and 3 when they are negated.

Tables 1, 2, 3 and 4 share the same structure. For any given row, the sec-
ond column contains a pattern. Analyzing an OCL invariant implies looking for
these patterns, and every time one of them matches, the information in the third
column indicates how to derive new OCL expressions characterizing suitable re-
gions in the instance space. A dash (-) indicates that no new OCL expressions
are derived. The rationale behind a given pattern and the expressions in the
“Regions” column is simple: the pattern represents the invariant that the model
must hold, and the information in the “Regions” column are more refined ex-
pressions that must also hold when the pattern holds. For example, the entry 1
in Table 1 indicates that the pattern expression holds if the two subexpressions
evaluate to the same value. The subexpressions in the “Regions” column indicate
that there are two possibilities for this: either both are true, or both are false.

Table 5 is slightly different, though, and that has to do with how the method
deals with negated expressions. Each time a negated expression is found, it must
be substituted by an equivalent non-negated expression before any new regions
can be identified. Second column in the table shows boolean expressions from
Tables 1, 2 and 3. The third column contains the equivalents to these expressions
when they are negated. In some cases, the substitution process must be applied
recursively since, for some expressions, the negated equivalent can also contain
negated subexpressions.

3.2 Analyzing OCL expressions

Typically, real-life OCL invariants will be composed by combinations of some of
the patterns described above. In the following we give the intuition of how to
process some of these combined expressions, in particular, those of type source →
operation(argument)1:

1 For the case of more complex expressions, involving boolean (AND, OR, ...) or logical
operators (≤, >, ...), the process is quite the same. However, this full process cannot
be described here due to lack of space.
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Table 1. Expressions Involving Boolean Operators

Pattern Regions

1 BExp1 = BExp2 BExp1 = FALSE AND BExp2 = FALSE
BExp1 = TRUE AND BExp2 = TRUE

2 BExp1 AND BExp2 BExp1 = TRUE AND BExp2 = TRUE

3 BExp1 OR BExp2 BExp1 = FALSE AND BExp2 = TRUE
BExp1 = TRUE AND BExp2 = FALSE
BExp1 = TRUE AND BExp2 = TRUE

4 BExp1 XOR BExp2 BExp1 = FALSE AND BExp2 = TRUE
BExp1 = TRUE AND BExp2 = FALSE

5 BExp1 <> BExp2 BExp1 = TRUE AND BExp2 = FALSE
BExp1 = FALSE AND BExp2 = TRUE

6 Class.BAttr = TRUE Class :: AllInstances() → forAll(c| c.BAttr = TRUE)

7 Class.BAttr = FALSE Class :: AllInstances() → forAll(c| c.BAttr = FALSE)

Table 2. Expressions Featuring Boolean Functions in the Context of a Collection

Pattern Regions

1 col → exists(body) col → forAll(body)
col → exists(NOT body)

2 col → one(body) col → size() = 1
col → size() > 1

3 col → forAll(body) col → isEmpty()
col → notEmpty()

4 col → includes(o) col → count(o) = 1
col → count(o) > 1

5 col → excludes(o) col → isEmpty()
col → notEmpty()

6 col1 → includesAll(col2) col1 → size() = col2 → size()
col1 → size() > col2 → size()

7 col1 → excludesAll(col2) col1 → isEmpty() AND col2 → notEmpty()
col1 → isEmpty() AND col2 → isEmpty()
col1 → notEmpty() AND col2 → notEmpty()
col1 → notEmpty() AND col2 → isEmpty()

8 col → isEmpty() −
9 col → notEmpty() −

1. Find a pattern matching the whole invariant. If not found, end here.

2. Generate the new OCL expressions corresponding to the pattern matched.

3. Find a pattern matching the “source” expression.

4. If found, generate the OCL expressions corresponding to the pattern matched.

5. Repeat the process recursively over the subexpressions in the “source” ex-
pression, until no more matchings are found.

6. Find a pattern matching the “argument” expression.

7. If found, generate the OCL expressions corresponding to the pattern matched.

8. Repeat the process recursively over the subexpressions in the “argument”
expression, until no more matchings are found.
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Table 3. Boolean Expressions Involving Arithmetic Operators

Pattern Regions

1 col1 → size() = col2 → size() col1 → isEmpty() AND col2 → isEmpty()
col1 → notEmpty() AND col2 → notEmpty()

2 col1 → size() = NUM −
3 col1 → size() <> col2 → size() col1 → size() > col2 → size() AND

col1 → notEmpty() AND col2 → notEmpty()
col1 → size() < col2 → size() AND

col1 → notEmpty() AND col2 → notEmpty()
col1 → isEmpty() AND col2 → notEmpty()
col1 → notEmpty() AND col2 → isEmpty()

4 col → size() <> NUM AND col → size() > NUM
NUM <> 0 col → notEmpty() AND col → size() < NUM

col → isEmpty()

5 col1 → size() >= col2 → size() col1 → isEmpty() AND col2 → isEmpty()
col1 → notEmpty() AND col2 → isEmpty()
col1 → notEmpty() AND col2 → notEmpty()

6 col → size() >= NUM col → size() > NUM
col → size() = NUM

7 col1 → size() > col2 → size() col2 → isEmpty()
col2 → notEmpty()

8 col → size() > NUM −
9 col1 → size() <= col2 → size() col1 → isEmpty() AND col2 → isEmpty()

col1 → isEmpty() AND col2 → notEmpty()
col1 → notEmpty() AND col2 → notEmpty()

10 col → size() <= NUM AND col → size() < NUM
NUM <> 0 col → size() = NUM

col → isEmpty()

11 col1 → size() < col2 → size() col1 → isEmpty()
col1 → notEmpty()

12 col → size() < NUM col → isEmpty()
col → notEmpty()

13 col → count(o) > NUM col → excluding(o) → isEmpty()
col → excluding(o) → notEmpty()

14 col → count(o) = NUM col → excluding(o) → isEmpty()
col → excluding(o) → notEmpty()

15 col → count(o) < NUM col → isEmpty()
col → notEmpty() AND

col → excluding(o) → notEmpty()
col → notEmpty() AND

col → excluding(o) → isEmpty()

16 Class.NumAttr > NUM Class :: AllInstances() →
forAll(c| c.NumAttr > NUM)

17 Class.NumAttr < NUM Class :: AllInstances() →
forAll(c| c.NumAttr < NUM)

18 Class.NumAttr = NUM Class :: AllInstances() →
forAll(c| c.NumAttr = NUM)
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Table 4. Other OCL Functions

Pattern Regions

1 col → select(body) col → forAll(body)
col → exists(NOT body)

2 col → reject(body) col → forAll(NOT body)
col → exists(body)

3 col → collect(body) AND col → forAll(body)
body.oclIsTypeOf(boolean) col → exists(NOT body)

4 col1 → union(col2) col1 → isEmpty() AND col2 → isEmpty()
col1 → isEmpty() AND col2 → notEmpty()
col1 → notEmpty() AND col2 → notEmpty()
col1 → notEmpty() AND col2 → isEmpty()

5 col1 → intersection(col2) col1 = col2
col1 → includesAll(col2) AND

col1 → size() > col2 → size()
col2 → includesAll(col1) AND

col2 → size() > col1 → size()
col1 <> col2

6 col → excluding(o) col → isEmpty()
col → notEmpty()

7 col → subsequence(l, u) col → size() = u − l
col → size() > u − l

8 col → at(n) col → size() = n
col → size() > n

9 col → any(body) col → forAll(body)
col → exists(NOT body)

9. Once the matching phase finishes, every constraint from each matching group
is AND-combined with each one in the rest of the groups. This way, the
final list of OCL expressions is obtained. Each of these OCL expressions
characterizes a region of the input metamodel’s instance space.

As an example, Fig. 2(b) shows another version of the metamodel describing the
relationship between research teams and the papers they submit. It includes two
OCL invariants. The first one states that the members of a team do not review
their own papers, and the second one says that at least one of the teams must
have at least one submission.

The analysis starts with the first invariant. It features a “forAll” operation
matching entry 3 in Table 2. That entry says that the instance space can be
divided in two regions. The region of models with no teams, and the one of
models with any number of teams except zero. They can be characterized as:

Team::AllInstances()–>isEmpty() (A1.1)

Team::AllInstances()–>notEmpty() (A1.2)

Now, a pattern matching the “argument” of the “forAll” operation is searched.
Entry 6 in Table 2 matches. Since the expression is embedded as the argument
of a higher level operator, its context must be identified to build the new OCL
expressions properly. By doing this, the following OCL constraints are obtained:
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Table 5. Boolean Expressions And Their Negated Equivalents

Pattern Negated Equivalent

1 BExp1 = BExp2 BExp1 <> BExp2
2 BExp1 AND BExp2 NOT BExp1 OR NOT BExp2
3 BExp1 OR BExp2 NOT BExp1 AND NOT BExp2
4 BExp1 XOR BExp2 BExp1 = BExp2
5 col1 → exists(body) col1 → forAll(NOT body)

6 col1 → one(body) col1 → select(body) → size() <> 1

7 col1 → forAll(body) col1 → exists(NOT body)

8 col1 → includes(o) col1 → excludes(o)

9 col1 → isEmpty() col1 → notEmpty()

10 col1 → size() = col2 → size() col1 → size() <> col2 → size()

11 col1 → size() > col2 → size() col1 → size() ≤ col2 → size()

12 col1 → size() < col2 → size() col1 → size() ≥ col2 → size()

13 col → size() ≤ NUM AND NUM <> 0 col → size() > NUM

14 col → size() <> NUM AND NUM <> 0 col → size() = NUM

15 col → size() = NUM (col → size() > NUM) OR
(col → size() < NUM)

16 col → size() > NUM (col → size() = NUM) OR
(col → size() < NUM)

17 col → count(o) > NUM (col → count(o) < NUM) OR
(col → count(o) = NUM)

18 col → count(o) = NUM (col → count(o) < NUM) OR
(col → count(o) > NUM)

19 col → count(o) < NUM (col → count(o) = NUM) OR
(col → count(o) > NUM)

20 Class.NumAttr > NUM (Class.NumAttr < NUM) OR
(Class.NumAttr = NUM)

21 Class.NumAttr < NUM (Class.NumAttr > NUM) OR
(Class.NumAttr = NUM)

22 Class.NumAttr = NUM (Class.NumAttr < NUM) OR
(Class.NumAttr > NUM)

Team::AllInstances()–>forAll(t|t.papersReviewed–>isEmpty()

and t.papersSubmitted–>NotEmpty()) (A2.1)

Team::AllInstances()–>forAll(t|t.papersReviewed–>isEmpty()

and t.papersSubmitted–>isEmpty()) (A2.2)

Team::AllInstances()–>forAll(t|t.papersReviewed–>NotEmpty()

and t.papersSubmitted–>NotEmpty()) (A2.3)

Team::AllInstances()–>forAll(t|t.papersReviewed–>NotEmpty()

and t.papersSubmitted–>isEmpty()) (A2.4)

With this, the matching phase over the first invariant is over. The rest of elements
in the invariant do not match any pattern. Now, the resulting two groups (A1.X
and A2.X) must be combined. This produces the following list of expressions:
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Team::AllInstances()–>isEmpty() and Team::AllInstances()–>forAll(t|
t.papersReviewed–>isEmpty() and t.papersSubmitted–>NotEmpty()) (A3.1)

Team::AllInstances()–>isEmpty() and Team::AllInstances()–>forAll(t|
t.papersReviewed–>isEmpty() and t.papersSubmitted–>isEmpty()) (A3.2)

Team::AllInstances()–>isEmpty() and Team::AllInstances()–>forAll(t|
t.papersReviewed–>NotEmpty() and t.papersSubmitted–>NotEmpty()) (A3.3)

Team::AllInstances()–>isEmpty() and Team::AllInstances()–>forAll(t|
t.papersReviewed–>NotEmpty() and t.papersSubmitted–>isEmpty()) (A3.4)

Team::AllInstances()–>notEmpty() and Team::AllInstances()–>forAll(t|
t.papersReviewed–>isEmpty() and t.papersSubmitted–>NotEmpty()) (A3.5)

Team::AllInstances()–>notEmpty() and Team::AllInstances()–>forAll(t|
t.papersReviewed–>isEmpty() and t.papersSubmitted–>isEmpty()) (A3.6)

Team::AllInstances()–>notEmpty() and Team::AllInstances()–>forAll(t|
t.papersReviewed–>NotEmpty() and t.papersSubmitted–>NotEmpty()) (A3.7)

Team::AllInstances()–>notEmpty() and Team::AllInstances()–>forAll(t|
t.papersReviewed–>NotEmpty() and t.papersSubmitted–>isEmpty()) (A3.8)

With this, the analysis of the first invariant is finished. The analysis of the second
invariant is analogous and yields the constraints in the group B1.X.

Team::AllInstances()–>forAll(t|t.papersSubmitted–>notEmpty()) (B1.1)

Team::AllInstances()–>exists(t|not t.papersSubmitted–>notEmpty()) (B1.2)

Putting all together, the analysis of the two invariants in the model of Fig. 2(b)
yielded the groups of constraints A3.X and B1.X, respectively. Each constraint
in these groups characterizes a region of the instance space. They will be the
input for the test model generation phase, described in the next section.

Finally, it is important to mention that the analysis of OCL invariants is not
free from inconveniences. From the example, it can be easily seen that some
of the generated constraints could be simplified (for example in A.3.1, if there
are no “Team” instances, then there is no need to check the subexpression at
the right of “and”). More importantly, some of the constraints produced in the
combination stage could be inconsistent. These problems can be addressed in
two different ways: adding a post-processing stage at this point to “clean” the
constraints obtained, or addressing them directly during the test model creation
stage (our preferred alternative, as we explain in the next section).

4 Partition Identification and Test Models Generation

This section details the identification of partitions and the generation of test
models from the sets of constraints obtained in the previous step. Our approach
provides three different alternatives depending on the effort the tester wants to
invest to ensure the absence of overlapping test models.

4.1 Simple Mode

As shown before, the analysis of one OCL invariant yields a list of new OCL
expressions, each one characterizing a region of the instance space. It cannot
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be guaranteed though, that these regions do not overlap (i.e. that they consti-
tute a partition). Looking back at the example, this means that the regions in
A3.X might overlap, and the same goes for the regions in B1.X (we have two
groups here because we had analyzed two invariants). Fig. 4(a) and 4(b) illus-
trate the best- and worst-case scenarios when three regions are identified from
the analysis of a given invariant. In the worst case, a generated test model to
cover, for example, region 4, could indeed “fall into” this area, or in any of the
adjacent overlapping areas labeled with a question mark (?). In this situation,
when regions overlap, it is likely that generated test models do it as well.

Ensuring that a number of regions do not overlap requires additional effort,
but in “Single Mode”, no further effort to identify partitions is made. It simply
runs the test model generator over the regions that were identified in the OCL
analysis, each time passing the input metamodel (and its OCL invariants), and
one of the OCL expressions characterizing these regions. It represents a cheaper
way (compared to the other alternatives) of creating test models without ensur-
ing that they will not overlap. Running “Single Mode” over the example of Fig.
2(b) consists in invoking the model generator for each of the OCL expressions
in A3.X and B1.X.

(a) (b) (c)

(d) (e) (f)

Fig. 4. Overlapping and partitions when generating test models

4.2 Multiple-Partition Mode

Given the set of OCL expressions obtained from the analysis of one OCL in-
variant, “Multiple-Partition Mode” produces a new set of OCL expressions that
constitute a partition (i.e. do not overlap each other) of the instance space.

In general, if the analysis of one OCL invariant yields “n” regions, a partition
can be derived, with a number of regions somewhere in the interval [n, 2n - 1].
Although the exact number depends on how the original “n” regions overlap
each other, justifying the lower and upper bounds is rather simple. To show this,
we will focus on the particular case of n = 3 and refer to the OCL expressions
characterizing these regions as Bi, i = 1..3.

The lowerboundcorresponds to thebest-case scenario (Fig. 4(a))where the orig-
inal “n” regions do already constitute a partition. The upper bound corresponds
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to the worst-case scenario (Fig. 4(b)) where the “n” regions overlap each other. In
this case, it is possible to derive a partition (Fig. 4(d)) with 7 regions, characterized
by the following OCL expressions:

– D4 = B4 AND NOT B5 AND NOT B6

– D5 = B5 AND NOT B4 AND NOT B6

– D6 = B6 AND NOT B4 AND NOT B5

– D7 = B4 AND B5 AND NOT B6

– D8 = B4 AND B5 AND B6

– D9 = NOT B4 AND B5 AND B6

– D10 = B4 AND NOT B5 AND B6

That is, all the combinations of three elements (the initial number of regions)
that can take two different states (to overlap, not to overlap), excepting:

– NOT B5 AND NOT B4 AND NOT B6

which is not representative of any region, since it falls out of the instance space.
Generalizing for the case of “n” regions, the upper limit of 2n - 1 is obtained.

Running “Multiple-Partition Mode” over the example of Fig. 2(b) consists in
first, creating all the combinations of the OCL expressions in the groups A3.X
and B1.X, and then invoking the model generator to process each of them. The
combination of the expressions in A3.X yields a list of 255 new expressions, so
only the results of combining the OCL expressions in B1.X are shown.

Team::AllInstances()–>forAll(t|t.papersSubmitted–>notEmpty()) and

Team::AllInstances()–>exists(t|not t.papersSubmitted–>notEmpty()) (B2.1)

not Team::AllInstances()–>forAll(t|t.papersSubmitted–>notEmpty()) and

Team::AllInstances()–>exists(t|not t.papersSubmitted–>notEmpty()) (B2.2)

Team::AllInstances()–>forAll(t|t.papersSubmitted–>notEmpty()) and not

Team::AllInstances()–>exists(t|not t.papersSubmitted–>notEmpty()) (B2.3)

4.3 Unique-Partition Mode

Applying “Multiple-Partition Mode” guarantees that the regions obtained for
each OCL invariant do not overlap each other. However, if the input metamodel
has more than one invariant, regions in the partition for one invariant might over-
lap regions in the partitions of the rest of invariants. “Unique-Partition Mode”
guarantees that regions do not overlap each other, no matter where they come
from. Therefore, in “Unique-Partition Mode” only one partition is characterized,
regardless of the number of OCL invariants of the input metamodel. This can be
easily seen with an example. If Fig. 4(c) and Fig. 4(d) were the partitions pro-
duced by “Multiple-Partition Mode” for two invariants, when putting together,
they would overlap as shown in Fig. 4(e). In this scenario “Unique-Partition
Mode” would yield the partition of Fig. 4(f).

Applying “Unique-Partition Mode” is a simple three-step process: First,
“Multiple-Partition Mode” is applied over each invariant. After that, the lists
of OCL expressions characterizing the regions in each partition are merged to-
gether to form one big list. Finally “Multiple-Partition Mode” is applied over
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that list, to generate the final partition. Applying this mode over the example
of Fig. 2(b) consists in merging the results of “Multiple-Partition Mode” shown
before (255 + 3 = 258 OCL expressions) into one big list and run another itera-
tion of “Multiple-Partition Mode” over that list. Clearly, the main problem for
the practical utilization of this approach could be the combinatorial explosion
in the number of regions conforming the final partition.

4.4 Creating Test Models

After having described how partitions are generated, the last step is the cre-
ation of the actual test models. Without regard of the generation mode selected,
this is a pretty straightforward process. When fed with the input metamodel
(and its OCL invariants) and an OCL invariant characterizing one region of the
input space, the “Test Model Generator” component (Fig. 1) tries to build a
valid instance of the input metamodel, that also satisfies this additional OCL
constraint. The whole set of test models is obtained by repeating this process as
many times as regions were found.

In practical terms, we use a separate tool called EMFtoCSP2 for that. This
tool is capable of looking for valid instances of a given metamodel enriched or not
with OCL constraints. One of its nicest features is that it transforms the problem
of finding a valid instance into a Constraint Satisfaction Problem (CSP). This
is especially convenient to address the issues mentioned at the end of Section
3. For example, when presented with an infeasible combination of constraints,
EMFtoCSP can dismiss it, yielding no test model.

5 Implementation and Usage Scenarios

We have implemented an Eclipse3-based tool that can generate test models fol-
lowing any of the three generation modes exposed before. It can be downloaded
from http://code.google.com/a/eclipselabs.org/p/oclbbtesting/ where the user
will find all the necessary information for its installation and usage.

When used in isolation, the tool produces models to cover the instance space of
the transformation’s input metamodel, out of the OCL invariants of that meta-
model. Since graphical constraints in a model, like associations, multiplicities,
etc can also be expressed in the form of OCL invariants, as detailed in [11], the
tool could also be used to derive test models out of these graphical constraints.

There may be occasions though, in which it is convenient to focus only on
specific sections of the input metamodel: the model transformation could only
“exercise” a part of the input metamodel, or the tester could only be interested on
a specific part of the transformation. In the first case, the tool could be combined
with approaches capable of identifying what the relevant sections of the input
metamodel are, like for example [10]. In the second case, if the preconditions
that trigger specific parts of the model transformation are expressed in such a

2 http://code.google.com/a/eclipselabs.org/p/emftocsp/
3 http://www.eclipse.org

http://code.google.com/a/eclipselabs.org/p/emftocsp/
http://www.eclipse.org
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way, that new OCL invariants in the context of the input metamodel can be
derived, then these new invariants could be used to limit the generation of test
models to those regions of the instance space triggering the sections of the model
transformation that are of interest. This could be exploited even further, to allow
the generation of test models aimed at satisfying different coverage criteria over
the transformation [13].

Finally, the tool could also be useful to complement others that lack the ability
to generate test models out of OCL invariants, or do it in a limited way.

6 Related Work

Although not related to model transformation testing, to the best of our knowl-
edge, the first attempt of using partition analysis to derive test models out of
UML class diagrams was made by Andrews et al. [3]. In this work, partition
analysis is employed to identify representative values of attributes and associ-
ation ends multiplicities to steer the generation of test models. However, OCL
invariants are analyzed only in the context of how they restrict the values an
individual attribute can take. This represents only a portion of the analysis of
OCL invariants presented in this paper. Andrews et al. served as inspiration for
the black-box test model generation approach proposed by Fleurey et al. [10,7]
where the partition analysis of [3] is used to identify representative values of the
model transformation input metamodel.

The work of Fleurey et al. influenced a number of proposals in this field as well.
Lamari [15] proposed a tool for the generation of the effective metamodel out of
the specification of a model transformation. Wang et al. [19] proposed a tool for
the automatic generation of test cases, by deriving the effective metamodel and
representative values out of model transformations rules. Sen et al. [17] presented
a tool called “Cartier” for the generation of test cases based on the resolution
of a SAT problem by means of Alloy4. The SAT problem is built, among other
data, out of some model fragments obtained out of a partition analysis of the
input metamodel. Since these works are more/less based on the partition analysis
technique proposed in [3] the comments made there apply here as well.

Also based on the utilization of constraints solvers are the works of Fiorentini
et al. [9] and Guerra [13]. In [9], a logic encoding of metamodels expressed in
the MOF5 language is proposed. The encoding is then exploited by means of a
constraint solver, although OCL does not seem to be supported. [13] presents
a framework for specification-driven testing, that can be used to generate a
complete test suite. It works by transforming invariants and preconditions from
the model transformation specification into OCL expressions, that are then fed
to a constraint solver.

To finish with black-box approaches, Vallecillo et al. [18] presented a proposal
based on the concept of Tract (a generalization of the concept of model transfor-
mation contract [4,8]), where test models are generated by means of a language

4 http://alloy.mit.edu/alloy/
5 http://www.omg.org/spec/MOF/

http://alloy.mit.edu/alloy/
http://www.omg.org/spec/MOF/
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called ASSL, part of the USE tool6. In this approach, the characteristics of the
test models to be generated, seem to be explicitly indicated beforehand in the
ASSL scripts, whereas in our approach that information is derived automatically
from the analysis of the OCL invariants of the input metamodel.

Compared to the number of black-box test model generation proposals, the
number of existing white-box approaches is rather small. Fleurey et al. [10] com-
plemented their black-box approach by proposing the utilization of the trans-
formation definition to identify relevant values and the effective metamodel, al-
though not mention of OCL is made. Küster et al. [14] proposed three different
test model generation techniques following a white-box approach, although an
automatic way of building test models out of OCL constraints is not included.
Finally, the approach more similar to our work is [12], where test models are
characterized by a series of OCL constraints obtained out of the analysis of the
model transformation internals.

Finally, test case generation through partition analysis, has also been object
of study in the area of model-based testing. Examples of this are [20,6,2].

7 Conclusions

The generation of test models by means of black-box approaches based on parti-
tion analysis has largely ignored the valuable information in the OCL constraints.
This limits the test generation process and consequently, the degree of coverage
achieved over the input metamodel. In this paper, we have presented a black-
box test model generation approach for model transformation testing, based on
a deep analysis of the OCL invariants in the input metamodel of the transfor-
mation. Our method can be configured to be used at three different levels of
exhaustiveness, depending on the user’s needs. A tool supporting the process
has been implemented, and it can be used in isolation or combined with other
test model generation approaches. It can also be useful to generate test models
at different degrees of coverage.

In the future, we want to expand our method so that it could be used not
only for model transformation testing (where all input models are always as-
sumed to be valid metamodel instances) but also for faulty testing (i.e. to test
software implementations that should be able to deal appropriately with wrong
models). Additionally, we would also like to improve the way OCL expressions
characterizing regions of the instance space are generated, to reduce the number
of spurious or infeasible combinations produced.
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Abstract. Model transformation development is a complex task. There-
fore, having mechanisms for transformation testing and understanding
becomes a matter of utmost importance. Understanding, among oth-
ers, implies being able to trace back bugs to their causes. In model
transformations, causes can be related with either the input model or
the transformation code. This work describes HandyMOF, a tool that
first eases the transition between the effect (i.e. generated code file) and
the causes (i.e. input model and transformations) and then provides the
means to check the transformation coverage obtained by a test suite.
The challenges are twofold. First, the obtainment of input model suites
which yield to a quantifiable transformation coverage. Second, provid-
ing fine-grained traces that permit to trace back code not just to the
transformation rule but to the inner ’print’ statements. A transformation
that generates Google Web Toolkit (GWT) code is used as the running
example.

1 Introduction

Transformations rest at the core of Model Driven Engineering (MDE). As any
other piece of software, transformations need to be designed, programmed and
tested. This last step becomes even more important if we consider that each
transformation can potentially generate multiple applications, to which its errors
would be propagated [15].

Nevertheless, testing model transformation has proved to be a tough challenge
[1]. Compared to program testing, model transformation testing encounters ad-
ditional challenges which include the complex nature of model transformation
inputs and outputs, or the heterogeneity of model transformation languages
[17]. To face this situation, both black-box techniques [3,5,16] and white-box
techniques [6,8,10] have been proposed. These two approaches are complemen-
tary and should be carried out in concert. In black-box techniques the challenge
rests on coming up with an adequate set of input models. On the other hand,
white-box techniques capture the mechanics of the transformation by covering
every individual step that makes it up [1]. We concentrate on the latter, partic-
ularly focusing on Model-to-Text (M2T) transformations, which have received
little attention. Specifically, MOFScript language 1 is used along the paper.
1 http://modelbased.net/mofscript/
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The drawback of white-box testing approaches is that they are tightly cou-
pled to the transformation language and would need to be adapted or completely
redefined for another transformation language [1]. While standards [14] or well
established languages [9] exist in Model-to-Model (M2M) transformation lan-
guages, the situation is more blurred in M2T transformations. This is the reason
why, while aiming at the same goals as white-box testing (i.e., covering every
step of the transformation), we opted to realize it using a mixed approach. The
model test suite is generated using black-box techniques and then both input
models and the generated code are traced to the transformation. The purpose is
twofold: (1) if a bug is detected in the generated code, it can be traced back to
the transformation line that generated it, and (2) the transformation coverage
obtained by the model test suite can be calculated based on transformation lines
being transited.

Consequently our approach heavily rests on trace models. Broadly, trace mod-
els need to capture a ternary relationship between the source model elements,
the transformation model elements, and the generated code. We chose MOF-
Script as the M2T transformation language as it already supports traceability
between source model elements and locations in generated text files [12]. That is,
it is possible to trace back the generated code from the source elements. Unfor-
tunately, the third aspect (i.e. the transformation model elements) is captured
at a coarse-grained granularity: the transformation rule. This permits coverage
analysis to be conducted at the rule level (i.e., have all transformation rules been
enacted?) but it fails to provide a deeper look inside rules’ code. It would be
similar to programming language testing stopping at the function calls without
peering within the function body. Transformation rules might in themselves be
complex functions where conditional statements and loops abound. Rule-based
coverage might then fail to consider the diversity of paths which are hidden in
the rule’s body.

On these grounds, we complement MOFScript’s native trace model with a
second model that enables traceability between fine-grained transformation el-
ements (e.g., ’print’ and ’println’ statements) and locations in generated text
files. An algorithm is introduced to aggregate trace models to ascertain which
’print’ statements have not yet been visited during testing so that designers can
improve their testing model suites to obtain full coverage. These ideas are re-
alized in HandyMOF, a debugger for MOFScript transformations. A video of
MOFScript at work is available2. We start by setting the requirements.

2 Setting the Requirements

A common methodology for code testing generally comprises a number of well
known steps: the creation of input test cases (i.e., the test suite), running the soft-
ware with the test cases, and finally, analyzing the goodness of the results. Next
paragraphs describe some of the challenges brought by transformation testing.

2 http://onekin.org/downloads/public/screencasts/handyMOF

http://onekin.org/downloads/public/screencasts/handyMOF
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Fig. 1. Input map model and desired output

Creation of Test Suites. Obtaining the appropriate test suites becomes
critical to ensure that all the transformation variations are covered, and hence,
representative code samples are obtained. So far, different proposals have been
made for black-box testing of transformations, based on metamodel coverage
[4,16]. Specifically, Pramana is a tool that implements black-box testing by au-
tomatically generating ’model suites’ for metamodel coverage [16].

Fig. 2. Map2GWT transformation

However, black-box testing approaches do not guarantee that the generated
samples cover all the branches of the transformation. This calls for tools like
Pramana to be complemented with white-box testing approaches where the un-
veiling of the transformation code provides additional input to obtain the test
suite.
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Map

-latitude : float
-longitude : float
-description : string
-telephone : string
-downtown : bool
-name : string
-pictures[ ] : string

Address

1
-addresses0..*

Fig. 3. Map
metamodel

As an example, consider a model that is transformed to
markers in Google maps (see Figure 1). Markers represent
Points of Interest (POI). A conference page contains the loca-
tions of the venue and the main hotels or restaurants available
in the area. Those markers are captured through a Map meta-
model (Figure 3). Transformation rules are defined to handle
the two elements of the Map metamodel, namely, Map and
Address. The output is a Google map where markers are de-
picted together with their pictures, if available. Besides, if the
marker stands for a restaurant, the phone is shown as part
of the marker’s content. This last rule illustrates the need for
white-box testing. The significance of ’restaurant’ as a key
value for changing the transformation flow cannot be ascer-
tained from the string-typed property ’place’. Therefore, the
use of metamodel-based test suite generators like Pramana
does not preclude the need to check that all paths of the trans-
formation have been traversed.

Analyzing the Goodness of the Results. In the testing literature, an
oracle is a program, process or body of data that specifies the expected outcome
for a set of test cases as applied to a tested object [2]. Oracles can be as sim-
ple as a manual inspection or as complex as a separate piece of software. We
focus on assisting manual inspection. This requires means for linking code back
to generators (i.e., MOFScript rules), and vice versa. MOFScript’s native trace
model provides such links at the rule level. However, a rule-based granularity
might not be enough. The address rule (see Figure 2 - lines 14-31) illustrates
how transformation complexity is tied to the complexity of the metamodel el-
ement to be handled or the logic of the transformation itself. This results in
’print’ statements being intertwined along control structures such as iterators
and conditionals. A rule-based granularity encloses the whole output within a
single trace, failing to indicate the rule’s paths being transited. A print-based
granularity will account for a finer inspection of the transformation code. This
in turn, can redound to the benefit of coverage analysis and code understanding.
This sets the requirement for fine-grained traces.

3 The HandyMOF Tool

The previous section identifies two main requirements: semi-automatic construc-
tion of test suites, and fine-grained linkage between transformations and gener-
ated code. These requirements guide the development of HandyMOF, a debugger
for MOFScript included as part of Eclipse (see Figure 4). The canvas of Handy-
MOF is basically divided in two areas:

– Configuration area, where the testing scenario is defined. This includes: (1)
the project folder, (2) the transformation to be debugged (obtained from the
transformation folder in the project), and (3), the input model to be tested
(obtained from the trace models that link to the chosen transformation).
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Fig. 4. HandyMOF as a debugger assistant: from transformation to code

– Inspection area. Previous configuration accounts for a transformation enact-
ment that can output one or more code files. The inspection area permits
to peer at both the transformation and the code files. The output reflects
a single transformation enactment (the one with the input model at hand).
Figure 5 shows the case for the input model Map_1.xmi. In this case, only
one code file is generated (i.e. GoogleMapsExample.java). Additional code
files would have been rendered through additional tabs.

The added value of HandyMOF basically rests on two utilities. First, it permits
to selectively peer at the generated code. To this end, both the transformation
and the generated files are turned into hypertexts. Code is fragmented in terms
of ’traceable segment’ (i.e. set of characters outputted by the enactment of the
same ’print’, see later). Finally, both MOFScript print statements and ’traceable
segments’ are turned into hyperlinks. In this way, debugging answers are just a
click away. Answers to questions such as ’which code does this print statement
generate?’ or ’ which print statement caused this traceable segment?’ are high-
lighted by just clicking on the respective hyperlink. Figures 4 and 5 illustrate
two debugging scenarios:

1. Inspecting the output of a given ’print’: which code snippet results from the
enactment of this ’print’? Click on the print statement (’Transformation’
textarea, line 56) and the answer is highlighted.
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Fig. 5. HandyMOF as a debugger assistant: from code to transformation

Fig. 6. HandyMOF as a testing assistant
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2. Tracing back a code snippet to its generator (i.e. ’print’ statement), respec-
tively. Which ’print’ statement causes this code snippet? Click on the code
snippet (’Generated code’ textarea, line 44) and the answer is highlighted
(’Transformation’ textarea, line 58).

The second utility is the role of HandyMOF as a coverage analysis assistant.
First, by identifying ’holes’ in the Pramana generated model suite in terms of
’print’ statements not yet visited by any input model. Second, by identifying the
smaller set of model inputs that provides the larger coverage (see later), hence
coming up with a minimal model suite which can speed up future testing. The
process starts by selecting ’all’ as for the input model configuration parameter
(see Figure 6). This triggers the algorithm for the obtainment of the minimal
model suite. The output is reflected in two ways. First, it renders the model
identifiers of such suite. Second, it aggregates the resulting trace models, collects
the visited ’print’ statements, and in the inspection area highlights those ’print’
statements not yet transited. This helps developers to elaborate additional input
models to increase transformation coverage. As can be seen in Figure 6, when
<all> input models are selected, HandyMOF returns the minimal model suite
(right) and highlights those ’print’ statements not yet covered by any input
model sample (left).

4 The HandyMOF Architecture

Fig. 7. HandyMOF ’s Architecture

Figure 7 depicts the main
components and flows of
HandyMOF. The Project Ex-
plorer handles the folder struc-
ture. Pramana provides in-
put models from the corre-
sponding metamodel. Finally,
HandyMOF consumes input
models and transformations
to obtain its own trace mod-
els, that complement MOF-
Script’s native ones, and the
generated code files.

An important question is
whether this approach can
be generalized to other M2T
transformation languages. Ba-

sically, HandyMOF rests on two main premises. First, the existence of a trace
model that links the input model with the generated code. Second, the existence
of a transformation metamodel (and the corresponding injector) that permits to
move from the transformation text to its corresponding transformation model,
and vice versa. Provided these characteristics are supported, HandyMOF could
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be extended to languages other than MOFScript. Next subsections delve into the
main components of HandyMOF, namely the Trace Generator and the Minimal
Model Suite Finder.

4.1 Trace Generator

The goal of this component is to trace the input model, the generated code and the
M2T transformation. It leverages on the trace natively provided by MOFScript
that links the input model with the generated code. The metamodel for Handy-
MOF ’s traces is first described, followed by how these traces are generated.

-ID : string
-name : string
-featureRef : string
-uri : string

ModelElementRef

-sourceOperationID : string
-sourceOperationName : string

Trace

-ID : string
-name : string
-URI : string

File

TraceableSegment

-ID : string
Block

1

-blocks

*

1

-traceablesegment *

-row : int
-column : int

Position

1

0..1

*

-startOffset/endOffset *

*
1

1

-segment

*

-ID : string
-name : string
-featureRef : string
-uri : string
-line : int
-column : int

TransformationElementRef

Trace

-ID : string
-name : string
-URI : string

File

TraceableSegment

-ID : string
Block

1

-blocks

*

1

-traceablesegment *

-row : int
-column : int

Position

1

0..1

*

*

*
1

1

-segment

*

startOffset/
endOffset

Fig. 8. MOFScript’s Traceability Metamodel (left, obtained from [16]) and Handy-
MOF ’s trace metamodel (right)

HandyMOF ’s Trace Metamodel

MOFScript’s trace metamodel defines a set of concepts that enable traceability
between source model elements and locations in generated text files (see Figure 8
left) [12]. A trace contains a reference to the operation (transformation rule) that
generated the trace and references the originating model element and the target
traceable segment. The model element reference contains the ’id’ and ’name’ for
the originating element. It also contains a feature reference, which points out a
named feature within the model element (such as ‘name’ for a property class).
On the other hand, the generated code file is captured in terms of ’blocks’. Blocks
are identifiable units within a file. A block contains a set of segments which are
relatively located within the block in terms of a starting and ending offset.
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Fig. 9. Complementary trace model: between model and code (above) and between
transformation and code (below)

This metamodel nicely captures traces from source model elements to the
generated code file through traceable segments. Unfortunately, traceable seg-
ments are related to their transformation rule counterparts rather than to the
inner ’print’ statements. We claim that a finer granularity might help a more
accurate debugging in the presence of large transformation rules. On these
grounds, we complement the natively provided MOFScript trace model with our
own trace model where ’traceable segments’ are linked back not just to trans-
formation rules but to the transformation’s ’print’ statements. Figure 8 right
depicts HandyMOF ’s trace model. Differences stem from the granularity of trace-
able segments. MOFScript traceable segments account for rule enactments. In
HandyMOF, these segments are now partitioned into fine-grained segments: one
for each enacted ’print’ statement. Figure 9 illustrates the two complementary
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traces for a simple case: between model and code (above) and between transfor-
mation and code (below). In this case, as the ’println’ is composed of seven parts,
seven traces will be given, one for each. As the ’print’ is executed three times
(one to create a location for a conference, one for an hotel and the other for a
restaurant), we can see that those traces are tripled. The position of the ’print’ in
the transformation to be the same, as captured in TransformationModelElement.

Obtaining Trace Models in HandyMOF

The process starts by generating the test model suite, in our case this is achieved
using Pramana. Once the model suite is obtained the next step is to link the
M2T transformation with the code that is generated from these models. The
first obstacle rests on the generated code being plain text, so that the trace
model links the transformation elements with the position where the related code
fragment starts (see Figure 8 right). This position can be different depending
on the input model and depends on the execution flow. As a case in point,
imagine an if-then-else statement in the transformation. Each branch may have
a different number of ’print’ statements. As a consequence, the position where
the first statement after the ’if’ starts may vary depending on the executed
branch. The same holds for loops, depending on the input model they may be
executed a different number of times thus changing the position where the rest
of the statements start.

So additional information is required for a particular model, e.g. whether a
conditional instruction is true or false, or the number of iterations, to know
which specific statements have been executed and how many times. This data is
collected in a tracing file.

Transformations are also models and can thus be analyzed or be the input
of another transformation. Therefore, in this proposal, the original M2T trans-
formation will be used to get internal information of its execution, and save it
in the execution trace model. More specifically, taking the original M2T trans-
formation as input, a Higher Order Transformation (HOT) transformation will
modify it, e.g. inserting counter variables in each iterator and flags to mark con-
ditional instructions. As a result, this leveraged transformation not only outputs
the code but also the execution tracing model.

That execution tracing model, and the trace between the input model and
the generated code, along with the original M2T transformation, are used to get
the trace model between the M2T transformation and the code corresponding
to each input model. An ATL M2M transformation is in charge of this trace
generation, calculating the length of each ’print’ from the transformation to set
the offset values in the ’Segment’ elements; and having into account how many
times each ’print’ is executed.

4.2 The Minimal Model Suite Finder

Inorder to analyze theM2Ttransformationand to see towhat extent its statements
have participated in the code generation, the use of input models is unavoidable.
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The goal is to get the input models that obtain a 100% coverage of the transfor-
mation code. However, to the best of our knowledge no tool exists that, given an
input domain metamodel and a M2T transformation, generates the models that
provide full coverage of the transformation. As a result, we opted for using Pra-
mana (formerly known as Cartier) [16], a tool that implements black-box testing
for metamodels [16].

Are models generated by Pramana enough to obtain our goal? Pramana serves
engineers by generating model suites for metamodel coverage but its purpose is
not transformation coverage. However, transformations have embedded seman-
tics that need to be considered if the goal is the latter. Different conditions
present in if statements or loops require specific test cases that may not be gen-
erated if the criteria is merely metamodel coverage. As a case in point, the if
statement in Figure 2 (line 18) checks whether the Address corresponds to a
restaurant. Among the many test cases that can be generated from the meta-
model, this statement requires one with precisely that value in the description
attribute to obtain transformation coverage, which is not guaranteed if the gen-
eration of the test cases does not take the transformation into account. Hence,
as in program testing where black-box testing and white-box testing approaches
are used in concert, we need to cater for both metamodel and transformation
coverage.

The proposal of this work is the use of trace models for the analysis of trans-
formation coverage. What is needed is to link the code samples with the transfor-
mation, via the tracing models obtained by the trace generator module. We need
to see how much coverage has been reached using the input models generated
by Pramana.

Hence, the task of the MinimalModelSuiteFinder module (see Figure 7) is to
quantify the transformation coverage, and to rule out those input models whose
transformation only enacts transformation statements that have already been
traversed by previous models. The goal of the module is then to minimize set of
input models and obtain the higher coverage percentage of the transformation
code (specifically, the ’print’ instructions that generate the target code). We
name this set the minimal model suite. While not optimal, the presented greedy
algorithm permits to reduce the test suite size.

Fig. 10. Minimal model suite algorithm (main rule)
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Figure 10 shows one of the functions of the algorithm used in obtaining this
suite. It is a recursive function that finishes when all lines are covered or there
are not more input models to use (line 7). The algorithm can be summarized as
follows:

1. The best model is added to the list of selected models (minimalModelSuite)
(line 4).

2. The prints covered by the best model are added to the list of covered prints
(coveredPrints) (lines 5-6).

3. The best model (i.e., the one that covers most prints) is excluded from the
available models (availableModels) (lines 10-11).

Using these two modules the interface of HandyMOF can be used to check the
correspondence between the M2T transformation and the generated code, be it
on a single instance (see Figure 5) or for the complete model suite to check the
obtained coverage (see Figure 6).

5 Related Work

This work sits inbetween testing and traceability for M2T transformations. Test-
ing wise, no standard or well established proposal exists for M2T transforma-
tion testing [17]. Wimmer et al. present an extension of tracts [7] to deal with
model-to-text transformations [18]. Their approach is complementary to ours as
it focuses on black-box testing (i.e., it considers the specification of the trans-
formation, not its implementation). Our work highlights the complementariness
of black-box and white-box testing techniques. Black-box testing approaches do
not capture the mechanics of the transformation [1], which is precisely where
we intend to aid. McQuillan et al. propose white-box coverage criteria for trans-
formations [11]. Although their work centers in ATL [9] (i.e., a model-to-model
transformation), their coverage criteria could be applicable to our case as well.
We focus on instruction coverage (more precisely on coverage of instructions that
produce an output in the generated code). Gonzalez et al. present a white-box
testing approach for ATL transformations [8]. It follows a traditional white-box
testing strategy where input models are created based on the inner structure
of the transformation. This involves a coupling between the approach and the
transformation language. This might not be problem for M2M transformation
languages (where ATL has become de facto standard) but rises portability issues
for M2T transformations where no predominant language exists. This is why we
opt for a mixed approach where input models are generated using black-box
testing on the search for transformation-language independence. This approach,
albeit less precise, can be applied to any language provided adequate traces can
be obtained. This moves us to traceability.

The table in Figure 11 compares main M2T tools and their traceability sup-
port. Values are obtained from the literature or grasped from videos or forums.
Comparison is set in terms of trace availability for model-to-code, transformation-
to-code and transformation-to-model. The underlying mechanisms and the pur-
sued aim is also included. Within the model-to-code and transformation-to-code
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Fig. 11. Traceability comparison.

options, a ’block’ is nothing more than a piece of code, i.e. an identifiable unit
within a file. In these proposals, code blocks to generate and to be traced must be
delimited by special keywords in the transformation. When ’code’ is indicated in
the table, there is a traceability but no information about the underlying details.

Mof2Text specification (i.e. the OMG standard for MOF M2T Transforma-
tion Language) [13] provides support for tracing model elements to text parts.
Specifically, a trace block relates text that is produced in a block to a set of
model elements. Some text parts may be marked as protected in order to be
preserved and not overwritten by subsequent M2T transformations. MOFScript
implements that proposal and handles the traceability between generated text
and the original model, aiming to be able to synchronize the text in response to
model changes and vice versa. MOFScript does not specify any language-specific
mechanisms to support traceability, but a metamodel manages the traces from
a source model to target generated text files. Central in this trace model is the
logical segmentation of a file into blocks; thus, a trace contains a reference to the
transformation rule that generated the trace and references to the originating
model element and to the target traceable segment.

Another implementation of OMG’s M2T specification is the Acceleo code
generator. Acceleo Pro Traceability 3, a tool complementary to the generator,
enables round trip-support: updates in the model or the code are reflected in
the connected artefacts. Since this is a commercial tool, restricted information
describing the solution is available.

Epsilon4 is a platform for model management where several task-specific lan-
guages are integrated, among them one is Epsilon Generation Language (EGL),
which is a template-based code generator, i.e. their proposal for M2T trans-
formations. EGL provides a traceability API that facilitates exploration of the
executed templates, affected files and protected regions that are processed dur-
ing a transformation. Like previous work, this tool does not have support for
transformation coverage either.

3 http://www.obeo.fr/pages/obeo-traceability/en
4 https://www.eclipse.org/epsilon/

http://www.obeo.fr/pages/obeo-traceability/en
https://www.eclipse.org/epsilon/
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As far as we know, the Xtend language does not create traces automatically.
And last but not least, JET 5, Velocity 6, and StringTemplate 7 are other M2T
languages, that with JSP-like or Java-based templates render source code in-
cluding java, HTML, XML, SQL, and so on. No information has been found
about traceability in these platforms.

6 Conclusions

This work presented a proposal for white-box testing of M2T transformations.
Due to the heterogeneity of M2T transformation languages, the test suite is
generated using black-box testing and then, the generated code is traced back
to the transformation and the input model. Main outcomes include: (1) if a
bug is detected in the generated code, it can be traced back to the generating
’print’ statement, (2) each generator statement (i.e., ’print’) can be traced to
the generated code line, and (3) the transformation coverage obtained by the
test model suite can be calculated in terms of visited ’prints’. If the obtained
coverage is not complete, the developer can create input models that cover the
missing transformation lines. This is realized in HandyMOF, a tool for debugging
MOFScript transformations.

This proposal could be generalized for any transformation language fulfilling
our both premises, namely, the existence of a transformation metamodel (and
its injector) and a trace model linking the input model with the generated code.
The part of the tool that would need to be reimplemented in case of exporting
the idea to other languages is the trace generation module, that would have to
be adapted to language structures of the new transformation language. Both the
interface and the coverage analysis are reusable.

Future work includes guiding transformation developers in creating the miss-
ing input models from the unvisited ’prints’. We also contemplate integrating
HandyMOF with other testing approaches to provide an integrated solution.
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Abstract. A pipeline of unidirectional model transformations is a well-
understood architecture for model driven engineering tasks such as model
compilation or view extraction. However, modern applications require a
shift towards networks of models related in various ways, whose syn-
chronization often needs to be incremental and bidirectional. This new
situation demands new features from transformation tools and a solid
semantic foundation. We address the latter by presenting a taxonomy of
model synchronization types, organized into a 3D-space. Each point in
the space refers to its set of synchronization requirements and a corre-
sponding algebraic structure modeling the intended semantics. The space
aims to help with identifying and communicating the right tool and the-
ory for the synchronization problem at hand. It also intends to guide
future theoretical and tool research.

1 Introduction

Fig. 1. MDE-pipe in
MDA

Early model-driven engineering (MDE) was based on a
simple generic scenario promoted by the Model Driven
Architecture (MDA) vision [13]: platform-independent
models describing a software system at a high-level of ab-
straction are transformed stepwise to platform-dependent
models, from which executable source code is automat-
ically generated. The generated code can be discarded
anytime, whereas models are the primary artifacts to
be maintained. Software development in the MDA per-
spective appears as a collection of model-transformation
chains or streams “flowing through the MDE-pipe”, as
shown in Fig. 1.

However, this nice pipeline architecture fails to capture two important aspects
of practicalMDE. First, it turns out that some changes are easier to make in lower-
level models (including code) rather than high-level models. This requirement
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leads to round-trip engineering in which transformation-streams in the MDE-
pipe flow back and forth. Second, models (on the same or different abstraction
levels) are typically overlapping rather than disjoint, which in our pipe analogy
means that transformation-streams interweave rather than flow smoothly. Round-
tripping and overlapping thus change the flow from “laminar” to “turbulent”,
as illustrated by the inset figure below on the right. Instead of separated and
weakly interacting transformation-streams, we have a network of intensively in-
teracting models with bidirectional horizontal (the same abstraction level) and
vertical (round-tripping) arrows as shown in Fig. 2.

“Turbulency” of modern model transformation brings
several theoretical and practical challenges. Semantics of
turbulent model transformation is not well understood,
whereas clear semantics is crucial for synchronization tools
because otherwise users have no trust in automatic syn-
chronization. Moreover, tool users and tool developers need
a common language to communicate required and provided
features because not every synchronization problem requires
the same set of features, and implementation of unnecessary
features can be costly and increases chances of unwanted interaction. Having a
taxonomy of synchronization behaviors, with a clear semantics for each taxo-
nomic unit, would help to manage these problems.

Fig. 2. Modern MDE
pipe

We will analyse the basic unit of a model network – a
pair of interrelated models to be kept in sync – and build
a taxonomy of relationships between two models from
the viewpoint of their synchronization, assuming that
concurrent updates are not allowed. It is a strong sim-
plifying assumption; however, this setting already covers
many cases of practical interest and the presented con-
cepts provide a basis for investigating the more complex
concurrent change scenarios. We identify three orthogo-
nal dimensions in the space of such relationships, and 16
synchronization types —points in the space. The space
equips this multitude of types with a clear structure: ev-
ery type is characterized by a triple of its coordinates,
which together determine its synchronization behavior.
We will also show that synchronization types can be or-
dered by having more or less symmetry in their behavior. Then the evolution
of MDE from its early pipeline setting to its current state can be seen as a
trend through the space from asymmetric to symmetric synchronization types.
Therefore, we call this trend symmetrization (an impatient reader may look at
Fig. 5 on p.65 that visualizes the idea). In the journal version of this paper [2],
we build an algebraic framework in which all our synchronization types can be
formally defined. Algebraic laws related to a synchronization type give rise to re-
quirements to synchronization procedures realizing the type. Hence, classifying a
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concrete synchronization case by its type helps to identify and communicate the
right specification and the right tool for the synchronization problem at hand.

The paper is structured as follows. Section 2 introduces two basic features of
model synchronization and shows their orthogonality. Section 3 adds a third or-
thogonal feature and presents the 3D space. Section 4 describes symmetrization
and discusses its challenges. Section 5 presents related work. Section 6 concludes
the paper. Appendix A provides examples for each synchronization type. Ap-
pendix B presents a sketch of the formal semantic foundation for the space.

2 Organizational and Informational Perspectives on
Model Synchronization

In this section, we consider two basic features of binary synchronization sce-
narios: organizational symmetry (org-symmetry) and informational symmetry
(info-symmetry), and then discuss the 2D-plane formed by their combination.
Org-symmetry is fundamental for model synchronization but, to our knowledge,
has not been discussed in the literature in technical (and formal) terms. It cap-
tures the idea of two models being equally authoritative in terms of permitted
updates and their propagation. Info-symmetry characterizes “equality” of infor-
mational contents of models. This feature, and its phrasing in terms of symmetry,
is well known in the literature on algebraic models of bidirectional transforma-
tions [3,4,10].

2.1 Organizational Symmetry

Suppose that two models to be synchronized, A and B, are given together with a
consistency relation between them. Assume that A1 and B1 are two inconsistent
states of the models, and one of the models is to be changed to restore consis-
tency (recall that concurrent updates are not considered). There may be different
policies for such changes. A simple one is when one of the models (say, A), is con-
sidered entirely dominating the other model B, so that consistency restoration
always goes via changing B1 to B2 consistent with A1. This situation is common
when a low-level model B (e.g., bytecode) is generated from a high-level (more
abstract) model A (Java program). Generating Java code (this time model B)
from a UML model A is similar, if round-tripping is not assumed. The low-level
model B is not supposed to be modified manually. When the high-level model
A is changed, the original low-level model is discarded and a new model is re-
generated from scratch. In all such cases, we say that model A organizationally
dominates B, and write A>orgB. Equivalently, we say that B is dominated by
A and write B<orgA. We will also refer to the case as org-asymmetry.

We have an entirely different synchronization type for code generation with
round-tripping. Suppose that a UML model A0, and a Java program B0 gener-
ated from A0, were initially consistent, but later model A was changed to state
A1 inconsistent with B0. Then program B0 must be changed to B1 that is con-
sistent with A1. We say that update A0 → A1 on the A-side is propagated to the
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B-side. Conversely, if model B0 (code) was changed to B1 inconsistent with A0,
then model A must be changed to restore consistency, and we say that update
B0 → B1 was propagated to A. Thus, in contrast to the org-dominance, now
change propagation can go in either direction based on the history: the freshly
updated model dominates irrespectively to whether this freshly updated model
is either A or B. We say that neither model organizationally dominates the other,
write A><orgB, and call this situation org-symmetry. Thus, the basic question
that characterizes the organizational dimension is the following: in what direc-
tion are updates propagated? Are they propagated only from A to B, only from
B to A, or in either direction?

There are also important synchronization cases in-between strict asymmetry
and strict symmetry considered above. A model can be partially dominated in
the sense that some (but not all) updates on this model are allowed to propagate
to the other side depending on the type of the update. Consider, for example,
the outline view of the Java Development Tools (JDT) of the Eclipse IDE. The
outline view is regenerated every time the Java code changes. Thus, there seems
to be an org-dominance of the Java code over the outline view. However, the
JDT allows the user to make some selected operations in the outline view, e.g.,
renaming elements, or moving elements within the hierarchy. These updates are
then propagated to the code. So, whereas all updates from the code (model
B) are propagated to the outline abstract view A, only a few operations are
allowed, and their results then propagated, from the outline A to the code B. We
call this situation org-semi-symmetry and write A≥<orgB. Note the difference
between the left and the right halves of the symbol, which refer to, respectively,
weak (some updates are propagated) and strong (all updates are propagated)
dominance of the direction. A similar semi-symmetric variant of code generation
from UML models could be also constructed. In contrast to the strict asymmetry
version discussed above, some code updates, e.g., changes in method heads, are
allowed to be propagated to the model. Therefore we will sometimes refer to
org-semi-symmetry as partial round-tripping.

Org-symmetry also includes a setting, in which both models are partially
dominated, i.e., both update propagation directions are sensitive for the update
type. Consider, for example, a system model consisting of a UML class diagram
(CD) and a UML sequence diagram (SD) with the following synchronization
policy. If a class name is changed in the CD, this change has to be reflected in
the SD, but class name changes are not allowed in the SD. Dually, if a method
signature is changed in the SD, this change has to be reflected in the CD, but the
latter are not allowed to change method signatures. We call such a case poorly
org-symmetric, and write A≥≤orgB, to distinguish it from rich org-symmetry
A><orgB considered above.

Thus, to completely characterize the org-dimension, one has to ask: Which
updates (if any) are propagated in what direction?



Towards a Rational Taxonomy 61

2.2 Informational Symmetry

The notion of informational symmetry (info-symmetry) is based on intermodel
consistency. The latter can be modeled as a binary relation K ⊂ M×N over
model spaces M and N, in which models A and, resp., B reside (these spaces
are determined by the respective metamodels, or grammars for textual models,
e.g., code). In general, the consistency relation is of type many-to-many. For
example, if M is a space of UML models, and N is a space of Java programs, a
given UML model A∈M can be correctly implemented by many Java programs
B∈N; differences between these Bs are usually termed as “implementation de-
tails”. On the other hand, A normally contains some information not relevant for
code generation, e.g., layout of boxes and arrows, timestamps, etc. Furthermore,
there may be structural differences between two UML models, e.g., in their in-
heritance hierarchies, which also result in the same code if the generator flattens
the inheritance hierarchy. Hence, the same Java program can be a correct im-
plementation of, generally speaking, different UML models. Thus, each of the
models (code and UML) has some private information not needed for the other
model, and they both share some public information important for the other
model, but represent it differently. We then write A><infB and term the case as
info-symmetry.

We have an essentially different synchronization situation between code and
its outline view in a typical IDE, e.g., JDT mentioned above. The outline only
shows parts of the information that is presented in the code, or, more generally,
an abstract view of the code so that only one outline model A is consistent with
a given piece of code B. Of course, the same outline A may be consistent with
many versions of B, so that the consistency relation is of the one-to-many type.
We then write A<infB and term the case as info-asymmetry.

Note that info-asymmetry appears in the case of code generation, if we con-
sider UML models up to their code-relevant context. That is, we consider two
UML models equivalent if their differences do not result in different gener-
ated code. Then consistency becomes a one-to-many relationship, and we have
A<infB. This view on code generation is a useful model of the situation.

An important characteristic of info-asymmetry is that the computational na-
ture of update propagation essentially depends on the direction. Propagating
updates from the source B to the view A is a relatively simple computational
procedure. In contrast, propagating updates from the view to the source is very
non-trivial because some missing information on the source side is to be restored
(see [5,3]). For the info-symmetric case, both update propagation directions need
restoration of missing information, and both are non-trivial.

A special case of info-symmetry is when the consistency relation is of the one-
to-one type and determines a bijection between two model spaces: now neither
of the two models has private data, i.e., both models are just different represen-
tations of the same information. An example is synchronization of a wiki article
described in a lightweight markup language like MediaWiki with the equiva-
lent HTML description of the article. Each of the two models can be uniquely
extracted from the other and update propagation is simple in both directions.
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We call the case poor info-symmetry and write A≈infB, to distinguish it from
rich info-symmetry considered above.

2.3 Organizational and Informational Symmetries Together

Recall two cases of info-asymmetry, A<infB, considered above. The first is when
A is the outline abstract view of code B. The second is when A is a UML
model whose private data is ignored for synchronization, and B is the code
generated from A. Despite the same info-asymmetry relationship between the
models, their synchronization situations (we also say synchronization types) are
different. Indeed, in the former case, the view is mostly a passive receiver of
the source updates, and we have A<orgB (or A≥<orgB, if some updates can
be propagated from the view to the source). In the latter case, the view is
active and generates the source that appears as a passive receiver of the view
updates, A>orgB. What determines the synchronization type of the case is a
combination of two parameters indexing the org- and the info-symmetry, resp. As
these two parameters are independent, they can be considered as two orthogonal
coordinates forming the plane shown in Fig. 3.

Organisational 
symmetry (X) 

Informational    
symmetry (Y) 

≈

Fig. 3. Plane of organizational and informational symmetries

The vertical axis has two points corresponding to the two possibilities of
the info-(a)symmetry: Y=0, which corresponds to info-asymmetry A<infB, and
Y=1, which combines two symmetric cases, A≈infB and A><infB. The hor-
izontal axis has three basic points corresponding to the three possibilities of
org-(a)symmetry considered in Section 2.1: X=0 (A<orgB), X= 1

2 (A≥<orgB),
and X=1 (A≥≤orgB and A><orgB). The latter again combines poor and rich
org-symmetry.

2D-types are formed by combining info- and org-symmetries, and, strictly
speaking, type (11) contains four subtypes corresponding to different combina-
tions of poor and rich symmetries. An accurate indexing of such subtypes can
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be found in [2], but in this paper we use a simpler version of the space, and do
not additionally index subtypes inside a type when subtyping is caused by the
existence of poor and rich symmetries. However, there is yet another subtyping
mechanism caused by the interaction of two asymmetric relations: Each of the
types (00) and (120) splits into two subtypes depending on whether two dominant
models coincide or not. For example, a non-editable outline view is dominated
both organizationally and informationally, whereas with code generated from a
UML model without private data, the model dominates organizationally but the
code dominates informationally. Both scenarios are examples of type (00). In
contrast to subtyping caused by rich and poor symmetries, we want to index
these subtypes explicitly. We denote them by (XY)− (even less symmetry, since
the same model is dominated in both relations), or (XY)+ (more symmetry as
one model dominates in one relation, while the other model in the other relation).
Thus, the plane comprises eight synchronization types, and each synchronization
scenario considered above obtains its unique synchronization type (which can be
further specialized by distinguishing poor and rich symmetries).

3 Incrementality: From the Plane of Symmetries to a
3D-Space of Synchronization Types

The third dimension for our taxonomy is incrementality, a well-recognized fea-
ture of model transformations. In Sect. 3.1, we discuss semantic aspects of in-
crementality and its connections with the informational dimension. In Sect. 3.2,
we show how the entire 3D-space of synchronization types is built.

3.1 Incrementality and Delta Propagation

A non-incremental unidirectional model transformation t : M → N from a model
space M to a model space N creates a new target model B = t(A) from scratch
every time the source model A changes, no matter how big the change is. An
incremental model transformation is supposed to be more intelligent: a small
change a in model A is transformed into a respective small change b in model B.

In some synchronization scenarios, incrementality is optional and just im-
proves efficiency. For example, incremental building of the outline view of code
in an IDE may improve efficiency when dealing with very large code files. There
are, however, situations in which incrementality is crucial and the required syn-
chronization cannot be realized without incrementality. An example is partial
code generation. Suppose a UML tool that generates code stubs from class di-
agrams, but does not support round-tripping: Code for class declarations and
method heads is generated, but code in method bodies is to be added at code
level. Now, when method signatures are changed in the class diagram, method
heads must be regenerated while preserving method bodies, otherwise method
implementations would be lost. Thus, while non-private parts of code (method
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heads, class names, etc.) are updated to reflect changes in the UML model, the
private data of the code —the method bodies— must be preserved.

Such a situation is typical when updates are propagated to a side with private
data, if the latter is to be preserved. In more detail, an incremental transforma-
tion takes an update (delta) on one side, say, a : A0 → A1, and the original
model B0 on the other side, and produces an update (delta) on the other side,
t(a,B0) = b : B0 → B1, which restores consistency between A1 and B1, and keeps
the private part of B0 unchanged in B1. Deltas are ideally implemented as traces
of what happened (or should happen) to individual model elements. If correspon-
dences between models A and B are also precisely traced, an update propagation
satisfying the requirements above can be assured [3,4,8]. In case not all necessary
traces can be provided (e.g., updates to code are often not tracked individually),
updates can be provided as pairs of states (e.g., a = (A0, A1)) from which indi-
vidual traces can be inferred (e.g., using heuristics-based model-matching tools).
We call so implemented update propagation state-based.

Incrementality 
(Z) 

no incrementality 

delta propagation 

Informational    
symmetry (Y) 

≈

Fig. 4. Plane of incr. synchronization

By considering our examples of code
generation, and an IDE’s outline view
of the code, it is easy to see that non-
incremental transformation can be
implemented in either direction irre-
spective to the info-symmetry relation
between models. Moreover, correspon-
dences between models can be estab-
lished and then used for incremental
synchronization also irrespective to the
info-symmetry relation. Hence, the ab-
sence or presence of incrementality can
be seen as a new dimension orthogonal
to info-symmetry, and together they
form a taxonomic plane in Fig. 4.

Importantly, although incremental-
ity can be added to any type of the
info-symmetry between two models,
the way incrementality is implemented

does depend on this type. Indeed, the very semantics of incremental synchro-
nization depends on the info-symmetry relation as the latter determines parti-
tioning of model’s data into shared and private, which is crucial for a proper
incremental synchronization. The same is true for non-incrementality as well:
non-incremental code generation and external view computation are as differ-
ent semantically as their incremental versions are. Thus, each of the points on
the plane in Fig. 4 determines a specific semantic framework for model syn-
chronization. Such frameworks (we will refer to them as computational) can be
formalized with a family of algebraic structures called (delta) lenses [3,4,8,2] (see
also Appendix B).
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3.2 A 3D-Space of Model Synchronization Types

Clearly, org-symmetry and incrementality are orthogonal: dominance of one or
another direction of update propagation, and the way the latter is implemented,
can be freely combined. For example, all cases of org-symmetry discussed in
Sect. 2.1 can be implemented incrementally or non-incrementally. We have also
seen in Sect. 2.3 that org-symmetry is orthogonal to info-symmetry. Hence, the
org-symmetry axis X is orthogonal to the plane YZ of computational frameworks
in Fig. 4, so that together they form a 3D-space as shown in Fig. 5. Each point
in the space, i.e., a triple of coordinates, characterizes a certain synchronization
behavior or synchronization type.

Organisational 
symmetry (X) 

Informational    
symmetry (Y) 

Incrementality (Z) 

≈

Fig. 5. Taxonomic space of synchronization types and the symmetrization trend

Recall that axis X is for indexing org-symmetry: asymmetry is indexed by 0,
symmetry by 1, and semi-symmetry or partial round-tripping has index 1

2 . Axis
Y is for info-symmetry: asymmetry and symmetry are indexed by 0 and 1 resp.
Axis Z only denotes whether incrementality is present or not (incr.=1 or 0),
i.e., whether transformations take previous versions of models into account or
execute always from scratch. In the journal version we also index which direction
is incremental and distinguish between poor (state-based, no traces) and rich
(delta-based) incrementality. Because of the split points on the bottom plane
(Sec. 2.3, Fig. 3), the space comprises 10+6=16 distinct synchronization types.

Every example we discussed obtains its unique type: e.g., a non-incremental
passive outline view is located at type (000)−, and a symmetric multi-model
specification of a system, using incrementally synchronized high-level models is
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at type (111). Correspondingly, a synchronization tool or approach can be se-
lected (or developed) that supports a given synchronization type. For instance,
unidirectional ATL (in its standard non-incremental version) supports synchro-
nization type (010); GRoundTram [9] is a tool for (informationally) asymmetric,
state-based bidirectional transformations that supports type (101).

The space also allows us to classify several important database concepts.
Database views that are not updatable but incrementally computed have the
type (001)−. If some of the view updates can be propagated to the source, the
type is (1201)

−. Appendix A provides a table of examples for each synchroniza-
tion type (without distinguishing between poor and rich symmetries).

The diagonal arrow in Fig. 5 is a visualization of the symmetrization trend
discussed in the introduction; we will analyse it in more detail in the next section.

4 Symmetrization and Its Challenges

With the three-dimensional taxonomic space, the symmetrization trend can be
described as a path from simple, less symmetric synchronization types like (000)+

to more complex, symmetric types like (111), as is visualized by the diagonal
arrow in Fig. 5. In Sec. 4.1, we will illustrate symmetrization by presenting four
synchronization scenarios fundamental for MDE, ordered by increasing symme-
try of their behavior. In Sec. 4.2, we discuss technological and research challenges
posed by this trend, and how our taxonomic space can help to approach them.

4.1 Symmetrization: A Tour of Synchronization Types

Model Compilation or Full Code Generation. This is the scenario envi-
sioned (but rarely achieved) by early MDA: a high-level platform-independent
model A is to be edited and maintained, whereas executable code, model B,
is automatically generated from A and is not meant to be modified manually.
Changes to the code might be allowed but they will be discarded whenever
model A changes. Similarly, in bytecode generation (here, model B) from Java
code (model A), it is possible to do some optimization on the generated byte-
code but they will be discarded with every compilation. We have A>orgB (X=0)
because updates can only be propagated from A to B, and A><infB (Y=1 with
rich info-symmetry) because both A and B have private data (A has layout data
etc., and B has implementation-specific details). Incrementality is not assumed
(Z=0), and the scenario thus has synchronization type (010). A conceptually use-
ful, and often used model of the scenario is to ignore private data of model A and
consider it as an abstract view of code B, which results in informational asym-
metry A<infB and type (000)+. In fact, this simplification can also be applied to
the subsequently presented scenarios, so that there are multiple paths through
the space which follow the symmetrization trend. Note that (irrespectively of
info-symmetry) lack of incrementality combined with organisational asymmetry
results in a lack of autonomy for model B. Models are the only assets of software
development has been the motto of the early MDA.
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Implementation as an Asset or Partial Code Generation. This scenario
occurred more often in early MDA in practice and is still common in current
MDE. High-level modeling languages are often not expressive enough to allow
completely automatic code generation. Then code B generated from high-level
model A is supposed to be manually augmented with implementation details,
for example, method bodies. There is no round-tripping, but in order to pre-
serve manual modifications of B, incremental model transformation is required.
In practice, this incrementality has often been achieved by marking parts of gen-
erated code as protected against manual modifications. Wrt. our taxonomy, we
haveA>orgB (updates are still to be propagated only from A to B) and A><infB,
which combined with incrementality results in type (011). Note that although
B is still dominated organizationally, incrementality gives B some autonomy.

Partial Round-Tripping. This scenario is sometimes achieved by more so-
phisticated MDE technologies. In comparison with partial code generation, we
now allow some changes in code B to be backward propagated to the high-
level model A. However, full round-tripping is not supported yet: only some
modifications in the generated code are allowed, e.g., method signatures can be
modified but class names can not. Thus, we have organizational semi-symmetry
A>≤orgB, informational symmetry A><infB, and incrementality, which results
in type (1211). Model B gains even more autonomy but is still organizationally
dominated byA.

Full Round-Tripping. All updates can be propagated in both directions. This
is the (rarely achieved) goal of UML tools which promise full round-tripping
with the generated code. We have A><orgB, A><infB, and incrementality, re-
sulting in type (111). Now A does not dominate B in any way, and we have
a completely symmetric situation (with both rich org-symmetry and rich info-
symmetry). There is still a distinction between A as a high-level model and B
as a low-level model, but this distinction is not captured by our taxonomy: both
models have equal organizational and informational rights. Models are the only
assets of software development, but code is a first-class model as well.

4.2 Challenges of Symmetrization: Discussion

Symmetrization of model synchronization demands tools that support bidirec-
tionality, incrementality, informational symmetry, and ultimately concurrent up-
dates. Some of the challenges posed by these requirements are discussed below
in terms of our taxonomic space.

Orthogonality in Tool Architectures. Developing synchronization tools
that meet all the requirements above is challenging. However, as we explained
in the paper, several of these requirements are independent of each other (we
will discuss concurrent updates below), and their orthogonality can be effectively
used by tool developers. For example, it is commonly agreed that asymmetric
lenses implement a solution to the view update problem [5]. With our taxonomic
space, this view of lenses can be refined: lenses implement a computational frame-
work (a point on the YZ-plane), which can be augmented with required organiza-
tional facilities (along axis X) to provide different synchronization policies — an
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entirely or partially dominating view, or an entirely dominated view. Moreover,
a semi-symmetric situation with both the view and the source being partially
dominating (and partially dominated) is also implementable on top of the com-
putational framework provided by asymmetric lenses. Such an extension of an
existing approach is more efficient, both conceptually and implementation-wise,
than developing separate tools which can only be applied to one synchronization
type. In general, tool architectures that reflect feature orthogonality would allow
for flexible combination of required features, and facilitate the trade-off between
synchronization capabilities and development costs.

Semantics of Bidirectional Transformations. When updates can be propa-
gated in both directions, two procedures of update propagation, from A to B and
from B to A, must be consistent and satisfy some invertibility property (see [3,4]
for details). When implementing those procedures separately, proving and main-
taining invertibility for complex synchronization becomes a major maintenance
issue. The goal of bidirectional transformations (BX) is to specify a consistency
relation and let the update propagation procedures be inferred from this specifi-
cation, so that they are always consistent by construction. As usually there are
many different possibilities to restore consistency, the implemented behaviour of
the inferred procedures must be clear and predictable for the user. The situation
with QVT-R shows how unclear semantics of a BX tool hinders its acceptance by
the user [14]. When released, QVT-R did not clearly specify the info-symmetry
type of scenarios it was intended for. Particularly, it allowed for non-bijective
synchronization but did not provide clear semantics for such tasks. We think
that many problems could have been avoided if first releases of QVT-R would
have targeted the bijective synchronization case, and clearly communicated this
to the user. Info-symmetric synchronization could have been added later, with a
clear semantics corresponding to this type (e.g., provided by symmetric lenses).
An important use of our taxonomic space is that if a synchronization scenario
targeted by the tool is identified by its type in the space, the scenario is provided
with formal semantics for the benefits of both tool developers and tool users.

Concurrent Updates: Towards the Fourth Dimension. The possibility to
update both sides in parallel can be seen as an independent feature of model
synchronization. Indeed, concurrency can be added to each of the org-symmetry
types on axis X (including the multitude of types hidden in semi-symmetry). Of
course, adding concurrency for the strictly org-asymmetric type (when one side
is entirely dominated) does not make sense practically as any changes on the
suppressed side will be discarded anyway, but we see it as a logically possible
(although practically not usable) case. Thus, each of the org-symmetry types is
split into two: with concurrency allowed or not allowed, all are supplied with a
computational framework. For the non-concurrent cases, computational frame-
works we considered above (see also Appendix B) work without any changes,
but concurrent updates need an essential development of their computational
support. They need special procedures and policies for conflict reconciliation,
and subsequent update merging [11]. Formal algebraic models of concurrent up-
dates is an active research area, especially the info-symmetric case is challenging.
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Therefore we leave adding the fourth dimension of concurrent updates for fu-
ture work but kept a reminder about it in Fig. 5: the symmetrization arrow
goes beyond the space towards even more symmetric scenarios with concurrent
updates.

5 Related Work

Existing works on synchronization – practical and theoretical – usually focus
on only one specific type, i.e., one point in our space. For instance, original
lenses as presented by Foster et al. [5] formalize info-asymmetric state-based
BX. Info-symmetric state-based lenses were proposed in [14]. Delta-based lenses
were introduced for informational asymmetry [3] and symmetry [4]. Triple Graph
Grammars (TGG) [12,7] provide a more operational approach to BX; for exam-
ple, delta-lenses can be implemented by TGG [8]. Incrementality in TGG has
been also studied [6,8]. The org-symmetry dimension has been discussed in the
literature as unidirectional vs. bidirectional transformations [1,12]. We present
a more fine-grained taxonomy by introducing organizational semi-symmetry.

There is little related work that describes the combination of several dimen-
sions of model synchronization and provides a formal foundation. Antkiewicz
and Czarnecki’s [1] is closest to ours in its intention to classify different synchro-
nization scenarios, but deltas are not considered there, and orthogonality of the
dimensions is not elaborated. We consider our work as a continuation of [1] and
we are not aware of other classification work in-between.

6 Conclusion

Symmetrization of MDE, i.e., the shift from model transformation pipelines to
networks of interacting models, poses several challenges for model synchroniza-
tion tools: support of bidirectionality, incrementality, informational symmetry,
and ultimately concurrent updates create a package of non-trivial technological
and theoretical issues to resolve. Having a taxonomy of synchronization behav-
iors, with a clear semantics for each taxonomic unit, can help to manage these
problems. In the taxonomic space that we presented, two dimensions are com-
putational and form a plane classifying pairs of mutually inverse update propa-
gation operations realizing BX. The third dimension is orthogonal to the plane
and classifies relationships of organizational dominance between the models to
be kept in sync. As far as we know, the notion of organizational (a)symmetry
and its orthogonality to incrementality and informational symmetry is novel.

The space can be used to locate the type of the synchronization problem at
hand. From this type, we can infer the requirements for model synchronization
tools, and theories to be applied to the problem. We think of the space as a com-
munication medium for tool users and tool developers, in which they can specify
tool capabilities and behavior. We hope that our space can also guide future re-
search about bidirectional transformations by identifying synchronization types
that are currently not covered, particularly, organizational semi-symmetry. Of
course, concurrent updates are an important dimension, and we plan to integrate
it into our framework in a future work.
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A Synchronization Types And Example Scenarios

(000)− Typical non-editable outline view of an IDE

(000)+ Simplified code generation, i.e., ignoring private data

( 1200)
− Partially editable view w/o incr.; impractical b/c source info is not preserved

( 1200)
+ Simplified code generation with partial non-incremental round-tripping

(100) Simplified code generation with full round-tripping but w/o incr.; impractical
(010) Non-simplified code generation, i.e., the model hass private data, too

( 1210) Bijective synchronization, e.g., WikiMedia/HTML, w/ partial round-tripping
(110) Bijective synchronization, e.g., WikiMedia/HTML, with full round-tripping

(001)− Incrementally updated, non-editable outline view

(001)+ Simplified partial code generation

( 1201)
− Partially editable outline view (like the one of Eclipse JDT)

( 1201)
+ Simplified partial code generation with partial round-tripping

(101) Simplified partial code generation with full round-tripping
(011) Partial code generation

( 1211) Partial code generation with partial round-tripping
(111) Full model round-tripping

B A Sketch of Formal Semantics

The semantics is algebraic and based on operations over models, updates, and
intermodel correspondence mappings—all considered as abstract nodes and ar-
rows. We define a family of algebraic structures given by their carrier sets and
operations over them, which must satisfy a set of equational laws. The presen-
tation below is a dry sequence of briefed definitions (with omitted laws) due to
space limitations. Details, explanations, and discussions can be found in [2].

Formalizing Info-symmetry: Consistency frameworks. A model space is
a directed graph M = (M•,MΔ) with a set M• of nodes called models, and a
set MΔ of arrows called deltas or updates. Deltas can be sequentially composed,
and each model A is assigned with an identity-loop delta idA denoting the idle
update on A. Taken together, these data mean that M is a category.

Let (M,N) be a pair of model spaces. An consistency framework K : M � N
from M to N is given by the following components. (i) Any pair of model A∈M
and B∈N is assigned with a set R(A,B) of correspondence mappings or just
corrs, together with a subset K ⊂ R of consistent corrs. We do not exclude the
cases when K(A,B) has more than one corr, or is empty. We write r : A ↔ B
for a corr r∈R(A,B). (ii) (Re)alignment operations are defined: given a corr
r : A ↔ B and updates a : A → A′, b : B → B′, two new corrs, (a ∗ r) : A′ → B
and (r ∗ b) : A ↔ B′, are uniquely defined. (iii) For any two models A,A′ ∈ M•,
there is a set (perhaps, empty) of updates a : A → A′ called private, composition
of two private updates is private, and idle updates are private. Similarly for the N
side. Non-private updates are called public. It is required that private updates do
not affect consistency: for any corr r : A ↔ B and any private updates a : A → A′,
b : B → B′, we have a ∗ r ∈ K iff r ∈ K iff r ∗ b ∈ K.
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We say that a consistency framework K : M � N determines (informationally)
poor symmetry, asymmetry, or rich symmetry relation between spaces if, resp.,
neither, only one, or both sides have private updates. Similar relations between
two models are actually the respective relations between the spaces where the
models live. The consistency framework may be implicit, but it is always assumed
to be given.

A � r � B

:fPpg↘↘

A′

a
�

� r′ � B′

b
�

A � r � B

:bPpg↙↙
A′

a
�
� r′ � B′

b
�

Formalizing Incrementality: Delta Lenses. A
(delta) lens) over a consistency framework K : M � N
is a pair of operations over corrs and updates, fPpg and
bPpg, called forward and backward update propaga-
tion. The arities of the operations are specified in the
inset figure below right with output arrows dashed,
and output nodes non-framed. We denote a delta lens
by a double arrow λ : M � N to recall two operations.
A lens λ is called well-behaved (wb) if it satisfies sev-
eral laws described in [2]. In particular, if r∈K(A,B)
(see the inset figure), then r′∈K(A′, B′); if, in addi-
tion, a is private, then B′ = B and b is identity. Dual
laws hold for bPpg.

Info-symmetry of the underlying framework K in-
fluences update propagation. It can be proved that if K is info-asymmetric, then
a lens defined above gives rise to an asymmetric delta lens defined in [3]. In this
way, delta lenses provide computational frameworks for types (01) and (11) in
Fig. 4.

Non-incremental propagation can be defined as a special case of the incre-
mental one, if model spaces contain minimal models; see [2] for details. Thus, a
delta lens relating two spaces can provide non-incremental update propagation
as well (types (00) and (10) in Fig. 4).

Organizational dimension: Models as Trajectories. Organizational sym-
metry is about the dominance of change propagation, and we will consider a
changing model as a trajectory in the respective space. Let M = (M•,MΔ) be a
model space. We define a model to be a mapping A : I → M•, whose domain I
is a linearly ordered set of version numbers or indexes. That is, A appears as
model’s immutable identity, whereas its state Ai = A(i) changes as index i runs
over I. Moreover, if we convert the index set I into a graph whose arrows are
pairs (i1i2) with i1 ≤ i2, then A can be seen as a graph mapping that send an
arrow (i1i2) to update delta A12 : A1 → A2, where A1 = A(i1) and A2 = A(i2).

Synchronization of two models is about maintaining certain correspondences
between two trajectories, say, A : I → M and B : J → N, in two model spaces
related by a lens λ : M � N. Given these data, a (consistent) synchronization case
is a pair of trajectories, A : I → M and B : J → N with the following additional
structure. Sets Ipub and Jpub are partitioned, Ipub = Iact�Ipas and Jpub = Jact�
Jpas, with the following intuitive meaning of components. If i∈Iact, model Ai is
to be thought of as independently built on the M-side and propagated to the N-
side. To simplify presentation, assume that propagation is non-incremental. Then
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there must be an index i�∈J such that Bi� = fPpg(Ai). If i∈Ipas, then model
Ai is to be thought of as propagated from the N-side, so that Ai = bPpg(Bi�)
for some i�∈J . We require that mappings i → i� establish isomorphisms Iact ∼=
Jpas and Ipas ∼= Jact. Interpretation of Bj with j∈Jact and j∈Jpas is similar, and
we require that mapping �j ← j be the inverse of i → i�. A synchronization
case is denoted by σ : A � B; and the class of all synchronization cases over a
given lens λ is SCSCSC[λ].

The notion of a synchronization case accurately formalizes a general intuition
of two synchronized trajectories, but does not impose any specific conditions
on this synchronization. However, if special organizational relations between the
models are assumed, some synchronization cases can be a priori prohibited. For
example, we can make model A an entirely passive receiver of changes from B
by requiring Iact = ∅ = Jpas. Thinking extensionally (i.e., in terms of sets),
an organizational relation is a set T ⊂ SCSCSC[λ] of synchronization cases, consid-
ered legal wrt. this relation. We call such sets synchronization types. Different
synchronization types we considered in the paper can be defined formally by
imposing special conditions on index sets like above. We again refer to [2] for
details.
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Abstract. In model-driven software development, we may have several models
describing the same system or artifact, by providing different views on it. In this
case, we say that these models are consistently integrated.

Triple Graph Grammars (TGGs), defined by Schürr, are a general and power-
ful tool to describe (bidirectional) model transformations. In this context, model
synchronization is the operation that, given two consistent models and an up-
date or modification of one of them, finds the corresponding update on the other
model, so that consistency is restored. There are different approaches to describe
this operation in terms of TGGs, but most of them have a computational cost that
depends on the size of the given models. In general this may be very costly since
these models may be quite large. To avoid this problem, Giese and Wagner have
advocated for the need of incremental synchronization procedures, meaning that
their cost should depend only on the size of the given update. In particular they
proposed one such procedure. Unfortunately, the correctness of their approach is
not studied and, anyhow, it could only be ensured under severe restrictions on the
kind of TGGs considered.

In the work presented, we study the problem from a different point of view.
First, we discuss what it means for a procedure to be incremental, defining a
correctness notion that we call incremental consistency. Moreover, we present
a general incremental synchronization procedure and we show its correctness,
completeness and incrementality.

Keywords: Model Transformation, Model Synchronization, Triple Graph
Grammars, Incremental Model Synchronization.

1 Introduction

In model-driven development, we may have several models describing the same sys-
tem or artifact, by providing different views on it. Then, we say that these models are
consistently integrated. Similarly, we say that two models are consistent if they are com-
plementary descriptions of some system. In this context, given two integrated models,
model synchronization is the problem of restoring consistency when one of these mod-
els has been updated by propagating that update to the other model. The same problem
is also studied in other areas like databases or programming languages [1,14,9].
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Triple Graph Grammars (TGGs) [11,12] are a general and powerful tool to describe
(bidirectional) model transformations. On the one hand, a TGG allows us to describe
classes of consistently integrated models and, on the other hand, given some source
model M1, using the so-called derived operational rules associated to the TGG, we can
find a corresponding consistent target model M2. There are different approaches to de-
scribe model synchronization in terms of TGGs, but most of them have a computational
cost that depends on the size of the given models. This may be rather inefficient since
the given models may be large. To avoid this problem, Giese and Wagner [4] have ad-
vocated for the need of incremental synchronization procedures, meaning that their cost
should depend only on the size of the given update. In particular they proposed one such
procedure. Unfortunately, the correctness of this approach is not studied and, anyhow, it
could only be ensured under severe restrictions on the kind of TGGs considered, since
the approach only works for the case when source and target models are bijective.

In this paper we address the problem from a different point of view. First, we discuss
what it means for a procedure to be incremental. Specifically, given a derivation used
to create a model and an update on it, we establish what does it means incrementality
with respect to a consistent submodel not affected by the update. Essentially, it means
that there exists a derivation that builds the new model preserving that consistent sub-
model. Then, this idea is formulated as a correctness notion, that we call incremental
consistency. This may be considered a first contribution of the paper.

Our second and main contribution is the introduction of a new general incremental
synchronization procedure. In principle, the input for this procedure would be given by
an integrated model G, a derivation of G representing its structure, and an update on
the source model of G. However, since storing a derivation may be expensive in terms
of the amount of storage needed, we replace the derivation by dependence relations on
the elements of G that are shown to be equivalent, in an adequate sense, to the deriva-
tion. Specifically, we prove a theorem (Th.1 in Sec.4) that guarantees that the largest
consistent submodel not affected by the update can be obtained from that dependencies
without cost depending on the model. Then, the procedure consists of five steps. In the
first one, based on the above result, we identify the part of the model that needs to be
reconstructed and we mark all the elements that may need to be deleted. In the second
step, if needed, we enlarge the part of the model that needs to be reconstructed. As we
will discuss, this second step is only needed in some cases when the update does not
allow incremental consistency with respect to the largest consistent submodel not af-
fected by the update, but with respect to a smaller one. In the third step, following the
same idea presented informally in [5], we build a model that is already consistent, by
applying a variation of forward translation rules [8,6] allowing us to reuse most relevant
information from the target model. For this reason, we call these rules forward transla-
tion rules with reuse. However, the resulting model may not include elements from the
target model that do not have a correspondence in the source model. To avoid this, in the
fourth step we recover these elements by just using our dependence relations. Finally, in
the fifth step we effectively delete target elements that are still marked to be deleted. We
prove that the results of this procedure are always incrementally correct and complete
in the sense that, if there is an incrementally correct solution, the procedure will find it.
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When describing our procedure, sometimes we refer to user interaction to take some
decisions that may be not obvious. We want to point out that, from a theoretical point
of view, this is equivalent to considering that our procedure is nondeterministic. On
the other hand, it is important to notice that we do not assume any restriction on the
kind of grammars or graphs considered in this paper. This is not the case of most other
approaches that impose reasonable restrictions to ensure efficiency. As a consequence,
the implementation of our procedure may be computationally costly since, at some
points some exhaustive search may be needed. However, our ideas could also be used
in the context of the restrictions considered by other authors. In that case, our procedure
would be as efficient (or more efficient) than these other approaches. Anyhow, it must
be understood that our contribution is related to the study of when and how we can pro-
ceed incrementally in the synchronization process in the most general case, rather than
restricting its application to the cases where a certain degree of efficiency is ensured.

The paper is organized as follows. In Section 2 we introduce some basic material
needed in the paper and we present a running example that we use to illustrate our ap-
proach and results. In the third section we study the notion of incremental consistency
and in Section 4 we present the dependency relations that are used to represent deriva-
tions. In Section 5 we present our incremental synchronization procedure. Finally, in
Section 6 we discuss related work and we draw some conclusions.

2 Preliminaries

In this section, we describe some basic notions and terminology concerning, model
transformation and model synchronization with Triple Graph Grammars (TGGs). More-
over, we introduce the examples that we will use in the paper.

2.1 Model Synchronization with Triple Graph Grammars

Model synchronization is the operation that, given two consistent models and an update
or modification of one of them, finds the corresponding update on the other model, so
that consistency is restored. Let us be more precise. First, we consider that models are
some kind of typed graphs with attributes (see, e.g., [2]). This means that our models
consist of nodes, edges and attributes1, which are values associated to nodes and edges.
Moreover, a type graph, which is similar to a metamodel, describes the kind of elements
(nodes, edges and attributes) that are part of the given class of models. For example, in
Fig. 1 we can see the type graph of the example considered in this paper. Second, we
consider that integrated models are not just pairs of graphs but triple graphs that, in
addition, provide a correspondence between elements of the given models. Formally, a

triple graph G=(GS sG←GC tG→GT ) consists of a source graph GS and a target graph GT ,
which are related via a correspondence graph GC and two mappings (graph morphisms)
sG : GC → GS and tG : GC → GT specifying how source elements correspond to target
elements. For example in figure 2 we can see a triple graph typed by the graph in figure
1. For simplicity, we use double arrows, 〈GS ↔ GT 〉, as an equivalent shorter notation
for triple graphs, whenever the explicit correspondence graph can be omitted.

1 For simplicity, our example includes no attributes.
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L

m
��

� � �� R

m′
��

G1
� � �� G2

A simple but powerful way of describing a class of consistently
integrated models is by using a Triple Graph Grammar [11,12],
consisting of a start triple graph, SG2, and a set of production rules
of the form p : L → R, where L and R are triple graphs and L ⊆
R. That is, L(G) = {G | SG

∗
=⇒ G} is the language defined by

a triple grammar G, where
∗

=⇒ is the reflexive and transitive closure of the one step
transformation relation =⇒ defined by the grammar as follows. G1 =⇒ G2 if there is a
production rule p : L → R in G and a matching monomorphism m : L → G1 such that G2

can be obtained by replacing (the image of) L in G1 by (a corresponding image of) R.
Formally, this means that the diagram above on the right is a pushout in the category of
triple graphs. In this case, we write G1

p,m
=⇒ G2, or just G1=⇒G2 if p and m are implicit.

Hence, we say that a triple graph G is consistent if G ∈ L(G). Similarly, we say that
a source graph GS (respectively, a target graph GT ) is consistent if there exists a triple
graph 〈GS ↔ GT 〉 ∈ L(G).

Finally, we consider that an update or modification of a graph G, denoted u : G ⇒ G′
is a span of inclusions (or, in general, injective morphisms) G ← G0 → G′ for some
graph G0. Intuitively, the elements in G that are not in G0 are the elements deleted by
u, and the elements in G′ that are not in G0 are the elements added by u.

GS

uS

��

GT����

uT

��
G′S G′T����

Now we can express formally the synchronization problem in
terms of the diagram on the right [7]. Given a triple graph G and
an update uS : GS ⇒ G′S on the source graph3, the synchroniza-
tion problem is to find an update uT : GT ⇒G′T and a triple graph
G′ such that G′ is consistent. These results, uT and G′, are called
the forward propagation of uS over G. Notice that finding the triple graph G′ means
computing the new correspondences of that graph. Notice also that, in general, there
may be no solution to the synchronization problem. In particular, this is the case if G′S
is not consistent, i.e. when there is no consistent triple graph 〈G′S ↔ G′T 〉.

For example, below we will consider the synchronization problems when deleting
the subclass edge between classes C3 and C2 in the triple graph in Fig. 3.

2.2 Model Transformation with Triple Graph Grammars

Model transformation is the problem of finding a consistent triple graph 〈GS ↔ GT 〉,
when given a TGG G and a source model GS. This problem is very related to the prob-
lem of model synchronization. Each of these problems can be seen as a special case of
the other one. In particular, the model transformation problem can be seen as a special
case of model synchronization since it can be solved by computing the propagation of
the update uS : /0 ⇒ GS over the empty triple graph 〈 /0 ↔ /0〉. Similarly, model syn-
chronization can be reduced to model transformation, since given 〈GS ↔ GT 〉 and a
source update uS : GS ⇒ G′S we can solve the synchronization problem just computing

2 In general, without loss of generality, we will consider that SG is always the empty triple graph.
3 Note that the synchronization problem after a target update can be seen as a special case of the

problem considered in this paper, since triple graphs are symmetric structures.
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the model transformation of G′S. However, this would not be an efficient solution of the
synchronization problem4.

In the context of TGGs, the model transformation problem can be solved using the
so-called operational rules (forward, backward, source, and target rules) associated to
G. The key idea is that forward rules, generated from the rules in G, preserve the given
source model but add the missing target and correspondence elements. Solving this
problem is equivalent to finding a source consistent derivation [3].

〈GS ↔ /0〉=⇒p1 〈GS ↔ GT
1 〉=⇒p2 . . .=⇒pn 〈GS ↔ GT

n 〉

where p1, p2, . . . , pn are forward rules associated to G.
Finding source consistent derivations or checking if a derivation with forward rules

is source consistent is, in general, quite costly. For this reason, [6] introduces a new
technique based on the use of Boolean-valued translation attributes. These attributes
are associated to all elements in the graph (i.e. nodes, edges, and also other attributes)
to denote if that element has been created or not by a rule. The idea is quite simple. Let
us first consider a slightly different problem. Suppose that we want to know if a given
triple graph is consistent, i.e. if G ∈L(G). Obviously, we may try to see if we can derive
G using the rules in G. However, we can use a different approach: we modify slightly
the TGG rules so that, instead of creating new elements, we just mark the existing ones,
so that to check if G is consistent, we check if we can mark all its elements with the
modified rules. These marks are the translation attributes, that is, the attribute of an
element states if the element has been marked or not. Then, to check if G is consistent
we just have to add all the translation attributes set to false, and try to see if applying
the modified rules we can arrive to a graph with all its translation attributes set to true.

The above idea can be generalized. Suppose that we have a grammar G and a (not
necessarily consistent) triple graph G, and we want to extend it until we arrive to a
consistent graph. A straightforward approach would be to use the rules in G to find a
graph G′ that extends G. But we can also modify the rules in G, so that, if an old rule
would have created an element already in G, the new rule would just mark it; but if the
old rule would create a new element not in G, the new rule would also create it. We
can say that these new rules reuse the elements in G. A similar idea was informally
introduced in [5]. For example, forward translation rules [6] follow this idea to solve
the model transformation problem. The part that is reused is the given source graph GS,
and the extension that we are looking for consists of the target and correspondence parts
of the result. That is, 〈GS ↔ /0〉 is the given triple graph that we want to complete. So, to
solve the model transformation problem, we would first add false translation attributes
to all the elements in GS and then apply the new rules until we arrive to a triple model
G whose source part is like GS, but with all its translation attributes set to true .

2.3 Example

In this subsection we introduce the example that is used to illustrate our techniques. It is
a simplified, and slightly modified, version of the well-known transformation between

4 Actually it would neither be an adequate solution [13].
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class diagrams and relational schemas. The type graphs of source, target and correspon-
dence models are depicted in Fig. 1. Source models, whose type graph is depicted on
the left, consist of two kinds of nodes, classes and attributes, and two kinds of edges. On
the one hand, an edge between two classes represents a subclass relationship between
them. On the other hand, attributes are bound to their associated classes by the second
kind of edges. Similarly, the type graph of target models is depicted on the right of
the figure, consisting of tables, columns and foo nodes5, together with edges between
columns and tables, and between foo nodes and columns. Finally, in the center of Fig.
1, we depict the type graph of the correspondence models, consisting of two kinds of
nodes: square nodes to bind classes with their associated tables, and round nodes to
bind attributes with their associated columns.

Fig. 1. Type graph

The rules of the TGG defining the transformation between class diagrams and rela-
tional schemas are depicted in Fig. 2 in short notation, i.e. left and right hand sides of a
rule are depicted in a single triple graph. Elements which are created by the rule are la-
belled with ++ and additionally marked by purple line colouring. Rule 1, Class2Table
creates a new class and its corresponding table. and it also creates the correspondence
element that relates the class and the table. Rule 2, Attribute2Column, given a class C1

and a corresponding table T1, creates an attribute A1 of C1 and a related column c1 of
T1, together with the associated correspondence element. Rule 3, Subclass2Table, given
a class C1 and a corresponding table T1, creates a new class C2 that is a subclass of C1.
In this case, C2 is related to T1 through a new correspondence element. Finally, Rule 4,
FooCreation creates a new foo node associated to an existing column. Notice that, in
this rule, the source and correspondence parts of the triple rule are empty.

In the left of Fig. 3 we depict a triple graph generated by this TGG. That triple graph
could have been generated by a derivation d1 consisting of, first, applying twice the
rule Class2Table, to create classes C1,C2 and tables T1,T2; then, applying the rule Sub-
class2Table, to create C3, and applying three times the rule Attribute2Column to create
attributes A1,A2,A3 and columns c1,c2,c3; finally applying the rule FooCreation to cre-
ate the foo node associated to column c3. But it could have also been created by other
derivations that are permutation equivalent to d1 [2], like derivation d2, consisting of
applying twice the rules Class2Table and Attribute2Column, to create classes C1,C2, ta-
bles T1,T2, attributes A1,A2, and columns c1,c2.; then, applying rule Subclass2Table, to

5 These foo nodes have no special meaning. They are just introduced for our convenience.
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Fig. 2. Transformations Rules

create C3, rule Attribute2Column to create attribute A3 and column c3, and rule FooCre-
ation to create the foo node.

Finally, in the rest of the paper, we will use green colour6 to depict the elements
affected by an update, in contrast to the black coloured elements that are not affected
by the update.

3 Incremental Model Synchronization and Incremental
Consistency

In the literature on model synchronization, the term “incremental” has two possible
meanings. On the one hand, in most papers, a synchronization procedure is called incre-
mental if the propagation of a source update reuses the information included in the given
target model. Actually, according to this meaning of incrementality, rather than saying
if a procedure is incremental or not, we should say how much incremental it is, depend-
ing on the amount of target information reused. For instance, an extreme case would
be a procedure that, given an integrated model G and a source update uS : GS → G′S,
would compute the propagation of u by computing the model transformation of G′S,
without taking into account the information in G′T . Obviously, this would be the most
non-incremental (or the least incremental) procedure.

On the other hand, in [4], Giese and Wagner advocate that synchronization should
be incremental, meaning that its computational cost should depend mainly on the size
of the modification and not on the size of the given models. This is not the case in most

6 For readers of black and white prints, green elements appear as lighter grey.
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existing approaches. Even if they build the solution by modifying the given target model
and reusing its information, their cost still depends on the size of the given models,
because they have to analyze the models to ensure correctness. Our aim is to develop a
procedure that is incremental in both senses.

Our approach is based on assuming that if G is the given integrated model, we know
which derivation d = SG =⇒ . . . =⇒ Gi =⇒ . . . =⇒ G generated it. In this context, if
we know that the given update uS : GS ⇒ G′S does not affect any element in GS

i , i.e.
GS

i ⊆ G′S and the result of the synchronization, G′, also includes Gi, then we say that G′
is incrementally consistent with respect to Gi. Then, the idea underlying our procedure
is to find the largest Gi ⊆ G so that we can build over it the solution Gi ⊆ G′. Moreover,
since we want our procedure to be incremental in the sense of [4], the cost of finding Gi

should not depend on its size.
However, there are many derivations that can be considered equivalent, because the

order in which we apply some productions is irrelevant. These transformations are
called sequentially independent and the derivations are permutation equivalent (for the
concrete definitions see, e.g., [2]). For instance, in the example, derivations d1 and d2

mentioned in subsection 2.3, are permutation equivalent. This means that it is not rele-
vant if we first create classes C1,C2,C3 and tables T1,T2 and then we add the attributes
and columns A1,A2,A3,c1,c2,c3, or if we first create C1,T1,A1,c1, then C2,T2,A2,c2

and finally C3,A3,c3, or if we create the classes, attributes, tables and columns in a
different order. The only limitations are that we cannot create C3 before C2 and T2, be-
cause the rule to create C3 needs that C2,T2 are already there, neither we can create
an attribute/column before their associated class/table, nor we can create a foo node
before its corresponding column. As a consequence, when looking for the submodel
Gi to build the synchronization, we must consider, not only the given derivation d that
generated G, but also all derivations that are permutation equivalent to d.

For example, let us suppose that, in the graph on the left of Fig. 3, we delete the
subclass relation between C3 and C2. The result of the (expected) synchronization is
depicted on the right of that figure. We may see that this result is incrementally con-
sistent with respect to the subgraph depicted in black on the left. So, in this case, our
procedure would first need to find that subgraph and, then, it would construct the result
on the right.

Definition 1 (Incremental consistency). Given a TGG G, a derivation d = SG
∗

=⇒ G
and an update u : GS ⇒ G′S. Let H ⊆ G be such that no element in HS is deleted by u
and there is a derivation d0, permutation equivalent to d with d0 = SG

∗
=⇒ H

∗
=⇒ G.

We say that an integrated model G′ = 〈G′S ↔ G′T 〉 ∈ L(G) is incrementally consistent
with respect to d, u and H if there exists a derivation d′ = SG

∗
=⇒ G′ sastifying that,

d′ = SG
∗

=⇒ H
∗

=⇒ G′.

In most cases, we may consider that the submodel Gi ⊆ G that we look for in our
procedure should always be the largest submodel of G generated by a derivation per-
mutation equivalent to d that is not affected by the given update. This works fine in
many cases, like in the example that we have just described. However, there are cases
where this largest model cannot be completed to an incrementally consistent model. For
instance, let us suppose that the given integrated model G is the triple graph on the right
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Fig. 3. Model Synchronization

of Fig. 3 and let us suppose that the given updates consists just of the addition of a sub-
class relation between C3 and C2. In this case, the largest submodel of G not affected by
that update is the whole model G, since the update includes no deletion. However, there
is no way to extend GT so that the final result is consistent. In this case, the submodel
of G that we can use to build an incrementally consistent result is the part of G depicted
in black in the triple graph on the left of Fig. 3.

Nevertheless, the following proposition shows that, given a derivation d of an in-
tegrated model G and given a subset of elements D ⊆ G that must be deleted when
applying a given update, there is a largest consistent graph Gd\D ⊆ G that consists of all
the elements of G that can be generated by d without the use of elements from D in any
derivation d′ that is permutation equivalent to d. Moreover, some of these derivations
d′ include the derivation of Gd\D, i.e. d′ : SG

∗
=⇒ Gd\D

∗
=⇒ G, then we say that d′ is

maximally preserving with respect to D.
The idea is that the result of the synchronization will be built from Gd\D. As a con-

sequence, in most cases, D will be the set of elements deleted by the given update and,
as a consequence, Gd\D would be be the largest submodel of G generated by a deriva-
tion permutation equivalent to d that is not affected by the given update. However, as
explained above, we will need to include in D some additional elements from GS to
ensure that we can extend Gd\D to a consistent graph.

Proposition 1 (Maximal preserving derivations). Given a derivation d = SG
∗

=⇒ G
and a subset of elements D ⊆ G , there is a consistent graph Gd\D ⊆ G such that,

for every derivation d′ permutation equivalent to d, if d′ = SG
∗

=⇒ Gi
∗

=⇒ G and Gi

does not include any element from D then Gi ⊆ Gd\D. Moreover, there are derivations

d′ = SG
∗

=⇒ Gd\D
∗

=⇒ G which are maximally preserving and permutation equivalent
to d.



Correctness of Incremental Model Synchronization with Triple Graph Grammars 83

The idea of the proof is quite simple. The consistent submodel Gd\D is built by in-

cluding in d0 = SG
∗

=⇒ Gd\D all transformations in d that are sequentially independent
with respect to the productions in d that need from elements in D. Then, d′ is built by
extending d0 with the remaining transformations in d.

4 Derivation Dependencies

To build incrementally consistent solutions we need information about the derivation
that generated the given integrated model, since we need to know what part of the
model must remain unchanged after update propagation. However, saving derivations
and working with them may be costly and cumbersome. In this section, we show that
just saving some dependence information associated to the given derivation is enough
for our purposes. The basic idea is to define some dependency relations between the
elements (nodes, edges and attributes) of the given integrated model 〈GS ↔ GT 〉 that
describe if an element e1 was needed for the creation of e2 in a given derivation d. The
first relation, called strict dependency and denoted e1 �d e2, holds if e1 was matched by
the left-hand side of the rule that created e2. For instance, in Example 2, C2 �d1 C3 and
T2 �d1 C3, since the application of rule Subclass2Table that created C3 in derivation d1

had to match its lefthand side to C2 and T2 (and also to their correspondence element).
The second relation, called interdependency and denoted e1 ��d e2, holds if e1 and e2

are created by the same rule. For instance, in Example 2, C2 ��d1 T2, since they are both
created by the same application of the Class2Table rule in d1. Obviously, C2 and T2 are
also interdependent with their correspondence node.

Definition 2 (Dependency relations). Given G and a derivation d : SG
∗

=⇒ G, we de-
fine the following relations on elements of G:

1. Strict dependency: �d is the smallest relation satisfying that if d includes the trans-
formation step depicted below:

L
m ��

� � �� R

m′��
Gi−1

� � �� Gi

then for every e in L and e′ in R\L, m(e)�d m′(e′).
2. Strict interdependency: ��d is the smallest relation satisfying that if d includes the

transformation step depicted above, then for every e,e′ in R\L, m′(e) ��d m′(e′).

The key result for our synchronization procedure is the following theorem that shows
that if in the given integrated model we delete the set of elements D that are dependent
on a given update, the resulting triple graph is Gd\D. Moreover, it also shows that if we
are interested in any submodel of Gd\D that is also generated by the given derivation
(or some permutation equivalent derivation), it is enough to remove from Gd\D some
additional elements together with all the elements that depend on them.



84 F. Orejas and E. Pino

Theorem 1 (Dependency Relations and Incrementality). Let d = SG
∗

=⇒ G be a
derivation, D be a the subset of elements of G, and Closd(D) be the least set satisfying
that:

– D ⊆Closd(D),
– If e′ ∈Closd(D) and e′ ≺d e or e′ ��d e then e ∈Closd(D),

then:

1. Gd\D = G\Closd(D).

2. Given a subset D0 of elements of Gd\D, there is a derivation d0 = SG
∗

=⇒ (G \
Closd(D))\Closd(D0)

∗
=⇒ G permutation equivalent to d.

3. Conversely, if H is a submodel of Gd\D such that there is a derivation d0 = SG
∗

=⇒
H

∗
=⇒ G permutation equivalent to d, then there is a subset D0 of elements of Gd\D

such that H = (G\Closd(D))\Closd(D0).

The proof of this theorem is not difficult. The key issue is to show that the elements
in Closd(D) or of Closd(D∪D0) are exactly the elements generated by the last trans-
formations in a maximally preserving derivation as constructed in Prop.1.

5 A Procedure for Incremental Model Synchronization

In this section we present our procedure for incremental synchronization and we show
its correctness. The input for this procedure is, not only the given integrated model and
source update, but also the dependency relations. Moreover, we assume that there is a
translation attribute set to true for every element in the model. This allows us to use
our techniques needed to ensure the incrementality of solutions. Then, the output is,
not only the resulting integrated model (and the resulting update), but also the updated
dependence relations, so that they can be used to deal with further updates. Notice that
handling explicitly the dependence relations and the translation attributes is not costly,
neither in space nor in time, since all this information is boolean.

According to Theorem 1, we could consider a quite simple incremental synchroniza-
tion procedure. For instance, if we know that we can build an incremental solution from
Gd\D, where D is the set of elements deleted by the given source update u, we could
proceed as follows. In a first step, the procedure would delete from GT and GC all the
elements depending on the elements deleted by u and would mark as non-created all
source elements added by u and all source elements depending on the elements deleted
by u (except the deleted elements themselves). Then we would apply forward trans-
lation rules to the resulting model until arriving to a consistent G′. The dependency
relations would be updated accordingly. Unfortunately, this procedure would not work
as we would like as the following example shows.

Let us consider again the deletion of the subclass relation between C3 and C2 in the
triple graph depicted on the left of Fig. 3. The result of the first step is depicted on the
left of Fig. 4, where the source elements marked as non-created are depicted in green.
The reason is that all the deleted target and correspondence elements depend on the
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creation of C3 as a subclass of C2. Finally, the result after applying forward translation
rules is depicted on the right of Fig. 4. As we may see, the foo element related to
column c3 is now not present. Moreover, since c3 has been deleted and created again,
if it included some additional information (e.g. some data attributes), this information
may have been lost.

C1:C 

A1:A 

T1:T 

c1:Co 

C2:C 

A2:A 

T2:T 

c2:Co 

C3:C 

A3:A c’3:Co 

T3:T 

C1:C 

A1:A 

T1:T 

c1:Co 

C2:C 

A2:A 

T2:T 

c2:Co 

C3:C 

A3:A 

Fig. 4. Model Synchronization

To avoid these problems, we apply three ideas. The first one, quite obvious, is that the
elements in the target (and correspondence) graphs should not be deleted but marked, in
order not to lose information. Only at the end of the process we should delete some of
these elements. The second idea is that, when building the resulting model, we should
reuse the information included in the model, using a general form of forward translation
rules, that use the idea presented in [5]. For this purpose, the following notion of forward
transformation rule with reuse plays a main role, where RemAttr(G) denotes the graph
resulting from removing from G all its translation attributes:

Definition 3. Given a rule p : L → R, we say that p′ : L′ → R′ is a forward transforma-
tion rule with reuse over p if:

1. RemAttr(R′) = R, L ⊆ RemAttr(L′)⊆ R.
2. RS ⊆ RemAttr(L′S).
3. The translation attributes in L′ are true for all the elements in L, otherwise they

are false.
4. All translation attributes in R′ are true.

The intuition of these new rules is based on the idea that the given graph G includes
some elements with translation attribute true, which are elements considered really
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in the graph, and some other elements with false attribute, meaning that they have
not yet been created, i.e. they are not real elements of G. So, in a rule with reuse, L′
includes all elements in L with attribute true since, to apply the rule, all these elements
must really be in G. But L′ may also include some elements from R \L, with false
attribute, that are reused. Then, after applying p′, all the reused elements have now a
true attribute, since they are now real elements of the graph, and all the elements in
R \L which are not in L′ (i.e. they have not been reused) are added to the graph with
true attribute. Condition 2. states that all source elements in R must be in L′, the reason
is that these are forward rules, i.e., we assume that the rules should only add target and
correspondence elements.

 c:C 

a:A 

 t:T 

 co:Co 

++ 

Attribute2Column with reuse Class2Table with reuse 

++ 
++ ++ t:T c:C 

Fig. 5. Examples of rules with reuse

We may notice that, for each original rule, we may have quite a big amount of as-
sociated rules with reuse. This means that creating a priori all of them can make the
model transformation and synchronization processes quite costly. Instead, we believe
that, for implementation, the right approach is to work directly with the original triple
graph rules, L → R, as proposed in [5]. The idea would be that after finding a match
between L and the given graph G, we check how much of R we can reuse, and we
proceed accordingly. However, we must warn that, in some situations, if we reuse as
much as possible, some of this reuse could be inadequate. For instance, suppose that in
our example the given triple graph includes also a class C0 and a related table T0 and
suppose also that the given update not only deletes the subclass relation between C3 and
C2, but it also includes the deletion of the class C0. Then, with maximal reuse, instead
of creating a new table T3 and associating it to C3, we would reuse T0, associating it
to C3. This is probably wrong according to what the user expects, even if the result is
technically correct. Anyhow, we believe that, in the worst case, it is better to produce
an inadequate result that the user can easily amend, that producing some result, which
is also inadequate, but where some information has been lost and can be difficult to
recover. In any case, we also believe that, in general, the decision on how much to reuse
should not be automatic, but it should be taken by the user.

The third idea is related to rules like FooCreation on figure 2, that includes no source
elements. The model transformation process, to construct the synchronization, is driven
by the source elements of the given graph. This means that, while there are source
elements with false translation attributes, we look for a rule that would transform
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some of these false source attributes into true. So, a rule like FooCreation will never
be applied in this process. The problem is to know when to apply this kind of rules.
The solution is given by our dependence relations. If there is a target element e with
false translation attribute (i.e. the element was in the original model, but the previous
process has not created it); if all elements e′ such that e′ � e have true attribute (i.e. the
elements that were used to create e have already been created); and if all elements e′′,
such that e �� e′′, have false attribute (i.e. the other elements created together with e
have not been created either); then we can turn the translation attributes of e and all the
elements e′′ to true, because this is like applying the same rule that created e. We call
this operation the recreation of e and all its interdependent elements.

C1:C 

A1:A 

T1:T 

c1:Co 

C2:C 

A2:A 

T2:T 

c2:Co 

C3:C 

A3:A c3:Co 

foo3:Foo 

C1:C 

A1:A 

T1:T 

c1:Co 

C2:C 

A2:A 

T2:T 

c2:Co 

C3:C 

A3:A c3:Co 

T3:T 

foo3:Foo 

C1:C 

A1:A 

T1:T 

c1:Co 

C2:C 

A2:A 

T2:T 

c2:Co 

C3:C 

A3:A c3:Co 

T3:T C T

foo3:Foo 

Fig. 6. Synchronization: Some intermediate steps and final model

Following the above ideas, our procedure for incremental synchronization has five
steps. As said above, we assume given the original integrated model, G = 〈GS ↔ GT 〉,
including translation attributes set to true for all its elements, an update u : GS ⇒ G′S,
and the dependency relations associated to the derivation that created 〈GS ↔ GT 〉.

1. Updating and Marking. All elements deleted by u are deleted from GS. All ele-
ments added by u are added to GS with false translation attribute. All elements in
G that are dependent on the elements deleted are marked as false. Finally, any cor-
respondence element whose associated source element has been deleted, is deleted.
As a consequence of Theorem 1, all the elements with true translation attribute
form the submodel Gd\D, where D is the set of elements deleted by u.

2. Selection of a submodel of Gd\D. If needed, the translation attributes of some other
elements of Gd\D and the elements depending on them are set to false. This step
is needed in the case where we cannot build an incrementally consistent derivation
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out of Gd\D. For instance, in the case where G is the triple graph on the right of
Fig. 3 and u consists of the addition of a subclass relation between C3 and C2, we
would need to set to false the attributes of C3 and all the elements depending on
it. The decision of which translation attributes have to be set to false may be either
taken by the user or by some search procedure based on some heuristics or just on
backtracking.

3. Forward Model Transformation. While there are elements in GS with false
translation attribute, select a rule that can match at least one of these elements.
Select the amount of the rule to be reused and apply it. 7

4. Recreation of Target Elements. For each element in GT with false translation
attribute, try to recreate it together with all its interdependent elements.

5. Deletion. Any target or correspondence element with false translation attribute
must be deleted.

For instance, Fig. 6 depicts the results of some steps of our procedure if G is the
triple graph on the left of Fig. 3 and u consists of the deletion of the subclass relation
between C3 and C2. In particular, on the left of Fig. 6 we can see the resulting triple
graph after step 1, where the green color means that those elements have a false trans-
lation attribute. In this case, step 2 causes no effect, since it is not necessary to mark to
false any other element. In the middle figure we can see the resulting graph after step
3, where some existing elements have been reused by applying the rules Class2Table
and AttributeColumn with reuse in Fig. 5. The process is almost finished, except that
the Foo element has not yet been created (this is done in step 4) and we still have an
edge between c3 and T2, and a correspondence between C3 and T2, both with false
translation attribute. That edge will be deleted in step 5. Finally, on the right of Fig. 6,
we have the final synchronized model after applying steps 4 and 5.

As a consequence of how our procedure works and our previous results, our proce-
dure is incremental and incrementally correct, in the sense that the solution obtained
is incrementally consistent with respect to the submodel chosen in step 2. Moreover,
the procedure is complete, in the sense that if there is an incrementally consistent solu-
tion with respect to some submodel, the procedure will find it. Finally, the cost of the
procedure is independent of the size of the submodel chosen in step 2.

Theorem 2. The procedure is incremental, incrementally correct and complete.

6 Related Work and Conclusion

As said in the introduction, model synchronization8 is a problem studied in different ar-
eas in Computer Science. In particular, in databases (e.g., [1]), programming languages
(e.g., [9]) and in model-driven software development (MDD). In the former two areas
the kind of models considered are very specific, however in the latter area the kind of

7 In general, some choices may not lead to a result where all elements in the source part have
true translation attribute. In that case, this step may need backtracking.

8 In some cases model synchronization is called incremental model transformation, or just model
transformation. Obviously, this is quite confusing.
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models considered may be very different. For this reason, in MDD we need general
approaches, as TGGs [11,12], that can be used for dealing with most kinds of models.

There are several approaches based on TGGs that propose a solution to the model
synchronization problem (that we know [4,7,5,10] and some variations on them) but all
of them are, in our opinion, not completely satisfactory. In particular, even if the con-
struction of the solution does not start from scratch but from the given integrated model
G, the approach in [7] has to analyze the complete graph G to know what parts must be
modified, so its cost depends on the size of the given model. In addition, in [7] not all
elements of the original graph that could be reused are indeed reused. In particular, in
our example, column c3 would have been deleted and created again. This means that, if
that column would have included some additional information, this information would
have been lost. Moreover, the foo element associated to c3 would not be present in the
final result. On the other hand, the only restriction considered in [7] is that the given
TGG should be deterministic, to ensure that their procedure is deterministic.

The approach in [4] does not need to analyze the complete graph G to check which
parts must be modified, so its cost only depends on the size of the modification. How-
ever, their approach only works for the case when source and target models are bijective,
which excludes the case where source models are views of target models (or vice versa).
Moreover, rules like FooCreation, with empty source graph, are forbidden. In addition,
this approach shares with [7] the information loss problem. Finally, that approach has
not been fully formalized.

The approach in [5] proposes a technique to avoid the loss of information in [4] that
is essentially similar to our forward rules with reuse. Unfortunately, even if it is based on
[4], it needs to analyze the complete graph G to check which parts must be modified, so
its cost depends on the size of G. Moreover, the approach imposes the same restrictions
as [4] and lacks formality.

Finally, in [10], like us, the authors use precedence relations to avoid having to ana-
lyze the complete graph G to find which parts must be modified. However, their relation
is coarser than ours. The reason is that our relations are directly based on a given deriva-
tion while in [10], their relation is based on the dependences established by the rules of
the TGG. In particular, this means that two given elements of a model may be indepen-
dent, but their relation may say that one depends on the other. This has some important
consequences. In particular, their synchronization procedure only works if the given
triple graph is forward precedence preserving and if, when adding new elements, the
resulting precedence graph includes no cycles. In addition, to ensure correctness, the
approach also requires that the given TGG is source-local complete. On the other hand,
the procedure needs to use a data structure that encodes how the given graph G has been
derived with the given TGG. No details are given about this structure, but we suppose
that it is more complex than our dependency relations. Finally, this approach also shares
with [7] the information loss problem.

To conclude, in this paper we have presented a new approach for incremental model
synchronization based on TGGs that has been shown to be incremental, correct and
complete. Moreover, our approach is general, in the sense that we do not restrict
the class of TGGs considered. As pointed out in the introduction, we do not assume
any restriction on the kind of grammars or graphs, as other approaches does. On the
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contrary, we have focussed on the study of when and how we can proceed incremen-
tally in the synchronization process in the most general case, rather than on finding out
specific conditions and limitations on graphs and grammars that could make some tech-
niques more efficient. As a consequence, it is difficult to provide an accurate evaluation
of its performance: for some TGGs our procedure may exhibit an exponential (on the
size of the updated part) behavior. But for the kind of more restricted TGGs, as the ones
considered in other approaches, the behavior could be close to linear. Anyhow, what
obviously remains to be done is to implement the approach and evaluate it in practice.
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Abstract. In model-driven engineering, most problems are solved using model
transformation. However, the development of a model transformation for a spe-
cific problem is still a hard task. The main reason for that is the lack of a devel-
opment process where transformations must be designed before implemented. As
in object-oriented design, we believe that “good design” of model transformation
can benefit tremendously from model transformation design patterns. Hence, in
this paper, we present DelTa, a language for expressing design patterns for model
transformations. DelTa is more abstract than and independent from any exist-
ing model transformation language, yet it is expressive enough to define design
patterns as guidelines transformation developers can follow. To validate the lan-
guage, we have redefined four known model transformation design patterns in
DelTa and demonstrated how such abstract transformation guidelines can be im-
plemented in five different model transformation languages.

1 Introduction

Model-driven engineering heavily relies on model transformation. However, although
expressed at a level of abstraction closer to the problem domain than code, the devel-
opment of a model transformation for a specific problem is still a hard, tedious and
error-prone task. As witnessed in [1], one reason for these difficulties is the lack of a
development process where the transformation must first be designed and then imple-
mented, as practiced in software engineering. One of the most essential contribution
to software design was the GoF catalog of object-oriented design patterns [2]. Sim-
ilarly, we believe that the design of model transformations can tremendously benefit
from model transformation design patterns. Although very few design patterns have
been proposed in the past ([3,4,5,6,7]), they were each expressed in a specific model
transformation language (MTL) and hence hardly re-usable in any other.

As stated in [8], a design pattern language must be independent from any MTL in
which patterns are implemented. Furthermore, it must be fit to define patterns rather
than transformations. For example, GoF design patterns are described in UML class di-
agram which is independent from the object-oriented programming language used for
the implementation of software. A design pattern language must also be understandable
and implementable by a transformation developer. Additionally, it must allow one to
verify if a transformation correctly implements a pattern. To satisfy the language in-
dependence and implementability requirements, this paper proposes DelTa, a domain-
specific language to describe design patterns for model transformations. Furthermore,
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DelTa is expressive enough to define design patterns as guidelines transformation de-
velopers can follow. Note that DelTa currently focuses on graph-based model transfor-
mation only.

In Section 2, we present the syntax and informal semantics of DelTa. To validate the
language in Section 3, we redefine four known model transformation design patterns us-
ing DelTa and demonstrate how design patterns expressed in DelTa can be implemented
in existing graph-based MTLs. In Section 4, we discuss related work. We finally discuss
limitations of our approach and conclude in Section 5.

2 Design Pattern Language for Graph-Based Model
Transformation

DelTa is a neutral language, independent from any MTL. It is designed to define design
patterns for model transformations, hence it is not a language to define model transfor-
mations. We could have used an existing MTL as a notation for DelTa, however our
need is a notation that expresses how elements within a rule are related and how rules
are related with each other. In this respect, DelTa offers some concepts borrowed from
any MTL, abstracts away concepts specific to a particular MTL, and adds concepts to
more easily describe design patterns. This is analogous to how Gamma et al. [2] used
UML class, sequence and state diagrams to define design patterns for object-oriented
languages. In the following, we describe the abstract syntax, concrete syntax, and in-
formal semantics of DelTa.

2.1 Abstract Syntax

As depicted in Fig. 1, a model transformation design pattern (MTDP) consists of three
kinds of components: transformation units (TU), pattern elements and transformation
unit relations (TUR). This is consistent with the structure of common MTLs [9]. TUs
represent the concept of rule in graph-based model transformations [10]. A MTDP rule
consists of a constraint, an action, and optional negative constraints. These correspond
to the usual left-hand side (LHS), right-hand side (RHS) and negative application con-
ditions (NACs) in graph transformation. A constraint defines the pattern that must be
present, a negative constraint defines the pattern that shall not be present, and the action
defines the changes to be performed on the constraint (creation, deletion, or update).
All these expressions operate on strongly typed variables.

There are three types for variables: a pattern metamodel, a metamodel element, or a
trace. The pattern metamodel is a label to distinguish between elements from different
metamodels, since a MTDP is independent from the source and target metamodels used
by an actual model transformation. When implementing a MTPD, the pattern meta-
model shall not be confused with the original metamodel of the source and/or target
models of a transformation, but ideally be implemented by their ramified version [11].
The metamodel labels also indicate the number of metamodels involved in the trans-
formation to be implemented. Metamodel elements are typically either entity-like and
relation-like elements, this is why it is sufficient to only consider entities or relations in
DelTa. An element may be assigned boolean flags to refer to the same variables across
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ModelTransformationDesignPattern

name : String

Transformation

UnitRelation

Pattern

Metamodel

Transformation

Unit

DesignPatternElement Annotation

note : String

1..* 1..* 1..*

*

1

condition

TransformationUnitRelation

Decision Sequence

Random

TransformationUnit

Rule

Action

abstract : boolean

Constraint

NegativeConstraint

PseudoUnit

name : String

START END

result : boolean

Expression

Variable

exists : boolean

name : String

Type

name : String

TransformationBlock

*

*

1

0..1

operatesOn

*

declarations

*
1

DesignPattern

Element

applicationCount

1

PatternMetamodel

Variable

exists : boolean

name : String

Type

name : String

Trace Element

Flag

name : String

value : boolean

RelationEntity

ElementGroup

*
1

source1

target1

*
*

<<enum>>

TUAppCount

single

recursive

TransformationUnit 2..*

<<ordered
>>

1..*

success

1..*

fail

1*

Fig. 1. DelTa Metamodel

rules. Undeclared flags are defaulted to false. This is similar to pivot passing in Mo-
Tif [12] and GReAT [13], and parameter passing in Viatra2 [14]. When implementing a
MTDP, flags may require to extend the original or ramified metamodels with additional
attributes. An element group is an entity that represents a collection of entities and rela-
tions implicitly, when fixing the number of elements is too restrictive. Traceability links
are crucial in MTLs but, depending on the language, they are either created implicitly
or explicitly by a rule. In DelTa, we opted for the latter, which is more general, in order
to require the developer to take into account traceability links in the implementation.

As surveyed in [15], different MTLs have different flavors of TUs. For example, in
MoTif, an ARule applies a rule once, an FRule applies a rule on all matches found, and
an SRule applies a rule recursively as long as there are matches. Another example is in
Henshin [16] where rules with multi-node elements are applied on all matches found.
Nevertheless, all MTLs offer at least a TU to apply a rule once or recursively as long as
possible which are two TU application counts in DelTa. All other flavors of TUs can be
expressed in TURs as demonstrated in [15]. For reuse purposes, rules in DelTa can be
grouped into transformation blocks, similarly to a Block in GReAT.

As surveyed in [12,17], in any MTL, rules are subject to a scheduling policy, whether
it is implicit or explicit. For example, AGG [18] uses layers, MoTif and VMTS [19]
use a control flow language, and GReAT defines causality relations between rules. As
shown in [20], it is sufficient to have mechanisms for sequencing, branching, and loop-
ing in order to support any scheduling offered by a MTL. This is covered by the three
TURs of DelTa: Sequence, Random, and Decision that are explained in Section 2.3.
The former two act on at least two TUs and the latter has three parts; condition, success
and fail TUs. PseudoUnits mark the beginning and the end of the scheduling part of a
design pattern.
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Finally, annotations can be placed on any design pattern element in order to give
more insight on the particular design pattern element. This is especially used for ele-
ment groups and abstract actions.

2.2 Concrete Syntax

Listing 1.1. EBNF Grammar of DelTa in XText

1 MTDP: 'mtdp' NAME
2 'metamodels:' NAME (',' NAME)* ANNOTATION?
3 (('tblock' NAME '*'? ANNOTATION?)?
4 'rule' NAME '*'? ANNOTATION?
5 ElementGroup?
6 Entity?
7 Relation?
8 Trace?
9 Constraint

10 NegativeConstraint*
11 Action)+
12 TURelation+ ;
13
14 ElementGroup: 'ElementGroup' ELEMENTNAME (',' ELEMENTNAME)* ;
15 Entity: 'Entity' ELEMENTNAME (',' ELEMENTNAME)* ;
16 Relation: 'Relation' NAME '(' ELEMENTNAME ',' ELEMENTNAME ')'
17 (',' NAME '(' ELEMENTNAME ',' ELEMENTNAME ')')* ;
18 Trace: 'Trace' NAME '(' ELEMENTNAME (',' ELEMENTNAME)+ ')'
19 (',' NAME '(' ELEMENTNAME (',' ELEMENTNAME)+ ')')* ;
20 Constraint: 'constraint:' '~'? (ELEMENTNAME|NAME)
21 (',' '~'? (ELEMENTNAME|NAME))* ANNOTATION? ;
22 NegativeConstraint: 'negative constraint:' (ELEMENTNAME|NAME)
23 (',' (ELEMENTNAME|NAME))* ANNOTATION? ;
24 Action: ('abstract action:' | 'action:' ('~'? (ELEMENTNAME|NAME)
25 (',' '~'? (ELEMENTNAME|NAME))* ) ) ANNOTATION? ;
26 TURelation: (TURTYPE ('START' | (NAME ('[' NAME '=' ('true' | 'false')']')?) )
27 (',' ('END' | NAME) ('[' NAME '=' ('true' | 'false')']')? ) + )
28 | Decision;
29 Decision: NAME '?' DecisionBlock ':' DecisionBlock;
30 DecisionBlock: ('END' | NAME) ('[' ('END' | NAME) '=' ('true' | 'false')']') ?
31 ( ',' ('END' | NAME) ( ' [ ' ( 'END' | NAME) '=' ('true' | 'false')']') ? ) * ;
32 terminal NAME: ('a'..'z'|'A'..'Z') ('a'..'z'|'A'..'Z'|'0'..'9')* ;
33 terminal ELEMENTNAME: NAME '.' NAME ('[' NAME '=' ('true'|'false')
34 (',' NAME '=' ('true'|'false'))* ']')? ;
35 terminal ANNOTATION: '#' (!'#')* '#' ;
36 terminal TURTYPE: ('Sequence' | 'Random') ':' ;

We opted for a textual concrete syntax for DelTa. Listing 1.1 shows the EBNF gram-
mar implemented in Xtext. The structure of a DelTa design pattern is as follows. A
new design pattern is declared using the mtdp keyword. This is followed by a list of
metamodel names. The rules are defined thereafter. Rules can be contained inside trans-
formation blocks represented by the tblock keyword. The ‘∗’ next to the name of the
rule indicates that the rule is recursive; the application count is single by default. A
rule always starts with the declaration of all the variables it will use in its constraints
and actions. Then, the constraint pattern is constructed by enumerating the variables
that constitute its elements. Elements can be prefixed with ‘∼’ to indicate their non-
existence. Flags can be defined on elements using the square bracket notation. Optional
negative constraints can be constructed, followed by an action. An abstract action may
not enumerate elements. The final component of a MTDP is the mandatory TUR def-
initions. A TUR is defined by its type and followed by a list of rule or transformation
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block names. As an exception, decision TUR is a single line conditional that creates a
branch according to the success or fail of the condition rule. Annotations are enclosed
within ‘#’. Listings 1.2– 1.5 show concrete examples of MTDPs using this notation.

2.3 Informal Semantics

The semantics of MTDP rules is borrowed from graph transformation rules [10], but
adapted for patterns. Informally, a MTDP rule is applicable if its constraint can be
matched and no negative constraints can. If it is applicable, then the action must be
performed. Conceptually, we can represent this by: constraint ∧ ¬neg1 ∧ ¬neg2 ∧
. . . → action. The presence of a negated variable (i.e., with exists=false) in a
constraint means that its corresponding element shall not be found. Since constraints
are conjunctive, negated variables are also combined in a conjunctive way. Disjunctions
can be expressed with multiple negative constraints. Actions follow the exact same
semantics as the “modify” rules in GrGen.NET [21]. Elements present in the action
must be created or have their flags updated. Negated variables in an action indicate
the deletion of the corresponding element. Only abstract actions are empty, giving the
freedom to the actual implementation of the rule to perform a specific action. Flags are
not attributes but label some elements to be reused across rules.

MTDP rules are guidelines to the transformation developer and are not meant to
be executed. On one hand, the constraint (together with negative constraints) of a rule
should be interpreted as maximal: i.e., a MT rule shall find at most as many matches
as the MTDP rule it implements. On the other hand, the action of a rule should be
interpreted as minimal: i.e., a MT rule shall perform at least the modifications of the
MTDP rule it implements. This means that more elements in the LHS or additional
NACs may be present in the MT rule and that it may perform more CRUD operations.
Furthermore, additional rules may be needed when implementing a MTDP for a specific
application. Note that the absence of an action in a rule indicates that the rule is side-
effect free, meaning that it cannot perform any modifications.

The scheduling of the TUs of a MTDP (or contained inside a transformation block)
must always begin with START and end with END. TUs can be scheduled in four ways.
The Sequence relation defines a sequencing relation between two or more TUs re-
gardless of their applicability. For example Sequence:A,B means that A should be ap-
plied first and then B can be applied. The Random relation defines the non-deterministic
choice to apply one TU out of a set of TUs. For example Random:A,B means that A or
B should be applied, but not both. The Decision relation defines a conditional branching
and applies the TUs in the success or fail branches according to the application of the
rule in the condition. For example A?B:C means that if A is applicable then B should
be applied after, otherwise C should be applied. Note that the latter TUR can be used
to define loop structures. For example, A?A:A is equivalent to defining A as recursive,
i.e., A*. The notion of applicability of a transformation block is determined by the result
of its END TU. For example, consider a transformation block T and a rule R and P. The
scheduling T?R:P means that if END[result=true] is reached in T, then R will be
applied.
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3 Model Transformation Design Patterns

In this section, we illustrate how to use DelTa pragmatically by redefining four existing
design patterns for MT. Inspired by the GoF catalog templates, we describe a MTDP us-
ing the following characteristics: motivation describes the need for and usefulness of the
pattern, applicability outlines typical situations when the pattern can be applied, struc-
ture defines the pattern in DelTa and explains the pattern, examples illustrates practical
cases where the patterns can be used, implementation provides a concrete implemen-
tation of the pattern in a MTL, and variations discusses some common variants of the
pattern. For the example characteristic, we use a subset the UML class diagram meta-
model with the concepts of class, attributes, and superclasses. For the implementation
characteristic, we have implemented all design patterns in five languages: MoTif, AGG,
Henshin, Viatra2, GrGen.NET. Although we only show one implementation for each in
this paper, the complete implementations can be found in [22]. This is how we validated
the expressiveness, usability, and implementability of patterns defined in DelTa.

3.1 Entity Relation Mapping

– Motivation: Entity relation mapping (ER mapping) is one of the most commonly
used transformation pattern in exogenous transformations encoding a mapping be-
tween two languages. It creates the elements in a language corresponding to el-
ements from another language and establishes traceability links between the ele-
ments of source and target languages. This pattern was originally proposed in [6]
and later refined in [23].

– Applicability: The ER mapping is applicable when we want to translate elements
from one metamodel into elements from another metamodel.

– Structure: The structure is depicted in Listing 1.2. The pattern refers to two meta-
models labeled src and trgt, corresponding to the source and target languages.
It consists of a MTDP rule for mapping entities first and another for mapping rela-
tions. The entityMapping rule states that if an entity e from src is found, then an
entity f must be created in trgt as well as a trace t1 between them, if t1 and f do
not exist yet. The relationMapping rule states that if there is a relation r1 between
e and f in src and there is a trace t1 between e and g, and a trace t2 between f

and h, then create a relation r2 between g and h if it does not exist yet. Both rules
should be applied recursively.

Listing 1.2. One-to-one Entity Relationship Mapping MTDP

mtdp OneToOneERMapping
metamodels: src, trgt
rule entityMapping*

Entity src.e, trgt.f
Trace t1(src.e, trgt.f)
constraint: src.e, ~trgt.f, ~t1
action: trgt.f, t1

rule relationMapping*
Entity src.e, src.f, trgt.g, trgt.h
Relation r1(src.e, src.f), r2(trgt.g, trgt.h)
Trace t1(src.e, trgt.g), t2(src.f, trgt.h)
constraint: src.e, src.f, trgt.g, trgt.h, r1, t1, t2, ~r2
action: r2

Sequence: START, entityMapping, relationMapping, END
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Fig. 2. Rules of ER Mapping in Henshin

– Examples: A typical example of ER mapping is in the transformation from class
diagram to relational database diagrams, where, for example, a class is transformed
to a table, an attribute to a column, and the relation between class and attribute to a
relation between table and column.

– Implementation: We show the implementation of ER mapping in Henshin in
Fig. 2. The pattern states to apply the rules for entities before those for relations.
Henshin provides a sequence structure with SequentialUnit. Henshin uses a com-
pact notation for rules together with stereotypes on pattern elements. «preserve»
is used for the elements found in the constraint of the MTDP rule and «create» is
used to create elements found in the action of the MTDP rule. Here there are two
rules corresponding to entityMapping: one for mapping classes to tables and one
for mapping attributes to columns. In Henshin, traceability links must be modeled
explicitly as a separate class connecting the source and target elements. We did
not need to use NACs because Henshin provides a multi-node option that already
prevents applying a rule more than once on the same match.

– Variations: Sometimes the entities in specific metamodels cannot be mapped one-
to-one. It is possible to define one-to-many or many-to-many ER mappings pattern
using element groups instead of entities (see [22]). Also, some implementations
may require the creation of a trace between the two relations in the relationMapping
rule.

3.2 Transitive Closure

– Motivation: Transitive closure is a pattern typically used for analyzing reachabil-
ity related problems with an inplace transformation. It was proposed as a pattern
in [3] and in [24]. It generates the intermediate paths between nodes that are not
necessarily directly connected via traceability links.

– Applicability: The transitive closure pattern is applicable when the metamodels in
the domain have a structure that can be considered as a directed tree.

– Structure:
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Listing 1.3. Transitive Closure MTDP

mtdp TransitiveClosure
metamodels: mm
rule immediateRelation*

Entity mm.e, mm.f
Relation r1(mm.e, mm.f)
Trace t1(mm.e, mm.f)
constraint: mm.e, mm.f, r1, ~t1
action: t1

rule recursiveRelation*
Entity mm.a, mm.b, mm.c
Trace t1(mm.a, mm.b), t2(mm.b, mm.c), t3(mm.a, mm.c)
constraint: mm.a, mm.b, mm.c, t1, t2, ~t3
action: t3

Sequence: START, immediateRelation, recursiveRelation, END

The structure is depicted in Listing 1.3. The pattern operates on single metamodel.
First, the immediateRelation rule creates a trace element between entities connected
with a relation. It is applied recursively to cover all relations. Then, the recursiveRe-
lation rule creates trace elements between the node indirectly connected. That is if
entities a-b and b-c are connected with a trace, then a and c will also connected
with a trace. It is also applied recursively to cover all nodes exhaustively.

– Examples: The transitive closure pattern can be used to find the lowest common
ancestor between two nodes in a directed tree, such as finding all superclasses of a
class in UML class diagram.

– Implementation: We have implemented the transitive closure in AGG. Fig. 3 de-
picts the corresponding rules. AGG rules consist of the traditional LHS, RHS, and
NACs. The LHS and NACs represent the constraint of the MTDP rule and the RHS
encodes the action. The immediateSuperclass rule creates a traceability link be-
tween a class and its superclass. The NAC prevents this traceability link from being
created again. The recursiveSuperclass rule creates the remaining traceability links
between a class and higher level superclasses. AGG lets the user assign layer num-
bers to each rule and starts to execute from layer zero until all layers are complete.
Completion criteria for a layer is executing all possible rules in that layer until none

Fig. 3. Transitive Closure rules in AGG
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are applicable anymore. Therefore, we set the layer of immediateSuperclass to 0
and recursiveSuperclass to 1 as the design pattern structure stated these rules to be
applied in a sequence.

– Variations: In some cases, a recursive selfRelation rule may be applied first, for
example when computing the least common ancestor class of two classes, as in [5].

3.3 Visitor

– Motivation: The visitor pattern traverses all the nodes in a graph and processes
each entity individually in a breadth-first fashion. This pattern is similar to the “leaf
collector pattern” in [3] that is restricted to collecting the leaf nodes in a tree.

– Applicability: The visitor pattern can be applied to problems that consist of or
can be mapped to any kind of graph structure where all nodes need to be processed
individually.

– Structure:

Listing 1.4. Visitor MTDP

mtdp Visitor
metamodels: mm
rule markInitEntity

Entity mm.e
constraint: mm.e # e is a predetermined entity #
action: mm.e[marked=true]

rule visitEntity*
Entity mm.e
constraint: mm.e[marked=true,processed=false]
action: mm.e[processed=true] # Process current entities #

rule markNextEntity*
Entity mm.e, mm.f
Relation r1(mm.e, mm.f)
constraint: mm.e[processed=true], mm.f[marked=false], r1
action: mm.f[marked=true]

Sequence: START, markInitEntity, visitEntity, markNextEntity
markNextEntity ? visitEntity : END

As depicted in Listing 1.4, the visitor pattern makes use of flags. The markInitEntity
rule flags a predetermined initial entity as “marked”. Note that in actual implemen-
tation, this rule maybe more complex. This rule is applied first and once. The next
rule to be applied is the visitEntity rule. It visits the marked but unprocessed nodes
by changing their processed flags to true. The actual processing of the node is left
at the discretion of the implementation. Then, the markNextEntity rule marks the
nodes that are adjacent to the processed nodes. Marking and processing are split
into two steps to reflect the breadth-first traversal. The markNextEntity rule then
initiates the loop to visit the remaining nodes. Visiting ends when markNextEntity
is not applicable, i.e., when all nodes are marked and have been processed.

– Examples: The visitor pattern helps to compute the depth level of each class in a
class inheritance hierarchy, meaning its distance from the base class.

– Implementation: We have implemented visitor in GrGen.NET as depicted in
Fig. 4. This MTL provides a textual syntax for both rules and scheduling mech-
anisms. In a rule, the constraint is defined by declaring the elements of the pattern
and conditions on attributes are checked with an if statement. Actions are written in
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Fig. 4. Visitor rules and scheduling in GrGen.NET

a modify or replace statement for new node creation and eval statements are used
for attribute manipulation. The markBaseClass rule selects a class with no super-
class as the initial element to visit. Since this class already has a depth level of 0,
we flag it as processed to prevent the visitSubclass rule from increasing its depth.
This is a clear example of the minimality of a MTDP rule, where the implementa-
tion extends the rule according to the application. The visitSubclass rule processes
the marked elements. Here, processing consists of increasing the depth of the sub-
class by one more than the depth of the superclass. The markSubclass rule marks
subclasses of already marked classes. The scheduling of these GrGen.NET rules is
depicted in the bottom of Fig. 4. As stated in the design pattern structure, mark-
BaseClass is executed only once. visitSubclass and markSubclass are sequenced
with the ;> symbol. The ∗ indicates to execute this sequence as long as markSub-
class rule succeeds. At the end, all classes should have their correct depth level set
and all marked as processed. Note that in this implementation, visitSubclass will
not be applied in the first iteration of the loop.

– Variations: It is possible to vary the traversal order, for example a depth-first
strategy may be implemented. It is also possible to visit relations instead of entities.
Another variation is to only have one recursive rule that processes all entities if the
order in which they processed is irrelevant.

3.4 Fixed Point Iteration

– Motivation: Fixed point iteration is a pattern for representing a "do-until" loop
structure. It solves the problem by modifying the input model iteratively until a con-
dition is satisfied. We previously identified this pattern in [5]. Asztalos et al. [25]
also identified a similar structure named traverser model transformation analysis
pattern.

– Applicability: This pattern is applicable when the problem can be solved itera-
tively until a fixed point is reached. Each iteration must perform the same modi-
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fication on the model, possibly at different locations: either adding new elements,
removing elements, or modifying attributes.

– Structure:

Listing 1.5. Fixed Point Iteration MTDP

mtdp FixedPointIteration
metamodels: mm
rule initiate

ElementGroup mm.eg1
constraint: mm.eg1
action: mm.eg1[selected=true] # Initiate the element group #

rule checkFixedPoint
ElementGroup mm.eg1
constraint: mm.eg1
abstract action: # Process the element group #

rule iterate
ElementGroup mm.eg1
constraint: mm.eg1[selected=true]
abstract action: # Advance the initiated group #

Sequence: START, initiate, checkFixedPoint
checkFixedPoint ? END[result=true] : iterate
iterate ? checkFixedPoint : END[result=false]

The structure is depicted in Listing 1.5. The fixed point iteration consists of rules
that have abstract actions because processing at each iteration entirely depends
on the application. Nevertheless, it enforces the following scheduling. The pattern
starts by selecting a predetermined group of elements in the initiate rule and checks
if the model has reached a fixed point (the condition is encoded in the constraint
of the checkFixedPoint rule). If it has, the checkFixedPoint rule may perform some
action, e.g., marking the elements that satisfied the condition. Otherwise, the iterate
rule modifies the current model and the fixed point is checked again.

– Examples: In [5], we showed how to solve three problems with this pattern: com-
puting the lowest common ancestor (LCA) of two nodes in a directed tree, which
adds more elements to the input model; finding the equivalent resistance in an elec-
trical circuit, which removes elements from the input model; and finding the short-
est path using Dijkstra’s algorithm, which only modifies attributes.

– Implementation: Fig. 5 shows the implementation of the LCA from [5] in Mo-
Tif using the fixed point iteration pattern. The initiate rule is extended to create
traceability links on the input nodes themselves with the LinkToSelf rules and with
their parents with the LinkToParent rules. The GetLCA rule implements the check-
FixedPoint rule and tries to find the LCA of the two nodes in the resulting model
following traceability links. This rule does not have a RHS but it sets a pivot to
the result for further processing. The LinkToAncestor rules implement the iterate
rule by connecting the input nodes to their ancestors. The MoTif control structure
reflects exactly the same scheduling of Listing 1.5.

– Variations: In some cases, the initiate rule can be omitted when, for instance, the
iterate rule deletes selected elements such as in the computation of the equivalent
resistance of an electrical circuit [5].
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4 Related Work

The first work that proposed design patterns for model transformation was by Agrawal
et al. [3]. They defined the transitive closure pattern which is similar to what we showed
in Section 3.2, except that we create traceability links whereas they reuse the same as-
sociation type from the input metamodel. The leaf collector pattern traverses a hierar-
chical tree to find and process all leaves. This can be considered as an application of
the visitor pattern in Section 3.3 where the visitEntity rule is only applied on leaves.
The proxy generator idiom is not a general design pattern, since that it is specific to
languages modeling distributed systems where remote interactions to the system need
to be abstracted and optimized.

Iacob et al. [6] defined five other design patterns for outplace transformations. Sim-
ilar to the ER mapping pattern in Section 3.1, the mapping pattern dictates to first map
entities and then relations. Since it is described using QVT-R, we consider it as an im-
plementation of our ER mapping pattern. The refinement pattern proposes to transform
an edge into a node with two edges in the context of a refinement so that the target
model contains more detail. The node abstraction pattern abstracts a specific type of
node from the target model while preserving the original relations. The flattening pat-
tern removes the composition hierarchy of a model along by replacing the containment
relations. We plan to generalize these three patterns and define them in DelTa. The du-
ality pattern is not a general design pattern, since it is specific to languages for data
control flow modeling by changing by converting edges to nodes and vice versa.

Bézivin et al. [7] mined ATL transformations and ended up with two design patterns.
The transformation parameters pattern suggests to model explicitly auxiliary variables
needed by the transformation in an additional input metamodel, instead of hard-coding
them in ATL helpers. The multiple matching pattern shows how to match multiple el-
ements in the from part of an ATL rule. Newer versions of ATL already support this
feature and therefore this pattern is obsolete now.

The first issue with these three previous works is that all the design patterns are
defined using GReAT, QVT-R, and ATL respectively. Therefore, they should not be
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considered as design patterns for model transformation, but as implementations of de-
sign patterns in a specific MTL. The second issue is that they are all defined as model
transformations, rather than patterns, and use specific input and output metamodels.
Therefore, it is not clear how to reuse these patterns for different application domains.
On the contrary, DelTa is independent from any MTL and defines the patterns using
abstracted elements independent from the input and output metamodels.

Lano et al. [23] proposed other useful patterns using UML class diagrams and OCL
constraints (first-order logic) to specify model transformations. Each transformation is
described with a set of assumptions that represent the precondition of a rule, constraints
that represent the postcondition of a rule, ensures for additional constraints, and in-
variants. The design patterns are for exogenous transformations only. The conjunctive-
implicative form pattern dictates to separate the creation target entities that are at differ-
ent hierarchical levels into different phases. For example, the map objects before links
pattern, essentially our ER mapping pattern, is an instance of this generic pattern. An-
other instance of this pattern is the recurrent constraints pattern where the creation of
a target entity may require a fixed point computation. The fixed point iteration pattern
in Section 3.4 can be used in one of the creation phases here. Two other instances of
the conjunctive-implicative form pattern are the entity splitting and entity merging pat-
terns that essentially correspond to the one-to-many and many-to-one variants of the
ER mapping pattern respectively. The auxiliary metamodel pattern suggests to use an
auxiliary metamodel when the mapping from elements of one language to another is
too complex.

In Lano et al.’s approach, the choice of the design pattern language hinders the un-
derstandability of the patterns. This also makes them hard to implement in MTLs other
than UML-RSDS. Additionally, they defined implementation patterns. In contrast with
design patterns, they are guidelines to implement the assumptions and constraints of
transformation specifications in a MTL. The description is done on an abstract imple-
mentation language that supports sequencing, branching, looping and operation calls,
which is similar to what the TURs of DelTa offer.

Guerra et al. [1] proposed a collection of languages to engineer model transforma-
tions and, in particular, for the design phase. Rule diagrams (RD) are used to describe
the structures of the rules and what they do in the low level implementation phase. Like
DelTa, RD is defined at a level of abstraction that is independent from existing MTLs.
But its purpose is to generate a transformation rather than to define design patterns.
Therefore, there are some similarities and differences between RD and DelTa. In RD,
rules focus on mappings rather than constraints and actions. Hence, they specify designs
for both unidirectional and bidirectional rules. The execution flow of RD supports se-
quencing rules, branching in alternative paths based on a constraint which is similar to
the decision TUR in DelTa, or non-deterministically choosing to apply one rule which
is similar to the random TUR. They also allow rules to explicitly invoke the application
of other rules. RD is inspired from QVT-R and ETL and is therefore more easily imple-
mentable in these language, whereas DelTa currently focuses on graph-based MTLs.

Levendovszky et al. [24] proposed domain-specific design patterns for model trans-
formation as well as other DSLs. In their approach, they defined design patterns with
a specific MTL, VMTS, where rules support metamodel-based pattern matching. They



104 H. Ergin and E. Syriani

proposed two design patterns: the helper constructs in rewriting rules pattern explicitly
produces traceability links, and the optimized transitive closure pattern, which is similar
to the transitive closure pattern in Section 3.2.

5 Conclusion

In this paper, we proposed DelTa as candidate for a design pattern language for model
transformations. DelTa is a language for describing patterns, rather than transforma-
tions. It is independent from any MTL yet directly implementable in most graph-based
MTLs. To validate the language, we described four known design patterns for model
transformation and implemented them in five different languages (the complete imple-
mentations can be found in [22]).

As stated in Section 1, a design pattern language must also be understandable and
suited to verify correct implementations. For the former, we plan to empirically evaluate
DelTa by running user studies. The verifiability requirement remains to be investigated.
A formal specification language such as in [23] can then be used, but at the price of
the understandability and ease of implementability. Furthermore, identifying additional
design patterns will help us evolve the DelTa language and further validate its expres-
siveness.

When implementing the design patterns, we realized that some patterns are easier
to implement in some languages than in others due the constructs they offer for trans-
formation units and for scheduling. In particular, when implementing a pattern that
involves more complex scheduling (such as the fixed point iteration) in MTLs with
very limited scheduling policies (such as AGG), several tricks need to be used, such as
modifying the metamodel or making use of temporary elements or attributes. The lack
of a standard paradigm for model transformations is the main source of this difficulty
that the model transformation community has to agree on. We plan to extend DelTa to
cover non-graph-based MTLs, such as QVT-OM and ATL, and possibly bi-directional
MTLs, such as QVT-R and triple graph grammars.
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Abstract. We report our experience of using Triple Graph Grammars (TGG) to 
synchronize models of the rich and complex Architecture Analysis and Design 
Language (AADL), an aerospace standard of the Society of Automotive 
Engineers. A synchronization layer has been developed between the OSATE 
(Open Source AADL Tool Environment) textual editor and the Adele graphical 
editor in order to improve their integration. Adele has been designed to support 
editing AADL models in a way that does not necessarily follow the structure of 
the language, but is adapted to the way designers think. For this reason, it 
operates on a different meta-model than OSATE. As a result, changes on the 
graphical model must be propagated automatically to the textual model to 
ensure consistency of the models. Since Adele does not cover the complete 
AADL language, this must be done without re-instantiation of the objects  to 
avoid losing the information not represented in the graphical part. The TGG 
language implemented in the MoTE tool has been used to synchronize the tools. 
Our results provide a validation of the TGG approach for synchronizing models 
of large meta-models, but also show that model synchronization remains a 
challenging task, since several improvements of the TGG language and its tool 
were required to succeed. 

Keywords: Model Transformation, Model Synchronization, TGG, MoTE, 
AADL. 

1 Introduction 

Model-Driven Development (MDD) often requires the use of many models to cover 
the various aspects of the system being developed. It is often the case that designers 
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need to describe the same system with different modeling languages to benefit from 
the assets of each language. For example, an embedded system model of the Architec-
ture Analysis and Design Language (AADL) [1] may need to be translated into Simu-
link [2] for functional validation of the system through simulation. Users often want 
to be able to modify both the AADL and Simulink models and have their changes 
automatically propagated to maintain consistency of the models. In general, the in-
formation content of each model is not the same. One of the models may contain  
information that is not reflected in the other model because it is irrelevant for the pur-
pose of the model. For example, an AADL model may include power consumption 
related properties, which are essential for power analysis of the system, but totally 
useless for functional validation with Simulink. Conversely, a simulation model may 
include details regarding the simulation, which are not needed on the AADL side. 
Hence, it is essential to be able to maintain the consistency of the models without the 
loss of the information that is not shared by both models. This is called model syn-
chronization [19], which is a particular type of model transformation, as it operates on 
parts of the models at a finer level of granularity. 

The need for model synchronization is becoming more and more important for the 
AADL community, and for model-based engineering in general, since more and more 
heterogeneous models are used together. For example, batch model transformations 
have been implemented between AADL and SysML [3], and between AADL and 
MARTE [4]. Another example is the Adele graphical editor [5], which implements 
the graphical syntax of AADL and operates on a meta-model of its own. It is the sub-
ject of our case study. 

Although the need for model synchronization is widely spread, only transformation 
tools based on Triple Graph Grammars (TGG) can currently perform such type of 
transformation. Hence, the purpose of this paper is to report on our experiment on 
applying TGGs on a large and rich language such as the AADL. Our experiment vali-
dates the TGG approach for model synchronization, despite the many shortcomings 
that were identified during the work. Our contributions are: 

• A synchronization layer between two AADL editors using different meta-models 
to represent AADL specifications. 

• The new concept of generic TGG rules allowing to drastically reduce the number 
of rules needed for transforming models of large meta-models, thus improving sca-
lability. 

• A method to reuse existing model objects during synchronization thus avoiding 
information loss. 

• Other minor improvements related to the expressivity of the TGG language. 

This paper is structured as follows. Section 2 presents our model synchronization 
case study. Section 3 justifies the selection of the MoTE tool for our experiment. 
Next, an overview of the implemented solution is presented in Section 4. Section 5 
briefly describes the Adele-AADL TGG and our contributions to the TGG language 
and MoTE tool. Section 6 discusses the tests that were performed on the synchroniza-
tion layer, and suggests other potential improvements. Section 7 introduces the related 
work and finally, Section 8 concludes the paper. 
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2 Case Study 

2.1 AADL 

AADL is a rich component-based architecture description language that allows the 
capture of many aspects of an embedded system. The goal is perform model analysis 
in order to detect design errors early in the life cycle. AADL supports the specifica-
tion of systems as an assembly of software and hardware components divided into 
categories. Software categories are thread, thread group, data, process and subpro-
gram. Hardware categories are processor, virtual processor, memory, device, bus and 
virtual bus. Hardware and software components classifiers can be declared in libraries 
or hierarchically organized in systems for reuse. AADL components interact through 
features (interaction points) and connections, which together model data or control 
flows between components. 

One advantage of AADL compared to languages such as UML is that it has both a 
textual and a graphical syntax. Users can therefore use the syntax they are more com-
fortable with, or the syntax that is best suited for whatever has to be edited in the 
model. Unfortunately, there has never been any usable graphical editor developed for 
the language, and it is a major drawback for the adoption of AADL. Graphical editors 
are complex, and every attempt to develop a graphical editor for AADL resulted in 
partially implemented tools that were barely usable. 

2.2 AADL Editors 

For instance, this was the case of the Adele graphical editor [5]. It stores AADL spe-
cifications using a meta-model of its own, which facilitates the edition of models by 
providing a choice of two edition modes. For example, Adele models can be edited in 
a top-down intuitive approach that does not follow the structure of the AADL lan-
guage. Textual AADL specifications are generated from the Adele models for being 
processed by other tools. 

Among these other tools, the Open Source AADL Tool Environment (OSATE) [6] 
is the main textual editor for AADL. It also provides model analysis facilities. Both 
Adele and OSATE can be deployed in the Eclipse environment for their simultaneous 
use. Unfortunately, Adele was never developed to the point where all constructs of the 
AADL language were managed. Constructs such as modes, flows, prototypes etc. 
have never been implemented, and sooner or later, Adele users were forced to use 
OSATE for editing these constructs through textual syntax. The result is that regene-
rating the textual files from the graphical model was then destroying the unhandled 
constructs. This was a serious issue because users were soon or later required to syn-
chronize the models by hand. Three options could be envisaged to solve this problem: 

• Implement the language constructs which are missing in Adele. 
• Rebuild an editor that operates directly on the OSATE meta-model. 
• Build a synchronization layer between OSATE and Adele. 
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hierarchy ends at the subcomponent level, and subcomponents of a subcomponent are 
declared in the classifier of the subcomponent. Instance diagrams are edited according 
to the right hand side of the figure, where all subcomponents are contained in a single 
tree whose root is the parent component implementation. 

 

Fig. 2. The Adele meta-model and its uses for the declarative and instance edition modes 

Compared to OSATE, the Adele meta-model is weakly typed and contains much 
fewer classes (48 compared to 260). For a given component category, the same class 
is used for representing component types, component implementations and 
subcomponents, where OSATE will declare three distinct classes (ProcessorType, 
ProcessorImplementation and ProcessorSubcomponent).  

3 Model Synchronization Tool Selection 

The first task of the project consisted of reviewing the available model synchroniza-
tion tools. Our requirements were the following: 

• The tool should be based on the Eclipse Modeling Framework (EMF), since both 
Adele and OSATE are implemented using this framework. 

• The synchronization process should execute fast enough so that the user does not 
notice it. 

• The objects should not be re-instantiated when changes are performed on the ob-
jects, with the instances being reused as much as possible and updated to restore 
consistency. This is to prevent information losses due to information not trans-
formed by the TGG and contained in the destroyed object. 

Several tools have been developed for model transformation. Well-known tools are 
ATL [9], Epsilon [10], Kermeta [11], Tom [12], and tools implementing the OMG 
Query View Transformation (QVT) language [13]. However, these tools only support 
classical one-way batch transformations. Model synchronization, where only part of a 
model is transformed (incremental transformation) is not supported. These tools are 
therefore not suitable to solve our problem, even though the relational part of QVT 
(QVT-R) is promising for model synchronization. 

3.1 Approaches for Model Synchronization 

As explained in [14], two main approaches exist for model synchronization. The first 
one considers that inconsistencies will naturally occur during design (e.g., the user 
modifies one specification without taking care of performing the corresponding  
modification on the other side), and means are provided to detect the inconsistencies 



 Synchronization of Models of Rich Languages with Triple Graph Grammars 111 

 

and automatically generate a set of actions to be applied on the models to restore con-
sistency. This set of actions is called a repair plan, and inconsistencies are typically 
expressed by a set of constraints whose evaluation to true identifies inconsistent  
models. 

The second approach uses coupled graph grammars. Consistency is characterized 
by membership of the models in the resulting graph language. Automatically generat-
ed operational transformations deal with maintaining the models consistent in case 
one model is changed. The most widely known language for this approach is the 
Triple-Graph Grammar [15]. Its power comes from the fact that the relation between 
the two models can be made operational so that models can be transformed / synchro-
nized in either direction. While a graph grammar can be used for defining the dynam-
ic evolution of a single model, a triple graph grammar allows to define the relation 
between two different kinds of models by defining and coupling three graph gram-
mars (Fig. 4): one grammar for each type of model to be transformed, and a third 
grammar for a correspondence model whose purpose is to maintain traceability links 
between elements of the two models to be synchronized. 

3.2 Tool Selection 

Among the two approaches, only the TGG appeared to be mature enough. We could 
not find any tool implementing the first approach. On the opposite, TGGs have been 
around for more than 15 years, and several model synchronization experiments have 
been performed such as [16] and [17]. Our selection of the TGG tool has been strong-
ly based on [19], which presents a survey of the three most widely known TGG tools 
still actively developed: (1) The Model Transformation Engine (MoTE) [7], (2) The 
TGG Interpreter [20] and (3) The eMoflon tool suite [21]. 

Both MoTE and eMoflon compile TGG rules into story diagrams. For MoTE, the 
story diagrams are interpreted to transform the models, while for eMoflon, Java code 
is generated from the story diagrams, which is then executed to perform the transfor-
mations. The TGG interpreter works differently as it directly interprets the TGG rules 
to perform the transformation. This has the advantage of allowing testing the trans-
formation at development time, but has the drawback of reduced performance. In-
deed, the survey indicated that that the TGG interpreter is the slowest, while MoTE 
and eMoflon have similar performances, with eMoflon being slightly faster than 
MoTE. 

All three tools impose restrictions on the input TGGs for being able to prove cor-
rectness, and to increase performance in pattern matching in the case of MoTE. MoTE 
imposes the strongest restrictions on the TGGs. Both MoTE and eMoflon have proven 
completeness1. However, a serious drawback of eMoflon is that it did not support 
incremental transformations at the time of the survey, which prevented its use. 

 

                                                           
1 Completeness means that every graph of a graph language (TGG) of a given TGG can be 

generated by the tool’s forward/backward transformation from a graph of the translator’s  
input domain. 
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While the survey did not strongly favor any of the three tools, MoTE appeared to 
be the best choice to synchronize Adele and OSATE. It supports incremental trans-
formation, is fairly fast, has good formal properties and is completely based on EMF. 
Although a new version of MoTE (MoTE 2) improving performance and expressivity 
is currently under development, our work was performed with the version 1. This is 
because at the time we did this work, no TGG graphical editor was available for 
MoTE 2. At some point during the project, we considered porting our grammar to 
MoTE 2, but ran into several problems with the MoTE2 development tools and run-
time execution. For this reason, we decided to complete the work with MoTE 1 first, 
and to postpone migration to MoTE 2 to a next phase of the project. 

4 Overview of the Implemented Solution 

This section introduces the architecture of the Adele-OSATE synchronization layer 
and its integration in the Eclipse-based modeling environment. We adopted an ap-
proach inspired from the work of [22], [23] and [24], where model synchronization is 
viewed as a specific task of Global Model Management (GMM). We have therefore 
developed a GMM language allowing formalization and interpretation of the various 
relations that can exist between models of a modeling environment. This includes the 
consistency relation between Adele and OSATE models, implemented as a synchro-
nization relation using the MoTE TGG engine. 

Fig. 3 presents the architecture of the Adele-OSATE synchronization relation and 
its deployment into the Eclipse workbench. A GMM controller listens for resource 
change events, which are sent by the resources manager of the Eclipse platform when 
users save the models through the editor. For a given changed resource, the GMM 
controller calls the GMM engine that processes the relations that concern the re-
source. These relations are declared in a GMM specification. The editor adapter layer 
is used to provide direct access to the internal resource of any opened editor of the 
resources to be synchronized, thus making the results of synchronization immediately 
visible in opened editors. 

 

Fig. 3. The architecture of the Adele-OSATE synchronization layer, implemented as a syn-
chronization relation of the Global Model Management language 
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Note that the MoTE synchronization relation makes use of a cache of the model 
objects, which are linked through the correspondence models for being synchronized. 
Changes made by any tool to the changed resource are merged into the cache, thus 
ensuring the objects traced by the correspondence models are not destroyed whatever 
the way the tool performed the changes2. Despite the fact that the merge operation 
increases complexity, it has the advantage but isolating the model objects to ensure 
that synchronization will work independently of the way the objects are modified. The 
merge layer is implemented using EMF Compare [25], which had to be tuned for 
merging models correctly as presented in Section 5. 

5 The Adele-OSATE TGG 

The TGG that was developed for synchronizing Adele and OSATE contains a total of 
60 rules, as detailed in Table 1. The major portion of the AADL language has been 
covered, which makes our experience a relevant case study for applying TGGs to 
complex and rich languages. Most rules could be easily expressed, except for the 
connection rules, which required improvements of the TGG language and MoTE tool, 
and even modifications of the Adele meta-model. Therefore, this section focuses on 
these improvements, which unfortunately cannot all be presented due to the lack of 
space. 

Table 1. Statistics of the Adele-OSATE 

AADL Construct # of Rules / 
Contexts 

AADL Construct # of Rules / 
Contexts 

Package and public package 
section (axiom) 

1 Subcomponents 11 

Component Types 2 Connections 20 
Component Type Features 10 Flows Not Handled 
Feature Group Types 4 Modes Not Handled 
Feature Group Type Features 10 Properties Not Handled 
Component Implementation 2 Prototypes Not Handled 

  Total 60 

5.1 TGG Language Improvements 

Generic TGG Rules 
A first encountered problem relates to scalability of both the development and 
runtime tools, which could be fixed by introducing the concept of generic TGG rules. 
Indeed, while MoTE scales very well in transforming large models [19], we 
discovered limitations in handling complex languages like AADL. As illustrated in 
Fig. 4, a constraint on TGG rules is that the class of the created elements (green) must 

                                                           
2 As a matter of fact, this need was initially discovered because the OSATE textual editor, 

which is based on the Xtext framework [8], systematically re-parses the AST as soon as any 
modification is made to the textual file. 
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be concrete (can be instantiated), and that the references to the created elements must 
be changeable. Without our improvement, the rule of Fig. 4 is not valid, since both the 
Adele component and AADL subcomponent classes are abstract, and the 
ownedSubcomponent reference is not changeable being derived. As introduced in 
section 2.3, the OSATE meta-model is strongly typed, and only the specific classes of 
each subcomponent category (Fig. 1) should have been used in TGG rules.  

 

Fig. 4. The Adele-OSATE TGG rule for typed subcomponents 

However, this quickly leads to an explosion of the number of required TGG rules. 
In order to meet the TGG “instantiability” constraints, a TGG rule would be required 
for each pair of parent component category and subcomponent category. For example, 
for the system parent category, 9 rules would be required to cover all allowed sub-
component categories. In addition, a subcomponent can be created in several contexts, 
which must all be covered by the rules. A subcomponent can be created with a type as 
illustrated in Fig. 4, or untyped as shown in Fig. 5, or typed as its parent, or with the 
subcomponent being inherited and refined to a more specialized type, according to the 
AADL subcomponent refinement mechanism. In total, the AADL language implies a 
number of 11 different creation contexts for a subcomponent of a given category. 
Hence, this implies that in order to cover only the system component implementation, 
99 TGG rules are needed. However there are 14 component categories in AADL, and 
a simple calculation shows that more than 700 TGG rules would actually be required 
just for specifying the transformation of subcomponents! 

Such a large number of rules cannot be handled by MoTE. First, the Story Diagram 
(SD) generator did not scale well with the number of TGG rules. It was observed that 
when a TGG reaches a number of roughly 300 rules, SD generation would require too 
much memory and would not complete on the computer used for this project, which 
had about 3.5 GB of RAM memory. Furthermore, the disk space required to store 
such a large number of SDs would make the release of the synchronization layer not 
manageable (about 3GB for 250 TGG rules). As a matter of fact, the space taken for a 
given synchronization SD increases with the total number of TGG rules, making the 
size of the total SDs not growing linearly with the number of TGG rules. SDs are 
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generated in a way that when a rule that produced a given set of objects is not 
matched anymore due to changes of the objects, a call is placed to all other rules of 
the entire grammar in order to discover a potentially matching rule. As a result, when 
the total number of rules increases in a TGG, the number of calls of the synchroniza-
tion SDs increases and can potentially lead to performance issues. 

 

Fig. 5. The TGG rule for untyped subcomponents 

To avoid these scalability issues, our first attempt was to optimize the SD generator to 
avoid consuming too much memory. But that turned out to be unnecessary after we 
implemented the concept of generic TGG rule allowing reducing the number of required 
rules for subcomponents from more than 700 to 11. This is shown in Fig. 4, which is the 
actual rule used in our Adele-OSATE TGG, and where the class Subcomponent of the 
created model element on the AADL side is abstract, and the containing reference 
(ownedSubcomponent) is not changeable in the AADL meta-model. The solution 
consisted of modifying the MoTE TGG language so that the TGG designer can provide 
an expression attached to model objects whose class is abstract, and to unchangeable 
model links. The SD interpreter then evaluates these expressions at runtime to determine 
which concrete class has to be instantiated, and which changeable reference has to be 
updated. In our specific case, the expression is a call action providing a static method of a 
transformation helper class called to determine the concrete class to be instantiated from 
the actual concrete class of the model element on the other side. A similar method is 
provided to determine the changeable reference from the types of the parent model 
element and the subcomponent. 

Reuse of Objects to Avoid Information Loss 
We also encountered problems with model objects being re-instantiated when syn-
chronizing changes, despite the fact that MoTE had already been improved regarding 
this aspect. MoTE implements the algorithm presented in [26], which avoids re-
instantiating the entire set of objects created in the sub-tree of the changed object. 

However, changing a reference from an object to another model object caused re-
instantiation of the object. For example, consider the rule of Fig. 4, which describes the 
creation of a subcomponent of a given type. When the subcomponent type is changed to 
null, the MoTE engine will detect that the rule that created the model element is not 
matched anymore due to the changes. In such case, it will try to match all other rules of 
the TGG. In our example, the rule of Fig. 5 (when the subcomponent is untyped) will 



116 D. Blouin et al. 

 

obviously be matched. MoTE will then repair the corresponding object by marking it as 
deleted, and by instantiating a new subcomponent and setting its properties according to 
the newly matched rule. This operation is performed with a dedicated SD named repair 
structure. While this is an improvement compared to the original algorithm, it is not 
sufficient for our use case. Elements such as AADL properties contained in subcompo-
nents and declared on only one side of the TGG must be preserved. We therefore devel-
oped an original solution to avoid this re-instantiation (Fig. 6). It has the advantage of 
simplicity and limited overhead compared to other solutions such as that presented in 
[27].  

 

Fig. 6. The process of reusing an existing model object after changes 

The objective is to be able to find the existing object that has changed so that it can be 
reused when applying the newly matched rule instead of instantiating a new object. For-
tunately, when the repair structure SD of the newly matched rule is called, the correspon-
dence node that refers to the changed object is always passed to the rule. We then simply 
need to identify the existing object to be reused from the set of objects referred by the 
correspondence node. For this, we can first discard all objects whose class is not the same 
as that of the object to be re-created. However, this criterion is not sufficient since there 
could be many objects with the same class created for a given correspondence node. To 
uniquely identify the changed object, we require an additional constraint to be verified by 
the TGG rules at the time they are defined. Comparing the rules of Fig. 4 and Fig. 5, we 
notice that their patterns are quite similar, and the only difference between them is that 
for the first one, there is a link to the type of the subcomponent, while for the second one, 
this link is removed and a constraint stating that the subcomponent type is null is added. 
If we require that the created subcomponent model objects have identical names for both 
rules (adeleSubcomponent and aadlSubcomponent), which is typically the case when 
good practices are used in TGG rules definition, we can then identify the existing object 
to be reused from the name of its model object in the newly matched rule. However, to 
make this possible, the way the correspondence model is represented has to be changed 
to associate with each created object the name of the model object of the creation rule. 
This is easily implemented in MoTE. 
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Now that the existing object is identified, two additional steps must be performed. 
First all references of the reused object to objects that are already mapped in the cor-
respondence model must be removed. This is because the proper references will be set 
as if the object was newly created when the repair structure SD is applied. So we 
avoid setting the same object twice in case of multiple cardinality references. Con-
versely, objects that are not mapped in the correspondence model such as properties 
will not be reset by this process and will be preserved as desired. 

This simple solution appears to work quite well for our Adele-OSATE TGG and 
ensures that whatever was contained by the subcomponent and not handled by the 
TGG is preserved. The only drawback is that it enforces using the same name in the 
created model objects of all rules for a given type of created model object. However, 
this can be ensured by adding constraints to the TGG meta-model. 

Other Improvements 
Other improvements were implemented but only briefly mentioned due to lack of 
space. We enhanced the MoTE global pattern matching constraints, by adding an 
applicability clause to the constraint. It states whether it is to be applied only during 
forward or reverse transformations. We also added the capability to specify an addi-
tional reference to a model object link to be used for matching purposes. In some 
cases, MoTE tries to match a pattern from the inverse direction of a model object link, 
starting from the target object to the source object. If the reference of the link has an 
opposite reference or is a containment reference, MoTE uses the opposite or the con-
tainer reference to navigate to the source object. However, for some references of the 
OSATE meta-model, opposite references exist but are not explicitly specified in the 
meta-model. We therefore added a property on the TGG model object link class to 
specify this reference, and modified the SD interpreter for making use of it. 

5.2 Tooling Improvements 

Cross-Resource References Management 
Another major issue with MoTE is that cross-resource references are not handled. For 
example, if a component refers to a component contained in a different resource, its 
reference property will not be handled during transformations. Such a shortcoming is 
more than enough to prevent a tool from being used. For languages like AADL, 
which provide packages declared in separate files to better organize a specification, 
this is a blocking limitation. 

To overcome this problem, we modified the MoTE TGG engine so that it takes 
care of pre-building the correspondence model with correspondence nodes of external 
model elements. This fix slightly increases execution time, since a complete corres-
pondence model has to be recursively created for each cross resource. However, each 
correspondence model is stored in the TGG engine cache so that the impact on per-
formance is limited. 

EMF Compare Improvements 
As illustrated in Fig. 3, the integration of MoTE in our modeling environment is 
achieved through the use of a model object cache. This is needed to ensure that the 
model elements traced by the correspondence model are maintained. EMF Compare 
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1.3 has been used to merge the changes detected in the resources of the workspace 
into the resources of the cache. 

Again, a few improvements were needed for being able to merge the models cor-
rectly. The first issue relates to the way EMF Compare merges changes in which cross 
resource references are involved. Our synchronization layer requires that if a refer-
ence to an external element is set, then the external model element should be con-
tained in a resource of the cache on the cache side, because it may already be referred 
by a correspondence model. However, the default behavior of EMF Compare is to set 
the same referenced object in the target object as that of the source object, and EMF 
Compare had to be adapted to take this into account. 

Another problem is related to the order in which the merge operations are per-
formed. To avoid unnecessary re-instantiation of objects, the delete operations, which 
are received as model change events by the TGG engine, should be added at the end 
of the transformation queue. In this way, the references to the object to be deleted can 
be moved to other objects before the object is deleted during synchronization. Hence, 
this implied modifying the order of the merge operations in EMF Compare to ensure 
that deletion operations are performed at the end. Other minor merging issues were 
also identified and corrected but cannot be presented due to the lack of space. 

Other Improvements 
Other improvements to MoTE were required as well, such as the implementation of 
post-creation actions, which were declared in the TGG language but not implemented 
in the TGG compiler. The same is true for position constraints used to define whether 
an element is to be added at the first or the last position in a list. This feature was 
handled in the SD interpreter but not in the TGG language. We also introduced the 
between constraint used when the element should neither be the first and nor the last 
element, provided that there are at least two elements in the list. We also had a few 
issues with the MoTE change listener that receives model changes events to be added 
as modifications to the TGG engine transformation queue for synchronization. 

6 Discussion 

6.1 Implemented Synchronization Layer 

The concrete result of this work is a synchronization layer between Adele and 
OSATE, solving the problem of integrating tools that are essential for the growing 
AADL community. Experience gained during this project supports the ongoing work 
of integrating other languages and tools with the AADL such as VHDL. 

Automated tests were developed for the synchronization layer for testing bidirec-
tional batch transformations and synchronization transformations, and for consistency 
checks performed by creating and analyzing correspondence models. In addition, we 
have tested our synchronization layer with several realistic and complex AADL mod-
els such as electronic hardware systems using all constructs of the AADL language 
handled by Adele. Such systems require up to 7 levels of recursive component exten-
sions declared in different files, which was used to validate our fix of the MoTE for 
the cross-resource references problem. 
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6.2 Suggestions for Further Improvements 

Based on our experiment, we found that current TGG approaches require further im-
provements for being suitable for industrial use. These would increase the usability of 
TGGs and ease the development of model synchronization layers. For example, it 
would be useful to have a mechanism to allow reusing one side of an existing TGG 
(for instance the AADL side) and complete the other side according to the new lan-
guage to be synchronized with AADL (e.g., VHDL). Another improvement could be 
to provide a “soft” reference mechanism for model links of graph patterns, instead of 
requiring the reference to be declared in the class of the source model object. In our 
experiment, this would have avoided the need to add references to the Adele meta-
model, which are used only for TGG rule matching purposes. This is even more im-
portant for the cases where the modeling languages cannot be modified (e.g.: the 
AADL). In addition, other improvements published in the literature would really need 
to be implemented in MoTE. These are described in the related work section. 

It was also found that the use of TGGs could be made much easier if better docu-
mentation was provided. In the actual state, the transformation designer needs to un-
derstand the generated SDs to be able to define correct TGGs, and several additional 
TGG validation rules would need to be enforced. For example, when defining con-
straints, beginners have no clue which model objects can be used in constraints. The 
bound model objects depend on the specific type of transformation (mapping, batch or 
synchronization), and several errors occur at runtime due to unbound model objects 
being referenced in constraint expressions. 

7 Related Work 

To our knowledge, no experience has been made to assess the usability of TGGs for 
synchronizing models of complex and rich languages such as the AADL, with a real 
need to integrate tools used by an active community. However, a few similar works 
can be compared to ours.  

In [19], a set of benchmarks has been performed for large models to compare three 
TGG tools (MoTE, eMoflon and the TGG Interpreter). However, the meta-models are 
extremely simple. In [16], synchronization has been implemented with MoTE be-
tween SysML and AUTOSAR, but only subsets of the languages were covered. A 
work closer to ours is presented in [17], where the synchronization of Modal Se-
quence Diagrams (MSDs) with networks of Timed Game Automata (TGA) using the 
TGG Interpreter is presented. Like for us, their experiment lead to the development of 
several improvements such as: 

• The integration of OCL in TGGs, which is already implemented in MoTE. 
• TGG rule generalization / inheritance, which is also introduced in [18] for eMof-

lon, and would be worth implementing in MoTE. 
• Reusable patterns, which allow declaring in a single TGG rule several contexts of 

creation of a given graph of model elements. This would have helped in MoTE by 
reducing the number of required rules for handling the numerous creation contexts 
(e.g., 11 for subcomponents). 
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• Global constraints, which are already implemented in MoTE, to which we added 
an applicability clause for specific transformation directions (forward / reverse). 

Furthermore, in [27], a new algorithm is presented and implemented in the TGG In-
terpreter to allow further reuse of model elements during synchronization. It avoids 
the loss of the information not handled by the TGG rules. We provided a different 
solution to this problem, which appears to be simpler but requires additional con-
straints to be met by a set of TGG rules describing the contexts of creation of a given 
model object class. 

8 Conclusion and Perspectives 

In this paper, we reported our experience in synchronizing models of two different 
meta-models for the complex feature-rich AADL language. Our experiment shows 
that applying state of the art model synchronization techniques remains challenging, 
despite the good quality of the MoTE tool that was used. This case study allowed the 
development of several improvements of TGGs to account for the size of the AADL 
meta-model and its properties. However, the fact that we succeeded in synchronizing 
the tools validates the TGG approach and opens interesting perspectives. 

A future work will consist of porting our improvements and our Adele-OSATE 
TGG to MoTE 2, in order to benefit from the MoTE 2 improvements. In addition, we 
are currently working on improving other aspects of TGGs and MoTE through the 
development of an endogenous refinement transformation for AADL, and an AADL-
VHDL transformation. We also plan to write a cookbook to help developers get  
acquainted with TGG development. 
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Abstract. Software translation is a challenging task. Several require-
ments are important – including automation of the execution, main-
tainability of the translation patterns, and, most importantly, reliability
concerning the correctness of the translation.

Triple graph grammars (TGGs) have shown to be an intuitive, well-
defined technique for model translation. In this paper, we leverage TGGs
for industry scale software translations. The approach is implemented us-
ing the Eclipse-based graph transformation tool Henshin and has been
successfully applied in a large industrial project with the satellite oper-
ator SES on the translation of satellite control procedures. We evaluate
the approach regarding requirements from the project and performance
on a complete set of procedures of one satellite.

Keywords: model transformation, software translation, refactoring,
triple graph grammars, Eclipse Modeling Framework (EMF).

1 Introduction

Migration of software systems is an important but complex task, especially for
enterprises that are highly dependent on the reliability of their running systems.
The general problem is to translate the source code of a software that is cur-
rently in use into corresponding source code that shall run on the new system.
Up to now, this problem was addressed based on manually written converters,
parser generators, compiler-compilers or meta-programming environments using
term rewriting or similar techniques. Model transformation based on triple graph
grammars (TGGs) is a general, intuitive and formally well-defined technique for
the translation of models [25,26,13]. While previous concepts and case studies
were focused mainly on visual models of software and systems, this paper shows
that model transformation based on TGGs provides a powerful technique for
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software translation as well. Since software systems are on average much larger
than visual models, we provide a general technique for efficiency improvement
and show its applicability within a large scale industrial project.

The general idea of TGGs is to specify a language of integrated models. Such
an integrated model consists of a model of the source domain, a model of the
target domain, and explicit correspondence structures in the middle component.
The source and target models in the present scenario are abstract syntax trees
of source code. The operational rules for executing the translation are gener-
ated from the specified TGG and executed via the graph transformation tool
Henshin [7]. TGGs are equivalent to a restricted class of plain graph transfor-
mation systems [8,13]. This restriction ensures the existence of the explicit cor-
respondence structures and formal properties concerning correctness and com-
pleteness [14]. In this paper, we use rather simple and intuitive but non-trivial
translation patterns. The full translation contains several more complex ones,
e.g., for the reordering and regrouping of blocks. Translation strategies that are
solely based on finding and replacing words (like e.g. Awk1) will fail due to the
highly context-sensitive structural dependencies in the source code.

Within the research project PIL2SPELL with the industrial partner SES
(Société Européenne des Satellites), we developed the general approach for soft-
ware translation in this paper. SES is operating a fleet of 56 satellites manu-
factured by different vendors that often use their own proprietary programming
language for automated operational satellite procedures. In order to reduce the
high complexity and efforts during operation caused by this heterogeneity, SES
developed the open source satellite language SPELL [27] (Satellite Procedure
Execution Language & Library), which is nowadays used by more and more op-
erators and may become a standard in this domain. The main aim of the project
was to provide a fully automated translation of existing satellite control proce-
dures written in PIL (Procedure Intermediate Language) of the satellite manu-
facturer ASTRIUM into satellite control procedures in SPELL.2 Since the PIL
procedures are already validated, the translation has to ensure a very high level
of reliability in terms of fidelity, precision and correctness in order to minimise
the efforts for revalidation. In our first contribution of this paper we propose and
validate the use of TGGs for software translation in the PIL2SPELL project.
Since the PIL2SPELL project is an industrial application of rather large size
(more than 200 translation rules were specified), a technique was needed to im-
prove the efficiency of the TGG rewriting method and tool. Hence, the second
contribution of this paper is a general approach for improving efficiency of graph
transformation systems applied to leverage TGGs for software translations in in-
dustry and we evaluate the implementation in Henshin [7]. The corresponding
technical report [16] for this paper provides full technical details on the formal
constructions and full proofs.

Sec. 2 introduces our running example, Sec. 3 presents the general concept and
Sec. 4 describes the applied TGG techniques. Thereafter, Sec. 5 presents results

1 Awk Community: http://awk.info/
2 In [15], we present a short overview of the PIL2SPELL project.

http://awk.info/
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1 SELECT
2 CASE ($BATT = "HIGH")
3 CHECKTM(TEMP_C1)
4 CHECKTM(VOLT_D2 = 4)
5 ENDCASE
6 CASE ($BATT = "LOW")
7 SEND SWITCH_B1_B2
8 CHECKTM(VOLT3 = 5)
9 ENDSEND

10 ENDCASE
11 ENDSELECT

1 if (BATT == ’HIGH’):
2 GetTM(’T TEMP_C1’)
3 Verify([[’T VOLT_D2’, eq, 4]])
4 elif (BATT == ’LOW’):
5 Send(command = ’C SWITCH_B1_B2’,
6 verify = [[’T VOLT3’, eq, 5]])
7 #ENDIF

Fig. 1. Procedure written in PIL (left) and translated procedure in SPELL (right)

for improving the efficiency and scalability, and Sec. 6 evaluates the approach.
Sec. 7 discusses related work and Sec. 8 provides a conclusion and discusses
aspects of future work.

2 Case Study PIL2SPELL

We illustrate the methodology for software translation on some details of the
project PIL2SPELL. Fig. 1 presents a simplified PIL procedure for battery
maintenance and its translation in SPELL. Structures of the form SELECT-CASE-
ENDSELECT are translated into structures of the form if-elif-#ENDIF. SEND

instructions (lines 7-9) for sending telecommands to the satellite are mapped to
corresponding Send statements with the same command-id as argument prefixed
with a C (lines 5-6). Instructions for checking telemetry values (PIL instruction
CHECKTM) are handled in three ways:

1. CHECKTM(X) (line 3): parameter checks without condition are used to retrieve
and display a telemetry value from the satellite. They are translated into
GetTM statements, where prefix T is added to the parameter (line 2).

2. CHECKTM(X = Y) (line 4): parameter checks with additional condition are used
to verify telemetry values and are mapped to Verify statements with a
corresponding condition (line 3).

3. CHECKTM(X = Y) (line 8): parameter checks within a SEND instruction are
translated into a verify argument of the corresponding Send statement
(line 6). △

Note that the translation is context-sensitive as it treats e.g. a CHECKTM in-
struction inside a SEND instruction differently from a not nested CHECKTM in-
struction. Moreover, PIL and SPELL use different concepts for calling subrou-
tines. In order to respect the execution semantics, block structures of the form
STAGE..ENDSTAGE in PIL have to be translated into two SPELL structures. The
first one is a function call that remains in the main part and the second one is
a function definition containing the translated body of the block structure and
it is placed at the beginning of the SPELL procedure. This restructuring and
reordering of information motivates to perform a separation of concerns by split-
ting the translation into parsing, translation and serialisation instead of using
an integrated approach, where some of the phases are merged.
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Fig. 2. Concept for software translation

3 Concept for Software Translation

The general concept for software translation in Fig. 2 consists of the phases
parsing, AST conversion (main phase), and serialisation. It is executed using
the Eclipse Modeling Framework (EMF) tools Xtext [6] and Henshin [7]. Xtext
supports the syntax specification of textual domain specific languages (DSLs),
in particular of programming languages. Based on the EBNF (Extended Backus-
Naur Form) grammar specification of a DSL and an additional formatting config-
uration, the Xtext framework generates the corresponding parser and serialiser.
The parser checks that the input source code is well-formed and the serialiser en-
sures that the generated output source code is well-defined. The Xtext serialiser
enables us to check and ensure that the output conforms to the given EBNF for
the target language and that additional AST-specific formatting guidelines are
respected. SES explicitly required the conformance to the SPELL EBNF and to
SES formatting guidelines (e.g. alignment of list entries and semantic indenta-
tion), which goes beyond the power of generic template specification. Henshin
is an Eclipse plugin supporting the visual specification and execution of EMF
transformation systems, which is used for the main phase (AST conversion).

Example 1 (Parsing & Serialisation). Fig. 3 (left) shows a fragment of the AST
obtained by parsing the PIL source code example in Fig. 1 (left, lines 7-9).
Root node ∶ Send PIL represents the SEND − ENDSEND structure (lines 7-9) with
telecommand-id (SWITCH B1 B2, left branch) and telemetry parameter check
(CHECKTM, right branch). Fig. 3 (right) shows the obtained SPELL AST frag-
ment after translation. The serialisation of the SPELL AST yields the corre-
sponding source code in Fig. 1 (right, lines 5-6). Root node ∶ Send represents the
Send statement with telecommand-id (C SWITCH B1 B2) in the left branch and
telemetry parameter verification argument (verify) in the right branch. △

The AST-conversion consists of three phases (see Fig. 2). The first and third
phases (initialisation and refactoring) are general in-place transformations and
are performed via plain graph transformation (GT) systems. The second phase
(translation) is performed using a triple graph grammar (TGG), which is pre-
sented in detail in Sec. 4. Note that TGGs can be fully encoded as plain graph
transformations [13]. The initialisation phase is used to extend the given AST of
the source language with additional structures that simplify the specification of
the translation rules in Phase 2. The refactoring phase refines the resulting AST
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Fig. 3. Fragment of source AST (left) and target AST (right)

in order to satisfy certain coding guidelines required in the target domain. These
refactorings are specified by compact GT rules that also delete substructures.
Employing a TGG for the refactoring phase instead would drastically increase
the amount of rules.

To reduce the complexity of the translation rules, the initialisation phase is
used to pre-process information and to create additional helper structures that
store this information locally in the source AST. In our case study, the initialisa-
tion rules are used, e.g., to compute a global numbering for the subcomponents
of a satellite procedure that are needed in SPELL. Moreover, we create explicit
pointers from complex instructions to their subcomponents (see, e.g. Ex. 2).

As TGGs are non-deleting, the source model is preserved completely during
the translation. The translation markers ensure that each element is translated
exactly once. At each translation step, a substructure of the given AST is trans-
lated and trace links are created. The resulting fragments in the target domain
are connected according to the tree structure of the input AST. These properties
help to ensure that the resulting output graph has a tree structure and is in fact
an AST.

4 Triple Graph Grammars with Henshin

In the following, we briefly review main concepts for model transformation based
on TGGs [10]. A triple graph is an integrated model consisting of a source
model, a target model and explicit correspondences between them. More pre-
cisely, it consists of three graphs GS , GC , and GT , called source, correspondence,
and target graphs, respectively, together with two mappings (graph morphisms)
sG∶G

C → GS and tG∶G
C → GT . The two mappings in G specify a correspondence

relation between elements of GS and elements of GT .
Triple graphs are related by triple graph morphisms m ∶ G → H [25,10]

consisting of three graph morphisms that preserve the associated correspon-
dences (i.e., left diagrams in Fig. 4 commute). Triple graphs are typed over a
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Fig. 4. Triple graph morphism and transformation step

triple type graph TG and attributed according to [10]. For a triple type graph
TG = (TGS ← TGC → TGT ), we use L(TG), L(TGS), and L(TGT ) to denote
the classes of all graphs typed over TG , TGS , and TGT , respectively.

A triple graph grammar TGG = (TG , S,TR) consists of a triple type graph
TG , a triple start graph S and a set TR of triple rules, and generates the triple
graph language of consistently integrated models L(TGG) ⊆ L(TG) with con-
sistent source and target languages L(TGG)S = {GS ∣ (GS ← GC → GT ) ∈
L(TGG)} and L(TGG)T = {GT ∣ (GS ← GC → GT ) ∈ L(TGG)}. TGC differ-
entiates the possible types of correspondences.

A triple rule specifies how a given consistently integrated model can be ex-
tended simultaneously on all three components yielding again a consistently inte-
grated model. It is non-deleting and therefore, can be formalised as an inclusion
from triple graph L (left hand side) to triple graph R (right hand side), repre-
sented by tr ∶ L↪ R with tr = (trS , trC , trT ). Applying a triple rule tr means to
find a match morphism m ∶ L→ G and to perform a triple graph transformation

step G =
tr ,m
====⇒ H yielding triple graph H defined by the gluing construction3 in

Fig. 4 where the occurrence of L in G is replaced by the occurrence of R in H
and glued to the remaining graph elements) [26]. Moreover, triple rules can be
extended by application conditions for restricting their application to specific
matches [13].

The operational forward translation rules for executing forward model trans-
formations are derived automatically [13] from the TGG. A forward translation
rule trFT and its original triple rule tr differ only on the source component:
elements (nodes, edges or attributes) created by tr become elements that are
preserved and marked as “translated” by the forward translation rule.

Example 2 (Operational Triple Rules). Fig. 5 shows screenshots (tool Hen-
shin [7]) of some generated forward translation rules of the TGG for PIL2SPELL
in short notation. Left- and right-hand side of a rule are depicted in one triple
graph and the elements to be created have the label ⟨++⟩. Translation attributes
are indicated by label ⟨tr⟩. The depicted rules are typical operational rules of
average rule size. Rule (1) translates an existing Instruction LST Elem node
into its corresponding stmt LST Elem node. Both node types are containers for

3 Formally, this is a pushout diagram (PO) in the category of triple graphs.



128 F. Hermann et al.

Fig. 5. Forward translation rules (generated by Henshin)

specific instructions and statements. Rules (2) and (3) depend on rule (1) as
they use the stmt LST Elem nodes as context.

Rules (2)-(4) are some of the rules that translate CHECKTM instructions. They
depend on further rules for the translation of their parameters (TMCond or
TMReport). Depending on the parameter type, the respective SPELL statement
is created, i.e., telemetry conditions (TMCond) yield a Verify statement, teleme-
try reports (TMReport - label without condition) yield a GetTM statement and
telemetry conditions within a SEND instruction become an argument in a verify

list of the corresponding Send statement. This corresponds to items 1–3 in Sec. 2.
Rules (2) and (3) translate CHECKTM instructions that are not embedded within
a specific context while rule (4) translates CHECKTM instructions within a SEND

instruction.
Note that the node type SEND verify LST Elem is created in the initialisation

phase as helper structure and used to mark exactly those CheckTM elements that
handle a telemetry condition (TMCond). The remaining CheckTM elements of a
SEND instruction are translated to GetTM statements outside the scope of the
SPELL Send statement. △
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A forward translation sequence (GS ,G0 =
tr∗FT
====⇒ Gn,G

T ) is given by an input

source model GS , a transformation sequence G0 =
tr∗FT
====⇒ Gn obtained by executing

the forward translation rules TRFT on G0 = (G
S ← ∅ → ∅), and the resulting

target model GT obtained as restriction to the target component of triple graph
Gn = (G

S ← GC → GT ). A model transformation based on forward translation
rules MT ∶ L(TGS) ⇛ L(TGT ) consists of all forward translation sequences.
Note that a given source model GS may correspond to different target models
GT . In order to ensure unique results, we presented in [13] how to use the
automated conflict analysis engine of AGG for checking functional behaviour
of model transformations.

5 Leveraging TGGs for Software Translations in Industry

As described in the previous section, the basic execution algorithm for forward
translations based on TGGs does not use any kind of pre-defined order on
rules. For medium and large scale projects, the application of rules in a non-
deterministic way would result in poor efficiency. In this section, we present
a general approach for graph transformation systems, with which we leverage
TGGs for larger software translations. This concerns grammars containing more
than 200 rules, like the manually specified rules for the PIL2SPELL project that
were derived from a document of correspondence patterns (small corresponding
source code fragments). The approach is orthogonal to the analysis and reduc-
tion of conflicts via filter NACs for TGGs [13]. Both approaches can be combined
- the second one improves the rules directly while the first provides a structuring
technique on them.

The main observation is that the efficiency of the execution can be im-
proved significantly by analysing the potential dependencies. For example,
rules (2) and (3) in Fig. 5 can only be applied after rule (1) was applied to
translate the node of type Instruction LST Elem. Our strategy is partly in-
spired by several existing optimisations in TGG implementations [17] and de-
pendency analysis for graph transformation systems [12]. It generalises the idea
of precedence triple graph grammars [22] from node type dependencies towards
general rule dependencies and works also for TGGs with attributes. It uses the
general formal results on critical pair analysis [9,21] including the case of trans-
formation rules with application conditions. Practically, we use the critical pair
analysis engine of the tool AGG [28] for determining the dependencies and con-
flicts between the rules. Based on the results, we group those rules together
that show cyclic dependencies or conflicts. The resulting set of groups of rules
shows a partial order that we linearise to a complete order. Finally, we apply
this grouping and ordering technique to the set of forward translation rules.

In order to group the rules of a given rule set R, their sequential dependencies
and conflicts are represented by a dependency-conflict graph DCG(R) contain-
ing the rules as nodes and rule dependencies/conflicts as edges. A pair of rules
(r1, r2) is in conflict if there exists a critical pair for (r1, r2) [9], i.e., there are
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two parallel dependent transformation steps t1 = G0 =
r1
==⇒ G1, t2 = G0 =

r2
==⇒ G2.

A pair of rules (r1, r2) is sequentially dependent if there is a transformation

sequence t = (t1; t2) = G0 =
r1
==⇒ G1 =

r2
==⇒ G2, where t2 sequentially depends on t1

(produce-use or forbid-create dependency). Note that the order is relevant for
sequential dependencies. Both concepts can be analysed statically using the tool
AGG [28]. The graph DCG(R) may contain cycles. These cycles are used to de-
fine non-overlapping clusters of rules leading to the acyclic dependency-conflict
cluster graph CLGDC (R). By N(G) we denote the set of nodes of a graph G.

Definition 1 (Dependency-Conflict Cluster Graph). Let R be a set of
rules, then we define:

– dependency-conflict graph DCG(R) with nodes N(DCG(R)) = R and edges
EDCG = {(r → r′) ∣ (r, r′) is a sequentially dependent pair } ∪ {(r → r′),
(r′ → r) ∣ ∃ a critical pair for (r, r′)},

– for r ∈ R the dependency-conflict cluster [r]DC = {r} ∪ {r
′ ∈ R ∣ ∃ a path

(r → . . . r′ . . . → r) in DCG(R)},
– dependency-conflict cluster graph CLGDC (R) with

nodes N(CLGDC (R)) = {c ∣ c = [r]DC ∧ r ∈ R} and
edges E = {(c→ c′) ∣ ∃ r ∈ c, r′ ∈ c′∶ (r → r′) in DCG(R)}. △

A DC-Layered Transformation System (DC-LTS) linearises the partial order
on clusters of a given CLGDC (R) to a complete order where each cluster be-
comes a layer and the sequential order of the layers respects the dependencies
between the clusters. Formally, a layered transformation system LTS = (R,S)
consists of a set of rules R and a sequence S = (Si)i∈I of subsets of R as layers.
Given a graph G, then an execution of LTS is performed by applying each layer
consecutively according to the sequence S, where the rules in each layer Si are
applied exhaustively.

Definition 2 (DC-Layered Transformation System). Let CLGDC (R) be
the derived dependency-conflict cluster graph for R, then LTS = (R,S) with
S = (Si)i∈I is a DC-layered transformation system, if the following conditions
hold

1. S is a permutation of the clusters in N(CLGDC (R)) (cluster compatibility)

2. ∀ edges (a → b) in CLGDC (R)∶ a = Sk ∧ b = Sl ⇒ k < l (sequential order) △

The construction of a DC-layered transformation system LTS for a set of
rules R reduces the amount of rules to be checked for applicability at each
step. By definition, the execution of a layer in an LTS concerns only rules in
that layer. Thm. 1 below ensures preservation of the input-output behaviour. All
terminated sequences via R (i.e., no more rules are applicable) can be performed
via LTS .Each rule only depends on rules in a preceding layer and rules in the
same layer. The input-output relation IOTS of a transformation system TS
contains all pairs (GI ,GO) with a terminated transformation sequence GI ⇒

∗

GO via TS .
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Theorem 1 (Completeness of DC-LTS). Let R be a set of rules and LTS
be a DC-layered transformation system for R, then: IOR = IOLTS , i.e.
(∃ terminated (G0 =⇒

∗ Gn) via R) ⇔ (∃ terminated (G0 =⇒
∗ Gn) via LTS). △

Proof (Idea). The proof (see [16]) uses the general results of completeness of
critical pairs and the local Church-Rosser Theorem to stepwise shift the steps in
s for obtaining sequence s′ that respects the order in S. Using the construction of
S, this ensures by induction that there is no rule in a cluster Si which depends on
a rule in cluster Sj with j > i. We obtain that s′ can be divided into subsequences
s′i for each cluster Si. Since for each rule of a cluster, the cluster also contains
all conflicting rules, we can again apply completeness of critical pairs and the
local Church-Rosser Theorem and show by contraposition that an extending step
in any subsequence implies an extended step in the original sequence s, which
contradicts the precondition that s is terminated. ◻

A DC-LTS can reduce the effort for backtracking. By Thm. 2 below, func-
tional behaviour of the layers eliminates the need for backtracking of transfor-
mation steps that are not in the current layer. A transformation system TS has
functional behaviour, if IOTS is right unique, i.e. for each input graph, there is
at most one output graph up to isomorphism. A layer Si of an LTS = (R,S)
has functional behaviour, if the induced transformation system with rules Si has
functional behaviour, which can be analysed statically with the tool AGG [13,28].

Theorem 2 (Reduction of Backtracking). Let LTS be a DC-layered trans-
formation system, where each layer has functional behaviour. Then, there is no
need to backtrack already completed layers during the computation of a termi-
nated sequence G0 =⇒

∗ Gn via LTS. Moreover, LTS has functional behaviour. △

Proof. Assume we backtrack already completed layers, then we will obtain the
same output graphs for these layers due to functional behaviour and thus, we
derive the same input graph for the current layer. LTS = (R,S) has functional
behaviour, because each layer has functional behaviour and the layers are exe-
cuted via the fixed sequence S. ◻

The effect of Thm. 2 is that the effort for checking functional behaviour of
the whole system is reduced to the analysis of each layer separately. Note that
application conditions for rules are an appropriate method to ensure functional
behaviour [13]. Our approach can be combined with the generation of filter
NACs [13], which eliminates some types of rule conflicts, but not all.

We improve the performance of a model transformation MT by applying the
concept of a DC-LTS to the set of operational rules of MT . By TRAFOS(MT )
we denote the set of all model transformation sequences TRAFOS(MT) = {s ∣
s = (GS ,G0⇒

∗Gn,G
T ) is a model transformation sequence via MT} for a model

transformation MT .

Definition 3 (DC-optimised Model Transformation). Let LTS =
(TRFT , S) be a DC-layered transformation system for the forward transla-
tion rules TRFT of a TGG with induced model transformation MT. The DC-
optimised model transformation MTLTS ∶ L(TG

S) ⇛ L(TGT ) is obtained from
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MT by restriction to the LTS-compatible model transformation sequences, i.e.,

TRAFOS(MTLTS) = {s ∈ TRAFOS(MT ) ∣ s = (GS ,G′0 =
tr∗FT
====⇒ G′n,G

T ) and

G′0 =
tr∗FT
====⇒ G′n is a transformation sequence via LTS}. △

By Thm. 3 below, we show that the execution of the DC-LTS does not affect
the existing results for TGGs concerning the notion of correctness and complete-
ness (see Def. 4 below according to [13]).

Definition 4 (Correctness and Completeness). A model transformation
MT is correct, if for each MT-sequence (GS ,G0⇒

∗Gn,G
T ) there is a triple

graph G = (GS ← GC → GT ) ∈ L(TGG). It is called complete, if for each
GS ∈ L(TGG)S, there is an MT-sequence (GS ,G0⇒

∗Gn,G
T ). △

Theorem 3 (Correctness and Completeness). Each DC-optimised model
transformation MTLTS ∶ L(TG

S) ⇛ L(TGT ) is correct and complete. △

Proof. By Thm. 1 in [13], we know that model transformationsMT based on for-
ward translation rules are correct and complete. By Thm. 1, we derive that MT
and MTLTS have the same input/output relation and thus, MTLTS is correct
and complete. ◻

6 Evaluation

Fig. 6 shows the evaluation of the efficiency improvement using a standard con-
sumer laptop (CPU: i7-2860QM, RAM: 8GB, Java: 1.7U25, OS: 64-bit version
of Windows 7) for translating all control procedures (202 files, 199,853 lines of
code (LOC)) that were developed by ASTRIUM for the satellite ASTRA 1N.
The construction of the dependency conflict clusters is performed once statically
for the TGG and thus, not contained in the execution times. The left chart shows
the translation via the TGG without efficiency improvement for the smallest 126
files4 (<50KB) – file no. 127 reached a timeout of 10 hours. The amount of nodes
of an AST graph is on average about 4 times the amount of LOC of the file.
The execution of the DC-layered TGG (right chart) is faster (approximately 100
times as fast for graphs with 4,000 nodes) - mainly due to the massively reduced
amount of rule match computations at each step. Fig. 6 shows the execution
times for translating each input file separately. The effective translation of the
full set of files at SES is performed by distributing the files to eight parallel Java
threads (four physical cores). This leads to an additional average speed up factor
of three such that the translation for one satellite takes about five minutes. SES
appreciated the obtained speed as it is largely above what is needed for practical
use.

Table 1 provides an overview of the evaluation of the translator concerning
the industrial requirements of SES. The implementation has been delivered to

4 A file contains the code for one satellite control procedure.
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Fig. 6. Measurements for satellite ASTRA 1N (logarithmic scale) using Henshin

Table 1. Evaluation of requirements

Requirement Evaluation

Syntactical correctness
and completeness

Ensured for Phase 2 of the AST conversion by Thm. 3;
TGGs simplify the guarantee of a resulting tree structure

Precision/fidelity,
minimal efforts
for revalidation

TGG rules are obtained from DSL mapping document that
was specified by domain experts containing pairs of cor-
responding source and target code fragments

Complete automation Yes: no user interaction, no manual editing of output files.

Maintainability - Visual and intuitive GUI for TGG rules
- No complex control structures for execution
- Automated check of rule dependencies with AGG [28]

Readability - The output source code in SPELL is well aligned
- Output is compliant with SPELL coding guidelines
- All header entries and comments are generated adequately

Efficiency, scalability - Metamodels of generated Xtext plugins: >140 types
- Rules: 484 (TGG: 249, initialisation + refactoring: 235),
- Internal XML representation: ∼50,000 LOC (lines of code)
- Benchmark: ∼5:00 min. for satellite Astra 1N (see Fig. 6)

Direct savings 1–2 man years per satellite (estimated by SES, compared to
manual conversion and validation)

SES and was successfully assessed and validated by SES and the satellite man-
ufacturer ASTRIUM. According to Thm. 3, the translation ensures syntactical
correctness and completeness for Phase 2 of the AST conversion via the TGG.
TGGs simplify the challenge to ensure that the resulting graph of the model
transformation forms an AST. The source model is always preserved and the
execution ensures that elements are translated exactly once. This reduces the
challenge of checking that the rules translate each path or subtree of the source
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AST into a path or subtree in the target graph attached to the corresponding
parent node. The size of the TGG, the processed input files and the correspond-
ing execution times in Table 1 show that the presented approach is applicable
for large scale applications. Currently, the following six satellites are running
on the generated control procedures: Astra-1M, Astra-1N, Astra-2E, Astra-2F,
Astra-3B, and SES-6. Moreover, SES is validating two further TGG-translators
for the satellite control languages of the satellite manufacturers THALES and
BOEING.

7 Related Work

Other solutions for software translation include manually writing a converter,
using a compiler-compiler or meta-programming based on term rewriting or sim-
ilar techniques. In fact, a fully manual rewrite in the target language, using the
source language artefact only as a reference, is also feasible in some situations
and even has been the preferred approach for the mission-critical satellite control
procedures at SES, before the approach presented in this paper has been taken
into account.

Compiler-compilers or parser generators, such as ANTLR [24], can be used
to generate a parser based on the grammar of a source language. Then, the
generation of the target language has to be programmed either in annotation
to the source grammar or by traversing the generated abstract syntax tree. In
both cases, only the source language can be specified in an adequate way by its
grammar, while the target language is implicit in the manually written code.

Source transformation systems based on term rewriting include the DMS sys-
tem [2], TXL [4], the Rascal language [19] and the Spoofax language work-
bench [18] with the Stratego/XT engine [3]. Using these systems is quite similar
to our approach, which can be seen, e. g., in the Extract-Analyze-Synthesise
(EASY) Paradigm for Rascal [20]. Both, the source and the target language, are
specified in some form of grammar formalism and the transformation between
the languages is given by a set of transformation rules, where all the above-
mentioned systems use some sorts of rewriting rules, which are specified in a
textual syntax.

While these systems aim at providing integrated systems, we are using sepa-
rate building blocks that are already available in the EMF ecosystem – Xtext for
parsing and serialising and Henshin for transformation. Parsers and/or serialis-
ers can also be generated from XML Schema Definition (XSD) files by the core
EMF system if the language is an XML dialect. Source and/or target language
can also be visual languages implemented by EMF-based tools like the Graphical
Modeling Framework (GMF). This provides for a seamless integration of hetero-
geneous languages. Moreover, the basic language definitions – Xtext grammars,
XSD files, GMF projects – and the resulting plugins are reusable for all transla-
tion, refactoring and model transformation projects involving the same language.

The textual programming of a specific term rewriting language has quite a
steep learning curve [5], while we experienced that the visual specification of



Triple Graph Grammars in the Large for Translating Satellite Procedures 135

pattern-based graph transformation rules on EMF models provides more in-
tuitive access. Our division of the conversion by graph transformation into the
three phases – initialisation, forward translation based on triple graph grammars,
and refactoring of the result – yields a separation of concerns that additionally
helps in keeping the solution comprehensible. Our example from Sec. 4 already
shows non-trivial structural differences between the abstract syntax structures
of source and target language. In our industrial case study, the visual represen-
tation provided a more intuitive access to those structural differences than a
textual, tree-oriented representation.

Several performance improvements for TGGs have been proposed for re-
stricted kinds of TGGs using dependency information on nodes only [22,11].
The present paper provides a general technique for arbitrary TGGs and yields a
layered transformation system, where functional input/output behaviour avoids
the need for backtracking of already executed layers. We use the general notion
of rule conflicts and dependencies - in particular, we take into account dependen-
cies on edges, attributes and application conditions. We are confident that the
existing approaches can be integrated in the new one by applying them locally
to each layer.

Regarding performance of model transformations in general, Mészáros et
al. [23] have proposed manual and automatic optimizations based on overlap-
ping of matches. Specifically for Henshin, Tichy et al. [29] have identified several
“bad smells”, i. e., features of transformation rules that possibly result in poor
transformation performance and should be avoided if possible. During the de-
velopment of the PIL2SPELL translation, in addition to our dependency-based
strategy, we followed the guidelines from [29].

8 Conclusion

In this article, we presented a formal and fully automated approach to industrial
software source code translation. We provided a general concept for efficiency
improvement of graph transformation systems (Thms. 1 and 2). In our main
result (Thm. 3), we have shown the correctness of the approach. We evaluated
the approach within a safety critical industrial application: the translation of
satellite control procedures. In particular, we evaluated the industrial require-
ments, including reliability, efficiency and code readability. Our approach consid-
erably improves the rewriting efficiency of the used triple graph transformation
approach while guaranteeing the correctness. As an effective result, six commu-
nication satellites are running on the generated procedures.

Regarding the Henshin tool, work is in progress to implement the critical
pair analysis directly instead of using AGG. The performance results achieved
by our proposed approach shall be further evaluated by making use of recently
developed benchmarks [17,1].

In future work, we will employ the rich formal foundation of TGGs and apply
them for the synchronisation between source code and possible visualisations of
software. We also plan to apply graph transformation techniques for analysing
test coverage and generating valid test cases.
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Abstract. eMoflon is a Model-Driven Engineering (MDE) tool that sup-
ports rule-based unidirectional and bidirectional model transformation.
eMoflon is not only being used successfully for both industrial case stud-
ies and in academic research projects, but is also consequently used to
develop itself. This is known as bootstrapping and has become an im-
portant test, proof-of-concept, and success story for us. Interestingly,
although MDE technologies are inherently self-descriptive and higher-
order, very few actively developed MDE tools are bootstrapped. In this
paper, we (i) report on the current state and focus of eMoflon, (ii) share
our experience with bootstrapping in an MDE context, and (iii) provide a
scalability analysis of a core component in eMoflon implemented as both
a unidirectional and bidirectional model transformation with eMoflon.

Keywords: eMoflon, MDE, model transformation, bootstrapping.

1 Introduction and Motivation

eMoflon1 is a graph transformation tool that supports the rule-based specifica-
tion of model transformations, which play a central role in Model-Driven Engi-
neering (MDE). eMoflon builds upon the Eclipse Modelling Framework (EMF),
using Ecore for metamodelling, Story Driven Modelling (SDM) [3] (a dialect
of programmed graph transformations) for unidirectional model transformation,
and Triple Graph Grammars (TGGs) [6] for bidirectional model transforma-
tion. eMoflon consists of an Eclipse plugin as backend, and two frontends: a set
of Eclipse-based editors supporting a textual syntax, and a plugin for Enterprise
Architect (EA), a professional UML tool, supporting a visual syntax.

Besides industrial case studies and academic research projects, an important
proof-of-concept for eMoflon is its own self-development. This is often referred
to as bootstrapping and will be used in the rest of this paper to present the main
features supported by eMoflon. Figure 1 depicts a schematic overview of the
chain of model transformations employed internally by eMoflon.
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Fig. 1. An overview of the main model transformations used in eMoflon

Ecore, SDM and TGG models are specified in either a visual or textual con-
crete syntax using the respective frontend. The first step in the chain (marked
as I.a, I.b in Fig. 1) maps the frontend-specific representation to and from a
common, frontend-independent XML tree structure. This is realized with C#
code in the case of EA, and with standard (un)parsers in the case of our textual
syntax. The tree structure is used as a generic exchange format decoupling the
backend from its different frontends. It is kept as simple as possible to shift the
complexity of the transformation to the subsequent steps in the chain.

The second step (marked as II.a, II.b, and II.c. in Fig. 1) is to transform the
generic tree structure to actual instances of our Ecore, SDM, and TGG meta-
models. These transformations are bootstrapped (depicted as bold white arrows)
meaning that they are implemented with eMoflon itself. The transformation II.a
is bidirectional to enable importing external Ecore instance models (e.g., as pro-
vided by the Transformation Tool Contest2). A unidirectional version of II.a is
also available in the XML-Ecore direction with SDM, as support for SDM in
eMoflon was implemented before TGGs. The two versions of II.a provide for
an interesting qualitative and quantitative comparison of SDM and TGGs, and
we shall use excerpts of transformation II.a as our running example throughout
the paper. The transformations II.b and II.c transform a tree structure to SDM
and TGGs, respectively. These transformations are currently unidirectional, but
bidirectionalizing them is work in progress as it would, for example, enable trans-
forming generated models (result of III) back into the respective concrete syntax.

TGGs are operationalized by compiling them to SDM with the transformation
III, which is bootstrapped with SDMs as a unidirectional model transformation.
Bidirectionality is not absolutely necessary in this case as the SDM generated
from a TGG represents low-level operationalization details and is not an artifact
meant for further user adjustments. Finally, unidirectional model-to-text trans-
formations IV.a and IV.b generate Java projects from Ecore and SDM, with the
option of injecting hand-crafted (Java) code into the generated files.

In this paper, our contribution is to share and discuss our experience of boot-
strapping in an MDE context. For this, we use excerpts from the import/export
mechanism of eMoflon as our running example, which is developed with SDMs

2 http://www.transformation-tool-contest.eu/

http://www.transformation-tool-contest.eu/
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and TGGs in two different versions. We also provide a scalability comparison
of these two versions. That is of particular interest in the context of bootstrap-
ping eMoflon. The rest of the paper is structured as follows: Section 2 intro-
duces eMoflon’s support for metamodelling with Ecore. Support for unidirec-
tional (SDMs) and bidirectional (TGGs) model transformation is presented in
Sect. 3 and 4, respectively, together with an evaluation of runtime scalability in
Sect. 5. Bootstrapping transformation tools in general, and eMoflon in particu-
lar, is discussed in Sect. 6 together with related work. Sect. 7 states our future
focus and concludes the paper.

2 Metamodelling with Ecore

eMoflon supports Ecore-conform metamodelling used to specify the data struc-
tures to be manipulated with model transformations. An excerpt of the meta-
model used to represent the generic exchange format in eMoflon is depicted as
a class diagram to the left of Fig. 2, consisting basically of labelled Nodes with
children and Attributes. To demonstrate how this tree structure is used, the tree
metamodel itself is represented as a generic tree to the right of Fig. 2 (as an object
diagram). Only the tree structure for representing EClasses and EReferences

is shown, i.e., EAttributes as well as multiplicities and containment are omit-
ted. The EClasses “Node” and “Attribute” are represented as nodes in the tree
labelled as “EClass” with attributes for their names and a global ID used for
cross references in the tree. EReferences are represented analogously, placed in
the tree as children of a “references” node of the respective “EClass” node.

«EClass»

Node

name  :EString

«EClass»

Attribute

name  :EString

value  :EString

:Node

name = "EClass"

:Attribute

name = "name"

value = "Node"

:Attribute

name = "id"

value = "001"

:Node

name = "EReference"

:Node

name = "EReference"

:Node

name = "references"

:Attribute

name = "name"

value = "childen"

:Attribute

name = "typeID"

value = "001"

:Attribute

name = "name"

value = "attribute"

:Attribute

name = "typeID"

value = "002"

:Node

name = "EClass"

:Attribute

name = "name"

value = "Attribute"

:Attribute

name = "id"

value = "002"

:Node

name = "references"

attribute

0..*

children

0..*

Fig. 2. Metamodel used as an exchange format and its representation as a generic tree

3 Unidirectional Model Transformations with SDM

Story Driven Modelling (SDM) [3] is used in eMoflon to specify unidirectional
model transformation. SDM combines graph patterns with control flow struc-
tures consisting of a start node, connected activity nodes, and stop nodes. Fig-
ure 3 depicts the SDM handleReferences that transforms the tree structure
representing a reference to an actual instance of EReference in Ecore. The SDM,
simplified for presentation purposes, takes a related node and class (classNode
and eClass) as parameters, and consists of two activity nodes.
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Exporter::handleReferences (eClass: EClass, classNode: Node): void

for_all_reference_nodes

classNode :
Node

references : Node

name == "references"

reference : Node

name == "EReference"

name : A ttribute
name == "name"

typeID : A ttribute

name == "typeID"

create_reference
eClass :
EClass

referencedEClass : EClass :=
findEClass(typeID)

eReference : EReference

name := name.value

++

++
eType++

eReferences

attribute

attribute
children

children

[End]

[Each Time]

Fig. 3. SDM for exporting references of an EClass

Starting with a for-each activity node (for all reference nodes) that de-
termines all occurrences of the specified pattern in the tree, the SDM iter-
ates over all subtree structures that represent references in the given root node
classNode. Fixed elements in the pattern such as classNode (bound to the given
parameter) are depicted with a bold frame, while all other elements are deter-
mined via pattern matching, such that all constraints are satisfied (e.g., name
== "typeID"). For each occurrence of the pattern, the SDM executes the second
activity create reference. This activity creates a new EReference (depicted
green with a “++” markup) between eClass, fixed to the given parameter, and
referencedEClass, determined by invoking a helper method that returns the
class referenced by typeID. Binding an object over a method call (possibly with
parameters as in our case) is a standard language feature in SDM as defined
in [4]. Such helper methods can be implemented again with SDM or with plain
Java (e.g., using a pre-filled hash table for efficiency reasons). This enables re-
cursion and the integration of hand-crafted code in SDM.

4 Bidirectional Model Transformations with TGGs

Triple Graph Grammars (TGGs) [6] are a declarative, rule-based technique to
specify bidirectional model transformation. A TGG is a set of rules that describe
how consistent triples of source and target models (graphs), connected by a cor-
respondence model, are built up simultaneously. All operational transformations
such as forward, backward and update propagation, are automatically derived
from the single specification. In the following, the same transformation imple-
mented with SDMs in Fig. 3, i.e., handling references in the tree, is presented as
a TGG rule (depicted in Fig. 4). Black elements represent the pre-condition of
the rule, i.e., an occurrence of these elements must be found in order to apply the
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references : Node
name == "references"

classNode :
Node

eClass :
EClass

eReference :
EReference

++

referencedEClass :
EClass

referencedClassNode :
Node

referenceNode :
Node

++

typeID : A ttribute

name := "typeID"

++
name : A ttribute

name := "name"

++

id : A ttribute

name == "id"

c2e : NodeToEClass

r2e : NodeToEReference
++

r2r : NodeToEClass

{eq(name.value, eReference.name)}

{eq(typeID.value, id.value)}

targetchildren

++
eReferences

++

eType

attribute

++attribute ++attribute

++
children

source

value

++

source

++
target

source target

value name

value

Fig. 4. TGG rule for handling references

rule. Green elements with a ++ markup state the post-condition that must hold
after the rule has been applied. The rule, therefore, states that an EReference

is created together with the depicted subtree structure. TGGs are declarative
in the sense that no explicit control structure or rule dependencies are speci-
fied. The underlying algorithm figures out automatically the correct choice and
sequence of rules to apply for each operational scenario. Attribute constraints
such as eq(name.value, eReference.name) are specified with a bidirectional
extensible textual constraint language, and ensure that eReference is named cor-
rectly using the appropriate attribute in the tree, and that referenceNode has
the correct typeID value corresponding to the referenced class node in the tree.

In case of a forward transformation, the TGG rule in Fig. 4 is modified by
adding all source elements to its context. This means that the required tree struc-
ture is “parsed” and only the correspondence link and the target elements are
created when applying the rule. Unfortunately, finding the referenced class node
might be very time-consuming as no direct connection exists from the reference
node to the referenced class node in the tree. In the worst case, one must iterate
over all class nodes in the tree to find the correct one. As an optimization tech-
nique for such cases, we propose binding expressions to bind an element directly
from another via an auxiliary method, which can be implemented with SDM or
plain Java. In our example, the binding expression (depicted as a dashed arrow
in the rule) takes the type id attribute of the reference node as input and returns
the referenced class node, which should have the same type id. Analogously to
the helper method for the SDM (Fig. 3), this is realized in constant time as a
table lookup in a lazy cache. Integrating such hand-crafted components seems
to contradict the declarative nature of TGG rules, but they serve as a crucial
and pragmatic means of dealing with performance issues at critical points.

In our example, a second rule is required to handle self-references and would
only differ slightly from the rule depicted in Fig. 4. For such cases, eMoflon sup-
ports rule refinements, a modularity concept for TGGs. Using refinements, an
abstract rule covering the commonalities of both rules can be specified and refined
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appropriately in the concrete rules. Rule refinement avoids pattern duplication
and greatly improves the readability and maintainability of TGG specifications.

5 Scalability

The plots on the left and right side of Fig. 5 show our runtime measurements
in linear and logarithmic scale, respectively, for the import with TGGs and the
export with TGGs and SDM. The y-axis shows the time in seconds, the x-axis
the number of elements of randomly generated Ecore models. Vertical dashed
lines indicate a change in step size in the x-axis. The logarithmic plot shows two
additional measurement points for very large models containing up to 300.000
elements. All measurements were repeated 10 times (the median is plotted) and
executed on an Intel i5-3550 (3.30 GHz) processor with 8 GB RAM running
Windows 7 and Eclipse 4.3.
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Fig. 5. Runtime measurements in linear and logarithmic scale

Our TGG algorithm is in theory polynomial with respect to model size, and
our results back this claim (showing even almost linear behaviour for up to 10.000
elements). Our results also show that both directions (import and export) exhibit
very similar runtime behaviour, reflecting the bidirectional and symmetrical na-
ture of TGGs. On the other hand, the TGG-based transformations are 10-15
times slower than the SDM implementation and run out of memory as from
200.000 elements for the export, and 300.000 for the import (this difference is
due to the tree being much larger than the corresponding Ecore model).

6 Discussion and Related Work

MDE technologies are inherently self-descriptive and higher-order but, to the
best of our knowledge, very few model transformation tools are actually de-
veloped with bootstrapping. ATL [5] and FUJABA [3], however, are examples
for tools/toolsuites that do practice bootstrapping. Although the bootstrapped
FUJABA code generator CodeGen2 is actually reused in eMoflon to generate
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Java code from SDMs, it is only used as a well-tested black-box component and
is no longer bootstrapped. Figure 1 in the introduction reflects our pragmatic
decision on what is to be bootstrapped in eMoflon after considering our current
research foci and the advantages/challenges of bootstrapping.

Bootstrapping is a common technique in compiler construction for General
Purpose Languages (GPLs) such as C++. SDM and TGGs, however, are Do-
main Specific Languages (DSLs) for model transformation, and cannot replace a
GPL. Nevertheless, we are convinced that it is just as advantageous to use such
transformation languages for defining suitable parts of their compilers. Barzdins
et al. [1] demonstrate this by obtaining model transformation languages from
existing ones via bootstrapping. A transformation language Li is compiled to
a lower-level language Li−1 with a compiler written in Li−1. This corresponds
to TGGs being compiled to SDMs with SDMs (cf. Fig. 1). In addition to their
arguments for usability and efficiency of bootstrapped languages, our experi-
ence shows the following advantages: (i) the tool itself is a non-trivial test that
cannot be skipped, (ii) a proof-of-concept is established regarding the capabil-
ities of the developed transformation languages, and (iii) both functional and
non-functional requirements are equally considered due to intensive self-usage.
Regarding the last point, language-related features such as binding expressions
and modularity concepts (cf. Sect. 4), as well as non-functional qualities such as
user-friendliness and performance are constantly being improved on the basis of
our self-usage experience.

Buchmann et al. [2] challenge the added value of graph-based model trans-
formations in general and SDMs in particular, referring to the bootstrapping
of CodeGen2. Some of the drawbacks they identify are indeed relevant for our
bootstrapping, including a lack of means for low-level details such as exception
handling, and missing modularity concepts for patterns. Moreover, our experi-
ence reveals further challenges of bootstrapping with SDMs: (i) increased com-
plexity when making changes as they must be tested before and after building a
new version of the tool, (ii) an increased dependency on underlying code genera-
tors and their shortcomings, and (iii) redundant implementations of components
(initial versions with Java, later versions with SDMs, and in some cases finally
with TGGs).

7 Conclusion and Future Focus

In this paper, we have reported on the current state of eMoflon, conducted a
scalability analysis of a core component in eMoflon implemented with eMoflon,
and shared our experience with bootstrapping. For the future, the focus of TGGs
in eMoflon will be synchronization of concurrently changed models, a special
case of model transformation where models are no longer created from scratch,
but are updated incrementally to reflect the changes. Moreover, work on a new
pattern matching engine is in progress to replace CodeGen2 and improve the code
generation capabilities of eMoflon and, therefore, our development experience.
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Abstract. Model-driven engineering is advocated as an effective method
for developing families of software systems that systematically differ
across well defined dimensions. Yet, this software construction paradigm
is rather brittle at the face of evolution. Particularly, when building code-
generation environments, platform evolution scenarios force developers to
modify the generated code of individual generation instances in an ad-hoc
manner. Thus violating the systematicity of the original construction pro-
cess. In order to maintain the code-generation environment synchronized,
code refinements have to be traced and backwardly propagated to gener-
ation infrastructure, so as to make these changes systematically possible
for all systems that can be generated. This paper presents ChainTracker,
a general conceptual framework, and model-transformation composition
analysis tool, that supports developers when maintaining and synchroniz-
ing evolving code-generation environments. ChainTracker gathers and
visualizes model-to-model, and model-to-text traceability information for
ATL and Acceleo model-transformation compositions.

1 Introduction

Code-generation environments automate and systematize the process of building
families of software systems. They typically rely on one or more domain-specific
languages, and a set of model transformations that reify the abstractions ex-
pressed in the domain models and generate executable code [1]. The transforma-
tions work by injecting execution semantics into the initial problem specification,
through a composition of model-to-model and model-to-text transformation mod-
ules.

Like all software, code-generation environments are bound to evolve [2]. Re-
cent empirical studies revealed that practitioners face challenges when new re-
quirements arise, and changes have to be introduced in either the source code
of a generated application, or the domain-specific languages and the model-
transformation compositions involved in the code-generation process [3].

Although, in principle, developers avoid modifying the code of a system after
it is generated, approximately 40% end up having to do so [3][2] and, when
they do, they have to spend copious amounts of time inspecting how changes
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impact models and transformations, so changes can be backwardly propagated
to the generation environments, and later reused in the generation of future
systems. So far, little progress has been made towards supporting developers
when performing these modifications during the construction and maintenance
of code-generation environments.

The work we describe in this paper makes two novel contributions. The first is
a general conceptual framework that formalizes how to model and collect trace-
ability information in code-generation environments with model-transformation
compositions that use (i) rule-based transformation languages to implement
models-to-model transformations, an (ii) template-based languages to implement
model-to-text transformations, distinguishing between explicit and implicit trace-
ability links. The second contribution of our work is ChainTracker, a model-
transformation composition analysis tool that supports developers when main-
taining and synchronizing evolving code-generation environments. ChainTracker
gathers and visualizesmodel-to-model, andmodel-to-text traceability information
for ATL [4] and Acceleo [5] model-transformation compositions (as examples of
the above rule-based model-to-model and template-based model-to-code transfor-
mation languages).

2 Background and Related Work

In principle, traceability information can be used in multiple ways, including to
assess metamodel coverage in a code-generation environment, to verify model-
transformation correctness, and to reduce the cognitive challenges when under-
standing a model-transformation chain [6][7]. However, most of the time, trace-
ability information is collected manually or through experimental tools. More
importantly, all current tools are unable to examine the model-to-text transfor-
mations, ignoring the last step in the model-transformation composition and
effectively relying on developers for mapping code changes to their upstream
dependent generation infrastructure.

Let us now review in some detail current approaches to traceability in model-
driven engineering. Falleri, et al. [8] propose an imperative language in order to
create trace models inside individual model-transformation modules. In this pro-
posal, developers have to insert traceability constructs inside the transformation
code to gather the traceability information of a transformation module. Similarly,
Jouault [9] presents a strategy to keep track of ATL trace links by extendingmodel-
transformation rules with ATL constructs that build a traceability model con-
forming to a traceability metamodel proposed by the same author.

Van Amstel et al. [10] present a tool that gathers and visualizes traceability
information of transformation compositions. In this case, the implemented tool
makes explicit the mappings between source and target elements of a transfor-
mation, highlighting the hierarchical structure of both metamodels and ATL
transformation modules. Jouault’s proposal does not provide insights on possi-
ble visualization mechanisms to reduce the cognitive challenges of coping with
massive amounts of information derived from complex model-transformation
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compositions. Furthermore, none of the proposals presented above provide any
type of support to collect or visualize traceability information for model-to-text
transformations.

In Section 3 we present ChainTracker’s implementation architecture and vi-
sualization mechanisms. ChainTracker works as a third-party tool that analyses
model-transformation compositions (that include model-to-textmappings), keep-
ing the semantics of transformation rules intact, and providing an orthogonal
set of metamodels that contain traceability information by statically interpret-
ing a set of transformation rules that have been composed in order to generate
code. In Section 3, we also introduce the concept of implicit traceability links
(not covered by the current proposals). Implicit traceability links augment the
traceability analysis by identifying indirect relations between source and target
metamodels. This information provides additional support to developers when
analysing the impact of changes in metamodels and transformations, that need
to be synchronized after generated code refinements.

3 The ChainTracker Architecture

As shown in Figure 1, the architecture of ChainTracker consists of four main
components: the ATL Parser, the Tuple Extractor, the Acceleo Parser, and the
Tuple Visualizer. ChainTracker receives as input all the relevant transformations
of a model-transformation composition to be analysed (ATL scripts for model-
to-model and Acceleo scripts in the case of model-to-text transformations).

4.

3.

2.

1.

Tuple Visualizer
«Input»

Acceleo Scripts

Model-to-Text

Traceability Links
Acceleo Parser

«conformingTo»

Implicit

Traceability

Links

«Input»

Source and Target 

Metamodels

«Input»

ATL

Implicit Tuple

Solver

MarcoPolo Tuple
Metamodel
(Figure 4)

«conformingTo»

Explicit Tuple

Solver

Explicit

Traceability

Links

«conformingTo»

MarcoPolo Core Metamodel
(Figure 4)

Transformation

Models
ATL Parser

2.

Implicit

Traceability

Links

Implicit Tuple

Solver

Explicit Tuple

Solver

Explicit

Traceability

Links

Tuple Extractor

Fig. 1. ChainTracker Implementation Architecture

3.1 A Transformation Composition Example

We will illustrate the ChainTracker process using a simple model-transformation
composition example. The goal of the composition is to refactor the elements of
a model conforming to the MetamodelA, and produce a model conforming to
MetamodelB, both portrayed in Figure 2. Then, the composition generates a
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Java class that contains attributes initialized using elements of the latter model.
Listings 1.1 and 1.2 present our model-to-model andmodel-to-text transformation
examples respectively.

element2element1

Metamodel B

element2element1

Metamodel A
Y

name:String

description1:String

description2:String
11

X2

description2:String

X1

description1:String

X

name:String

Fig. 2. Metamodel A (source) and Metamodel B (target) examples

3.2 The ATL Parser

The main functionality of the ATL Parser is to read, parse, and simplify a set
of ATL transformation scripts. ChainTracker uses the reflexive capabilities of
ATL’s virtual machine to obtain the XMI-AST representation of a set of ATL
scripts. ChainTracker implements a programmatic transformation that takes
the XMI model of an ATL script, and produces a simplified representation that
contains all the information relevant for the traceability link recollection. The
resulting model conforms to MarcoPolo, a metamodel that we have designed
in order to highlight transformation mappings in rule-based and template-based
transformation languages (Figure 3). MarcoPolo is composed by two main pack-
ages, MarcoPolo Core and MarcoPolo Tuple. In this particular case, MarcoPolo
Core is conceived to manage the complexity of transformation tuples that rep-
resent ATL transformation mappings. Effectively, we use MarcoPolo“to find our
way” through the traceability links of a model-transformation composition.

MarcoPolo Tuple MetamodelMarcoPolo Core Metamodel

0..n

implicitSources1
target

1

source

ImplicitSourceConcept

type

relationName

SourceConcept

modelURI

modelName

elementID

attributeID

TranformationTuple

tansformationURI

tansformationID

ruleID

TargetConcept

modelURI

modelName

elementID

attributeID

1

sourceElement source

1

1 owner
0..n

attributes

1
originates

1 owner

0..n

targetAttributes

0..n
          targetElements

SourceElement

sourceModel

sourceModelVariable

sourceElementType

SourceAttribute

implicitSources

TargetAttribute

compositeName

TargetElement

targetModel

targetModelVariable

targetElementType

TransformationMap

name

type

ownerModule

uri

Fig. 3. MarcoPolo Metamodel

In MarcoPolo Core, we see each transformation module as a 3-tuple (TM, TE,
se), where TM is the set of transformation rules, and TE a collection of its
target-model elements. TE is defined as a tuple (TA, se) in which TA is a set of
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target attributes ta, and se a unique source-model element. Furthermore each
source-model element se contains a set, namely SA, that represent multiple
source attributes sa. Finally, ta is modelled as a nested tuple (ta, sa) establish-
ing a one-to-one mapping from a target attribute to a source attribute. Following
this definition, it can be seen that in MarcoPolo the origins of a target attribute
come from one, and only one, source attribute. However, the attribute’s implicit
source concept could have pointers to other intermediate source elements that
participate in the creation of a target element as explained below.

1 module A2B;
2 create OUT : B from IN : A;
3 rule X2Y {
4 from
5 x : A!X
6 to
7 y : B!Y (
8 name <− x.name,
9 description1 <− x.element1.description1,

10 description2 <− x.element1.element2.description2)}

Listing 1.1. ATL - A2B Transformation Module Example

In our example, after the X2Y matched rule is parsed (Listing 1.1), a model
conforming to MarcoPolo Core is produced with the following (ta, sa) tuples:

– (Y : name, (X : name))
– (Y : description1, (X : element1/description1))
– (Y : description2, (X : element1/elenment2/description2/))

On cursory examination, these tuples would be identified as all the trace-
ability links that map the elements of the MetamodelA into elements in of the
MetamodelB. However, even though there are one-to-one mappings between
the target and source attributes in the transformation, there are many more
dependency links between the source and target metamodels. For example, the
creation of the Y : description2 attribute in the MetamodelB, depends not
only on the attribute X2 : description2 of the MetamodelA, but also on the
model associations element1 and element2, and the element X1 as well. If any
of the associations changes, or if the element X1 disappears, the transformation
X2Y will be broken. In effect, there are two types of traceability links that need
to be preserved and made visible: explicit and implicit traceability links. The
former type reflects the dependencies between the endpoints of the mappings
in a transformation rule (as shown above); the latter type includes the depen-
dencies between metamodel elements and associations used to navigate or query
the source metamodel, and select information relevant during the creation of a
target attribute.

In order to be able to detect implicit traceability links, MarcoPolo Core in-
cludes the implicit source attribute as a part of the source attribute concept. The
implicit source represents the relative path that a mapping rule follows when nav-
igating source model concepts in order to create a target attribute (see Figure
3). After the ATL modules are parsed, the implicit source contains a chain of
meta-associations and meta-attributes, often extracted from OCL expressions.
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For example, in the context of the X2Y rule, the implicit source value for the
source attribute X2 : description2 is X : element1/element2/description2/.
Notice how the implicit source does not include information about where the
element1 and element2 associations come from, and if there is an intermedi-
ate element that binds them, in this case X1. Given that both OCL and ATL
model-navigation expressions are solved in execution time, this information is
not explicitly available in the ATL abstract syntax model. ChainTracker’s Tuple
Extractor implements an ATL interpreter that takes the source attribute con-
text together with its implicit source, in order to identify where the intermediate
associations and intermediate attributes come from.

3.3 The Tuple Extractor

The main functionality of the Tuple Extractor component is to analyze every
source-to-target mapping and identify sets of explicit and implicit traceability
links. For that purpose, the Tuple Extractor takes as input a set of models
conforming to MarcoPolo Core that represent all the mappings between source
and target models implemented in a transformation script. It also takes all the
intermediate metamodels used in the composition as input and output patterns.

The Tuple Extractor consists of two sub-modules (Figure 1). While the ex-
plicit tuple solver takes a set of MarcoPolo instances and extracts all the ex-
plicit transformation links for a given transformation mapping. The implicit
tuple solver finds the intermediate or navigated concepts involved in a given
transformation rule. These concepts can be either metamodel elements or asso-
ciations. In our example, the implicit tuple solver will take a (ta, sa) tuple such
as (Y : description2, (X : element1/elenment2/description2/)), and through a
recursive exploration of the A2B source metamodel, it will discover the three
implicit traceability links:

– (Y : description2, X : element1) Association element1 that belongs to X
– (Y : description2− > X1 : element2) Association element2 that belongs to X1
– (Y : description2− > X2 : description2) Element X2 and description2 attribute

The final result of the Tuple Extractor module is a set of MarcoPolo Tu-
ple instances that portray the explicit and implicit traceability links of a given
set of ATL transformation scripts.

3.4 The Acceleo Parser

So far we have described how ChainTracker collects traceability information
from model-to-model transformations. The Acceleo Parser identifies transfor-
mation tuples that map model elements into text artifacts. It takes an Ac-
celeo script together with the metamodel that the script uses as input, and
statically analyses its code-injection statements. Model-to-text traceability links
are modelled in the form of tuples with the following structure ((startLineID,
endLineID), (moduleID, fileID, sourceModelID, source ElementID)). In
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the tuples, startLineID and endLineID specify the initial and final code line
identifiers where a specific source element is queried for a code injection state-
ment, or used in an Acceleo model navigation construct.

1 [module B2Java(’http://ualberta.edu.cs.ssrg.cge.b’)]
2 [template public generateElement(yB : Y)]
3 [comment @main/]
4 [ file (’Generated.java’, false , ’UTF−8’)]
5 public class Generated {
6 [for ( it : Y | yB)]
7 private Y [it .name/];
8 [/for]
9 public Generated (){

10 [for ( it : Y | yB)]
11 [ it .name/] = new Y([it.description1/], [ it .description2 /]);
12 [/for]}}
13 [/ file ]
14 [/template]

Listing 1.2. Acceleo 3.0 - B2Java Transformation Module Example

After analysing the Acceleo model-to-text transformation script presented in
Listing 1.2, the Acceleo Parser identifies traceability links such as ((13, 13),
(B2Java,Generated.java,MetamodelB, Y : description1))

3.5 The Tuple Visualizer

In order to communicate the traceability information to developers, Chain-
Tracker includes a web-based traceability-visualization tool implemented in the
Tuple Visualizer. Figure 4 presents the visualization of the traceability link tu-
ples obtained using ChainTracker’s Tuple Extractor, and the Acceleo Parser for
our A2B (model-to-model) and B2Java (model-to-text) composition example.

Fig. 4. Model-Transformation Composition Traceability Visualization

In Figure 4, red lines represent explicit traceability links according to Mar-
coPolo’s definition, and blue lines represent implicit traceability information of
the composition. The details of the transformation tuples behind the links can
be obtained by hovering the cursor over a link.
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4 Conclusions and Future Work

In this paper we described ChainTracker, a tool designed to support the main-
tenance and evolution of code-generation environments. In the face of an en-
vironment’s platform evolution, ChainTracker can support developers to trace
ad-hoc modifications, from the generated code to is generation environment,
thus enabling corresponding changes to the generation infrastructure so as to
make these changes systematically possible for all systems that can be gener-
ated. ChainTracker is currently aware of the ATL and Acceleo transformation
syntaxes, which it parses to extract traceability information in its syntactically
simpler MarcoPolo metamodel. The second contribution of our work, beyond
ChainTracker itself, is the conceptual framework underlying the design of the
tool that formalizes how we model, and collect traceability information in code-
generation environments, distinguishing between explicit and implicit links and
capturing both in MarcoPolo. We believe that this framework is general and
can support the extension of ChainTracker to deal with other transformation
technologies, beyond ATL and Acceleo.
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Abstract. Program transformations play an important role in domain-specific
languages and model-driven development. Tracing the execution of such transfor-
mations has well-known benefits for debugging, visualization and error reporting.
In this paper, we introduce string origins, a lightweight, generic and portable
technique to establish a tracing relation between the textual fragments in the in-
put and output of a program transformation. We discuss the semantics and the
implementation of string origins using the Rascal meta programming language
as an example. We illustrate the utility of string origins by presenting data struc-
tures and operations for tracing generated code, implementing protected regions,
performing name resolution and fixing inadvertent name capture in generated
code.

1 Introduction

Program transformations play an important role in domain-specific language (DSL) en-
gineering and model-driven development (MDD). In particular, DSL compilers are of-
ten structured as a sequence of transformations, starting with an input program and
eventually generating code. It is well-known that origin tracking [16] and model trace-
ability [1,8,12,13,14] provide valuable information for debugging, error reporting and
visualization.

In this paper, we focus on traceability for transformations that generate (fragments
of) text. We propose string origins, a lightweight technique that links each character
in the generated text to its origin. A string either originates directly from the input
model, occurs as a string literal in the transformation definition, or is synthesized by
the transformation (e.g., by string concatenation or substitution). We represent string
origins using a combination of unique resource identifiers (URIs) and offset and length
values that identify specific text fragments in a resource. We propagate string origins
through augmented versions of standard string operators, such that the propagation is
fully transparent to transformation writers. In particular, parsing and unparsing retains
string origins for text fragments that appear in the AST, such as variable names.

Through applications of string origins we further confirm the usefulness of
model traceability by realizing generic solutions to common problems in program-
transformation design. First, string origins allow us to link generated elements back
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to their origin. In Section 3.1, we show how this enables the construction of editors
with embedded hyperlinks to inspect generated code. Second, we present an example
of attaching additional information to generated code via string origins. Section 3.2
describes how this enables protected regions in generated code. Third, string origins
can be interpreted as unique pointers that identify subterms. In Section 3.3, we use the
origins of symbolic names (variables, type names, method names, etc.) to implement
name resolution. Finally, string origins can be used to systematically replace fragments
of the generated code that have the same origin. In Section 3.4, we show a generic so-
lution for circumventing accidental variable capture (hygiene) by systematic renaming
of generated names.

In Section 4, we discuss the implementation of string origins in the context of Ras-
cal [9]. Overall, we found that string origins have a number of important benefits that
can improve the design of program transformations and transformation engines:

• Totality: Unlike existing work in origin tracking and model traceability [12], string
origins induce an origin relation which is total. That is, the origin relation maps
every character in the output text of a transformation back to its origin.

• Portability: Since the origin relation is based on string values and string operations
instead of inferred from transformation code, the structure or style of the transfor-
mation language is largely irrelevant. As a result, string origins are portable across
transformation systems, transformation styles, and technological spaces. Even in
the case of graphical modeling languages, embedded strings (e.g., names, labels,
etc.) could be annotated with their location in the serialization format used to store
such models.

• Universality: String origins are independent of the source or target language, since
they only apply to the primitive type string. In particular, origin propagation is
independent of the AST structure or meta model.

• Extensibility: String origins are automatically propagated as annotations of sub-
strings. As such, string origins can serve as general carriers of additional, domain-
specific information. Marking certain subsstrings as protected (Section 3.2) is an
example of this.

• Non-invasiveness: Transformation languages that support string manipulation dur-
ing program transformation can support string origins by modifying the internal
representation of strings, without changing the programming interface of strings.
The only visible change is at input boundaries where strings are constructed.

We have implemented string origins as an experimental feature of Rascal, a meta pro-
gramming language for source code analysis and transformation [9]. The applications
and example code of this paper have all been prototyped in Rascal. The full code of the
examples can be found online at https://github.com/cwi-swat/string-
origins.

2 String Origins

We illustrate the basic idea of string origins in Figure 1. The code in the middle shows
a simple transformation which converts name and email address specifications to the

https://github.com/cwi-swat/string-origins
https://github.com/cwi-swat/string-origins
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BEGIN:VCARD
VERSION:4.0
N:Pablo Inostroza
EMAIL:pvaldera@cwi.nl
END:VCARD

str toVCARD(str input) = 
       "BEGIN:VCARD
       'VERSION:4.0
       'N:<name>
       'EMAIL:<email>
       'END:VCARD"
       when [name, email] :=
               split("\n", input);

Pablo Inostroza
pvaldera@cwi.nl

Input model
pablo.txt

Transformation
ToVCARD.rsc

Output model
pablo.vcard

origin

origin

Fig. 1. Example of a simple Rascal transformation with trace links

VCARD format. Arrows and shading indicate the origin relation. The white-on-black
substrings in the output are introduced by the transformation; their origins point to the
string template in the transformation code in the middle. In contrast, the substrings with
gray backgrounds (name and email) are copied over from the input to the output, and
hence point back to the input model. The substrings in the result are partitioned accord-
ing to the origin relation: a fragment originates in either the input, or the transformation.

Note that the transformation processes the input by splitting the string. It is important
to realize that this does not break the origin relation, but instead makes it more fine-
grained: the output fragments “Pablo Inostroza” and “pvaldera@cwi.nl” have distinct
origins pointers to the exact corresponding substrings in the input.

2.1 Representing String Origins

Many transformations take text files as input and, eventually, produce text files as out-
put. Moreover, the transformations themselves are expressed often as transformation
code that is stored in text files as well. String origins exploit this fact by representing
origins as source locations. Conceptually, a source location is a tuple consisting of a
URI identifying a particular resource and an area identifying a text fragment within the
resource. We represent an area by its start offset and length.

In the context of Rascal, source locations are represented by the built-in loc data type.
To give an example, |file:///etc/passwd|(0, 50) identifies the first 50 characters in the file
/etc/passwd, starting at offset 0. Rascal’s source locations also represent begin and end
line and column numbers, but for the remainder of this paper we will abstract from
this technical detail. Although source locations are built into Rascal, they are easily
implemented in any other transformation system.

The propagation of string origins is transparent: The transformation writer can fully
ignore their presence and simply uses standard string operations such as concatenation
or substitution. We discuss the details of the propagation in Section 4. Here, we want
to highlight how to build generic tools on top of origin information. To this end, we
provide an API for accessing locations and origins of substrings. First, we provide a
function for decomposing a string into its atomic substrings (called chunks):

alias Index = rel[loc pos, str chunk];
Index index(str x, loc output);
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Function index constructs an Index by collecting the atomic substrings of a string at a
given location (e.g., a file path). The type Index is defined as a binary relation from the
location of a substring to the corresponding chunk. The relation type rel is native in
Rascal and is equivalent to a set of tuples. Second, each of the chunks in an Index has
an associated origin which can be retrieved with the function origin.

loc origin(str x); // require: x is a chunk

For example, we can call index on the generated VCARD shown in Fig. 1. Assuming
the output location is |file:///pablo.vcard|, we get the following index:

{<|file:///pablo.vcard|(0,28), "BEGIN:VCARD\nVERSION:4.0\nN:">,
<|file:///pablo.vcard|(28,14), "Pablo Inostroza">,
<|file:///pablo.vcard|(42,7), "\nEMAIL:">,
<|file:///pablo.vcard|(49,14), "pvaldera@cwi.nl">,
<|file:///pablo.vcard|(63,9), "\nEND:VCARD">}

Applying the origin function on any of the chunks retrieves the location where that
particular chunk of text was introduced. Combining both functions gives us the origin
relation, modeled by the Trace data type, which relates output locations to their corre-
sponding origins:

alias Trace = rel[loc pos, loc org];
Trace trace(str s, loc out) = {<l, origin(chunk)> | <l, chunk> ← index(s, out)}

Function trace maps function origin over all chunks of the index. Considering again the
example of Fig. 1, the trace relation of the generated VCARD looks as follows:

{<|file:///pablo.vcard|(0,28), |file:///ToVCARD.rsc|(28, 28)>,
<|file:///pablo.vcard|(28,14), |file:///pablo.txt|(0,14)>,
<|file:///pablo.vcard|(42,7), |file:///ToVCARD.rsc|(66, 7)>,
<|file:///pablo.vcard|(49,14), |file:///pablo.txt|(15,14)>,
<|file:///pablo.vcard|(63,9), |file:///ToVCARD.rsc|(86, 9)>}

Note that the URIs in the origins distinguishes chunks originating in the input (pablo.txt)
from chunks introduced by the transformation (ToVCARD.rsc). Both the index and trace
relations are the stepping stones for the generic tools developed in the subsequent sec-
tion.

2.2 String Origins in M2T and M2M Transformations

The previous example illustrates the use of string origins for text-to-text transformations.
However, string origins are also useful in model-to-text and model-to-model transfor-
mations. More specifically, when parsing text into an AST, the string fragments that
appear as leaves of the AST have string origins attached, pointing to the corresponding
text fragment in the input file. Model-to-model transformations preserve the origins of
strings copied from the input model and generate new origins for synthesized string
fragments. Similarly, unparsing and other model-to-text transformations preserve the
origins of strings in the AST. Again, the origin propagation is transparent to transfor-
mation writers, parsing and unparsing because origins are propagated through standard
string operators.



158 P. Inostroza, T. van der Storm, and S. Erdweg

state opened
close => closed

end
state closed
open => opened
lock => locked

end
state locked
unlock => closed

end

(a) An example state machine

controller(
[ ... /∗ event declarations ∗/ ... ],
[state("opened"@{|input|(62,6)}, [],

[transition("close"@{|input|(70,5)},
"closed"@{|input|(79,6)})]),

state("closed"@{|input|(100,6)},[],
[transition("open"@{|input|(108,4)},

"opened"@{|input|(116,6)}),
transition("lock"@{|input|(124,4)},

"locked"@{|input|(132,6)})]),
state("locked"@{|input|(152,6)},[],

[transition("unlock"@{|input|(160,6)},
"closed"@{|input|(170,6)})])])

(b) Parsed AST of the state machine

prog([
fdef("opened"@{|input|(62,6)},[],val(nat(0))),
fdef("closed"@{|input|(100,6)},[],val(nat(1))),
fdef("locked"@{|input|(152,6)},[],val(nat(2))),
... // dispatch functions per state
fdef( // main dispatch
"main"@{|meta|(1280,13)},
["state"@{|meta|(1307,5)},
"event"@{|meta|(1316,5)}],

cond(equ(var("state"@{|meta|(1515,5)}),
call("opened"@{|input|(62,6)}, [])),

call("opened-dispatch"
@{|meta|(1565,9),|input|(62,6)},

[var("event"@{|meta|(1583,5)})]),
cond(equ(var("state"@{|meta|(1515,5)}),

call("closed"@{|input|(100,6)},[])),
call("closed-dispatch"

@{|input|(100,6),|meta|(1565,9)},
[var("event"@{|meta|(1583,5)})]),

cond(equ(var("state"@{|meta|(1515,5)}),
call("locked"@{|input|(152,6)},[])),

call("locked-dispatch"
{|meta|(1565,9),|input|(152,6)},

[var("event"@{|meta|(1583,5)})]),
val(error("UnsupportedState"

@{|meta|(1375,16)}))))))], [])

(c) Generated AST of the compiled state machine

Fig. 2. The names in the state machine code (a) end up as strings in the AST (b), the origins of
which are propagated to the compiled AST (c). State machine input is represented by URI input,
the transformation definition by URI meta.

Tracing origin information for string fragments in an AST is often useful. For exam-
ple, variable names typically occur as string fragments in an AST. Figure 2 illustrates
tracing of variable names in the context of a DSL for state machines. Figure 2a shows
the source code of a state machine. Parsing the state machine produces an abstract
syntax tree (AST), which is shown in Figure 2b. Note that all strings in this AST are
annotated with their origin, using the pseudo-notation “@”. The AST is then translated
to an imperative program which is shown in Figure 2c. Some strings have input origins
(e.g., “opened”), some are introduced by the transformation and have meta origins (e.g.,
“main”), and some strings have origins in both the input and transformation because of
concatenation (e.g., “opened-dispatch”).

3 Applications of String Origins

3.1 Hyperlinking Generated Artifacts

One of the foremost applications of string origins is relating (sub)strings of the output
back to the input of a transformation [10,12]. Applications of this information include
embedding links back to the source program in generated code, inspectors, debuggers
(e.g., using SourceMaps [15]), or translating back errors produced by further transfor-
mations (e.g., general-purpose language compiler errors). In this section we show an
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Fig. 3. Three editors showing (1) generated code with embedded hyperlinks (2) the input state
machine model and (3) the transformation code. Fragments of the generated code that originate
from the input are in bold red.

example of inspecting the result of a program transformation where the output is shown
in an editor with embedded hyperlinks to the input or transformation code.

To display hyperlinks for parts of the generated code, the offsets of the chunks in the
generated code must be mapped back to the origin associated with each corresponding
chunk. Fortunately, the trace relation introduced in Section 2.1 contains exactly this
information. The hyperlinks are created by finding the location of a click in the Trace
mapping and moving the focus and cursor to the corresponding editor.

A demonstration of this feature is shown in Fig. 3. The screenshot shows three editors
in Rascal Eclipse IDE. The first column shows generated Java code. The substrings
highlighted in red are the substrings originating from the input, a textual model for
state machines (shown in the middle). The other substrings (in black) are introduced by
the code generator, which is shown in the right column. Clicking anywhere in the first
column will take you to the exact location where the clicked substring originated.

3.2 Protecting Regions of Generated Code

In many cases, a model-to-text transformation is intended to generate just a partial im-
plementation that has to be completed by the programmer. Normally, if the transfor-
mation is re-run, the manually edited code is overwritten. In general, this problem is
addressed by explicitly marking certain zones of the generated text as editable. The
MOF Models to Text Standard [11], for instance, introduces the unprotected keyword
at the transformation level to specify whether a region can be editable by the end pro-
grammer or not. Another traditional solution is the generation gap pattern [6], in which
the generated code and the code that is expected to be handwritten are related by in-
heritance. This, however, demands that the generated code is written in a language that
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features inheritance and also that the writer of the transformation encodes this design
pattern in the transformation.

String origins allow us to tackle this problem in a language and transformation
design agnostic way. Since locations correspond to extended URIs, they can be en-
riched with meta data in the form of query string parameters. We provide three func-
tions tagString(key,value), getTagValue(key) and isTagged(key), as an abstract interface
to these query strings. The tagString function could be used in a transformation to tag
regions of text as editable. For instance, the following code snippet marks a substring
as being editable in the code generator for a state machine language:

str command2java(Command command) =
"private void <command.name>(Writer output) {

’ output.write(\"<command.token>\\n\");
’ <tagString("// Add more code here", "editable", command.name)>
’}";

The function tagString transparently marks the origin of the inserted string ("// Add

more code here") to be an editable region and names it as the name of the command
input to command2java.

To provide editor support for editable regions, the marked substrings need to be
extracted from the generated code. The function extract constructs a map from output
location to region name using the index function introduced in section 2.1.

alias Regions = map[loc pos, str name];
Regions extract(str s, loc l) =

(l: getTagValue(x, "editable") | <l, x> ← index(s, l), isTagged(x, "editable") );

From the index computed on the generated code s and the target location l, the function
extract collects all locations which have an associated string value that is tagged as
editable. An editor for s can then use the locations in the domain of this map to allow
changes to the regions identified by the locations. In fact, it maintains another map, this
time from region name (range of the result of extract) to the contents of each region.

When the code is regenerated, the edited contents of the regions need to be plugged
back into the newly generated code, to restore the manual modifications. The function
plug performs this task:

alias Contents = map[str name, str contents];
str plug(str s, loc l, Contents c) = substitute(s, extract(s, l) o c);

The Contents type captures the edits made in the editable regions. The function plug
uses a generic substitution function (substitute) which receives a map from location
to string and performs substitution based on the locations. To obtain this map, plug
composes the map returned by extract with the contents c, where the map composition
operator o is similar to relational composition.

As a proof of concept, we have added a feature to the Rascal editor framework that
uses the presented infrastructure in order to provide consistent editing of generated
artifacts with editable areas. When a transformation that produces editable regions is
executed, a file with information about the editable offsets is generated as well. When
the user opens a generated file, the editor checks if the region information is available. If
so, the editor restricts the editing of text just to the regions marked as editable, ensuring
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Fig. 4. Editor featuring highlighted editable regions

that the fixed generated code stays as it is. Fig. 4 shows a screenshot of the editor with
highlighted editable regions.

3.3 Resolving Symbolic Names

Textual DSLs or modeling languages employ symbolic names to encode references, for
instance from variables to declarations. As a result, DSL compilers and type checkers
require name analysis to resolve references to referenced entities, in fact imposing a
graph structure on top of the abstract syntax tree (AST) of the DSL. The names them-
selves cannot be used as nodes in this graph, since then different occurrences of the
same name will be indistinguishable. A solution to this problem is to assign unique la-
bels to each name occurrence in the source code. Since no two names can occupy the
same location in the source code, string origins are excellent candidates to play the role
of such labels.

Figure 5a shows the abstract syntax of the state machine language used in Fig. 2.
Note that states, events and transitions contain strings. Each of these strings will be an-
notated with an origin by the state machine parser as in Fig. 2b. Figure 5b shows the
generic type Ref for reference graphs: a tuple consisting of the set of all name occur-
rences (names), and a relation mapping uses of names to declarations. The function
resolve computes a reference graph by first constructing two relations mapping names
of states and events to declarations of states and events, respectively (sds resp. eds).
The last comprehension uses the deep matching feature of Rascal (/) to find transitions
arbitrarily deep in the controller ctl. Each transition then contributes two edges to the
relation e.

Reference graphs such as returned by resolve have numerous generic applications in
the context of DSL engineering. For instance, reference graphs can be used to imple-
ment jump-to-definition hyperlinking of editors: when the user clicks on the use of a
name, the reference graph can be used to find the location of its declaration. Another
application is rename refactoring: given a reference graph, and the locations of a name
occurrence, it is possible to track other names that reference it or are referenced by it and
consistently rename them. Finally, if Ref is slightly modified to distinguish uses from
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data Controller
= controller(list[Event] events,

list[State] states);
data State
= state(str name,

list[Transition] trans);

data Event
= event(str name, str token);

data Transition
= transition(str event, str state)

(a) AST data type of state machines

alias Ref = tuple[set[loc] names,
rel[loc use, loc def] refs];

Ref resolve(Controller ctl) {
sds = { <x, origin(x)> | state(x, _) ← ctl.states };
eds = { <x, origin(x)> | event(x, _) ← ctl.events };
v = range(sds) + range(eds);
e = { <origin(e),ed>, <origin(s),sd>

| /transition(e, s) := ctl,
<e, ed> ← eds, <s, sd> ← sds};

return <v, e>;
}

(b) Name resolution for state machines

Fig. 5. Implementing name resolution for state machines

declarations in the names component, reference graphs can be used to report unbound
names or unused declarations.

3.4 Enforcing a Same Origin Policy for References

A common problem with code generation is that names used in the input (source names)
which pass through a transformation and end up in the output might interact with names
introduced by the transformation (introduced names). For instance, the declaration of
a name introduced by the transformation might capture a reference to a source name,
or vice versa. This is the problem that is traditionally solved in the work on macro
hygiene [3].

The problem of inadvertent name capture is best illustrated using an example. Fig-
ure 6a shows the simple state machine used earlier in Fig. 2a, but this time the last state
is named current. The code generator of state machines – partially shown in Fig. 6b – in-
troduces another instance of the name current to store the current state in the generated
Java implementation of the state machine. As a result, the declaration of this current
captures the reference to the state constant current.

The reference arrows in Fig. 6c show that both current variables in the if-condition
are bound by the current state variable declaration. However, the right-hand side of
the equals expression should be bound by the constant declaration corresponding to the
state current. Moreover, the Java compiler will not signal an error: even though the code
is statically correct, it is still wrong.

To avoid name capture, the algorithm described below renames the source names in
the output of a transformation if they are also in the set of non-source names. The result
can be seen in Fig. 6d: the source occurrences of current are renamed to current0, and
inadvertent capture is avoided. Effectively, the technique amounts to enforcing a same
origin policy for names, similar to how a same origin policy avoids cross-site scripting
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state opened
close => closed

end

state closed
open => opened
lock => current

end

state current
unlock => closed

end

(a) Input

str controller2run(Controller ctl) =
"void run(Scanner input, Writer output) {
’ int current = <ctl.states[0]>;
’ while (true) {
’ String tk = input.nextLine();
’ <for (s ← ctl.states) {>
’ <state2if(s)>
’ <}>
’ }
’}";

str state2if(State s) =
"if (current == <s.name>) {
’ <for (transition(e, s2) ← s.transitions) {>
’ if (<e>(tk)) current = <s2>;
’ <}>
’ continue;
’}";

(b) Excerpt of state machine compiler

static final int current = 2;
void run(...) {
int current = opened;
...
if (current == current) {

if (unlock(tk)) current = closed;
continue;

}
...

} (c) Incorrect output

static final int current0 = 2;
void run(...) {
int current = opened;
...
if (current == current0) {

if (unlock(tk)) current = closed;
continue;

}
...

} (d) Repaired output

Fig. 6. Example of repairing name capture: the input (a) contains the name current, but this
name is introduced in the transformation as well (b). Consequently, the introduced variable in the
output shadows the constant declaration (c). The fix function renames all occurrences of current
originating in the input to current0 so that capture is avoided (d). The arrows in (c) and (d) link
variable uses to their declarations.

attacks in Web application security1: names originating from different artifacts should
not reference each other.

In [5] the authors showed how string origins proved to be instrumental in automati-
cally repairing the problem of unintended variable capture. In this section we present a
technique that is simpler but also more conservative: it might rename more identifiers
than is actually needed. Whereas the method of [5] is parameterized in the scoping rules
of both source and target language, the technique of this section is language agnostic,
and does not require name analysis of the source or target language.

The key observation is that whenever name capture occurs it involves a source name
and a name introduced by the transformation. This difference is reflected in the origins
of the name occurrences in the output: the origins’ source locations will have different
URIs. The same origin policy then requires that for every reference in the generated
code from x to y, both x and y originate from the input or neither. The same origin
policy is enforced by ensuring that the set of source names is disjoint from the set of
names introduced by the transformation. This can be realized by consistently renaming
source names in the generated code when they collide with non-source names.

To formalize the same origin policy, let t = f (s) be the result of some transformation
f on input program s, inducing a trace relation τ ∈ Trace, and let Gs = 〈Vs,Es〉, Gt =
〈Vt ,Et〉 be the reference graphs of the source s and target t, respectively. The same origin
policy then requires that

∀〈l1, l2〉 ∈ Et ,〈l1,o1〉 ∈ τ,〈l2,o2〉 ∈ τ : o1 ∈Vs ⇔ o2 ∈Vs

1 http://en.wikipedia.org/wiki/Same-origin_policy

http://en.wikipedia.org/wiki/Same-origin_policy
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str fix(str gen, Index names, loc inp) {
bool isSrc(str x) = origin(x).path == inp.path;
set[str] other = { x | <_, x> ← names, !isSrc(x) };
set[str] allNames = { x | <_, x> ← names };
map[loc,str] subst = ();
map[str,str] renaming = ();
for (<l, x> ← names, isSrc(x), x in other) {

if (x notin renaming) {
<y, allNames> = fresh(x, allNames);
renaming[x] = y;

}
subst[l] = renaming[x];

}
return substitute(gen, subst);

}

Fig. 7. Restoring disjointness by fixing source names

To enforce the same origin policy, one more assumption on reference graphs is needed,
namely that the locations in every reference edge point to the same textual name. In
other words: every use is bound by a declaration with the same name. For instance, the
reference edges drawn in Fig. 6c and Fig. 6d satisfy this invariant since variable uses
l1, l2, l3 point to occurrences of the name current, which is also the name used in the
declaration l0.

If we assume that the same name invariant is true for Et , then the same origin policy
is satisfied if the set of source names is disjoint from the set of names introduced by the
transformation. The same name invariant ensures that for every 〈l1, l2〉 ∈ Et , we have
that l1 and l2 point to the same name. Consequently, it is not possible that one name
originates from the input (e.g., through o1) but the other does not (e.g., through o2)
because that would contradict disjointness of names.

The code for restoring disjointness is shown in Fig. 7. The function fix has three
parameters: the generated code gen, the index names capturing the names occurring in
gen, and a source location identifying the input program inp. The latter is used by the
predicate isSrc to determine whether a name x is a source name by checking if the path
in the origin of x is the input path.

The for-loop iterates over the index names that represents all names in the generated
string gen. If such a name x originates in the source and is also used as an other name,
an entry is created in the substitution subst, mapping location l to a new name. The new
name is retrieved from the renaming map which records which source names should
be renamed to which new name. The function fresh produces a name that is not used
anywhere (i.e., it is not in allNames). The variable allNames is updated by fresh to
ensure that consecutive renames do not introduce new problems.

Note that fix could also be parameterized with an additional set of external names
which might capture or be captured by source names. External names could include the
reserved identifiers (keywords) of the target language or (global) names that are always
in scope (e.g., everything in java.lang). The only required change is to add the external
names to other.
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4 Implementation

The implementation of string origins requires changes to the internal representation of
strings used by the transformation engine. In this section we discuss the implementation
of string origins in Rascal.

As Rascal is implemented in Java, we have implemented string origins in Java as
well. Rascal string values (of type str) are internally represented as objects conforming
to the interface IString. We have reimplemented this interface to support string origins,
changing only the internal representation. Instances of IString are constructed through
a factory method IString string(java.lang.String) in the Rascal factory interface for creat-
ing values (IValueFactory).

To ensure that the propagation of string origins is complete, every created string now
needs a location to capture its origin. We have extended IValueFactory with another fac-
tory method IString string(java.lang.String, ISourceLocation) to support this. Calls to the
original string(...) method were changed to the new one, everywhere in the Rascal imple-
mentation. The locations where changes have been made correspond to the following
three categories:

• Input: any function that reads a resource into a string must be modified to install
origins on the result. In Rascal, these are built-in library functions like readFile(loc),
readLines(loc), parse(loc), etc.

• String literals: constant string values that are created as part of a Rascal program
get the origin of the string literal in the Rascal file. Whenever a string literal is
evaluated, its location is looked up in its AST and passed to the factory method.
This category also covers interpolated string templates.

• Conversions: converting a value to a string in Rascal is achieved through string in-
terpolation. For instance, "<x>" returns the string representation of x. If x evaluates
to a string, the result of the conversion is that string itself (including origin); other-
wise, the newly created string gets the locations of the expression x in the Rascal
source.

String origins are propagated through all string operations. As a result, all opera-
tions provided in the IString interface have been reimplemented. The two most im-
portant operations are concat and substring. Their semantics is illustrated in Fig. 8.
The top two string values are annotated with source locations |file:///foo.txt|(0,5) and
|file:///bar.txt|(0,5). Concatenating both strings (middle row) produces a new, composite
string, where the original arguments to concat are still distinguishable, and have their
respective origins. Finally, the substring operation computes a new composite string
with the origin of each component updated to reflect which part of the original input is
covered. Besides concat and substring, all common string operations such as indexOf,
replaceAll, split etc. can be defined on strings with origins, with full propagation.

Internally, Rascal strings with origins are represented as binary trees. A string is
either a chunk object which has a source location attached to it, or it is a concat object
which represents two concatenated strings. A string represented as a binary tree can
be flattened to a list containing elements with a string value and source location for
each chunk object at the leaves. This list is the basis for the functions index and origin
introduced in Section 2.1.
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|file:///foo.txt|(0,5) |file:///bar.txt|(0,4)

|file:///foo.txt|(2,3) |file:///bar.txt|(0,2)

|file:///foo.txt|(0,5) |file:///bar.txt|(0,4)

substring (    , 2, 7)

concat (    ,    )  

C : E U R N L 0 3

C : E U R N L 0 3

E U R N L

Fig. 8. The concat and substring operations defined on origin strings

Although in our experience the performance penalty introduced by representing
strings as binary trees is acceptable in practice, further benchmarking is needed to assess
the overall impact. In particular, it will be interesting to see how the choice of represen-
tation affects different use cases. For instance, when generating code, concatenation is
one of the most frequently executed string operations. The binary tree representation
is optimized for that: concatenation is an O(1) operation. On the other hand, analyzing
strings (e.g., substring, parsing, matching) is much more expensive if a string is a bi-
nary tree. But then again, the penalty will be most significant if these operations apply
to strings resulting from concatenation in the first place. We consider investigating these
and other aspects of performance an important area for further research.

5 Related Work

String origins are related to previous work in origin tracking, taint propagation and
model traceability in model-driven engineering. Below we discuss each of these areas
in turn.

Origin Tracking. The main inspiration of string origins is origin tracking [16]. In the
context of term-rewriting systems, this technique relates intermediate subterms matched
and constructed during a rewriting process. Origin tracking was proposed as a technique
to construct automatic error reporting, generic debuggers and visualization in program
transformation scenarios. String origins are related in that the result is a relation be-
tween input and output terms. However, for string origins, only string valued elements
are in this relation. Furthermore, the origin relation of [16] is derived from analyzing
rewrite rules. As a result the transformation writer is restricted to this paradigm. With
string origins, a transformation can be arbitrary code.

Taint Propagation. In Web applications, untrusted user input might potentially end up
as part of a database query, a command-line script execution or web page. Malicious
input could thus compromise the system security in the form of code injection attacks.
Taint propagation [7] is a mechanism to raise the level of security in such systems by
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tracking potentially risky strings at runtime. It consists of three main phases: mark cer-
tain sources of strings as tainted, propagating taint markers across the execution of the
program, and disallowing the use of tainted strings at certain specific points called sinks.
The propagation is achieved by annotating the string values themselves and making sure
that string operations propagate taintedness.

Although in general the taint information is coarse-grained: any string that is com-
puted from any number of tainted strings is tainted as well. A finer granularity is em-
ployed in character-based taint propagation [2]. String origins are very similar to this
approach in that the origin is known for each character in a string. On the other hand,
string origins can be considered more general, because origins capture more informa-
tion than just taintedness. In fact, taint propagation could easily be realized using string
origins by considering certain input locations as tainted.

In [4], the authors present an application of taint propagation to the domain of model-
to-text transformations, specifically, to support debugging of failures introduced in a
transformation. Their approach consists in instrumenting the transformation in order to
add so-called tainted marks to each identifiable element of the input. On the other hand,
the user of the transformation has to identify erroneous sections in the output. Since the
taints from the input are consistently propagated by the instrumented transformation, it
is possible to relate the errors in the output to specific elements of the input. In this work,
the input is an XML document and the transformation, an XSLT file. The granularity of
this technique is at the level of XML nodes, which provides quite precise information
for the error tracking analysis.

Traceability in Model-Driven Engineering. In model-driven engineering, models are
refined through transformations to produce executable artifacts. In [1], the authors ar-
gue for the need for automatic generation of trace information in such a setting. Several
endeavors towards this goal have been reported in the context of different model trans-
formation systems, such as ATL, MOF, and Epsilon.

For instance, ATL transformations can be manually enriched with traceability rules
that conform to a traceability metamodel [8]. Besides the target models, the enriched
transformations will also automatically produce trace models when executed. In order
to avoid the manual work of adding these specifications to existing transformations, the
authors present a technique for automatically weaving the trace rules into the transfor-
mation. Unlike string origins, this approach relies on the structure of the ATL rules to
derive the trace links, and such links just relate a subset of the elements in the target
model to certain elements in the source model, but not to the transformation itself.

Another approach to address traceability is the MOF Models to Text Transformation
Language standard [11]. In this specification, transformations can be decorated with a
trace annotation so when the transformation is executed, a relation between its output
and its input is constructed. As in the case of [8], the transformation conveys the trace-
ability information explicitly. To overcome this, [12] and [13] introduce an alternative
technique for managing traceability in MOFScript, a language for defining model to
text transformations based on the MOF standard. In this case, “any reference to a model
element that is used to produce text output results in a trace between that element and
the target file”. Like string origins, this technique provides implicit propagation and fine-
grained tracing. However, no relation between the output and the text fragments coming
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from the transformation is created. Just as in the case of ATL, MOFScript depends on
the structure of the rules to analyze the transformation and generate trace information.

Finally, The Epsilon Generation Language (EGL) is a model-to-text transformation
language defined at the core of the Epsilon Platform [14]. EGL provides an API to
construct a transformation trace. However, this API is coarse-grained (file-level).

6 Conclusion

String origins identify the exact origin of a fragment of text. By annotating string values
with their origins, the origins are automatically propagated through program transfor-
mations, independent of transformation style or paradigm. The result is that for every
string valued element in the output of a transformation, we know where it came from,
originating in the input program or introduced by the transformation itself.

String origins have diverse applications. They address traditional model traceability
concerns by linking output elements to where they were introduced. We have shown two
applications in this space, namely hyperlinked editors for generated code and protected
regions. Moreover, string origins can be used to uniquely identify sub terms, which is
instrumental for implementing name resolution, rename refactoring, jump-to-definition
services and error marking. Finally, we have shown that by distinguishing source names
from introduced names, accidental name capture in generated code can be avoided in a
reliable and language agnostic way.

The implementation of string origins is simple and independent of any specific meta-
model, transformation engine or technological space. Any transformation system or pro-
gramming language that manipulates string values during execution can support string
origins by changing the internal representation of strings. The standard programming
interface on strings remains the same. As a result, code that manipulates strings does not
have to be changed, except for the code that creates strings in the first place. Although
conceptually simple, we have shown that string origins, nevertheless, provide a power-
ful tool to improve the understandability and reliability of program transformations.
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Abstract. This contribution presents an automatic transformation from
UML and OCL models into enriched UML and OCL models, so-called
filmstrip models, which embody temporal information when employing
OCL while maintaining the same functionality as the original model.
The approach uses a combination of object and sequence diagrams that
allows for a wide range of possible OCL constraints about sequences of
operation calls and their temporal properties. The modeler does not need
to account for such properties while creating the original model. Errors
found by constraints for the filmstrip model can easily be related back to
the original model, as the elements of the filmstrip model are synchro-
nized with the original model and the backwards calculation is generally
simple. The approach is implemented in a UML and OCL modeling tool.

1 Introduction

In recent years, the Unified Modeling Language (UML) has become the standard
language for modeling IT systems. Among the various UML diagram forms,
UML class diagrams are the most frequently used ones. One way (among other
possibilities) to completely specify structure and behavior of an application is to
enrich class diagrams with class invariants and operation pre- and postconditions
expressed in the Object Constraint Language (OCL). The starting point for this
contribution is an application model solely described by a class diagram and
OCL constraints. In the development process, it is essential to validate and
verify that such an application model meets the informal and formal postulated
requirements.

For structural models with class diagrams and invariants, a number of ef-
ficient validation and verification techniques [2,13,4,11,17] are available. These
techniques partly transform UML models including OCL invariants into vali-
dation and verification platforms (like SAT or SMT solvers or relational logic)
allowing an efficient check of relevant structural properties of the UML model in
terms of the target platform. However, less attention has been paid to behavioral
model properties, in particular to operation pre- and postconditions.

This contribution proposes a transformation from a UML and OCL applica-
tion model with pre- and postconditions and invariants into a UML model with
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:input

UML model:
classes, attributes,
associations,
class invariants,
operation definitions,
operation contracts

Model
transformation

:output

UML model:
classes := classesinput ∪ classesfilmstrip

attributes :=
attributesinput ∪ attributesfilmstrip

associations :=
associationsinput ∪ associationsfilmstrip

class invariants :=
class invariantsinput
∪ class invariantsfilmstrip

∪ operation contractsinput
operation definitions :=

operation definitionsinput
operation contracts := ∅

The classesfilmstrip contain, in particular, classes induced by
operation definitions. The attributesfilmstrip contain operation
parameters. The associationsfilmstrip are responsible for the
ordering in the filmstrip model. The operation contractsinput
(i.e. pre- and postconditions) become invariants, but the
operation definitions (i.e. method signatures) also remain in
the output.

Fig. 1. Inputs and outputs of the filmstrip transformation

OCL invariants only (thus without pre- and postconditions). The intention is
that this filmstrip model can then be handled by one of the efficient techniques
available for structural models. All behavioral aspects of the original application
model are equivalently expressed in a so-called filmstrip model in form of struc-
tural constraints, i.e., invariants. Figure 1 gives an overview of the inputs and
outputs of the transformation.

There are a number of reasons for us to study the proposed transformation.
Alloy [13], for example, has to model temporal system development with explicit
relations for objects representing points in time, and these relations have to be
described by the developer. Our approach comprises an automatic way to handle
temporal system development on the basis of pre- and postconditions. On the
other hand, Alloy nicely demonstrates that design flaws concerning dynamics can
be successfully detected by structural techniques. A further motivation for us to
study the current transformation is a fundamental question about the relation-
ship between structure and behavior and to find out to what extent structural
techniques can encode dynamic problems. We also expect that structural auto-
matic validation and verification techniques will show major advances in coming
years, as they have shown in recent years.

The challenge of building the filmstrip model is to create a model that does
not change the behavior and expressiveness of the application model, but offers
more possibilities for validation and verification by employing OCL for check-
ing behavioral properties on the filmstrip model and to automatically trans-
late the detected properties back to the application model: The filmstrip model
captures several application model states in one object diagram; it keeps infor-
mation about successive operation calls and changes between the application
model states; pre- and postconditions are transformed into invariants and make
behavioral properties from application model sequence diagrams detectable in
a single filmstrip model object diagram. The approach allows to give feedback
on the application model in form of scenarios and test cases that are directly
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understandable and analyzable by the application model developer. The filmstrip
model also enables the use of temporal logic properties formulated using an
extension of standard OCL [20,3,18].

Another feature of our approach is that it can be used for checking properties
of model transformations themselves. Let us assume that a model transformation
consists of separate operations described with pre- and postconditions (for exam-
ple, given a graph transformation system, each rule becomes an operation), the
filmstripped model transformation can be checked for confluence of rules: within
a finite search space our approach can build scenarios for rule applications.

Our work is related to several other papers using filmstrip models for various
different tasks. The first known notion of the idea is in [8]. The authors of [10]
take the filmstrip idea and employ it as part of three-dimensional visualizations
within software design. [19,1] define a different approach for a filmstrip model
(called snapshot model or snapshot transition model), which changes more of
the original model elements instead of using abstract interface elements. In [5]
filmstrips are used as a device for functional testing. [12] shows a less generic
approach, with less separation between application model and filmstrip model.

Multiple approaches of an extension of OCL with temporal logic exist in order
to verify temporal properties in UML and OCL models, but only a few keep the
verification task on the UML and OCL layer. [18] and [14] give a comparison of the
different approaches. [6] concentrated on temporal business rules without giving
a full semantic definition. [20] gives a semantic definition of linear temporal logic
operators. [9] focused on the integration of time bounds in connection with tempo-
ral constructs. In [1] temporal OCL expressions are evaluated in state transition
systems – a similar form of filmstrip models using a more relational database-like
approach.

The rest of this paper is structured as follows. In Sect. 2 the example model
for this paper is described, its properties are explained and an example system
state is shown. Section 3 covers the transformation of the UML part of the model
transformation and Sect. 4 covers the OCL part respectively. Section 5 completes
the example and shows further examples of use for the filmstrip model. Section 6
describes the implementation of the transformation and Section 7 finishes the
paper with a conclusion and discusses future work.

2 Running Example

The input for the transformation is a UML and OCL model consisting of a class
diagram describing an application completely with classes, attributes, associa-
tions, operations and invariants. The operations – with their pre- and postcon-
ditions – describe the model dynamics, which can be visualized in sequence dia-
grams. The other characteristics of the model, e.g. invariants and multiplicities
describe the allowed system states, which are represented by object diagrams.
We call this model the application model.

As an example for this paper, the transformation of a classic process sched-
uler application model [16,7] into its filmstrip counterpart is demonstrated. Fig-
ure 2 shows the class diagram of the transformed model. The original application
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Fig. 2. Scheduler filmstrip model with the contained application model highlighted

model, consisting of the two classes Scheduler and Process and three associa-
tions Active, Ready and Waiting, is completely contained in the filmstrip model
and displayed in the dashed box in the left part of the picture. The structure of
such model is unchanged.

The class Process represents the processes of the system and has one attribute
pid to distinguish them. The class Scheduler represents a scheduler which is
connected to the processes via three associations. They link the currently active
process, which may be none, the ones that are ready to be scheduled and the
ones waiting for an action to become ready again.

Additional constraints, not expressible in UML, are specified using OCL. The
OCL constraints marks the sets of ready and waiting processes of a scheduler
to always be disjoint, the active process is not simultaneously ready or waiting
and when there is no active process, there may not be a ready process. Lastly
the process identifiers (pid) of the class Process must be unique.

The scheduler class has all the functionality of the system. The first operation
initializes the scheduler into a defined start state. The second operation New
registers a process to the scheduler and puts it in the list of waiting processes.
The third operation moves a process from the list of waiting processes into the
list of ready processes, unless there is no active process, in which case the process
will immediately become the active one. The fourth and last operation swaps the
active process, putting it into the list of waiting processes and schedules another
ready process, if there is any. The general flow of a process therefore is as follows:

Unassigned New−−−−→
(
Waiting Ready−−−−−→ Ready Swap∗

−−−−−→ Active Swap−−−−→ Waiting
)∗

The states represent how a process is connected to the scheduler and the ar-
rows describe operation calls on the scheduler between the state changes. The
sequence is focusing on one process. An Unassigned process is not connected to
any scheduler, yet. It gets assigned to a scheduler by a New operation call and
is then permanently assigned to this scheduler, where it continues Waiting. Here
it waits for a Ready operation call to get into a Ready state. When the scheduler
now issues a Swap operation call and this process is chosen, it will become the
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Active process. The next Swap operation call will then bring the process back
into the Waiting state and the cycle repeats. The notation “Swap∗” suggests,
that several swap operation calls might be necessary before a specific process
becomes the active one. Also the flow of a process might vary slightly depending
on the number of ready processes, e.g. a process can become the active process
as soon as it is ready, if there is no other active process.

The rest of Fig. 2 shows the model parts specific to the filmstrip model. The
classes of the application model are modified to inherit from the abstract class
SnapshotItem. This abstract class provides the connection to the class Snapshot
to link each object to a certain snapshot and the aggregation PredSucc to de-
scribe a temporal connection between two object instances. To represent progres-
sion of objects during operation calls, multiple objects are used in the filmstrip
model with the delta being the changes applied in the course of an operation
invocation. Thus an association is required to guarantee that every object of an
application model class is linked to a unique snapshot. The association PredSucc
connects objects that represent one instance.

The next class added to the model is the Snapshot class which represents a
reference point for a system state in the application model. With the abstract
class for representing operation calls (OpC), the snapshot is also linked to its
predecessor and successor in the same way as the application model classes are.
This ternary association is called Filmstrip and links two snapshot objects and
an operation call object together, representing one operation call. The resulting
object diagrams of this structure involve a sequence of snapshots (system states)
with operation calls linked in between them, like a filmstrip consists of many
consecutive pictures that change from frame to frame.

The possible operation calls of the application model are added to the film-
strip model as classes derived from the interface OpC. In the example in Fig. 2
the abstract class SchedulerOpC has an attribute aSelf which saves the object,
this operation is invoked on. This is the base class for every concrete class rep-
resenting an operation of the class Scheduler. These classes store the dynamic
information, e.g. parameter values, that occur during an operation call.

An example system state of the filmstrip model is shown in Fig. 3. A scenario
in the application model can be represented with an object diagram sequence
to show the different states and a sequence diagram to represent the operation
calls. The filmstrip model combines this information into a single system state.
The main problem is to find a transformation that can reproduce the complete
behavior of the application model and nothing more.

Further challenges of the transformation include the consistent handling of: (1)
the insertion of new root elements for filmstrip models into the existing model;
(2) the change of model classes and operations; and (3) the correct adaptation
of OCL constraints.

3 UML Transformation

The process of a filmstrip transformation is an endogenous model transforma-
tion. The changes take place solely in the class diagram. This section explains the
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Fig. 3. Example system state of the scheduler filmstrip model with elements from the
application model highlighted

steps required to transform an application model into a filmstrip model regard-
ing the UML elements. Further constraints on these elements that are required
for a correct behavior, but are not expressible in UML, i.e. OCL invariants, are
discussed in Section 4. UML model elements that are not mentioned, e.g. asso-
ciations and operations, remain the same in the filmstrip model. Figure 4 gives
an overview for the steps of the whole transformation process.

3.1 Filmstrip Core Elements

First the core of the filmstrip model is included into the application model. These
elements are shown in Fig. 5 and are the same in every filmstrip model. They
consist of three classes and three associations and define the functionality of the
filmstrip model. They also provide an interface for elements of the application
model classes to enable interaction with them (SnapshotItem).

The class Snapshot represents a system state of the application model where
any object linked to a snapshot belongs to the system state represented by it.
To represent multiple system states in one object diagram multiple snapshot
instances are used. An object diagram may contain several snapshots that rep-
resent the same system state, i.e. the properties of the linked objects are equal
and the system state would be identical in the application model. This is required
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UML Transformation

(1) Add filmstrip core elements

(2) Transform application class diagram
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Fig. 4. Activity diagram of the filmstrip transformation process
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Fig. 5. Static elements of the filmstrip model which are added to the application model

as the filmstrip model shows a linear filmstrip and each snapshot has at most
one predecessor and one successor. The intention of the class SnapshotItem is
similar to the class LocalSnapshot from the OCL standard [15], however the
handling of the ordering is different there.

Another core element is the abstract class OpC. This interface represents the
operation calls that occur between two snapshots and is later extended with the
specific information from the application model operations. This information
includes the object that the operation is called on, the name of the operation,
which is called and the parameters. The operations pred() and succ() of the
classes Snapshot and OpC are query operations navigating to the predecessor
snapshot or successor snapshot respectively, returning a single object instead of
a Set, which the association end for this navigation indicates. For the class OpC
these are the pre and post states of an operation call.

The next element of the filmstrip core is the abstract class SnapshotItem. It
is an interface for the classes of the application model and lists functions that
every class has to provide, so the filmstrip elements can work with them. The
first functionality is specified by the association SnapElement, being a connec-
tion to the snapshot to assign objects to it. The second functionality is specified
by the aggregation PredSucc, which connects two objects of the same type with
each other. An aggregation is used to keep the connections cycle free. It de-
fines the successors and predecessors of each object to easily navigate between
different incarnations. These incarnations describe one object from the appli-
cation model that can change its state during operation calls, whereas in the
filmstrip model each incarnation is a new object in the object diagram. Without
an explicit connection between these objects, another identifier would be neces-
sary to navigate between incarnations, e.g. a key attribute. In contrast with the
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alternatives the association provides easier access, which is in particular useful
when transforming the OCL expression @pre.

Finally, the ternary association Filmstrip connects two Snapshot objects
and an OpC object, to represent the predecessor state and the successor state
of an operation call. A ternary association is chosen to provide direct access
between the objects and still keep a maximum level of compatibility. An al-
ternative is replacing the abstract class OpC with an abstract association class
between two Snapshot classes, which would make the query operations pred()
and succ() unnecessary. For an even better compatibility, especially with vali-
dation and verification tools in mind, the ternary association OpC can be replaced
with two binary associations. One leading from the Snapshot class to the OpC
class and one association back to the Snapshot class. These associations can also
be represented by aggregations or compositions to inherit their traits, i.e. cycle
freeness. All options are interchangeable with minor differences in their usage
which affects the transformation process. The constraints on the filmstrip asso-
ciation also need to be adapted. This work concentrates on the transformation
using a ternary association, as shown in the class diagram in Fig. 5.

3.2 Application Model Classes

The next step in the transformation process handles the application model
classes. These classes remain mostly the same, i.e. the name, attributes and op-
eration definitions are kept. The classes are modified to inherit from the abstract
class SnapshotItem to define a connection to the filmstrip core elements. Since
the associations of the interface are defined on the abstract class SnapshotItem,
the inherited type of the association ends is SnapshotItem. To replace these
with the actual type of the transformed class, both associations are refined us-
ing the redefines keyword. With this UML feature, association ends can over-
ride other existing association ends of the class hierarchy, e.g. it is possible to
specify a more precise end type for the navigation. The results are a type-safe ac-
cess of the properties and another advantageous side-effect, which prevents links
between objects of different types, e.g. between Scheduler and Process. In ad-
dition, the properties become well-defined even when using multiple inheritance.
The refinement of the association SnapElement creates a property to access all
objects of a specific class from the snapshot object, instead of all objects that
inherit from SnapshotItem, which will be useful when transforming the OCL
expression allInstances(). An example of a transformed class with all UML
features visible is shown in Fig. 6. Association classes of the application model
are included in this transformation step. These refinements were omitted in the
class diagram in Fig. 2 for better clarity.

Lastly for every class that has operations with side-effects, a new abstract
class inheriting from the abstract class OpC is created. This new class represents
the base class for all concrete operation classes of this class and has an attribute
aSelf of the type of the application model class to represent an object, that
an operation call is invoked on. In the example from Sect. 2 this class is called
SchedulerOpC.
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Fig. 6. Redefined association ends for class Process

3.3 Application Model Operations

The expressions of query operations remain with the application model class
and can be used in the filmstrip model as well, since other elements probably
depend on it. Only some OCL expressions, e.g. allInstances(), are transformed
according to Sect. 4, since their effect is different in the filmstrip model.

Operations with side-effects are transformed differently. In the application
model, the parameter values of these operation calls is only required at the time
when the operation is invoked. On the contrary, in the filmstrip model, these
operation calls are modelled statically with the class OpC and it is desired to val-
idate the operation calls statically as well. Thus a new class is created for each
operation with side-effects. It inherits the abstract operation call class of the op-
erations owner class introduced earlier. The operation parameters are replicated
as attributes of this class. The only variable left is self which is saved in the
attribute aSelf inherited in the class (see class SchedulerOpC in Fig. 2). As a
result, all variables required for the pre- and postconditions are provided by the
concrete operation call class. These attribute values must point to the predeces-
sor snapshot. Successor values can be accessed with the association PredSucc.

The pre- and postconditions are transformed into invariants and assigned to
the concrete operation call class as well. The class is only instantiated when such
operation call occurs. Therefore the invariants representing the operation pre-
and postconditions only trigger once for every operation call invocation. This
matches the exact behavior of the pre- and postconditions.

The OCL expressions of the pre- and postconditions need to be adjusted, when
transforming them into invariants, because the variables inherently available in
such expressions, e.g. self and parameters, have become class attributes. In
addition, postconditions may contain unique expressions that are not available
in invariants, i.e. @pre and oclIsNew(). These special expressions need to be
transformed along with the other expressions that change their behavior in the
filmstrip model. The details on these transformations are described in the next
section. Finally the pre- and postconditions are removed from the operation as
they are fully covered by the invariants and no longer needed.

4 OCL Transformation

In the filmstrip model, a clear separation exists between the filmstrip core el-
ements and the application model elements. Therefore both parts are mostly
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functioning on their own after the transformation. As a result, most OCL ex-
pressions of the application model can be reused after the transformation. How
the remaining aspects of the OCL elements are transformed, is described in this
section.

4.1 Variables

Certain OCL expressions like operation pre- and postconditions have predefined
variables, i.e. self and operation parameters, accessible in the expression. When
transforming these pre- and postconditions into invariants, the parameters are
lost. Also the variable self has a different value, since the OCL expression
moves from the owner class of the operation to the operation call class of the
filmstrip model. Thus each access of a variable is changed to point to the proper
attribute of the operation call class. This includes the variable self, which is
replaced with the expression self.aSelf. For postconditions, the values of the
post state are required, which are accessed using the association PredSucc. For
the application model invariants this is not necessary, as they remain at their
corresponding class and the value of self does not change.

4.2 Expression Transformation

When transforming OCL expressions for the filmstrip model most of the OCL
elements can be kept. As stated before, the expressions of the application model
do not include filmstrip elements. Therefore, they will not use elements from
outside of its originating snapshot.

However, the OCL expression allInstances() with its global property rep-
resents an exception to this rule. In the application model it is used to access all
objects from one state, i.e. all objects in a single object diagram. In the filmstrip
model a whole state is represented as one snapshot and multiple snapshots may
be part of a single object diagram. Therefore the expression allInstances()
needs a special treatment when being transformed. To replicate the functional-
ity of the expression all objects of the requested type, that are assigned to one
snapshot need to be accessed. The refinements of the association SnapElement
are used for this task. To determine the correct snapshot the value of the vari-
able self (self.aSelf for transformed pre- and postconditions) is used, again
because the original expressions do not cross snapshots. As an example in the
transformation process the OCL invariant expression Process.allInstances()
becomes self.snapshot.process.

Other elements that need alternative representations in the filmstrip model
are the expression oclIsNew() and the keyword @pre. oclIsNew() is a special
expression only available in postconditions. Because the expressions of postcon-
ditions become invariants, the expression is unusable. It checks whether an object
is created during an operation call, which equals to the statement: It was not ex-
istent in the predecessor state. In the filmstrip model this property is replicated
by checking for the predecessor of the object using the association PredSucc.
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context Scheduler::New( p:Process )
post: waiting = waiting@pre→including(p) and

ready = ready@pre and active = active@pre

Fig. 7. Postcondition of the scheduler New() operation in the application model

context New_SchedulerOpC
inv: aSelf.succ.waiting = aSelf.waiting→collectNested( p1 |

p1.succ )→asSet()→including( p.succ )
and aSelf.succ.ready = aSelf.ready→collectNested( p1 |

p1.succ )→asSet()
and aSelf.succ.active = aSelf.active.succ

Fig. 8. Transformed postcondition of the scheduler New() operation

Thus an OCL expression p.oclIsNew(), where p is a process object, becomes
p.pred.oclIsUndefined() in the filmstrip model.

The keyword @pre is also only available in postconditions. If an expression
is postfixed by this keyword, the expression is evaluated in the pre state of the
operation call. The keyword only affects one expression and can be used multiple
times in an OCL query. In the filmstrip model the pre state is explicitly available
for every operation call. To evaluate the expression in the filmstrip model, the
association PredSucc is used. The expression switches to the predecessor snap-
shot of the current object, executes the postfixed expression and switches back
to the original snapshot.

However there are a few pitfalls depending on the actual type of the cur-
rent objects. Basic types, i.e. Boolean, Real, Integer and String, are stateless
and do not need to be switched. For collection and tuple types the contents
have to be switched to the predecessor state. Particularly collection types re-
quire caution, as the OCL operation collectNested, which is used to switch
to the predecessor state, changes the type of collections from Set to Bag or
from OrderedSet to Sequence. To counteract these changes, the OCL expres-
sions asSet() and asOrderedSet() have to be added, to keep the original
behavior. Also the types when switching to and from the predecessor state
may differ, depending on the evaluated expression. Let sched1 be a scheduler
object of the filmstrip model, the expression sched1.waiting@pre in a post-
condition to access the waiting processes in the pre state, is transformed into
sched1.pred.waiting→collectNested( succ )→asSet(). Note the type of
the evaluated value: it goes from Scheduler to Set{Process} to Bag{Process}
(during the collectNested() evaluation) and back to Set{Process} again.

To give an example for the OCL transformations, Fig. 7 shows the postcon-
dition of the operation New in the scheduler application model. After the trans-
formation the expression has become an invariant of the operation call class,
the variable access changes and the keyword @pre is transformed. The result is
shown in Fig. 8.
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context Snapshot inv cycleFree: (a)
Set{ self }→closure( s | s.succ() )→excludes( self )

context Snapshot inv oneFilmstrip: (b)
Snapshot.allInstances()→select( s |

s.pred().oclIsUndefined() )→size() = 1
and Snapshot.allInstances()→select( s |

s.succ().oclIsUndefined() )→size() = 1
context OpC inv assocClassBehavior: (c)

self.pred()→size() = 1 and self.succ()→size() = 1
and OpC.allInstances()→forAll( op |

(self.pred() = op.pred() and self.succ() = op.succ()) implies
self = op )

context SchedulerOpC inv aSelfDefined: (d)
not self.aSelf.oclIsUndefined()

context SchedulerOpC inv aSelfInPred: (e)
self.aSelf.snapshot = self.pred()

context New_SchedulerOpC inv paramPInPred: (f)
not self.p.oclIsUndefined() implies

self.p.snapshot = self.pred()
context Scheduler inv validSnapshotLinking: (g)

not self.succ.oclIsUndefined() implies
self.succ.snapshot = self.snapshot.succ()

context Scheduler inv validLinkingActive: (h)
not self.active.oclIsUndefined() implies

self.snapshot = self.active.snapshot
context Scheduler inv validLinkingReady: (i)

self.ready→forAll( c | c.snapshot = self.snapshot )

Fig. 9. Various invariants of the filmstrip model to ensure correct usage and behavior

4.3 Filmstrip Model Constraints

To complete the filmstrip transformation, additional invariants are added to
the resulting model, in order to force correct interaction of the filmstrip model
elements and being able to reproduce the application model behavior correctly.
In a first step three invariants are added to the filmstrip core elements. The
definitions are shown in Fig. 9(a)–(c). The first invariant is called cycleFree
and ensures, that the filmstrip line is free of cycles. The second invariant is
called oneFilmstrip which prohibits the existence of more than one filmstrip
per object diagram. And the last definition is called assocClassBehavior and
makes sure that two snapshots are linked with at most one operation call.

The next invariants are applied to the operation call classes generated during
the filmstrip transformation. These ensure correct values for the attributes. At
first the attribute aSelf must be defined, since it is the object, the operation is
called on. Furthermore it must point to an object in the pre state of the operation
call, i.e. it must be assigned to the snapshot accessible by the query operation
pred(). The definitions are shown in Fig. 9(d)–(e).

Additionally the attributes covering the operation parameters need similar
constraints depending on the type of the attribute. For those attributes, the
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value must be in the pre state of the operation call, the same as the value of
aSelf. Unlike the attribute aSelf the parameters may have undefined values.
An example definition of such invariant for the parameter p of the operation New
of the class Scheduler is shown in Fig. 9(f). Collection and tuple type attributes
must be covered accordingly. Types other than classes of the application model,
like String and Integer, are stateless as they cannot be assigned to a snapshot
and therefore do not need restrictions. This includes enumerations.

Lastly, a few invariants are added to the classes from the application model.
The first of these is called validSnapshotLinking and is added to all classes
transformed from the application model. It assures, that links of the association
PredSucc are only established between objects from consecutive snapshots in
the right order. An example for the class Scheduler is shown in Fig 9(g). This
invariant only checks objects, that have a successor instead of every object of a
snapshot, because objects may be deleted during an operation call and therefore
do not necessarily have a successor. Furthermore objects without a predecessor
are created during the operation call leading to its snapshot.

The next invariants affect associations from the application model. To repre-
sent a single state from the application model, objects of one snapshot may only
be linked with objects from the same snapshot. The invariant validLinking does
this by comparing the snapshot objects of the association ends. Figures 9(h)–(i)
show examples for 0..1 and * multiplicity association ends. N-ary associations
and association classes must be covered accordingly.

5 Examples of Use

This section uses the object diagram from Fig. 3 to detail some of the benefits
of the filmstrip model. The state in the object diagram demonstrates a sequence
of operation calls of the transformed scheduler as modelled by the filmstrip
model. The object diagram contains a total of four snapshots connected with
three operation calls. Thick lines indicate elements from the application model
(compare Fig. 2). The other objects and links are elements of the filmstrip model.
The order of the operation invocation is from top to bottom.

The object diagram shows a whole process cycle (as introduced in Sect. 2) of
the process with pid 1 starting from the Active state. Since all information is
available in the object diagram and therefore accessible with OCL, it is possible
to create an OCL query, which checks the order in which the process passes the
states and whether it hits every state or leaves any of them out. Other queries
can e.g. list Ready processes of certain snapshots:

Sequence{ s1, s2, s3, s4 }→collect( s | s.scheduler.ready )

→ Sequence{ Set{p2}, Set{}, Set{p5}, Set{} }
: Sequence(Set(Process))

The query lists all Ready processes for every scheduler of the given input snap-
shots. Compared to this example, starting from the snapshot objects, it is also
possible to find snapshots, in which a given process is ready next:
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Set{ p1, p2 }→collect( p | Tuple{ idProcess=p,
snapshots=Set{p}→closure( succ )→select( pp |

pp.schedulerReady <> null } )

→ Set{ Tuple{ idProcess=p1, snapshots=Set{s3} },
Tuple{ idProcess=p2, snapshots=Set{} } }

: Set(Tuple( idProcess:Process, snapshots:Set(Snapshot) ))

This query uses the order of the objects given by the association PredSucc to
find all future incarnations of the processes and selects those snapshots, where
the process is in the Ready state. A better overview of the resulting map is given
in the following table:

idProcess p1 p2
snapshots Set{s3} Set{}

The result shows that in this particular operation sequence the process p1 is
next Ready only in snapshot s3, whereas the process p2 is never Ready again
after the first snapshot.

Further test objectives include, whether an operation sequence exists, so that
a certain process is never scheduled or if deadlocks exist in the system. These
objectives can be expressed with OCL invariants. Some constraints can be ex-
pressed easier using OCL extended with linear temporal logic (LTL) [18]. For
example, the temporal expression

Unassigned ∧ (Unassigned until Waiting)

on processes asserts that every process begins in the unassigned state and re-
mains in that state until it finally gets into the waiting state after being assigned
to a scheduler. In the filmstrip model this property is expressible with plain OCL.
For the resulting expression it does not matter how many processes are part of
the system state and in what order they are processed. Another test scenario
is the reachability of a certain state from a given start state, which is done by
constraining the last snapshot to the desired final state.

The example system state of the filmstrip model is built up without actually
invoking any operation call. Those are only modelled using the new elements
of the filmstrip model. All invariants of the transformed model are fulfilled by
the system state. Extracting object diagrams, as they appear in the application
model, can be done by removing all but the elements with a thick border in
the state. Four distinct states remain that equal to four object diagrams from
the application model. Sequence diagrams can be extracted by looking at the
operation call objects and comparing the two snapshots linked with it. The delta
between the objects linked to the snapshots are the actions taken place during
the operation call.

Since no operation needs to be invoked to create these system states, verifica-
tion and validation tools for UML and OCL models without support for model
dynamics can be utilized to generate system states like the one in Fig 3. When
enriching the model with further constraints, e.g. test objectives using temporal
logic, those tools can be used to verify such dynamic properties in a bounded
environment.
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6 Implementation

The whole transformation process is implemented in Java as a plugin for the
USE tool [11]. This particular transformation is intended to be an integral part
of our validation and verification framework and therefore we have decided to
implement the transformation in Java. Alternatively, we could provide a pro-
gramming language-independent formulation in transformation languages like
QVT-R or ATL.

The implementation follows the definitions of the transformation in this paper
closely and has a high compatibility to different models. The plugin uses the
setup described in this paper and therefore does not require a configuration. It
transforms all UML and OCL features supported by USE and is compatible to
all models, loadable in USE. The transformation is a linear process, which results
in fast transformation times1. The plugin is available for download on the USE
website2.

7 Conclusion and Future Work

We have provided a widely applicable and automated way of transforming UML
and OCL application models into filmstrip models and presented a fully func-
tional implementation on the basis of the USE tool. Transformed models can,
however, also be processed and validated with other tools. The approach forms
a baseline for further verification and validation processes on the filmstrip model
by being compatible to a maximum number of application models with only one
generic transformation. Basic ideas of test objectives have been provided.

Future work should study automated test generation on the basis of the film-
strip model. Furthermore, the verification times of the approach needs to be
analysed in a detailed case study. Improvements to the filmstrip model include
compatibility to nested operation calls to allows for an even wider range of ap-
plication models to be transformed and more detailed tests on them. Another
field of study is the comparability of snapshot objects and the possibility to
allow multiple operation calls from one snapshot. This introduces the reusabil-
ity of snapshots to create snapshot graphs instead of linear filmstrips, similar
to Kripke structures. Thus getting closer to the specification of CTL formulas
instead of LTL formulas.

Acknowledgements. Thanks to the reviewers and Dániel Varró for their con-
structive comments.
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Abstract. Reuse techniques are key for the industrial adoption of
Model-Driven Engineering (MDE). However, while reusability has been
successfully applied to programming languages, its use is scarce in MDE
and, in particular, in model transformations.

In previous works, we developed an approach that enables the reuse
of model transformations for different meta-models. This is achieved by
defining reusable components that encapsulate a generic transformation
template and expose an interface called concept declaring the structural
requirements that any meta-model using the component should fulfil.
Binding the concept to one of such meta-models induces an adaptation of
the template, which becomes applicable to the meta-model. To facilitate
reuse, concepts need to be concise, reflecting only the minimal set of
requirements demanded by the transformation.

In this paper, we automate the reverse engineering of existing transfor-
mations into reusable transformation components. To make a transfor-
mation reusable, we use the information obtained from its static analysis
to derive a concept that is minimal with respect to the transformation
and maximizes its reuse opportunities, and then evolve the transforma-
tion accordingly. The paper describes a prototype implementation and
an evaluation using transformations from the ATL zoo.

Keywords: Model transformation, Reusability, Reverse engineering,
Re-engineering.

1 Introduction

Reusability is a key enabler for the industrial adoption of Model-Driven Engi-
neering (MDE). Some techniques have been proposed to reuse complete transfor-
mations, such as superimposition [19], phases [14] and genericity [13], but their
use is still an exception. As noted by [1], one reason for this situation is the lack
of repositories for selecting and effectively reusing transformations. Even the
ATL Transformation Zoo [2], which is the closest relative to a transformation
repository, consists of a collection of transformations not designed for reuse. This
contrasts with the rich ecosystems of libraries in e.g., object-oriented languages
like Java or C#, which successfully promote development with reuse.
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In previous works [13], we proposed a technique for transformation reuse
based on generic programming. In our approach, reusable transformation com-
ponents encapsulate a transformation template developed against so-called con-
cepts, which resemble meta-models but their elements are variables. Binding
these variables to concrete meta-model elements induces a rewriting of the tem-
plate to make it compatible with the meta-model. Thus, we obtain reusability
because the transformation component can be used with any meta-model that
can be bound to its concepts. However, this technique implies developing trans-
formations with reusability up-front, by designing suitable concepts for the input
and output domains and then writing the transformation template accordingly.
Thus, it is not possible to profit from existing transformations beyond their use
as a reference to manually implement a generic, reusable transformation. While
concepts need to be concise to facilitate reuse and include only the elements
accessed by a template, transformations are developed for concrete meta-models
(e.g. UML) which reflect the complexity of a domain and may include accidental
complexity from the transformation point of view. Hence, making an existing
transformation reusable requires both a simplification of the meta-model into a
truly reusable concept, and an according reorganization of the transformation.

In this work, we propose a semi-automatic process to reverse engineer existing
transformations into generic, reusable transformations. It has been implemented
for ATL as this is one of the most widely used transformation languages. Our
aim is to foster reuse by facilitating the transition from existing, non-reusable
transformations into reusable components that can be offered as transformation
libraries in a repository. The process starts by extracting the effective meta-
model of a transformation, which implies its static analysis to derive typing
information. Then, the effective meta-model is evolved towards a concise concept
through a series of refactorings, and the transformation is co-evolved accordingly
if needed. The approach is supported by a prototype tool, and has been evaluated
using transformations of the ATL zoo.

Organization. Section 2 presents our previous work on reusable transforma-
tions. Then, Section 3 overviews our proposal to the reverse engineering of exist-
ing transformations into reusable components, which is detailed in the following
two sections: static analysis of ATL transformations (Section 4), and extrac-
tion and customization of concepts (Section 5). We evaluate our approach in
Section 6, review related work in Section 7, and draw conclusions in Section 8.

2 Reusable Transformations

In order to build a reusable transformation, in previous work [13] we proposed
the notion of transformation components with a well-defined interface called
concept. Fig. 1 shows a generic transformation component to calculate metrics for
object-oriented languages, as well as its instantiation for a specific meta-model.
The component (label 1) includes a transformation template from a hand-made
concept characterising object-oriented languages to a metrics meta-model. We
only show an excerpt of the template, which calculates the Depth of Inheritance
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rule Class2MeasureSet { 
  from class: OOconcept!Class 
  to   set:   MetricsMM!MetricsSet 
  do { 
    set.name    <- 'class ' + class.name; 
    set.metrics <- thisModule.Metric('DIT', class.DIT()); 
    ... 
  } 
} 
helper context OOconcept!Class def : DIT() : Real =  
  if (self.super->isEmpty()) 
  then 0 
  else  
    let dits:Set(Integer) = self.super->collect(s | s.DIT()) in 
    1 + dits->select(v | dits->forAll(v2 | v>=v2))->first() 
  endif;  
... 

TRANSFORMATION COMPONENT 1 

HOT 
3 

to 

from 

BINDING 

4 

Metrics 
MM 

OO 
concept 

Class 
super * 

atts 
* Attribute 

Element 
name : String 

metrics * 

MetricsSet 
name : String 

Metric 
name : String 
value: Double 

2 

transformation 
template 

concept 

this instantiated template 
is applicable to instances 
of the UML2 meta-model 

UML2  
meta-model 

(excerpt) 

general 

Generalization 

Class generalization 

Structural 
Feature 

* 

Property ownedAttribute 
* 

NamedElement 
name : String 

Classifier specific 

Namespace 
Feature 

Element  NamedElement 
Element.name  NamedElement.name 
Class  Class 
Class.super  Class.generalization->collect(g|g.general)->excluding(self)->asSet() 
Class.atts  Class.ownedAttribute 
Attribute  Property 

... 
helper context UML!Class def : DIT() : Real =  
  if (self.super->isEmpty()) 
  then 0 
  else  
    let dits:Set(Integer) = self.super->collect(s | s.DIT()) in 
    1 + dits->select(v | dits->forAll(v2 | v>=v2))->first() 
  endif;  
... 
helper context UML!Class def: super : Set(UML!Classifier) = 
 self.generalization->collect(g | g.general) 
   ->excluding(self)->asSet(); 
... 

Fig. 1. Example of definition and usage of transformation components

Tree (DIT) metric. The concept, which is the component interface, gathers the
structural requirements that a meta-model needs to fulfil to qualify as input
meta-model for the transformation. The concept should be as simple as possible
to facilitate reuse, excluding elements that are not needed by the transformation.
In the example, the concept includes class Attribute even if it is not used in the
excerpt of the ATL template, because other rules do it.

The way to reuse a component is to bind its concepts to meta-models (label
2). While it is possible to have concepts as source and target of a transformation
template, binding only the source is more common in practice [13]. If a concept
is not bound, it is simply treated as a meta-model. By default, each element in
the concept must be bound to one meta-model element. This can be adjusted for
each concept element by attaching a cardinality that indicates how many times
it may be bound. By space constraints, we do not discuss this feature further.

In the figure, the source concept is bound to the UML2 meta-model. The
binding is performed through a dedicated domain-specific language which allows
defining correspondences. The left of each correspondence refers to a concept el-
ement, like Element, Class or Class.super. The right may include either elements
of the bound meta-model or OCL expressions defined over the meta-model.
For example, Element is bound to NamedElement, Class to Class, and reference
Class.super is bound to a collection of Class obtained through the OCL expression
Class.generalization->collect(...). We use a structural approach, so that abstract
classes in the concept may not need to be bound, in which case, any feature



Reverse Engineering of Transformations for Reusability 189

defined in it should be bound in its concrete subclasses. Thus, if Element were not
bound in the example, then name should be bound in both Class and Attribute.

The binding induces an adaptation to the transformation template (label 3),
yielding an ATL transformation applicable to the instances of the bound UML2
meta-model. In this case, the adaptation modifies the context of the helper, and
adds a new helper that calculates the superclasses of a given one (relation super

in the original concept), as given by the binding of Class.super.
Altogether, building a reusable component involves the development of a

transformation template and its associated concepts from scratch. In the ex-
ample, we developed a transformation to calculate metrics and a concept for
object-oriented languages. However, the ATL zoo already contains two trans-
formations that calculate object-oriented metrics for KM3 and UML2. Unfortu-
nately, these meta-models (especially UML2) contain a lot more elements than
the transformation needs, thus not being suitable to be used as concepts. If we
would have been able to make reusable one of these transformations, we would
have saved a lot of effort, as the resulting component would be applicable to any
object-oriented modelling language. Thus, in the rest of the paper, we present
a proposal to automate the reverse engineering of existing transformations into
reusable components. As running example, we will reverse-engineer the trans-
formation excerpt of Fig. 1, defined over the UML2 meta-model.

3 Making Existing Transformations Reusable

Promoting existing transformations into reusable components poses several chal-
lenges. First, we need to simplify the used meta-models (e.g. UML2) into con-
cepts. This process can be automated by calculating the effective meta-models of
the transformation (i.e. the classes and features accessed by the transformation
code). However, the effective meta-model might not be the ideal concept, as we
may like e.g., to merge classes or reorganize the inheritance hierarchy. Doing this
manually can be cumbersome, since it must be checked if the change breaks the
transformation behaviour (i.e., adapting the transformation would imply remov-
ing a rule), and then changing the transformation accordingly if needed. In this
section, we introduce our proposal to automate this process.

Fig. 2 shows the steps in our approach. First, the transformation to be made
reusable is selected. This implies looking up potential sources of interesting trans-
formations, such as in-house developed transformations, transformation reposi-
tories (e.g. the ATL zoo) and open source MDE tools that include model trans-
formations (e.g. MoDisco and Fornax). However, not any transformation is ad-
equate to be generalised into a generic transformation (although they still can
profit from the process to improve its quality and be deployed in a repository).
For example, the Ant to Maven transformation fully depends on the Ant and
Maven semantics, and thus it cannot be generalized to other build systems. Intu-
itively, we say that a transformation is amenable to reuse when there are variants
of the meta-models it uses (e.g. variants of UML class diagrams, different versions
of it, or meta-models for related notations, like Ecore).
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Fig. 2. Main steps in the reverse engineering of transformations into reusable units

The second step performs a static analysis of the transformation. This is
particularly needed in ATL because ATL does not enforce type correctness,
hence transformations may be ill-typed. Moreover, the creation of a suitable
concept for the transformation requires precise type information. If the analysis
detects errors, the developer is required to fix them (step 3), otherwise, the
effective meta-model of the transformation is automatically extracted (step 4).

Starting from the effective meta-model, a concept is derived, which includes
the minimum structural requirements that a meta-model should fulfil to be used
with the transformation (step 5). The concept is more concise than the effec-
tive meta-model, as it is refactored taking into account the static analysis of
the transformation, e.g., to remove unused features and intermediate abstract
classes, or to move features up or down class hierarchies. The aim is having a
concept as simple as possible to facilitate its reuse. The suitable refactorings are
automatically computed and the user is only requested to approve them. For
example, if we start from a transformation defined over the UML2 meta-model,
the system may suggest replacing class Generalization by a reference parents, as
this will facilitate future bindings. Additionally, it is possible to customize the
concept through user-selected refactorings allowing, e.g., merging two classes
into one, or changing an enumerate attribute by a set of subclasses (step 6). In
this way, designers can include tacit knowledge of the domain in the design of
the concept. A common example is the renaming of classes to assign names more
akin to the domain. Both the creation and the customization of concepts may
imply the automatic rewriting of the transformation to keep it consistent, and
they are iterative since the application of a refactoring may enable another one.

The final step (label 7) is to document and package the concepts and trans-
formation template. This can be done using a variety of formats, including text-
and contract-based documentation. Currently, we use the PaMoMo language to
describe the transformation contract via pre/post-conditions and invariants [6],
enriching the transformation with documentation and an automatically gener-
ated test suite. For space constraints, we leave out this step of the process.

4 Static Analysis of ATL Transformations

Our reverse engineering procedure needs to extract the static meta-model foot-
print of a transformation. This requires static type information regarding the
classes and features used by the transformation. In strongly typed languages
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Fig. 3. Analysis of a helper

like Kermeta [15], the type information is available in the abstract syntax tree,
but other languages, like ATL, do not provide this information. Hence, as a pre-
requisite to apply our approach, we introduce a static analysis stage to gather as
much type information as possible from the ATL transformation. This section
presents the static analyser that we have built for this purpose.

In the simplest setting, our analyser performs a bottom-up traversal of the
abstract syntax tree, propagating types from leaf nodes to the root of the ex-
pressions (i.e. using synthesized attributes). In some cases, particularly for pa-
rameters, types also need to be passed top-down (i.e. using inherited attributes).

Fig. 3 shows the analysis of an ATL helper which gathers the “active” direct
superclasses of a class. Each node of the abstract syntax tree is annotated with
its type (boxes to the right linked with dashed lines to the nodes). These types
are propagated along the nodes, as depicted by the red, curved lines (we only
show some of them). For nodes corresponding to a property access or operation
invocation, the existence of the property or operation is checked.

Even though the helper is accepted by the ATL engine, the analyser reports
a warning because the isActive property is defined in Class but not in Classifier,
which is the type of the variable c. At runtime, this expression will fail if the
model includes classifiers different from classes, like Interface objects.

Reporting these issues is important to help improving the quality of the trans-
formation and understand its constraints if they are not documented. Moreover,
the analyser should avoid raising false warnings and errors which may lead to
low-quality type information. To this end, we have enhanced the basic analysis
with the following features:

– Multiple Type Collections. In OCL, it is possible to mix objects of differ-
ent, unrelated types in the same collection, typically through the use of union
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and including operations. Our analyser keeps track of these operations in order
to: (a) infer common supertypes, or (b) assign multiple potential types to
the same expression node. This provides more accurate typing information
for the effective meta-model extraction and concept creation phases.

– Implicit Casting. ATL does not support the oclAsType operation, which
complicates the analysis as there is no explicit way for downcasting. Thus,
our analysis looks for oclIsKind/oclIsTypeOf expressions that implicitly down-
cast a reference. For instance, the following variants of the expression in
Fig. 3 are deemed correct by our analyser, because the usages of oclIsKindOf

ensure that the type of c will be Class when used in the c.isActive expression.

self.generalization−>collect(g | g.general)−>
select(c | c.oclIsKindOf(UML!Class))−>
select(c | c.isActive )

self.generalization−>collect(g | g.general)−>
select(c | if c.oclIsKindOf(UML!Class) then

c.isActive else false endif)

– Structural Type Inference. As explained above, a property access may
not be resolved due to the lack of downcasting (either explicit or implicit).
In such a case, our analyser looks for the property in the subclasses of the
receptor’s type. If it is found in one or more subclasses, they are tentatively
assigned to the expression, and a warning is raised.

This list is not exhaustive, and we aim at improving the analyser since, the
better it gets, the more accurate the reverse engineering process will be. Indeed,
any other ATL analyser could be used instead of ours, whenever it provides the
meta-model footprint of the transformation. The meta-model footprint refers to
the meta-model elements involved in the transformation. This corresponds to
the set of used types, in the example {Class, Classifier, Generalization}, and the
set of used features, in the example {Classifier.generalization, Generalization.general,
Class.isActive} (see Fig. 3). For practical purposes, we distinguish two kinds of
used types: explicit types if they are explicitly mentioned in the transformation,
and implicit types if they are indirectly reached through navigation expressions.

Additionally, our analyser outputs information about call sites, which are
the locations where an operation or feature is accessed. This is the concrete
class that receives the feature access, which may be different from the class
defining the feature. Thus, for each call site, we store a pair of concrete class
and feature. In the example, the set of call sites is {〈Class, Classifier.generalization〉,
〈Generalization, Generalization.general〉, 〈Class, Class.isActive〉}. This provides more in-
formation than just the accessed features, since it is possible to know that the
Classifier.generalization feature is only accessed by Class objects.

5 Creation and Customization of Concepts

From the information extracted in the static analysis phase, we infer a concept
that will act as interface for the reusable component. For this purpose, first we
prune the meta-model to keep only the elements needed by the transformation.
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rule Class2MeasureSet {
from class: UML!Class
to set: MetricsMM!MetricsSet
do {
set.name <− ’class ’ + class.name;
set.metrics <− thisModule.Metric(’DIT’, class.DIT());

}}

helper context UML!Class def : DIT() : Real =
if (self.super−>isEmpty())
then 0
else
let dits:Set(Integer) = self.super−>collect(s | s.DIT()) in
1 + dits−>select(v | dits−>forAll(v2 | v>=v2))−>first()

endif;

helper context UML!Class def: super : Set(Classifier) =
self.generalization−>collect(g | g.general)
−>excluding(self)−>asSet();

Meta-model Footprint

Explicit types:
- Class

Implicit types:
- Classifier
- Generalization

Features:
- NamedElement.name
- Classifier.generalization
- Generalization.general

Call sites:
- 〈Class, NamedElement.name〉
- 〈Class, Classifier.generalization〉
- 〈Generalization, Generalization.general〉

Fig. 4. ATL transformation over UML2 meta-model (left). Source meta-model foot-
print obtained after the static analysis (right).

Then, we convert the pruned meta-model into a concept which may be simpli-
fied through the application of several refactorings, and customised to take into
account specific knowledge of the domain.

5.1 Extraction of Effective Meta-model

To calculate the effective meta-model, we use a pruning algorithm like the one
presented in [15], using the meta-model footprint obtained in the static analysis
as input. The algorithm keeps in the meta-model the implicit and explicit types,
and respects the inheritance hierarchies.

As an example, Fig. 4 shows a transformation defined over the UML2 meta-
model, and the footprint that our static analysis returns. This footprint is used
to extract the effective meta-model of the transformation. In particular, Fig. 5(a)
shows an excerpt of UML2, while Fig. 5(b) shows the effective meta-model that
results from applying the pruning algorithm to the transformation in Fig. 4.

5.2 Concept Creation

The effective meta-model is refactored into a more compact concept by removing
or simplifying non-essential elements for the transformation, for which we take
into account the call site information. On the one hand, the concept is the
interface for reusability, and hence large inheritance hierarchies are discouraged
because they affect comprehensibility [3]. On the other hand, concepts should
be as simple as possible to facilitate their binding to meta-models. For example,
the effective meta-model in Fig. 5(b) is not a suitable concept yet, because
it contains some classes (like NamedElement) which may be not found in every
object-oriented notation. This class appears in the effective meta-model because
it is a container for name, which is only used by Class in the transformation.
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Fig. 5. Sequence of operations to convert the UML2 meta-model into a concept

To help creating the concept, we make available a number of refactorings au-
tomating the identification of simplification opportunities, their application, and
the co-evolution of the transformation whenever it is needed. The system auto-
matically suggests refactoring opportunities to the user, along with an explana-
tion of the rationale of the proposal and its consequences (e.g. the transformation
must be co-evolved). The user only needs to approve their application, since the
refactoring locations are automatically gathered. Some of the refactorings are
likely to be always accepted, such as removing empty classes. Hence, our tooling
allows the user to configure which refactoring opportunities should be applied
automatically. Moreover, the refactorings are applied in an iterative fashion,
since the application of a refactoring may yield new refactoring opportunities.

– Push Down Feature. It moves a feature defined in a class to one or more
of its subclasses, if only the instances of such subclasses use the feature.
This information is taken from the call sites computed in the analysis phase.
The refactoring is parameterized with the maximum number of subclasses to
which the feature can be moved, in order to prevent duplication of the same
feature in too many subclasses. For example, according to the call sites, the
NamedElement.name and the Classifier.generalization features are only used by
Class instances, thus they are moved to Class (see result in Fig. 5(c)).

– Remove Empty Class. Classes without features are removed if they do
not belong to the explicit types set (i.e. they are only used in navigation
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expressions). If the removed class is both a subtype and a supertype, the
inheritance relationships are rearranged (this is called pull-up inheritance
in [4]). The goal of this refactoring is to collapse inheritance hierarchies to
enhance the comprehensibility of the concept and facilitate future bindings.
In the running example, Namespace is removed, as well as NamedElement be-
cause the previous refactoring “pushed down” its only feature (see Fig. 5(d)).

– Remove Unused Feature. Any feature appearing in the effective meta-
model but not in the footprint is removed. This is needed because the pruning
algorithm [15] leaves opposite references even when they do not appear in the
effective meta-model. Thus, this refactoring refines the pruning algorithm.

– Make Leaf Abstract Class Concrete. The effective meta-model may
include leaf abstract classes, if their subclasses do not belong to the set of
explicit types. In such a case, this refactoring makes such classes concrete,
thus enforcing their binding to some class in the bound meta-models.

– Pull Up Feature. If several subclasses with a common parent share fea-
tures, these are pulled up to the parent. This situation can arise initially in
the effective meta-model, or due to the application of other refactorings. The
refactoring can be parameterized with the minimum number of classes that
should define the feature in order to pull it up.

– Remove Association Class. An association class acts as a reference that
is able to carry properties. A typical example is Generalization in the UML2
meta-model. If a transformation does not use the properties of an associa-
tion class (except the reference to the target class, like general in UML2),
and the class does not appear in the explicit types set (except when used
in allInstances operation), then the association class can be replaced by a
simple reference in the concept. In such a case, the transformation needs
to be co-evolved, replacing the navigations through the association class by
references. The benefit of this refactoring is two-fold. Firstly, the concept
becomes simpler. Secondly, the binding will be simpler if the meta-model
also represents the same element as a reference, whereas if not, binding a
reference in a concept to a class in a meta-model is easier than the other
way round (we just need an expression like the one in Fig. 1 for Class.super).
Fig. 5(e) shows its application to the concept, which implies co-evolving
the transformation template. The details of the transformation rewriting are
left out due to space constraints. In the running example, the expression
self.generalization->collect(g | g.general)->excluding(self)->asSet() gets rewritten
into self.generalization general->excluding(self)->asSet().

5.3 Concept Customization

The previous process yields a concept, simplified to make it concise and reusable.
However, this concept still retains the nomenclature and some design decisions
from the meta-model from which it was derived. At this point, domain expertise
can be used to customise the concept so that it reflects tacit knowledge of the
domain. A typical example is the renaming of classes and features using the
terms most frequently used in the domain. Similarly, some design options may
be more common in a particular domain than others.



196 J. Sánchez Cuadrado, E. Guerra, and J. de Lara

Next, we enumerate the domain-specific customizations currently supported,
some of them inspired by standard object-oriented refactorings [5]. Some refac-
torings induce an adaptation of the transformation template, or use the infor-
mation extracted from the static analysis of the transformation:

– Renaming of Classes and Features. It changes the name of classes and
features, rewriting the transformation to accommodate the new names.

– Extract Sub/Superclass. This is a pair of related refactorings. Extract
subclass splits a class into a superclass/subclass pair, the former optionally
abstract. Extract superclass creates a new abstract superclass for a given set
of classes, pulling up their common features. In both cases, the transforma-
tion does not need to be adapted.

– Collapse Hierarchy. This refactoring merges a class and a child class. It
can only be applied if the parent class is not an explicit type, and it has just
one child. This refactoring does not rewrite the transformation. However,
if the concept includes some reference to the superclass, then the user is
warned that if the superclass is bounded to a meta-model class with several
children, collapsing the hierarchy excludes those children from the reference.
For example, this refactoring is applicable in Fig. 5(e) because Classifer is not
an explicit type and has a unique child Class. The result is a concept with
a single node Class and a self-reference generalization general. In this case, a
warning is issued because Classifier received a reference. This means that if
the resulting concept is bound back to the UML2 meta-model, mapping Class

in the concept to Class in the meta-model, the reference generalization general

will only contain Class objects. Instead, if we keep the concept in Fig. 5(e) and
map both Classifiers in the concept and the meta-model, then the reference
may hold any subclass of Classifier (Class objects but also Interface objects).

– Replace Enumerate with Inheritance. An enumeration attribute used
to distinguish several class types is replaced by a set of subclasses, one for
each possible value. This refactoring is applicable if the enumeration literals
are only present in comparisons, getting substituted by oclIsKindOf(...).

This list is not exhaustive, as we are working on additional ones, taken from [5].
As a difference from the refactorings presented in the previous section, the iden-
tification of the customization opportunities is not automated as it is difficult
to deduce, e.g., whether the name of a class is appropriate in a domain or if
a certain notion is better represented using two classes instead of one. Thus,
users must select the locations where a customization should be performed, and
then the concept is changed accordingly and the transformation is automatically
adapted when possible.

6 Evaluation and Tool Support

We have evaluated our approach along two dimensions, described by the following
two questions. First, can we obtain a reusable component from a transformation
not designed to be reused?. Second, to what extent is the effective meta-model
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Process DSC NOH ANA ADI NAC
U
M

L

Initial meta-model 247 246 6.91 5.60 48
Compute effective meta-model 31 30 0.77 0.47 23
Ref. remove empty class (14) 17 15 0.59 0.36 9
Ref. make abstract class concrete (1) 17 15 0.59 0.36 8
Ref. push down feature (5) 17 15 0.59 0.36 8
Ref. remove empty class (2) 15 13 0.53 0.27 6
Ref. remove association class (1) 14 13 0.57 0.29 6

K
M

3

Initial meta-model 16 16 0.31 0.07 2
Compute effective meta-model 11 10 0.45 0.01 2
Ref. remove empty class (1) 10 9 0.4 0.01 1
Ref. push down feature (1) 10 9 0.4 0.01 1

DSC: design size in classes
NOH: number of hierarchies
ANA: average number of ancestors
ADI: average depth of inheritance
NAC: number of abstract classes

Fig. 6. Metrics taken at each step of the process, for UML2 and KM3. The number of
applications of each refactoring is shown between parentheses.

simpler than the original one, and the concept simpler than the effective meta-
model?. To answer these questions, we have made an experiment based on two
transformations from the ATL zoo, which calculate object-oriented metrics, one
for UML2 (UML2Measure) and the other one for KM3 (KM32Measure).

To answer the first question, we applied our reverse engineering process to
UML2Measure. We obtained a concept which we were able to bind to other object-
oriented notations like KM3, Ecore, Java/Jamopp and MetaDepth. The bind-
ings have less than 40 LOC, whereas the original transformation has about 370
LOC. This shows that our technique is effective, and yields reusable transforma-
tion components with concise concepts as interface for reuse.

To answer the second question, we reverse engineered both transformations
and measured the effective meta-models/concepts obtained along the process.
We used the object-oriented metrics proposed in [3], related to understandability
and functionality quality attributes. High values of these metrics influence neg-
atively the understandability. Fig. 6 summarizes the results. For UML2Measure,
computing the effective meta-model removes all classes not related to class dia-
grams; however, the metrics relative to hierarchies and abstract classes indicate
that the effective meta-model still has complex hierarchies. Our refactorings re-
duce this complexity to the half, obtaining a concept significantly simpler than
the meta-model. In the case of KM32Measure, the computation of the effective
meta-model and the refactorings have less impact because KM3 is a very simple
meta-modelling core, almost a concept.

We also evaluated the gain from using the final, refactored concept as interface
for reuse, w.r.t. using the effective meta-model for that purpose. Thus, we reused
UML2Measure for Ecore, KM3, Java/Jamopp and MetaDepth. In all cases, the
bindings from the concept were simpler than from the effective meta-model. For
instance, abstract classes can be left unbound in our approach; but since the
effective meta-model contained lots of them, the burden to decide what to bind
to what was much lower for the concept. The push down feature refactorings
improved the comprehensibility of the concept, because features were no longer
hidden in the middle of hierarchies. The remove association class refactoring
was particularly useful, as none of the bound meta-models had the notion of
Generalization present in UML2. Thus, we had to define fairly complex bindings
from the effective meta-model to emulate the Generalization class, but the bindings
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from the concept were straightforward. Altogether, this experiment shows that
the obtained concept favours reuse more than the effective meta-model. A more
extensive evaluation to confirm this intuition is left for future work.

Additionally, we validated the correctness of our implementation, binding the
concept obtained from the UML2Measure transformation to the original UML2
meta-model. Then, we executed the original transformation and the adapted
template using several third-party UML models as input, checking with EMF
Compare that the results were in fact the same.

To support our reverse engineering process, we have built an Eclipse plug-in
integrated in the Bentō1 tool. The tool is interactive. As an example, Fig. 7 shows
part of the interaction for the KM32Measure case: (1) the original transformation
and the component information is configured, (2) the analysis phase detects
warnings and errors in the transformation, (3) the refactoring opportunities are
listed and can be easily applied, displaying the result in a tree-based visualiza-
tion. Step (3) can be repeated if the system finds new refactoring proposals due
to the application of a previous refactoring, or to apply domain customizations.
To support this step, the tool allows computing metrics and showing informa-
tion about the use of the concept in the transformation (4). Interestingly, the
metrics facility has been included by reusing the oo2measure component obtained
in the evaluation, and binding it to Ecore. Finally, the component is packaged
by generating meta-information for our Bentō tool (5).

7 Related Work

Proposals on model transformation reuse can be type-centric or type-
independent. The former include reuse mechanisms for single rules, like rule
inheritance [11], and for whole transformations, like superimposition [19] and
phases [14]. Regarding type-independent approaches, there are fine-grained tech-
niques like parameterized rules [8,10,17], and coarse-grained ones aimed at
reusing complete transformations [16]. Among these proposals, only [16] sup-
ports the reuse of transformations for arbitrary meta-models, as in our case. For
this purpose, the authors extract the effective meta-model of the transformation
as-is, and adapt the meta-model where the transformation is to be reused by
making it a subtype of the effective meta-model. In contrast, we use concepts
as reuse interface, we simplify the effective meta-model to facilitate its binding,
and we do not modify the models/meta-models to be transformed but we adapt
the transformation.

Our approach performs a static analysis of the original transformation. Even
though the ATL IDE includes a static analysis engine that proposes feature
completions, this only provides basic information which is not very accurate. The
static analyser presented in [18] allows navigating ATL transformation models.
The analyser, which is a facade to the ATL meta-model provided as a Java API,
does not provide type information or advanced analysis support.

1 The tool and a screencast are available at http://www.miso.es/tools/bento.html

http://www.miso.es/tools/bento.html
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Config. 
transform. 

Analysis 

Refactorings 3 

Analysis  
of the  
concept 

Packaged component 5 
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4 

Fig. 7. Process followed to reverse engineer the KM32Measure transformation

Our meta-model extraction procedure relates to works on meta-model slicing
and shrinking, though our goal is to simplify a meta-model to make an associated
transformation easier to reuse. This poses additional challenges, like the need to
identify whether a meta-model refactoring does not break the transformation.

Meta-model pruning is usually structure-preserving. For instance, the algo-
rithm presented in [15] takes a set of elements of interest of a meta-model (in
our case the meta-model footprint of the transformation) and returns a pruned
version of the meta-model containing the minimum set of elements required for
the new version to be a subtype of the original. Our approach is similar, but we
simplify the resulting meta-model, e.g., by flattening hierarchies and removing
opposite features unless both ends belong to the meta-model footprint. In [7],
static meta-model footprints are obtained from Kermeta code in order to esti-
mate model footprints. Kermeta includes type information in the syntax tree,
hence no explicit static analysis is needed. The meta-model pruning phase is in
line with [15], except that it includes all subclasses of every selected class.

A few works propose simplification techniques for meta-models, mostly based
on refactorings for object oriented systems [5]. For instance, in [4], the au-
thors present some type-safe meta-model reduction operations which guarantee
extensional equivalence between the original and the reduced meta-model
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(i.e. the set of models conforming to both meta-models is the same). Their
approach computes the meta-model snippet needed to represent a selection of
classifiers and features from a set of initial models, and then applies several
type-safe reduction operations to the meta-model snippet. As reduction oper-
ations, they support the flattening of hierarchies and the removal of features
declared by classifiers which were not explicit in the initial models. Type-safety
is achieved through the pull-up inheritance, push-down feature and specialize
feature type refactorings [5]. In our case, we obtain the meta-model footprint
through the static analysis of the transformation, which is more challenging.
While we support the same reduction operations (among others), their appli-
cability is restricted by the transformation, which may prevent some changes.
Moreover, we provide further refactorings whose goal is to facilitate the binding
of the concept, and may induce the transformation adaptation.

Some of our concept refactorings require adapting the transformation, like in
meta-model/transformation co-evolution [9,12]. These works distinguish three
kinds of transformation changes: fully automated, partially automated and fully
semantic. In our case, we only consider meta-model changes that lead to fully au-
tomated transformation changes, as we aim at an automated process. In contrast
to [9,12], we use typing information derived from the transformation.

Altogether, to the best of our knowledge, this work is the first attempt to
reverse-engineering model transformations for enhancing their reusability.

8 Conclusions

In this paper, we have presented our approach to reverse engineer existing trans-
formations into reusable components that can be applied to different meta-
models. For this purpose, we first perform a static analysis of the candidate
transformation to extract typing information and identify type errors. Then,
we use this information to build a concept, that is, an interface optimised and
customised to facilitate the reuse of the transformation. In this process, the
transformation may need to be adapted to make it conformant to the concept.

We have demonstrated our approach and supporting tool by performing the
reverse engineering of an existing ATL transformation to calculate object-
oriented metrics. The results show that the obtained concepts tend to be more
concise than meta-models, and therefore suitable for our purposes.

In the future, we foresee having a repository of reusable components that
can be navigated and integrated with other components, thus speeding up the
development of MDE projects. In addition to support reusability of whole trans-
formations, we will also consider extracting slices of an existing transformation,
and its subsequent re-engineering into a reusable component. We would like to
consider other kinds of components, like components for code generation or in-
place transformation, as well as further transformation languages in addition to
ATL. While we support the manual definition of PaMoMo specifications for
documenting transformation components, we plan to work on their automatic
derivation from existing transformations. Such specifications could be used as
composability criteria for components and for testing.
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