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Preface

Software business refers to commercial activities in and around the software in-
dustry, aimed at generating income from the delivery of software products and
software services. Although the software business shares common features with
other international knowledge-intensive businesses, it carries many inherent fea-
tures making it a challenging domain for research. In particular, software compa-
nies have to depend on one another to deliver a unique value proposition to their
customers or a unique experience to their users. Moreover, recent developments
like the emerging app economy offer a variety of opportunities for entrepreneurs
and/or start-up companies. The recent acquisition of the three-year–old Finnish
mobile game start-up Supercell with the total value of 2.2 billion euro shows that
the future of software is not only in utility, productivity, connection, and inter-
change, and but also in entertainment and free time of people globally. This will
have a profound effect on software business and requires novel business models
and new approaches to software product development as well. A new paradigm
that approaches simulation and education/training via games is also attracting
attention and becoming economically visible.

This volume contains the papers presented at ICSOB 2014: the 5th Interna-
tional Conference on Software Business held during June 16-18, 2014, in Paphos,
Cyprus. To acknowledge the constantly changing landscape of software business,
which requires flexibility and continuous business changes, we selected as the
conference theme “Shortening the Time-to-Market—From Short Cycle Times
to Continuous Value Delivery,” reflecting the contemporary trend toward ever
shortening deployment cycles in particular for service-based software business.
ICSOB 2014 addressed researchers and practitioners who are concerned with
software business in different ways, as well as the start-up community, which is
increasingly focusing on mobile and social software. ICSOB is a series of annual
conferences born in 2010. The previous conferences were held in Boston (USA),
Brussels (Belgium), Jyväskylä (Finland), and Potsdam (Germany).

This year’s two keynotes spanned both the reach and the new developments
in the software business economy:

“Is There Anything That Isn’t Software?”, by Mike Hinchey, Director, Lero—
the Irish Software Engineering Research Centre

“What Other Industries Could Learn from the Games Industry”, by KooPee
Hiltunen, Director, Neogames Finland Asociation

The conference received 45 submissions. Each submission was reviewed by at
least two, typically three, Program Committee members. Of the 45 submissions,
the committee decided to accept 18 full, two short, two industrial, and two
doctoral consortium papers. For full papers, this gives an acceptance rate of 42%.
The accepted papers follow diverse methodologies, and represent the diversity
in research in our community.
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The papers span a wide range of issues related to contemporary software
business—from strategic aspects and ecosystems to software development and
business models. We have arranged the program into eight sessions that together
provide a good insight into current software business research. The industry
papers are included at the end of the proceedings.

We would like to extend our warm thank you to the members of the Program
Committee, who did a fantastic job in reviewing the papers, ensuring the quality
of the conference, as well to the local organization team, whose engagement was
essential in making this event a special experience. Furthermore, we extend our
warm thank you to the local organizers led by Prof. George Papadopoulos for
inviting us to beautiful Cyprus.

We sincerely hope that you enjoy the conference and have productive discus-
sions!

May 2014 Tiziana Margaria
Casper Lassenius
Kari Smolander
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Innovation Initiatives of Large Software

Companies

Henry Edison
Free University of Bozen,

Piazza Università 1, Bolzano 39100, Italy

henry.edison@stud-inf.unibz.it

1 Problem and Research Questions

Most large companies are struggling to seek a way to continuously innovate in
the dynamic and threatening environment. The strategy experts have switched
from traditional innovation to value-creation economy [1–3]. Over the decades,
corporate entrepreneurship (CE) has been proposed as the silver bullet to large
organisation stagnancy and lack of innovation. However, Ross [4] found that due
to its complexity and structure, modern and large organisations limit innova-
tion and changes occurring within themselves. When this happens, their market
position will be overtaken by new small innovative firms. Thus, our research
questions are:

RQ How can innovation initiatives be executed in large software companies?
RQ1 What are the innovation initiatives introduced in large software

companies?
RQ2 How do those initiatives structure and execute the main activities?
RQ3 How can lean startup principles be adopted to improve the the existing

innovation initiatives in large software companies?

2 Related Work

Study by Sharma and Chrisman [5] found that the common feature of CE is the
creation of new business within business. However, little is known in implement-
ing CE activity in the context of large software companies. Organisations need
to find and keep good entrepreneurs internally to identify the opportunities and
change them to successful business, just like a start up. Eric Ries [2] introduced
the concept of lean startup as a new way of entrepreneurship in disruptive in-
novation. We only find one industry report of applying lean startup in software
context [6]. There is no comprehensive process design of adopting lean startup
in large software companies. A research on this direction could help industry
practitioners to introduce better lean startup in their organisations.

3 Methods

A mixed methods research is employed to address the research questions. To
answer RQ1 and RQ2, systematic mapping study (SMS)[7] will be performed
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to capture big picture of innovation initiatives in large software companies from
literature. To validate this result, quantitative survey to industry practitioners
will be conducted. For RQ3, we plan to perform multiple case studies to collect
empirical data about innovation initiatives as well as to validate the result of
RQ1 & RQ2.

4 Preliminary Results and Next Steps

As the preliminary result, based on the key person or team involved in, the ini-
tiative might take place inside the companies or outside the companies. Inside
the companies, we found two types of innovation initiatives of large software
companies: free and organised entrepreneurship. In free entrepreneurship, the
initiative is introduced by the employee or intrapreneur if she gets support from
management, otherwise it becomes bootlegging or underground work. In organ-
ised entrepreneurship, management takes the responsibility to setup the initia-
tive either through expert system e.g. R&D or empowerment e.g. ICV (internal
corporate venture), acquisition, internal project, subsidiary. The initiatives oc-
curred outside the companies are spin-off, crowdsourcing and capital venturing.

5 Next Steps

We are preparing the report of SMS studies and we will publish it. In the mean
time, we are also preparing the instrument to do qualitative survey and case
studies. We also start looking for and contacting the potential companies to
perform case studies.

References

1. Cooper, B., Vlaskovits, P., Ries, E.: The lean entrepreneur: how visionaries create
products, innovate with new ventures, and disrupt markets. John Wiley and Sons
(2013)

2. Ries, E.: The lean startup: how today’s entrepreneurs use continuous innovation
to create radically successful business. Crown Business (2011)

3. Kuratko, D.F., Hornsby, J.S., Covin, J.G.: Dignosing a firm’s internal environment
for corporate entrepreneurship. Business Horizons 57, 37–47 (2014)

4. Ross, J.: Corporations and entrepreneurs: paradox and opportunity. Business Hori-
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5. Sharma, P., Chrisman, J.J.: Toward a reconciliation of the definitional issues in the
field of corporate entrepreneurship. Entrepreneurship theory and practice 23(3),
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6. May, B.: Applying lean startup: an experience report. In: Proceedings of Agile
Conference, pp. 141–147 (2012)

7. Petersen, K., Feldt, R., Mujtaba, S., Mattsson, M.: Systematic mapping studies in
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Early-Stage Software Startups: Linking Business

Strategies to Software Development

Carmine Giardino

Free University of Bolzano Piazza Domenicani, Bolzano, 39100, Italy

camine.giardino@unibz.it

1 Problem and Research Question

Software startups are newly created company, with no operating history and ori-
ented in producing cutting-edge technologies. These companies develop software
under highly uncertain conditions, tackling fast growing markets with severe lack
of resources [1]. Despite their increasing importance in economy, there are only
few scientific studies attempting to address software engineering (SE) issues, es-
pecially in their early-stage development activities (i.e. from idea conception to
the first open beta release) [2]. With our research we aim to understand how
business and project-level strategies can effectively be aligned focusing on those
activities which better deliver customer value proposition, from a SE perspective.

2 Related Work

Evidences show how software development, especially in early-stage startups, is
at the core of the company’s daily activities [1, 3], most oriented towards Lean
and Agile methodology [3]. As resources are limited, understanding the relation-
ships between the business value and project-level strategies is a prerequisite for
putting the development effort in the right direction [4]. Nonetheless, little atten-
tion has been given on how development activities might effectively be aligned
to business goals over-time [5].

3 Methods

Evolutionary in nature and able to address a wider spectrum of topics, we are
currently adopting a grounded theory approach [6], which comprises a system-
atic mapping study, surveys, case studies, and an online project which collects
startups information about business and development executions (available at
www.widcy.com). Verification of the data will be conducted by triangulation of
the collected data and a systematic comparison to the state-of-art - related work
established in small and medium software companies.

4 Preliminary Results

The first systematic exploration of the state-of-art on software startup exhibits
a weak body of knowledge of 43 studies poor in their rigor and relevance [2]. On



XIV C. Giardino

that basis, we investigated thirteen startups, discovering a primary concern to-
wards faster time-to-market in contempt of an increasing technical debt [7]. How-
ever, speeding-up time-to-market not necessarily bring achievements business-
wise. Two case studies discovered how prematurely launching the product to
market can hinder learning practices (e.g. continuous customer feedback) de-
spite they could provide better insights of unpredictable market conditions and
fast-changing technological challenges [3].

5 Next Steps

Starting from the idea conceptualization, we aim to discover how a entrepreneurial
vision (i.e motivations and emotions to start up a company) can affect develop-
ment activities, and how clarifying it can align the achievement of business goals
to project-level strategies in early-stage software startup companies.

References

1. Sutton, S.M.: The role of process in software start-up. IEEE Software 17(4), 33–39
(2000)

2. Paternoster, N., Giardino, C., Unterkalmsteiner, M., Gorschek, T., Abrahamsson,
P.: Software development in startup companies: A systematic mapping study. Infor-
mation and Software Technology (2014)
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vol. 182, pp. 27–41. Springer, Heidelberg (2014)

6. Corbin, J., Strauss, A.: Grounded theory research: Procedures, canons, and evalu-
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Exploring the Relationship between Partnership

Model Participation and Interfirm Network
Structure: An Analysis of the Office365

Ecosystem

Joey van Angeren1, Slinger Jansen2, and Sjaak Brinkkemper2

1 Department of Industrial Engineering and Innovation Sciences,
Eindhoven University of Technology

P.O. Box 513, 5600 MB Eindhoven, the Netherlands
J.v.Angeren@tue.nl

2 Department of Information and Computing Sciences, Utrecht University
Princetonplein 5, 3508 TB Utrecht, the Netherlands

Slinger.Jansen,S.Brinkkemper@uu.nl

Abstract. Platform owners face complex decisions in managing an
ecosystem of third-party application developers. Little is known about
the effect platform governance has on the productivity, or degree of inter-
action, among complementors in the ecosystem. The presented study of
the Microsoft Office365 ecosystem investigates the extent to which par-
ticipation in the partnership model of Microsoft influences productivity
and embeddedness of complementors by means of network analysis and
statistical inference. Results show the Office365 ecosystem is populated
by 550 complementors that developed 1204 applications and initiated
787 interfirm relationships. Statistical inference reveals that increased
productivity and participation in the Microsoft Certified Partner Net-
work coincide with increased embeddedness, implying retention of com-
plementors results in more cohesive ecosystems. Yet, partnership model
participation does not result in increasing productivity of complemen-
tors. Results presented in this paper provide increased understanding of
the influence of partnership models on ecosystem structure, to the benefit
of practitioners and academia.

Keywords: app store, ecosystem governance, industry platform, lock-
in, network analysis, software ecosystem, software platform.

1 Introduction

The number of industry platforms and app stores in the software industry is ris-
ing, with the Apple App Store and Google Play as most imaginative examples.
An industry platform is defined by Gawer [1] as “a product, service or technology
that is developed by one or several firms, that serves as a foundation upon which
other firms can build complementary products, services or technologies.” Apart
from mobile platforms, such enterprise platforms as SAP BusinessOne, Google

C. Lassenius and K. Smolander (Eds.): ICSOB 2014, LNBIP 182, pp. 1–15, 2014.
c© Springer International Publishing Switzerland 2014
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Apps and Salesforce.com also started to thrive on third-party application de-
velopment. In platform-based markets indirect network effects are prevalent,
meaning that an increase in available complementary applications will increase
the installed base of the platform and vice versa [2]. Accordingly, the platform
owner becomes dependent on an ecosystem populated by the developers of soft-
ware products and the interfirm relationships among them [1,3].

Platform owners have a plethora of instruments at their disposal to govern
their platform and the ecosystem around it. In studying these instruments, prior
research predominantly focused on their outcomes in market settings [4,5,6],
whereas the impact on the ecosystem remained unexplored. Addressing this de-
ficiency, this paper examines the network structure of the Microsoft Office365
ecosystem by means of an exploratory study. It explores the influence of com-
monly applied [1,4] active retention or locking of complementors on the number
of interfirm relationships among complementors in the ecosystem. The study
regards increasing development activity of a complementor or its status of Mi-
crosoft partner as invoked by fostering complementor lock-ins, and assesses the
influence thereof on the number of initiated interfirm relationships. As such, this
paper answers the following research question: “What is the influence of comple-
mentor lock-ins on the network structure of a proprietary platform ecosystem?”

This paper presents a visualization and analysis of the ecosystem around the
business productivity platform Office365 by means of network analysis [7,8] and
statistical inference. The study builds on our previous work [9] that explored the
interfirm network topology of the Google Apps ecosystem. It makes use of data
collected from the Office365 app store (Office365 Marketplace), CrunchBase and
websites of complementors. Through the analysis of the Office365 ecosystem, this
research gains insight into the factors that shape proprietary platform ecosystems
(i.e. a platform that is closed source and owned by a single for-profit entity).
In addition, this research adds to the growing body of research on industry
platforms and the multitude of means for governance that exists.

The remainder of this paper continues with an overview of related literature
and network metrics in Section 2. An elaboration upon the research approach is
included in Section 3. Section 4 presents a description of the Office365 ecosystem
and its population. Section 5 analyzes the Office365 ecosystem and among others
evidences that complementor lock-ins are positively related to the network den-
sity of the ecosystem, while the development scope of complementors remains
narrow and unaffected. A discussion of validity is presented in Section 6, followed
by a summary of findings and suggestions for future research in Section 7.

2 Background

The amount of literature on industry platforms, software ecosystems and net-
work analysis is extensive, yet application of their theories in synergy is limited.
This section first presents a brief review of contemporary literature on industry
platforms and ecosystem governance. Thereafter, network metrics are identified
and their computation is formalized. Herein, parallels with their application in
existing literature are drawn whenever possible.
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Platform owners face complex and far reaching decisions in the management
of their platform and its surrounding software ecosystem. Jansen, Brinkkemper
and Finkelstein [3] define a software ecosystem as “a set of actors functioning as
a unit and interacting with a shared market for software and services, together
with the relationships among them.” In the management of an ecosystem, ac-
cording to West [10] platform owners face the challenge of reaping benefits from
a proprietary technology, while the success of this technology is determined by
the extent to which complementors and end-users adopt the platform. While
most prior work has focused on fostering ‘coherent’ persistent third-party de-
velopment and stimulating a continuous influx of new complementors [11,5,3],
recent advances came to challenge the ever cumulative advantage of indirect
network effects. Boudreau [12] observed that excessive numbers of new entrants
hampered innovation in the handheld gaming industry, while Zhu and Iansiti [6]
found that the influence of indirect network effects is often overestimated.

These progressing insights put stronger emphasis on retention of existing com-
plementors, not provoking unnecessary competition, or in more general terms
preserving the health of the ecosystem. The health of an ecosystem is deter-
mined by the capability of an ecosystem to; persistently produce meaningful out-
puts (productivity), survive market disruptions (robustness) and create niches
in the ecosystem (niche creation) [13,14]. Elaborated approaches to managing
an ecosystem include enforcing platform exclusivity for applications [11], man-
aging diversity of available applications [12] and facilitating interaction among
members of the ecosystem [4]. One of the proposed instruments to govern the
ecosystem are partnership models [15,16]. To participate in a partnership model,
complementors pay annual partnership fees and adhere to mandatory product
and resource certification. In return, partners receive benefits that may include
marketing benefits, participation in joint partner events and greater benefit from
niche creation. Based on case studies conducted at SAP, Open Design Alliance
and Eclipse Foundation, Van Angeren, Kabbedijk, Popp and Jansen [16] posit
that stimulating active participation in the partnership model is associated with
increased productivity and engagement of complementors in the ecosystem. Even
more so because complementors are stimulated through the provision of incen-
tives to further commit, specialize and integrate [17,11,4,3,9].

Graph theoretical mathematics developed a plethora of means to address the
quantitative inquiry of structural properties of interfirm networks [7,8]. Several
measures such as network density, centrality and clustering coefficients are useful
in the analysis of ecosystem structure. The remainder of this subsection defines
and formalizes these measurements as well as it illustrates their application in
ecosystem analysis, for the purpose of replication and uniformity.

Network density reflects the ratio of the number of interfirm relationships that
are present in an ecosystem compared to the number of relationships that can
theoretically be initiated [7,8]. As such, it is an indicator of the degree of intercon-
nectivity and collaboration among the inhabitants of an ecosystem [18]. Densely
interwoven interfirm networks have been labeled as being more robust [13] or
specialized [17]. Network density is calculated as
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Δ =
2E

V (V − 1)
(1)

where E is the number of interfirm relationships in the ecosystem and V
represents the number of complementors. The measure can take values between
0 (empty graph) and 1 (fully connected graph).

Degree centrality is a measure to evaluate the structural position of comple-
mentors in an ecosystem. The structural position of a complementor is impor-
tant, as a large number of interfirm relationships eases access to complementary
knowledge and fosters exchange or innovation [19]. Degree centrality is denoted
as the ratio of the number of relationships a complementor has to the number of
relationships it could theoretically have [20]. The measure is computed as follows

Ci =

n∑

j=1

aij

Ei − 1
(2)

where aij denotes a relationship between complementor i and complementor j,
which is valued 1 if present and 0 otherwise. In the operationalization of business
ecosystem health measurement, Den Hartigh, Tol and Visscher [14] characterize
partners with a high degree centrality as ‘healthy’ compared to their peripheral
peers.

Centralization is an indicator for the extent to which an ecosystem is cen-
tralized around one or more members, and as such it reflects the ratio of how
central the most central member of the network is compared to the centrality of
all other members [20,8]. Platform ecosystems will display high centralization,
due to the strong dependence of complementors on the platform owner [9]. How-
ever, fluctuations in the centralization score may indicate the presence of other
catalysts in the ecosystem. Centralization is computed as follows, where Cmax

is the degree centrality of the platform owner.

C =

n∑

i=1

Cmax − Ci

max

(
n∑

i=1

Cmax − Ci

) (3)

Clustering coefficient reflects the extent to which the connections of a comple-
mentor are also connected to one another [21]. The clustering coefficient of the
entire ecosystem is the average of all values across the network. Clustering co-
efficient indicates the degree to which an ecosystem can be divided into clusters
of complementors that are tightly connected. the computation of the clustering
coefficient of a complementor is performed as follows

CCi =
2ei

Ki(Ki − 1)
(4)

where ei is the number of interfirm relationships among connections of a com-
plementor, and Ki is the number of connections of complementor i. Strongly
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clustered networks have been labeled as innovative [19] or healthy [14]. Mean-
while, Iyer, Lee and Venkatraman [17] argue that specialized ecosystems will
reflect a greater degree of clustering. The explanation for the greater degree of
clustering is twofold: first specialization increases the need for interfirm collabo-
ration [17] and second the initiation of interfirm relationships is based on direct
complementarity and therefore more applicable to specialized settings [18].

3 Research Approach

In this research, the Office365 complementors, their characteristics and the inter-
firm relationships among them were subject of an exploratory study. Office365
is a business productivity suite that bundles independently modifiable versions
of Microsoft Office, Microsoft Lync, Microsoft Exchange and SharePoint for use
by enterprises and governmental or educational institutions. Third-party appli-
cations are found on a dedicated part of the bigger Microsoft Pinpoint Mar-
ketplace1, and can be listed either globally or in one of the 59 region-specific
marketplaces. The app store holds metadata for each application, of which ap-
plication identifier, application name, application category, release date, developer
name and developer website were deemed relevant for this research. Metadata
of applications listed under the category “Applications” was collected, thereby
excluding professional services and on-premises extensions from the dataset.

By means of a web crawler, all application specific metadata was extracted
from the app store over sixty iterations (one to retrieve the globally listed ap-
plications, and 59 to traverse all region-specific marketplaces). The web crawler
combined a set of scripts in Java programming language, and was derived from
a crawler developed by Burkard, Widjaja and Buxmann [22]. It has been pre-
viously used in our exploratory study of the Google Apps ecosystem [9]. The
metadata was collected in two stages: (1) an initial identification and (2) the
actual collection of the metadata. During the initial identification, application
identifiers were collected by systematically traversing all application categories
up to the point at which no new applications were found. Then, all application
specific metadata could be read-in from their publicly accessible information
pages. All metadata was saved in a central MySQL database by means of pre-
defined pattern templates.

After the removal of duplicates from the database, a list of complementors
was compiled by means of an SQL query. Contrary to existing studies on inter-
firm relationships where proprietary alliance databases are used as central data
source [17,19,18], the interfirm relationships were obtained directly from the
websites of complementors by archiving mentions of partnerships. Archived in-
terfirm relationships included alliances, technological partnerships, collaborative
research and development, strategic partnerships and partnership model partici-
pation. To provide for triangulation of evidence, additional interfirm relationships
were obtained from the openly accessible company database CrunchBase2. This

1 http://office365.pinpoint.microsoft.com
2 http://www.crunchbase.com

http://office365.pinpoint.microsoft.com
http://www.crunchbase.com
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approach was preferred to move beyond alliances alone, which are likely to reflect
industry-wide collaborations. Interfirm relationships were treated as binary and
symmetric ties, maintained in an adjacency matrix3. Furthermore, complemen-
tor websites were used to assess whether it was currently participating in the
partnership model offered by Microsoft (Microsoft Certified Partner Network).

In the course of analysis, network graphs were drawn to visualize the ecosys-
tem. Its structural properties were computed in accordance with the network
metrics that were formalized in the preceding section. Apart from network anal-
ysis [8], subsequent analysis was performed by means of bivariate statistics that
include independent samples T-tests and Pearson correlations. The measurement
of complementor productivity was operationalized as the number of applications
a complementor developed, whereas complementor embeddedness was measured
as the number of interfirm relationships initiated by a complementor.

4 Descriptives of the Office365 Ecosystem

This section provides a description of a snapshot of the Office365 ecosystem that
was constructed on 13-02-2013. The remainder of this section first elaborates
upon the complementors and their characteristics, followed by a description of
the Office365 ecosystem.

4.1 Complementors

The Office365 Marketplaces contained 1204 applications developed by 550 com-
plementors (278 (50.50%) of which are participating in the Microsoft Certified
Partner Network). For an application to be included in the Office365 Market-
place it has to be subjected to technical compatibility and complementary value
requirements, with which Microsoft reserves the right to refuse inclusion of ap-
plications not of direct added-value to the platform. On average, each comple-
mentor develops 2.18 applications with a standard deviation of 1.65, reflecting
a narrow development scope per complementor. Applications include business
templates for Microsoft PowerPoint, document management functionality for
Microsoft Outlook, integrations with third-party software and customer rela-
tionship management or human resource functionality extensions. Noteworthy
is that Microsoft itself is not involved in the development of complementary ap-
plications, as opposed to platform owners such as Google [9] or Intel [23] studied
in prior work. The largest complementor in the ecosystem is Net2xs that lists 39
applications, followed by Bamboo Solutions and Orlandoś VBA and Excel Site
that developed 32 applications. Meanwhile, 67% of complementors develop one
application. A complete distribution of these figures is included in Figure 1. Im-
portant to note is that the distribution of complementors may be influenced by

3 An adjacency matrix is a square matrix with ecosystem inhabitants as rows as
columns. Entries in the adjacency matrix, denoted as aij , indicate the inhabitants
that are interrelated (i.e. adjacent). In a symmetric adjacency matrix, the value of
aij is equal to aji.
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Microsoft listing each extension for a Microsoft Office component as a separate
application. When a complementor, for example, develops an application that
works with Microsoft Word, Excel and PowerPoint, it can be included three times
in the Office365 Marketplace. Consequently, the actual number of applications
for Office365 may be lower than the number recorded in this research.

Table 1. Distribution of Office365 complementors based on the number of applications
developed

# of applications # of complementors

39 1

32 2

23 1

22 1

16 1

14 1

13 1

11 3

10 3

9 5

8 4

7 7

6 13

5 10

4 23

3 24

2 82

1 368

The entry date of a complementor was derived from the release dates of its
applications, and is considered equal to the release date of its first application.
Because the Office365 Marketplace does not provide a release date for all ap-
plications, to maintain validity a date of entry for a complementor could only
be determined if the release date for all its applications was known. In total,
a date of entry was recorded for 350 (63.64%) complementors. At the time of
measurement, on average two years and seven months have passed since their
entrance into the ecosystem, with a standard deviation of eight months. The
first recorded entry into the ecosystem dates back to 2005.

Every complementor is assumed to have initiated an interfirm relationship with
Microsoft, since they extend the Office365 platform and include their applications
in the app store. In total, the ecosystem is connected by 787 interfirm relationships.
Every complementor on average initiated 1.43 relationships with a standard devi-
ation of 11.74 relationships. Discarding the interfirm relationships initiated with
the platform owner, complementors are connected through 0.43 relationships per
complementor (standard deviation of 1.37 interfirm relationships). The most well
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embedded complementors areDell (eleven applications) with 37 relationships and
Nintex (seven applications) with 32 connections.

4.2 Ecosystem

The Office365 ecosystem consists of complementors (nodes) and the interfirm
relationships among them (edges). The structural properties of the ecosystem
are summarized in Table 2. As expected, the Office365 ecosystem is centralized
and sparsely connected with a network density of 0.5%. These values, however,
reflect slight differences compared the network density of 0.25% and central-
ization of 99.95% that were recorded for 993 complementors in previous work
for Google Apps [9]. Despite the limited interconnectivity among inhabitants
of the ecosystem the overall clustering coefficient is high, indicating that most
complementors that do initiate interfirm relationships intensively interact.

Table 2. Network level descriptives for the Office365 ecosystem

Metric Value

Size 551

Network density 0.00500

Centralization 0.9984

Modularity 0.336

Clustering coefficient 0.773

Table 3 includes node level properties of the Office365 ecosystem. The high
standard deviation for degree centrality reveals the presence of a small number
of embedded complementors in the ecosystem. Yet, 70.18% of complementors
are solely connected to Microsoft and found in the periphery. This finding may
be partly explained by the presence of established SharePoint complementors in
the Office365 ecosystem, the on-premises version of which already came with an
extension architecture. This may well have positively influenced the number of
initiated interfirm relationships for SharePoint complementors.

Table 3. Network metrics for the Office365 ecosystem

Metric Min. Max. Avg. Std. dev.

Degree centrality 0.00183 1 0.00519 0.0427

Clustering coefficient 0.00215 1 0.773 0.228

A useful network visualization could be created by moving beyond the hub-
and-spoke network topology. Accordingly, the dataset was ‘cleansed’ by removing
Microsoft, and the complementors solely connected to Microsoft. Figure 1 shows
the resulting network, in which node sizes are proportional to the number of
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applications developed per complementor. The grouping and shades represent
clusters in the ecosystem, identified by means of the modularity algorithm [24].
The algorithm treats clusters as groups of complementors that are densely con-
nected to one another while sparely linked to the rest of the ecosystem.

Fig. 1. Network visualization of clusters in the Office365 ecosystem

Figure 1 visualizes the interfirm relationships among 164 (29.82%) comple-
mentors. Noteworthy is that many of the most productive complementors are
present in the network visualization. Of the thirty most productive comple-
mentors, thirteen are present in Figure 1. Closer inspection reveals that absent
complementors are individuals rather than enterprises. Individual developer Or-
lando’s VBA and Excel Site, for instance listed 32 applications in the Office365
app store. The clusters in the ecosystem appear to be well and densely interwo-
ven, apart from the dyads shown in the right of Figure 1. Interfirm relationships
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seem to pertain technological partnerships, as most clusters appear to lack a
geographical focus.

5 Analysis

This section presents an analysis of the Office365 ecosystem. It inducts propo-
sitions derived from the empirical data described in the preceding section by
means of bivariate statistical inference. The analysis aims to gain a deeper un-
derstanding of the relationship between partnership model participation and the
productivity and embeddedness (i.e. the number of initiated interfirm relation-
ships) of complementors. The remainder of this section first regards the causal
relationship between the productivity of a complementor and the interfirm rela-
tionships it initiates, followed by an assessment of the influence of partnership
model participation on complementor productivity and embeddedness.

5.1 Productivity and Embeddedness

In the operationalization of ecosystem health measurement [13,14] and platform
governance alike [11,9], the increasing productivity of a complementor has been
hypothesized to coincide with greater embeddedness. As the complementor starts
developing more applications, it will search for interfirm relationships such as
technological partnerships, shared research and development or alliances to ease
its access to resources or foster its influential position in the ecosystem [8,17,11].
Meanwhile, new entrants seek technological integrations with existing applica-
tions to increase their visibility in the market or to establish chains of interop-
erability [13,17]. Platform owners benefit from this increased network density
as it fosters relational lock-ins (i.e. embedded complementors are less likely to
depart the ecosystem) [14], increases consensus among complementors [11], and
benefits the stability of the ecosystem [13].

While a causal relationship between complementor productivity and the num-
ber of interfirm relationships it initiates has been recurrently assumed, little
empirical evidence is provided in existing scientific literature. Accordingly, a
Pearson correlation analysis is performed based on the data presented in the
preceding section. The productivity of a complementor is treated as the inde-
pendent variable, and the number of interfirm relationships it initiated as the
dependent variable. As shown in Table 4, there is a significant positive correla-
tion (0.131) between productivity and embeddedness, meaning that growth in
both variables coincides. Explanations for the mild correlation can be sought in
the amount of entrants that already established interfirm relationships in before
joining the ecosystem, the relative immaturity of the platform, or the presence
of multi-homers in the ecosystem [22].

These findings provide confirmatory evidence for observations from our study
of the Google Apps ecosystem [9]. Performing a similar correlation analysis
caused us to obtain a significant positive correlation between the productivity
of a complementor and its embeddedness. In line with empirical evidence it is
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Table 4. Overview of Pearson correlations between number of applications developed
and number of interfirm relationships per complementor

Correlations

# of complements # of relationships

# of complements Pearson Correlation 1 .131**
Sig. (2-tailed) .002
N 550 550

# of relationships Pearson Correlation .131** 1
Sig. (2-tailed) .002
N 550 550

**. Correlation is significant at the 0.01 level (2-tailed).

therefore postulated that productivity of a complementor and its embeddedness
will be positively related.

Proposition 1: The number of applications developed by a complementor will
be positively related to the number of interfirm relationships it initiates.

5.2 Partnership Model Participation

In prior work, a platform owner has been argued to be able to actively gov-
ern or coordinate its ecosystem. The partnership model has been proposed as
a locus of control to enable complementors to more actively participate in the
ecosystem; hereby ensuring ‘coherent’ complementor productivity [11,3,16]. By
means of their partnership model, Microsoft can foster lock-in effects [16], plat-
form exclusivity [4] and (quality) control through certification [15]. Ecosystems
characterized by fringent governance have been argued to display greater inter-
connectivity [17,19]. In summary, one could hypothesize that by means of their
partnership model, Microsoft can foster the productivity and degree of interac-
tion among ecosystem inhabitants.

To examine whether this argument holds (i.e. Microsoft partners are more
actively developing applications and initiating interfirm relationships compared
to non-partners), an independent samples T-test is performed. Office365 com-
plementors are distributed in two groups based on their recorded partner status.
Partner status is coded as a dummy variable, in which 1 corresponds to a status
as Microsoft partner and 0 represents non-partners. In total, 278 complementors
are acknowledged as Microsoft partners and 272 are categorized as non-partners.
The independent sample T-test was performed at the 95% confidence interval.
Group statistics for both tests are summarized in Table 5.

To explore the influence that the date of entry of complementors may have on
our test results, the recorded group means of date of entry for Microsoft partners
and non-partners are first compared by means of an independent samples T-
test. Microsoft partners (175 complementors) on average entered the Office365
ecosystem two years and eight months ago with a rounded standard deviation
of ten months, non-partners (175 complementors) entered two years and seven
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Table 5. Group statistics for Microsoft partner and non-partner categories

Variable Partner status N Mean Std. Deviation

# of relationships Partner 278 1.192 2.925
Non-partner 272 0.522 2.509

# of complements Partner 278 2.313 3.351
Non-partner 272 2.063 3.390

months ago with a rounded standard deviation of one year. Based on these group
means, there is no significant difference between the date of entry for Microsoft
partners and non-partners; t(350) = 0.593, p = 0.728.

A Microsoft partner in the Office365 ecosystem on average initiated 1.192
interfirm relationships with a standard deviation of 2.925, a non-partner on av-
erage had 0.522 ties with a standard deviation equal to 2.509. The partner
category has a more skewed distribution of interfirm relationships compared to
the non-partners category. Based on these figures, there is a significant difference
in initiated interfirm relationships between partners and non-partners; t(538) =
2.895, p = 0.004. Results suggest that Microsoft partners in the Office365 ecosys-
tem have significantly more interfirm relationships compared to non-partners and
that lock-ins thus reflect in the network density of the ecosystem.

Proposition 2: Fostering complementor lock-ins will be positively related to
the network density of a proprietary platform ecosystem.

Another independent samples T-test is performed to investigate the relation-
ship between partnership model participation and productivity. Microsoft part-
ners on average develop 2.313 applications with a standard deviation of 3.351,
and non-partners develop 2.063 applications with standard deviation of 3.390.
Based on these group means, there is no significant difference in development
activity between partners and non-partners; t(548) = 0.871, p = 0.384. Results
imply that Microsoft partners are not significantly more committed to devel-
opment of complementarities compared to non-partners, the small difference in
group means may be attributed to random variation or luck.

Proposition 3: Fostering complementor lock-ins will not influence the
productivity of a proprietary platform ecosystem.

These findings provide preliminary empirical support for the proposed rela-
tionship between ecosystem health management, or platform governance, and
network density [13,14,11,3,15,16]. The results imply that a platform owner can
foster the network density of its ecosystem through its partnership model. Mean-
while, the absence of a relationship between partnership model participation
and complementor productivity is surprising and less evident in prior literature.
Studies on ecosystem health preservation [13,14] and partnership models [15,16]
have suggested that a platform owner can foster the productivity of complemen-
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tors. However, empirical evidence provides stronger support for recent findings
by Boudreau [12], who based on an empirical study of app stores found that
complementors are unlikely to move beyond their development scope, regardless
of the strategic incentives offered.

6 Discussion

The results presented in this paper were based on data collected from the Of-
fice365 app store, CrunchBase and directly from websites of complementors.
Despite all precautions taken, as with any exploratory research this study has
a number of limitations. Inherent in the problem domain is the reliance on pro-
prietary sources. A lack of transparency becomes evident when complementors
indicate to engage in interfirm relationships, but omit to list their actual part-
ners. Accordingly, the partner activity of such a company is neglected, while in
practice it might be embedded in the ecosystem. To limit the influence of this ob-
served threat, interfirm relationships were treated as symmetric ties to increase
overall coverage. Furthermore, a preliminary validation of the data collection
method in previous research [9] brought it forward as accurate and complete in
capturing interfirm relationships in the ecosystem.

Using static analysis for networks that are likely to change over time, poses
another limitation for this research. While this threat needs to be acknowledged,
previous research [17] showed that the network structure of proprietary ecosys-
tems remained remarkably stable over a 12-year period. Moreover, a remark
needs to be placed related to the scope of interfirm relationships, which is likely
to span wider than the boundaries of a platform ecosystem. Accordingly, com-
plementor websites rather than alliance databases were used as data sources to
include relationships at a finer level of granularity.

Through the presented visualization and analysis of the Office365 ecosystem,
this research adds to a limited body of knowledge on the intersection of busi-
ness or software ecosystems and industry platforms. Being among the first to
have presented an ecosystem analysis of a proprietary platform ecosystem, this
research introduced a complementary perspective on software platforms and the
management thereof. A perspective pertained beneficial to ecosystem managers,
and deemed important to the inquiry into platform governance by academia.

7 Conclusion

This paper presented a description and analysis of the Office365 ecosystem.
By means of app store data extraction, metadata about complementors was
retrieved, after which the interfirm relationships among them were manually
identified based on partner mentions on complementor websites and Crunch-
Base. Subsequent network analysis and bivariate statistical inference oriented
itself at investigating the influence of fostering complementor lock-ins through a
partnership model on the network structure of a proprietary platform ecosystem
and the productivity of its inhabitants.
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The Office365 ecosystem was populated by 550 complementors that together
developed 1204 applications. Complementors initiated 787 interfirm relation-
ships, which amounted for an average of 1.43 connections per complementor.
While 70.18% of complementors was solely connected to Microsoft, the remain-
der of the ecosystem appeared densely connected. Statistical inference evidenced
a positive relationship between the productivity of a complementor and the num-
ber of interfirm relationships it initiates. Complementors that participated in the
Microsoft Certified Partner Network were found to initiate significantly more in-
terfirm relationships than non-partners. Based on this finding, it was postulated
that complementor lock-ins will be positively related to the network density
of an ecosystem. Meanwhile, there was no significant difference in productivity
between Microsoft partners and non-partners; their productivity remained un-
affected and narrow, implying that complementors are unlikely to move beyond
their development scope regardless the triggers provided by the platform owner.

This paper provided a step towards better understanding of the effects of
enforcing platform governance by examining the influence of partnership model
participation on network structure and complementor productivity. Future re-
search should further address the tension between platform governance and the
productivity, and embeddedness, of complementors. The results presented in this
paper may be extended by means of a more fine-grained quantitative analysis,
in which the measurement of platform governance is operationalized in multiple
variables to enable multivariate statistical inference. Such an approach would
also allow to control for several contextual factors, such as the date of entry into
the ecosystem that was mentioned in our study. The method laid out in this pa-
per may also function as a blueprint for longitudinal replication. Another avenue
for future research pertains the study of entrance and exit strategies of comple-
mentors. Furthermore, this ongoing research project aims to contrast proprietary
platform ecosystems to uncover characteristic similarities and differences.
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Abstract. Most companies today experience a situation in which they are part 
of a complex business ecosystem of stakeholders that influence business 
outcomes. Especially for companies transitioning from selling products to 
becoming systems, solutions and services providers, this is causing a significant 
shift in their business strategies and relationships. Instead of focusing on 
internal processes, companies need to strategically position themselves in a 
dynamic network of actors to accelerate synergies and value co-creation. 
However, while this shift in business strategy is inevitable, it is not without 
challenges. An understanding for how to align internal, as well as external 
processes is critical, as well as a careful assessment on how to establish 
strategic partnerships in a dynamic network of interests. Based on on-going 
research, this paper outlines the emerging challenges that most software 
development companies face when adopting an ecosystem-driven approach, and 
the different mitigation strategies to manage these. 

Keywords: Company ecosystems, software ecosystems, ecosystem-driven 
development, challenges. 

1 Introduction 

The environment in which companies operate is becoming increasingly complex in 
nature. What we see is a transition from a predominantly intra-organizational 
perspective to a predominantly inter-organizational perspective where innovation is 
moving out from the organizational boundaries and where networks of stakeholders 
co-create value and engage in what has become known as co-opetition [1, 2]. Often 
co-opetition takes place when companies in the same market domain work together in 
the exploration and development of new knowledge and products, at the same time as 
they compete for market-share in the exploitation of the knowledge created. As 
recognized by Messerschmidtt and Szyperki [3], more and more software companies 
open up their products for functional extensions by third party developers, allowing 
for value creation that goes beyond company boundaries [4]. In doing this, these 
companies need to shift their attention from focusing on internal process efficiency, to 
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how to strategically align with, amplify, and accelerate in synergy with the ecosystem 
of which it is part. To offer access to external stakeholders rather than being 
exclusive, to manage the dynamics and dependencies within a large network of 
stakeholders, and to continuously assess different needs and drivers among 
stakeholders become critical activities. In the transition towards an ecosystem-driven 
approach to development, the understanding of how to position oneself in the 
ecosystem, and the implications this has on business models and strategies becomes 
increasingly important. Also, there is a need for companies to understand how to align 
their in-house, and often agile, practices with external stakeholders, such as e.g. 
suppliers, that typically operate using more traditional ways-of-working. 

In this paper, we present findings from an on-going case study in which we work 
closely with a large company within the embedded systems domain. The company 
develops products in which hardware is critical, but in which software is becoming 
increasingly important. Our study focuses on the challenges they face when adopting 
an ecosystem-driven approach to development, and identifies mitigation strategies to 
manage these. Our research questions are the following: 
 

• What are the challenges that emerge when adopting an ecosystem-driven 
approach to software development? 

• What mitigation strategies can be applied in order to manage these 
challenges? 

 
The paper is organized as follows. In section 2 we describe software ecosystems and 
the reasons for companies to adopt an ecosystem-driven approach to software 
development. In section 3 we present the research site and the case study method that 
we use. In section 4, we present the findings concerned with the challenges that 
emerge when transitioning towards an ecosystem-driven approach to development. 
Also, we identify mitigation strategies to manage these challenges. In section 5, we 
discuss our findings and in section 6 we conclude the paper. 

2 Software Ecosystems 

The emergence of ecosystems is one of the most significant developments for 
software companies, and it is a topic that recently has attracted significant attention in 
the software engineering research community [5, 6, 7]. The adoption of a software 
ecosystem causes companies to open up its successful products and product lines for 
functional extensions by third party developers [3]. Rather than being exclusive and 
closing off the product for external developers, organizations are exploring different 
ways to offer access for external stakeholders without sacrificing important system 
properties or loosing out on business opportunities or customer relationships. This 
phenomenon is well elaborated upon in the field of political science and economics, 
and is described as a situation in which companies interact with partial congruence of 
interests [8]. As described in this research, companies cooperate with each other to 
create more value than what they had been able to achieve without the collaboration.  
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As recognized by Bosch [9], ecosystems take various forms. Typically, a 
distinction is made between commercial and social ecosystems. In a commercial 
ecosystem the actors are businesses, suppliers and customers, the factors are goods 
and services and the transactions include financial transactions, but also information 
and knowledge sharing, inquiries, pre- and post-sales contacts, etc. This is in line with 
what Moore defined as a business ecosystem that includes suppliers, lead producers, 
competitors, and other stakeholders [10]. Over time, they coevolve their capabilities 
and roles, and align themselves with the directions set by one or more key 
stakeholders. According to Moore [10], the concept of a business ecosystem enables 
members to move toward shared visions, and to align their investments and find 
mutually supportive roles.  

A software ecosystem is usually defined as a commercial ecosystem consisting of a 
set of software solutions that enable, support and automate the activities and 
transactions by the actors [9]. In a software ecosystem there is typically a company 
providing a software platform and a community of external developers providing 
functionality that extends the basic platform, and/or users either actively or passively 
contributing with knowledge, content, goods and services, connections or behavior to 
the ecosystem. A software ecosystem is often complemented with a social ecosystem 
consisting of users, their social connections and the exchange of information. Here, 
users either actively or passively contribute knowledge, content, goods and services, 
connections or behavior to the community and, consequently, to the company 
providing the ecosystem platform. Successful social ecosystems usually capitalize on 
the contributions of the users in the to create more value to each individual user as the 
person provided in the first place. This can be achieved through aggregation and 
consequent presentation of data uniquely relevant to the user, and through advanced 
mechanisms that allow for customization. 

As can be seen in previous research [9], there are a number of reasons explaining 
why an ecosystem-driven approach has become so attractive, and why companies 
adopt this approach to development: 
 

• To increase value of the core offering to existing customers and users. 
• To increase attractiveness for new customers and users. 
• To decrease costs for commoditizing functionality by sharing maintenance 

costs with other stakeholders. 
• To accelerate innovation through open innovation in the ecosystem. 
• To increase collaboration with partners in the ecosystem and share costs of 

innovation. 
• To “platformize” functionality developed by partners in the ecosystem. 

 
As a fairly recent development within the software engineering domain, the concept 
of software ecosystems reflects a shift in focus from the internals of an organization 
towards the external environment and the relations and dynamics within this. This 
introduces a number of opportunities in terms of collaboration, knowledge sharing 
and value creation, as well as a set of challenges in terms of positioning, ownership 
and strategic alignment.  
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In our research, we focus on the challenges that face companies when adopting an 
ecosystem-driven approach to software development. As recognized by Bosch [11], 
the company providing the platform needs to go through a significant change in 
culture in that rather than being the one building products for customers, the role is 
now to enable external stakeholders to do this. To manage this change without loosing 
revenue, nor alienating the internal development organization, is a challenging task 
that requires additional research. 

3 Research Site and Method 

3.1 Research Site 

This paper presents on-going research based on a case study conducted at a company 
within the embedded systems domain. Our case company is world leading in network 
video and offers products such as network cameras, video encoders, video 
management software and camera applications for professional IP video surveillance. 
At the moment, the company is experiencing a shift in focus, i.e. from being 
predominantly a product manufacturer the company is adding a  focus on systems, 
solutions and services. This shift is causing the company to carefully consider the 
ecosystem of which it is part, and define alternative business strategies involving a 
broad spectrum of stakeholders in this network. The strategies focus on how to 
forward integrate in the value chain, how to complement the existing product 
portfolio with service offerings and, finally, how to adopt an ecosystem-driven 
approach to software development in which customers, suppliers, competitors and 
end-customers engage in joint innovation efforts and value co-creation.  

The main motivation for the company to engage in this research is the increasing 
need to understand the ecosystem stakeholders, their drivers, their needs and their 
challenges in order to strategically align, amplify and accelerate in synergy with 
these. 

3.2 Research Method 

Our paper reports on an on-going single case study [12, 13] involving a large company 
in the embedded systems domain. The project was initiated in October 2013 with the 
first data collection activities starting in November 2013. The main data collection 
method used is semi-structured group interviews with open-ended questions where the 
researchers meet with groups of four to seven people for a two to three hour session. 
Also, the two researchers continuously meet with key stakeholders to discuss project 
activities, project findings, and how to best accelerate the adoption of an ecosystem-
driven approach within the company.  These meetings are conducted in a workshop 
style with a mix of presentation and discussion from researchers and practitioners.  

So far, one group interview and three workshop meetings have been held at the 
company. For the group interview, one of the researchers met with a group of seven 
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people representing global partners and business development, product and segment 
marketing, product maintenance, global sales, product management, and core 
technologies. In addition, two company representatives that work as contact persons 
towards the research project, and with roles such as project and product managers, 
were present to listen in and to be part of the introduction in which the research focus 
and topic was explained to the group. The group interview lasted for three hours. 
Notes were taken during the interview and these were shared between the two 
researchers to allow for a discussion regarding the interview session, the answers that 
had been given and the overall impression of the discussion. Also, the participants 
were asked to provide their input on a number of topics that were listed and handed 
out them during the workshop. This allowed the researcher to have documentation 
consisting of both personal notes, but also notes taken by the participants themselves. 
Finally, the group interview was recorded. The workshop meetings involved key 
stakeholders in the company with an interest in the topic and with the intention to 
have people from their unit participate in up-coming research activities. The 
workshop meetings were one to two hour sessions in which the two researchers and 
the company representatives all contributed with content and items for discussion. In 
total, three workshop sessions have been conducted, involving six people with roles 
such as project and product managers, and identified as key stakeholders for this 
project. 

In terms of data analysis, an interpretive approach was adopted as described by 
Walsham [14]. While this approach has similarities with the qualitative grounded 
theory approach [15], it is not as strict in its coding process. Rather, the researcher 
documents his or her impressions during the research, for example after each 
interview, in order to generate more organized sets of themes after a group of 
interviews or a major field visit. When having this organized set of themes, the 
researcher then carefully reflects on what can be learnt, and what implications can be 
drawn, from the field data [14]. 

A problem that has been identified in relation to qualitative research is that 
different individuals may interpret the same data in different ways [16]. This problem 
is addressed in two ways. First, the grounded theory method prescribes coding 
processes that provide a traceable, documented justification of the process by which 
conclusions are reached. Second, we use a ‘venting’ method, i.e. a process whereby 
interpretations are continuously discussed with professional colleagues [17]. By 
sharing notes, and by discussing the results of group interviews and workshops, we 
develop an accurate understanding of the company and the challenges it faces.  

4 Findings 

In this section, we present findings from our on-going research. We identify the 
emerging challenges that face companies when adopting an ecosystem-driven 
approach to development. Also, we present mitigation strategies for how to manage 
these challenges. The challenges and the mitigation strategies were all identified 
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during a group interview and workshop meetings at the case company, and they 
reflect concerns critical for successful R&D management in an increasingly complex 
business environment. 

4.1 Challenges 

Our group interview and the workshops at the company reveal a number of challenges 
that emerge when adopting an ecosystem-driven approach to development.  

A recurrent theme, and the major challenge, is the difficulty to identify rewarding 
business models that add revenue, at the same time as it allows for external 
stakeholders to be value co-creators. The concern that our interviewees express is how 
to minimize opportunities for their competitors, while at the same time maximize the 
capacity of the ecosystem. One risk that was mentioned during the group interview 
was a scenario where competitors could potentially provide the same value for free, 
and monetize somewhere else. In this discussion, the interviewees all agreed that one 
critical success factor is how to support collaboration in the ecosystem without 
becoming the exchangeable component, and to find ways to share core competencies 
without loosing business opportunities. Also, the interviewees identified the need to 
understand what development should be made in-house and what development should 
be outsourced to external stakeholders in the ecosystem. Both these concerns relate to 
the challenge in finding an appropriate business model that drives revenue at the same 
time as it fosters ecosystem collaboration.  

A second challenge is the intention in the company to get closer to its end-
customers. Today, there are a number of intermediaries such as distributors and 
installers, and the interviewees experience a situation in which important feedback 
from customers is lost in the complex hierarchy of stakeholders. However, moving 
closer to customers, i.e. forward integrate in the value chain, might upset other 
stakeholders who already have a close relationship to end-customers, and do not want 
to share, or even loose this. To manage this situation, the interviewees expressed a 
need to understand more about the drivers for different stakeholders, and what 
motivates them to be part of the ecosystem. 

Third, the company is moving from a transactional business model in which box 
products are the main focus of attention, towards a relationship-based business model 
in which the company provides customers with entire systems, solutions and services. 
This is a major transformation for the company, and it implies new relationships and 
dependencies to stakeholders in the ecosystem. The interviewees express concerns for 
not having all the necessary skills for achieving this, and they see challenges in 
monitoring end-to-end service delivery to new stakeholders in the ecosystem. 

In table 1 below, we summarize the challenges that were identified by our 
interviewees as emergent when adopting an ecosystem-driven approach to software 
development: 
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Table 1. The emerging challenges that companies face when adopting an ecosystem-driven 
approach to software development 

Challenges: Concerns: 
Identify a rewarding business model • How to minimize opportunities for 

our competitors while at the same 
time maximize the capacity of the 
ecosystem? 

• How to support collaboration 
without becoming the exchangeable 
component? 

• How to share core competence 
without loosing business 
opportunities? 

• What development should be made 
in-house and should be outsourced 
to other stakeholders in the 
ecosystem? 

Forward integration in the value chain • How to move closer to end-
customers without upsetting other 
stakeholders in the ecosystem? 

• What are the drivers of the different 
stakeholders that constitute the 
ecosystem? 

Transition towards systems, solutions 
and services 

• What new relationships and 
dependencies emerge to other 
stakeholders in the ecosystem? 

• How to monitor end-to-end service 
delivery to new stakeholders in the 
ecosystem? 

4.2 Mitigation Strategies 

In order to manage the challenges as identified above, our study reveals a number of 
possible mitigation strategies.  

As the most rewarding, and long-term strategy, our interviewees identify the need 
to form strategic partnerships with stakeholders in the ecosystem. This is considered 
critical in order to mitigate competition and instead foster collaboration among key 
stakeholders with potentially competing interests. In particular, this strategy is critical 
to mitigate the challenge in identifying a rewarding business model. As opposite 
strategies to this, our interviewees discuss the possibility to build more proprietary 
solutions that make their products less open and less exposed to competition. 
However, while this strategy would allow the company to charge a license fee from 
any other stakeholder who wants to use the proprietary product platform, it would be 
contrary to the ecosystem-driven approach and the use of open and standardized 
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solutions. As a mitigation strategy, this discussion reflects a short-term solution rather 
than a long-term solution, with the risk to create more problems than it solves.  

A second mitigation strategy is to become the preferred component supplier and 
use offered solutions and services to drive revenue. This strategy is recognized as one 
way to address the challenge associated with forward integration since it would allow 
the company to establish closer relationships with stakeholders with whom they have 
previously not interacted. In adopting a solution and services provider role, this 
strategy would enable closer contact with end-customers.  

Finally, our interviewees emphasize the need for qualified training for existing 
employees as a strategy to mitigate the challenge with transitioning towards systems, 
solutions and services. In order for the company to be successful in this transition, 
functions besides the development organization need to be available and supportive of 
the new business opportunities offered within the ecosystem. As one way to realize 
this, our interviewees suggest rotation within the company to broaden the skillset 
among existing employees. 

In table 2 below, we summarize the mitigation strategies that were identified to 
manage the challenges that emerge when adopting an ecosystem-driven approach to 
software development: 

Table 2. Mitigation strategies to manage challenges that emerge when adopting an ecosystem-
driven approach to software development 

Challenge: Mitigation strategy: 
Identifying a rewarding business model  • Form strategic partnerships with 

key stakeholders in the ecosystem 
Forward integration in the value chain  • Become the preferred component 

supplier  
• Adopt a solution and services 

provider role 
Transition towards systems, solutions 
and services  

• Qualified training for existing 
employees  

• Rotation within the company for 
existing employees 

5 Discussion 

Adopting an ecosystems approach by shifting focus from the internals of the 
organization towards its external environment increases the value of core offerings to 
existing customers, increases attractiveness for new customers, decreases costs by 
sharing maintenance costs, and accelerates innovation through co-creation of value [3, 
6, 9]. While this is a general trend in the software industry [18], and associated with a 
number of opportunities [6], it comes with a set of challenges that need to be 
mitigated in order to fully capitalize on the potential inherent in the ecosystem. 

Our case company experiences a complicated business ecosystem of stakeholders 
that influence their business outcomes. As recognized in previous research [3, 4], the 
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business ecosystem is becoming increasingly important to companies due to a variety 
of factors including the outsourcing of parts of the development, the transition from 
products to systems, solutions and services, and the increasingly open nature of 
innovation where networks of companies and customers co-create value. Especially, 
the transition towards systems, solutions and services causes a significant shift in how 
companies interact with other stakeholders in the ecosystem. An increasing emphasis 
is put on strategically align with, amplify, and accelerate in synergy with other 
stakeholders in the ecosystem.  

In our on-going study, we work closely with a company within the embedded 
systems domain that is adopting an ecosystem-driven approach to software 
development. In doing this, the company is shifting attention from an intra-
organizational focus to an inter-organizational perspective where value creation is 
moving out from the organizational boundaries to include external stakeholders and 
customers [6].  

Our study identifies a number of challenges that the company faces when adopting 
an ecosystem-driven approach to software development. As the major challenge, our 
interviewees identifies the difficulty to identify rewarding business models that add 
revenue to the company, at the same time as it allows for external stakeholders to be 
value co-creators. Although previous research on software ecosystems has primarily 
reported on new business opportunities [6], our study reveals a number of concerns 
associated with monetization on business offerings. One of the concerns that our 
interviewees express is how to minimize opportunities for their competitors, while at 
the same time maximize the capacity of the ecosystem. To do this, mitigation 
strategies that drive revenue at the same time as they allow ecosystem collaboration 
need to be implemented. As the most rewarding and viable strategy, our interviewees 
identify the need to form strategic partnerships with key stakeholders in the 
ecosystem. 

A second challenge experienced in our case company is the intention to forward 
integrate in the value chain and move closer to the end-customers. While this opens 
up for shorter feedback loops and an increased understanding for customer needs [19, 
20], it might upset other stakeholders who already have that close relationship to end-
customers. As highlighted in our study, becoming the preferred component supplier 
and use offered solutions and services to drive revenue can help mitigate this 
challenge. While challenging to implement, this strategy allows companies to 
establish relationships with stakeholders with whom they have previously not 
interacted. To do this, an understanding for different stakeholders’ drivers and 
motivators is critical to not upset existing relationships.  

Finally, our study identifies the challenge with transitioning from a transactional 
business model towards a relationship-based business model where companies 
provide customers with systems, solutions and services instead of box products. This 
is a major transformation, and it implies new relationships and dependencies to other 
stakeholders in the ecosystem. The interviewees express concerns for not having all 
the necessary skills for achieving this. To mitigate this challenge there is the need to 
instill the skills and attitudes needed for creative enterprise and foster open innovation 
characterized by a culture of healthy risk-taking and collaborative activity. To 
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mitigate this challenge, qualified training for existing employees is critical and 
rotation of employees can be one way to realize this. 

While our study reflects the experiences from a single company, we believe that 
the challenges and the mitigation strategies we identify are relevant to other 
companies in the software development domain when adopting an ecosystem-driven 
approach to development. Based on our case study findings, we see that if 
successfully engaging the ecosystem stakeholders in the product development 
process, companies can empower innovation, foster creative enterprises, unleash open 
markets characterized by healthy risk-taking and finally, facilitate efficient creation, 
circulation and diffusion of knowledge. 

6 Conclusions 

In this paper, we present findings from an on-going case study conducted in a 
company within the embedded systems domain. Based on a group interview and 
workshop meetings with key stakeholders, we: (1) identify emerging challenges that 
companies face when adopting an ecosystem-driven approach to development, and (2) 
identify mitigation strategies to manage these challenges. The challenges and the 
mitigation strategies reflect concerns critical for successful R&D management when 
adopting an ecosystem-driven approach to software development. 

Concluding, in being a fairly recent development within the software engineering 
domain, the concept of software ecosystems reflects a shift in focus from the internals 
of an organization towards its external environment. So far, this shift has received 
limited attention even though its adoption is now accelerating by increasingly many 
companies. With this research, we identify challenges and mitigation strategies that 
we believe will be of relevance for a wide range of companies adopting an ecosystem-
driven approach to software development. 
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Abstract. Software startups are newly created companies with little
operating history and oriented towards producing cutting-edge prod-
ucts. As their time and resources are extremely scarce, and one failed
project can put them out of business, startups need effective practices
to face with those unique challenges. However, only few scientific studies
attempt to address characteristics of failure, especially during the early-
stage. With this study we aim to raise our understanding of the failure of
early-stage software startup companies. This state-of-practice investiga-
tion was performed using a literature review followed by a multiple-case
study approach. The results present how inconsistency between manage-
rial strategies and execution can lead to failure by means of a behavioral
framework. Despite strategies reveal the first need to understand the
problem/solution fit, actual executions prioritize the development of the
product to launch on the market as quickly as possible to verify prod-
uct/market fit, neglecting the necessary learning process.

Keywords: Software startups, customer development, lean startup.

1 Introduction

Software startups launch worldwide every day as a result of an increase of new
markets, accessible technologies, and venture capital [1]. With the term software
startups we refer to those temporary organizations focused on the creation of
high-tech and innovative products1, with little or no operating history, aiming
to grow by aggressively scaling their business in highly scalable markets [2].

New ventures such as Facebook, Linkedin, Spotify, Pinterest, Instagram,
Groupon and Dropbox, to name a few, are examples of startups that evolved
into successful businesses. Despite many success stories, many software startups
fail before they have fulfilled their commercial potential [3].

Even though startups share some characteristics with similar contexts (e.g.
small and web companies), the combination of different factors makes the specific
development context quite singular [2,4].

However, failures of startups received little attention [5]. Despite the quick
proliferation of startups’ communities, they have been able to absorb little more

1 With the term “product”, we refer to both software products and software services.
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than the basic patterns of how to build a startup [4]. Moreover, more than 90%
of startups fail, due primarily to self-destruction rather than competition [6].

This study aims to understand the software startups’ dimensions, which im-
pact failed software startups. The failure has been determined from the point
of view of their chief executive officers (CEOs), who have broad perspectives on
their startup organization [7].

This study was elaborated based on a multiple-case design, implemented with
in-depth narratives of the two project cases, covering a wide spectrum of themes
and iteratively adjusting the direction of the research according to the emerging
evidence.

The results show that the two startups didn’t follow consistent strategies to
understand the problem they were trying to solve, consequently diluting their fo-
cus on running in the wrong direction. Despite conventional dimensions emerged
to be important to improve, such as Market, Team, Product, Business, strate-
gies and executions of their development were not consistent to the state of their
problem/solution fit, presented by means of a behavioral framework. The behav-
ioral framework provides a potential reason for the failure of software startups
as the result of the analysis of the extrapolated data.

The rest of this paper is composed as follows: in section 2, background and
the related work are presented according to the relevant disciplines. Section 3
presents the empirical research design which is followed by the presentation of
the case studies results in section 4. The conclusions are identified and discussed
in section 5. The paper is summarized with section 6 addressing the limitations
and identifying future research needs.

2 Background and Related Work

In this section knowledge on the definition of software startups and how they
differ from established companies is presented according to existing literature.
Subsection 2.1 examines characteristics of startup companies. Subsection 2.2
describes how the state-of-the-art presents constraints, which impact the com-
pany’s survival. Subsection 2.3 presents dimensions to consider when building a
startup company.

2.1 Singularity of Software Startups

Startup companies exhibit many characteristics which reflect both engineering
and business concerns. Constraints of those characteristics differ from those of
established companies [5].

Established companies present advantages with respect to starutps, such as
fewer internal communication and coordination problems, a foundation of es-
tablished products, partners, and customers with a greater shared history and
vision [4]. Sutton [4] provides a characterization of software startups, defined by
the challenges they face with:
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– little or no operating history: startups have little accumulated experience in
development processes and organization management.

– limited resources: startups typically focus on getting the product out, pro-
moting the product and building up strategic alliances.

– multiple influences: pressure from investors, customers, partners and com-
petitors impact the decision-making in a company. Although individually im-
portant, overall they might not converge to support a clear decision-making.

– dynamic technologies and markets: the newness of software companies often
requires them to develop or operate with disruptive technologies2 to enter
into a high-potential target market.

2.2 Failure Assessment

Modern entrepreneurship, born more than thirty years ago [9], has been boosted
by the advent of consumer Internet markets in the middle of the nineties and
culminated with the notorious dot-com bubble burst of 2000 [10]. Today, with
the omnipresence of the Internet and mobile devices, we are witnessing to an
impressive proliferation of software ventures- metaphorically referred to as the
startup bubble. Easy access to potential markets and low cost of service distribu-
tion are appealing conditions for modern entrepreneurs [11]. Inspired by success
stories, a large number of software businesses are created everyday. However, the
great majority of these companies fail within two years from their creation [3].

Despite the believe that the success rate of startups has the potential to
dramatically increase economic growth on global scale [6], very few and contro-
versial findings about their failures have been found by the researchers in the last
years [5].

A prominent contributor as researcher and practitioner of the startup com-
munity is Steve Blank. In his research [2] he describes how very few startups
fail for lack of technology, rather they almost always fail for lack of customers.
For a company trying to enter a very innovative market without proof of func-
tionality in the real world there are more chances of failure. Customer feedback
is assumed to reduce the perceived risk in a software startup. Especially in the
marketing of complex and software-intensive products, experimental knowledge
is crucial. However the use of customer feedback by software startup companies
is distinctly under-researched [11]. Startup companies have reported that they
use the first customer feedback to develop the product further, find arguments
for sales and marketing purposes, learn project skills, and study the business
logic in their industry [12,13]. The focus of success moves to the abilities of find-
ing the first customers and expanding the business abroad, after saturating the
limited size of local markets.

In the course of attracting and keeping customers, Blank suggests a process
to place aside to product development, which aims to discover and validate

2 A new technology that unexpectedly displaces an established technology. It does not
rely on incremental improvements to an already established technology, but rather
tackles radical technical change and innovation [8].
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the right market for an idea. The first part of the discovery consists of finding
the right problem/solution fit. The aim is to test the riskiest hypotheses
of the problem taken in consideration by implementing a first solution. The
second step is to build the right product features that solve real customers’
needs, also known as the product/market fit. If the product/market fit is
not achieved, then a problem/solution fit must be reiterated, operation known
as pivoting. Ultimately, in order to grow, companies have to test their business
models, investing capital and executing tactics for acquiring and converting more
customers of their potential market.

2.3 Dimensions for the Evaluation of Software Startups

Subsection 2.2 examined the customer development methodology to describe the
objectives to scale a business concept. When resources are scarce, survival and
success depend most heavily on the executives and managers, who are respon-
sible for shaping, directing, and implementing company strategies. The impor-
tance of people in these roles derives from the need to keep the company focused
and moving ahead [4]. However the customer development methodology doesn’t
define the focus in which “ahead” lies. Despite the direction might shift contin-
ually due to the dynamic and unpredictable context in which startups operate
[5], some dimensions at all stages of the life cycle remain crucial.

Draw upon the study of MacMillan et al. [14], applied in startup contexts, four
holistic dimensions are taken in consideration. The team as the core element.
Software project managers have long recognized the importance of good people
for successful development [5]. New software companies are often established to
develop a technologically innovative product [4]. Yet, the business and the
way it evolves can set the company growth and its place in the market [15].
The uncertainty of markets inevitably brings financial risks, which on the other
hand are fundamental to set-up any company. Ultimately knowing the market
is essential to evaluate the needs of the final customers [2].

3 Research Approach

The goal of this study aims to understand the software startups’ dimensions
which affect failure in a company. It is achieved through investigating how project
goals are defined and decision-making is executed in the period of time that goes
from idea conception to the validation of a product on the market. The following
section presents the research design and rationale for methodology selection.
Subsection 3.1 presents the context of the studied software startups and the
short description of their business ideas.

Following a systematicmapping study (SMS) [16], we conducted an exploratory
multiple-case study [17]. We executed two semi-structured interviews (with the
CEOs of two failed startup companies) integrated with narrative descriptions of
their failures. Moreover data were triangulated with external documentation, col-
lected and elaborated by the founding teams. From all the data, we extracted and
analyzed a model explaining the failure phenomenon of these two startups.
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A first preliminary SMS in the software engineering (SE) databases revealed
a quite wide gap in studies addressing failure in software startups, but at the
same time it showed us how broad the domain is. A definition which confirms
the suitability of this methodology is provided by Kitchenham et al. in [18]:
SMSs ‘’are designed to provide a wide overview of a research area, to establish
if research evidence exists on a topic and provide an indication of the quantity
of the evidence [...]”.

Next a multiple-case study approach was chosen in view of its ability to be
flexible in deepening the understanding of a specific problem, covering a wide
spectrum of topics and analyzing recurring patterns among them. Going from
the beginning extensively into a specific problem in software startups context
would not be worth trying because we didn’t find a sufficient number of studies
that constituted a solid body of knowledge, confirmed by [5]. On the other hand,
trying to select a broad research topic would carry the risk of spending a lot of
time in achieving a better understating of the problem without being able to
provide any significant results. A multiple-case design allows behavior analysis
over control analysis, with the benefit of understanding the phenomena in an
unmodified setting [17]. It also allows to analyze patterns across many cases
and to understand how they are affected by local conditions to develop more
sophisticated descriptions and powerful explanations [19].

Moreover, as we wanted the ability to transfer our ideas to startup practi-
tioners, we applied a comparative analysis of the state-of-the-art and the case
study findings following evidence-based software engineering principles [20,21]
and providing empirical evidences supporting startups’ decisions. The sampling
of the two startups has been selected according to the features identified in sub-
section 2.1. Yet they are two failed evidences, as required by our research goal,
as perceived from the two CEOs from their idea conception to the first open
beta release.

We captured the most relevant aspects of the companies activities, letting
emerge patterns from the data and adjusting the framework as we proceeded.
The findings are derived primarily from the observations and perceptions of
the two CEOs. The reason for selecting CEOs as respondents is that they have
experienced all the decision-making process of the companies. Furthermore, they
participated in the creation of the companies since their inception, having strong
insights into the working activities they conducted and financed. However, the
findings are finally compared to the existing literature on software startups’
failure to improve generalizability.

In this paper we address the achievements of four dimensions defined by
MacMillan et al. [14] (i.e. product, team, business, market).

The whole procedure was executed by the first author. Subsequently reviewed
by the second and third authors. When necessary all the authors performed an
in-depth review of the design of the study and discussed the findings to improve
their validity.
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3.1 Background to the Cases

The first startup (called Milkplease3) aims to deliver grocery shoppings from
local supermarkets to the door-step of final consumers through the collabora-
tion of neighbors. It provides a web application allowing people to know that a
neighbor needed to do his shopping.

Milkplease was founded by an engineer and a computer scientist by using their
private savings. Running the business for one year, they increased the team
size in the last months with three more people, specialized in marketing and
service design. The business model expected profits by applying a service cost,
in the form of percentage over the total shopping amount for each accomplished
delivery. Initially the startup targeted full-time working employees for making
orders, and students for making deliveries in a small district of an European city.

The second startup (called Picteye4) aims to create an on-line service to sell
pictures of public and private events. They provided a web market-place where
people could sell and buy pictures. They started with providing pictures of one
big event in Italy. Then, they moved to use the application for other big events
around Europe.

The overall team grew from 3 software engineers (founders) to 6, covering
business and marketing positions. Picteye has been running for two years, try-
ing to launch the product several times without any positive response from the
market. The business model expected profits by selling pictures (digitally deliv-
ered to private individuals). The startup targeted photographers for uploading
pictures, and people participating to events for making orders.

4 Results

Byanalyzing the interview transcripts andnarrativedescriptionswith themultiple-
case study process, we extracted the information to describe the thematic areas of
the startups and construct the final framework, presented in subsection 4.1. The
thematic areas are divided according to MacMillan et al. dimensions.

This section contains quotes from the CEOs, referred with the capital “C”.
The trailing number indicates the software startup (e.g. “C1”).

The product dimension characterizes the software development strategies in
the two case studies. Since the two startups wanted to launch the product on
the market as quickly as possible, they built an initial prototype and iteratively
refined it over time, similarly to the concept of “evolutionary prototyping” [22].
However no initial hypotheses were defined from the business perspectives, and
consequently no minimal viable product (MVP), as meant by Ries [23], was
achieved.

“We were so excited about the technology that we put it upfront. We wanted
the product to be ready for being used by many customers. The day of the
launch arrived, but no one made a transaction. We still don’t know why”. [C1]

3 Milkplease website is available at www.milkplease.it
4 Picteye website is available at www.picteye.com

www.milkplease.it
www.picteye.com
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“I don’t know how and why people buy photographs on-line. My startup has not
answered to this question either. We were in doing mode. Ultimately 1 photo
has been sold, and this was after presenting the platform in a conference, when
someone in the audience saw himself in the picture gallery and decided to give
the system a try”. [C2]

Building a product without pursuing the problem/solution fit hasn’t provided
any learning process during the first period of the startup creation. In this re-
gards, the learning based approach has been neglected by the two CEOs to
benefit their attitude to acquire more and more customers. Yet, testing the ini-
tial hypotheses means have better understanding of the product risk, building
the right solution for a problem worth solving.

The team dimension represents the characteristics of the people involved
in building the company. The founding teams of the two startups were initially
formed by full-stack engineers, able to tackle different problems at different levels
of the technology stack, and covering multi-roles since they all participated in
the business and development processes. However entrepreneurial characteristics
were missing, such as motivation and ability to evaluate and react to risks.

“We started the project with a clear vision of what we wanted to achieve.
However, we soon shifted the vision towards money concerns, refining our busi-
ness model without having familiarity with the market”. [C1] “During the first
event week, we were presenting the project for the first time and part of the
founding team bailed out. The motivation was missing”. [C2]

Motivation has been felt as crucial to pursue the success of the first product
release. Indeed, everyone should have been involved to understand customers’
expectations and allow the entrepreneurs to evaluate and react to risks perceived
during this period according to the collected feedback.

The market dimension represents the strategies for customers’ acquisition.
The customers of the two startups were initially acquired to pursue the prod-
uct/market fit by using extensive press coverage.

“We participated to different startups’ contests, where we got quickly hype.
In the beginning we were sponsored by press, indeed many potential customers
started visiting our web-page. We wanted all of them starting using the product
from day one”. [C1] “I organized an event, sending an email to all the people I
could. I said few motivational words about the product. However, only few people
went to the event, and shadows started growing around the project”. [C2]

Customer acquisition started to be the first focus, even though the prob-
lem/solution fit was not discovered yet. With the benefit of hindsights, the CEOs
argued that having small amount of participants in the beginning of the process
would have allowed the startup to build an effective path to customers who care
about the promoted solution, and ultimately found a market that would have
supported a viable business.

The business dimension focuses on strategies to make profits out of the
product. From the business perspective the two startups started to focus on
maximizing the profit aspect too early, over-planning the model and prematurely
adapting the market according to the business, and not vice-versa.
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“Money became a first concern. As soon as we realized the product, we wanted
to cover all the expenses, and maximize profits”. [C1] “After the event, we started
waiting the money flow in the form of completed order forms. We had everything
ready for the great success”. [C2]

The two cases reveal how the several dimensions were executed without regular
customers’ feedback loop, without adapting the business and the product to a
changing market. To understand how the CEOs did not execute the strategies
to capture the problem/solution fit, we make use of a behavioral framework (see
figure 1).

4.1 The Behavioral Framework

Through analyzing the results, the two startups moved through similar thresh-
olds and milestones of development, which we segmented into stages. From the
narratives we wanted to preserve the temporal precision of the events moving
along the prominent objectives. We took advantage of hindsights to see what the
strategies would have been during the first period of time and what was actually
executed.

The final framework (see figure 1) contains the evolution of four dimensions
to build the startup, according to their exploration and validation stages. Ex-
ploration stage describes the activities focused on solving a meaningful prob-
lem, finding a viable solution. The validation stage allows to understand if the
product is of interest to the potential market and if customers are willing to
buy it.

The actual stage describes what they should have focused on, according to
their initial strategies. The behavioral stage describes the execution of different
dimensions, inconsistent to what they had initially planned. The time-line sug-
gests how startups would have worked through the different dimensions (further
analyzed in section 5).

From the product perspective a first solution should contain the minimal
functional features to address the riskiest hypotheses of the business idea. Within
an evolutionary approach, user experience should be improved to let customers
smoothly use the product. Eventually new functionalities can be added to scale
in the major market.

“We wanted to test the product on the market as soon as possible. However
we had no clear hypotheses to test. We wanted to be ready for the public launch,
even though we didn’t evaluate known risks.” [C1] “We thought and hoped that
the market launch date was coming shortly to finally see the results. We knew
all our thoughts were just speculations. However, I had not been thinking about
lean startup method, we were entusiastic about the technology”. [C2]

From the team perspective, up to when the problem and solution don’t fit, the
team should have entrepreneurial characteristics to be able to share the vision
and evaluate the risks of the market. Only then team should start covering
missing roles, such as marketing and business specialized positions.
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Fig. 1. Behavioral framework

“The vision was not clear as soon as we were ready to test the product.
Seemingly the time spent on the product changed our expectations. The team
size grew with marketing specialists and service designers”. [C1] “No one was
fully committed to the project. The team’s motivation went down soon. However
we started to grow with more specialists”. [C2]

From the business perspective at the beginning the two startups should have
planned how to converge traffic to satisfy and retain a small group of users.
However they focused on getting the business model refined.

“The business model has been polished to maximize profits even before the
product was ready. We invested our own money, and wanted them back as soon
as possible. When we realized there was no market for what we realized, it
was surprisingly too late to change the product again” [C1] “The company was
running and it was time to get money. We asked for 20k euro to further develop
the idea. We lost every month 100 euro, affordable for the first months. Soon
this was not true anymore” [C2]

At the beginning the two startups tried to be profitable, rather than moving
along the problem/solution fit and starting covering the need of a funnel strat-
egy5. The first objective of getting profits has never been reached. Ultimately
no more resources were available for possible pivots. Polishing the product and
business model has consumed more resources than moving through a build-
measure-learn cycle [23].

The difficulty of covering the negative cash flow, before the product or service
brings revenue from real customers, has become critical over time. Up to the first

5 A strategy that illustrates the customer journey towards the purchase of a product
or service, improving the awareness of the existence of a product, activating interest
and desire to choose the product [2].



36 C. Giardino, X. Wang, and P. Abrahamsson

launch no feedback has been given by potential customers, without effectively
capturing their needs.

“We ran the system within a group of potential users to get opinions. They
helped us only with the UX”. [C1] “An amateur photographer would have given
us excellent feedback. He did a brief experiment, and sent me an email where he
killed the system. I thought he was not the type of customer using the system.
I continued waiting for the big launch.” [C2]

5 Discussion

This section compares the overall findings of this study to existing literature,
in order to emphasize crucial factors of failure in early-stage software startups.
Subsection 5.1 provides insights on the lack of problem/solution fit, whilst sub-
section 5.2 explores the revealed weak learning process. Ultimately subsection
5.3 gives an understanding of how the framework can be adopted by practitioners
and researchers.

The two described startups didn’t consistently follow the defined stages. Their
behavioral stage differed from their actual stage working on some operations
prematurely.

As shown in the results instead of targeting the problem/solution fit, they were
pursuing the product/market fit, from the product, team, market and business
perspectives. Aiming at the product/market fit, startups focus on validating a
product instead of discovering and testing a problem space. Moreover, where
startups should be testing demand for a functional product, they focused on
streamlining the product and making their customer acquisition process more
and more efficient.

5.1 Lack of Problem/Solution Fit

Trying to validate a product for a problem you haven’t encountered yet is a
waste. Instead, being able to demonstrate problem/solution fit through discov-
ering what are the needs of your first customers is much more viable than an
untested story [24].

The two startups were improving the products’ user experience without having
tested the MVP first. Since 1994, Carmel [25] reports the need of flexible and
rapid development solutions to shorten time-to-market to test assumptions. Eric
Ries [23] shows an evolutionary approach to focus on implementing a limited
number of suitable functionalities (MVP). The MVP does not require to comply
with heavy quality constraints, enabling the team to quickly implement suitable
functionalities to test business assumptions, ready to be validated by final users.
The evolutionary approach enhances the effectiveness of the product, and enables
the company’s capabilities to adjust the trajectory of product development [24].

The two case companies showed initial evidences of a lack of systematic feed-
back from customers to improve their market understanding. However, startups
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face uncertain conditions, which should lead to a fast learning from trial and er-
ror, with a strong customer relationship. Avoiding wasting time in building un-
needed functionalities helps also in preventing exhaustion of resources [26,27,4].

As team dimension is concerned, in order to have the focus and the abil-
ity to evaluate risks, Carmel suggests that entrepreneurs need to look for a
well formed, skilled core development team, rather than just a set of product
ideas and features. Moreover the team must be empowered with full-stack and
self-organization settings, paired with the characteristics of real entrepreneurs.
Studies suggest that entrepreneurs possess ‘special’ personality characteristics
[28,9]. One of the key determinants of success in startup companies is the pas-
sionate behavior of the founders. People who lack passion often use the first
barrier they encounter as an excuse for failure. People who have high passion
will do whatever it takes to overcome those barriers. “What we can achieve in
life depends on a number of things: how hard we work, how smart we work, how
much leverage we have on the work we do, and how much courage we have in
pursuing our goals. How hard we work is tied to how passionate we are” [29].

In addition to the missing personal motivation, the two startups were not
familiar with the targeted markets. Despite a market can be uncertain, and not
clear in all its aspects, a good entrepreneur can anticipate and is proactive to
unforeseen events [30,31]. Instead of starting gradually with a funnel strategy
of how to know the market dynamics and get the first paying customer, the
startups wrongly focused on perfecting the business model.

5.2 Neglected Learning Process

As the firms mature and the awareness of the competitive environment grows,
there is an increasing reluctance to share ideas, problems or solutions in the
wider sense [32]. Indeed, over time learning progress slowed down and the two
startups were only concerning how to gather more and more customers. However,
improving customer acquisition before problem/solution fit has been premature,
because users were not hooked to the product. Involving the customer to activate
the learning progress has also been discussed by Yogendra [33] as an important
factor to encourage an early alignment of business concerns to technology strate-
gies.

The two startups progressed through their life-cycle inconsistently (see figure
1), addressing specific challenges in the wrong time, such as the need to acquire
more and more customers with a growing team, maximizing profits without
learning the market dynamics. These strategies prompted further challenges in
trying to strike the need of investments, indeed wasting time in further structure
and formalization of the business model.

Ultimately, a lost of confidence to achieve independence after using up per-
sonal savings, heavily impacted the survival of the companies, as experienced
also by McAdam et al. [32]. Learning mechanisms (e.g. learning about one’s
strengths, weaknesses, skills attitudes etc.) have been widely researched by Cope
[34], who reveals a deeper conceptualization of the process of learning from
venture failures.
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5.3 Implications of the Behavioral Framework

Existing frameworks have recognized the need of aligning business intentions to
a set of development activities to achieve a certain goal (e.g. GQM Strategies
[35], Balanced Scorecard [36]). However those approaches have been conceived
for more established companies, taking in consideration traditional development
approaches oriented towards process improvement initiatives.

The described behavioral framework, constructed by means of studies on
startup cases, can be used as a tool by practitioners to analyze how consistently
they are distributing their focus on the Macmillan et al. dimensions along with
the exploration and validation stages. For example, a configuration might ap-
pear as figure 2, where the marked strategies (the market and team dimensions)
represent a premature scaling towards the validation stage.

As remarked by Blank [2], the product/market fit has the objective of val-
idating people’s interest in a proposed product. If it doesn’t occur, “pivoting”
needs to be applied through changing the product or tackling a problem from a
different angle. He continues reporting that if the validation phase is successful,
the startup company can start increasing profits and improving their customer
acquisition process (also known as scaling phase). However knowing the mis-
match of possible dimensions, according to a targeted phase, can prevent the
waste of resources and improve the decision process.

In real settings, this framework would allow CEOs to focus and understand
how decision-making strategies are aligned to the activities within a software
startup company in the early-stage of its development. Moreover, venture capi-
talists might better understand the stage of development of a startup company
and filter those who can simultaneously sustain a consistent focus on different
dimensions.

Fig. 2. Behavioral framework: the dimensional mismatch
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6 Conclusions and Recommendation for Future Research

Software startups are able to produce cutting-edge software products with a wide
impact on the market, significantly contributing to the global economy. Software
development, especially in the early-stages, is at the core of the company’s daily
activities. Despite their severely high failure-rate, the quick proliferation of soft-
ware startups is not supported by a scientific body of knowledge [5]. This paper
provides an initial explanation of failure by means of a multiple-case studies
based on two software startups, focusing on early-stage activities, from the mar-
ket, product, team and business perspectives.

The behavioral framework is derived from the hindsight knowledge collected
from the CEOs of the two failed startups, with the aim of explaining how incon-
sistent decision-making strategies could lead to failure.

One important validity threat to this study is the small number of cases.
However, as described by Klein et al. [37], there is a basis for abstraction and
generalization in interpretive field studies through the use of ideas and concepts
if rigorously collected and experienced by researchers. As suggested by [38], to
validate the explanatory capability and correctness of the model we compared
the findings with the state-of-the-art (see section 5). To validate interview data
we examined also supporting evidences to verify their expressed opinions, such as
emails, presentations and documentation. The two studied startups might also
be biased by contextual factors, such as type of product, competitive landscape
etc. To mitigate this threat we constructed the framework using Macmillan et al.
dimensions, widely used in previous software engineering studies [30,24], enabling
a broader reasoning related to the factors that hinder the success of software
startups.

The overall results of our study reveal inconsistency between the strategy of
understanding and testing the problem/solution fit and the behavioral execution
of pursuing the product/market fit. When resources are scarce, survival and suc-
cess depend most heavily on the executives and managers, who are responsible
for shaping, directing, and implementing company strategies. Early recognition
and management of critical issues can increase the chances of success for a soft-
ware startup. The two startups failed to understand the problem and provide
the right solution, showing increasing reluctance in learning from the potential
customers.

In this paper we integrated a number of novel challenges discovered according
the Macmillan et al. dimensions [14] for both practitioners and researchers, while
presenting a first set of concepts, terms and activities which set startup strate-
gies for the rapidly increasing startup phenomenon. By means of the behavioral
framework, we provided a possible reason for the failure of software startups.
Consequently, there is a great deal of scope here for further research. For ex-
ample, further research is required to investigate the following two outstanding
questions; Firstly, how to prevent mismatch between business intentions and
development execution? Secondly, how existing learning processes can improve
business and development alignment?
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Abstract. Start-ups in the software-intensive field of e-business are key for 
modern economies. However, those so-called e-ventures tend to face certain 
problems in terms of financing: Many promising e-ventures seem to fail due to 
missing seed capital or too few investors. The reasons for this might partially be 
explained by goal conflicts, different expectations–especially concerning 
growth of enterprise value and opportunities–, differences in valuation of risks, 
planning, time horizon and other trade-offs between potential investors and the 
company’s founders. For this reason we examined academic literature to collect 
data as a basis for two analogously conducted Delphi studies: one for investors 
and one for e-ventures. Out of 48 most widely researched success factors 
concerning investors (of technology start-ups) and 24 concerning e-ventures we 
could derive implications to eight different subtopics for the above-mentioned 
trade-offs. Our article concludes by naming its major limitations as well as 
future research directions for the purpose of advancing research in this field. 
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1 Introduction 

Business foundations stimulate the economic dynamics a working national economy. 
Start-ups in the software-intensive field of e-business; including e-commerce, mobile 
business, mobile game and entertainment software, hereafter called e-ventures, are 
crucial in this environment. Facing the increasing penetration of the internet (internet 
of things and services), many new business models arise. E-business and its sub-
sectors hereby belong to the most dynamic and innovative economy sectors.  
Compared to the overall economy and the remaining high-technology sector, it can be 
stated that a consequently and significant higher founding dynamic exists in the 
above-said economic field. However, many of these newly founded e-ventures fail 
right at their beginning, during their so-called early-stages. 
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According to a study of the Centre for European Economic Research [1], thin 
capitalization at the beginning of business activity is a major reason for the failure of 
those ICT-start-ups. Approximately two-thirds of all failed ICT-start-ups attribute 
their failure to missing seed capital or no, resp. too few investors [2]. We assume that 
a noteworthy part of these failures is neither based on lacking sustainability of 
business models nor on crude business plans. Rather, our assumption, particularly 
regarding e-ventures, has been as follows: the reasons why potentially successful 
business ideas of e-ventures have not been funded are e.g. goal conflicts, different 
expectations, especially concerning growth of enterprise value and opportunities, 
differences in valuation of risks, planning and time horizon as well as other possible 
tensions between investors and the company founders during the early-stages of e-
business venturing. 

These reasons form the following problem statement: founders of e-ventures 
operationalize the term of success unlike investors and in line with this act on 
different assumptions of critical success factors at planning their business resp. 
evaluating a business plan. One thinks here of some today´s big players in e-business 
like eBay, Google or PayPal. From where we stand now, they all have to be 
considered as successful (or former) e-ventures, which have had the same single 
problem to deal with: rejected financing by investors during their early stages. 

Previous research efforts have been primarily investigating either success factors of 
start-ups (e-ventures, ICT-start-ups or start-ups in general) [2] or decision processes 
and rating criteria of investors [4, 5, 6, 7, 8, 9, 10, 11]. We tried to integrate the 
findings from both perspectives up to now. We have therefore jointly conducted two 
Delphi studies, both based on results of empirical secondary research. In this context, 
this type of study can be explained as a special form of a repeated, structured and 
written survey, which uses experts as respondents. It is, in general, an adequate 
method for forecasting and evaluating situations which are characterized by 
incomplete and uncertain knowledge [12]. Our first Delphi study, from a founder’s 
point of view, has identified critical success factors, which e-ventures seem to take as 
a starting point for their future business planning during their early-stages. Our second 
study on the other hand, from an investor’s perspective, has pursued the similar goal 
whereby the rating criteria of investors implicitly represent their assumptions 
concerning critical success factors of e-ventures during their early-stage in nearby 
future. 

This paper therefore focuses on contrasting the results obtained from both studies. 
It offers valuables information to the high failure rates of e-ventures’ funding efforts 
during the early-stages and implies possible fields of action to increase their chances 
in terms of successful funding.  

The paper is structured as follows: first, the methodology and data collection are 
explained. Then the descriptive results of the research are shown, including the results 
for both our studies as well as related implications concerning several subtopics. Our 
article concludes with explanation of its most important limitations and possible 
future areas of research. 
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2 Methodology and Data Collection 

2.1 Delphi Method 

The Delphi method is a systematic survey method, with which experts on specific 
issues are interviewed in two or more rounds [12]. The panel receives aggregated and 
anonymous evaluation feedback in form of univariate statistics (mean, standard 
deviation, quantiles, interquartile range) after each round [12]. In light of these 
information, thinking processes are to be triggered and, thus, the participants are 
encouraged to reconsider their earlier answers [13]. Key characteristic of the method 
is therefore to focus and build a consensus among all participants by supporting group 
communication. This is accomplished indirectly by the above-said anonymous 
feedback, which thereby leads to an increased consensus among the participants and 
which, at the same time, avoids undesirable opinion leadership effects [12, 14]. 

We chose the Delphi method especially with regard to counteracting the lack of 
predictive power of research on past-oriented success factors. Hence, we linked 
retrospective knowledge from research in the field with prospective information, 
obtained by the Delphi studies. In our view, the determinants of success for 
organizations necessarily have to be based on prospective input, i.e. input which does 
not rely exclusively on retrospective statements, in order to gain deeper insight into 
the highly dynamic environment of e-ventures during their early-stages. 

The common approach of a Delphi study can be divided into the following four 
steps [12, 14, 15]: 

1. Operationalization of the question. Based on the underlying question, items 
must be established, which are then submitted to the panel to be evaluated. 
These generated items can either be pre-defined or collected through a first 
qualitative survey round. 

2. Elaboration of a standardized questionnaire and survey. The established items 
are processed to be quantitatively evaluated by the expert panel. This is done 
with the help of a fully or partially standardized questionnaire.  

3. Provision of feedback on the previous round. Standards on how this feedback 
can be given hitherto hardly existent. In short, most of the time descriptive 
statistics are used here, above all robust measures of dispersion and location. 
The aim is to illustrate the given diversity of opinions in a simply and readily 
understandable way. 

4. Repetition of the survey. Reflection as well as reconsideration of earlier 
answers given by the experts–based on the feedback.  
If necessary, this step is repeated multiple times. 

2.2 Design of the Conducted Studies 

Due to the broad research basis for success factors of start-ups as well as on investor´s 
rating criteria, we have pre-defined items in both our studies, instead of collecting 
them through e.g. a first qualitative survey. Accordingly, we have elaborated our 
standardized questionnaires based on empirical secondary research.  
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The questionnaires were developed using an HTML-based survey software. Hence, 
the received it via e-mail and answered it online. 

Both studies were conducted in two rounds. According to appropriate literature, a 
satisfying result is achievable within a maximum of only three rounds whereas the 
most striking changes usually arise between the first two rounds of a Delphi study 
[12, 15].  As for our study, the conducted consensus analysis gave no evidence 
leading to the necessity of a third round. For the purpose of examining the general 
process of building a consensus among the experts we have calculated the coefficient 
of variation for each item of both rounds and studies. Our results indicate that we 
achieved satisfying results for both studies in regards to the improvement of 
judgment, resp. reaching consensus. 

The same questions were asked in both rounds. To do so we placed aggregated, 
anonymous feedback on each item of the first round directly in each of the second 
round’s questionnaires. Concerning this matter, we decided to use box-whisker-plots, 
which included mean, quantiles and interquartile range for each item. Box-whisker-
plots outline various robust measures of location and dispersion in an understandable 
and convenient way in just one graphic. To avoid misinterpretations, we also added 
information to the questionnaire which illustrated the used form of box-whistler-plots 
and explained, how they were to be interpreted in order to reassess every item. 

In order to ensure the absence of certain kinds of errors, regarding question content 
and formatting concerns which are often associated with survey research, we have 
pretested both questionnaires for both rounds in pre-field and field. Resulting 
improvements mainly applied to correct presentation and comprehensibility of the 
box-and-whisker plots in all major internet browsers (Google Chrome, MS Internet 
Explorer, Apple Safari and Mozilla Firefox). Multiple adjustments to the CSS-Style 
sheets of the online questionnaire had therefore to be made. 

The total duration of our two survey periods were nine weeks. This applies to both 
rounds. The studies took place between March 2013 and May 2013. 

2.3 Delphi Study of the Investor´s Perspective 

To identify the main rating criteria in regards of potential investors’ decision-making-
processes, we conducted a comprehensive review of available secondary literature. 
Premier research databases including EBSCO, Science Direct, Google Scholar and 
ACM were searched using a preset of defined keywords. To ensure high quality of 
used literature, we only took international peer-reviewed journal publications into 
account and examined the suitability and content validity of each study. Only 
empirical studies that included the evaluation process of ICT-start-ups during their 
early-stages from an investor’s point of view were used. In addition, crucial citations, 
referenced within these set of publications, were examined and–if applicable–
included. The studies mostly covered a certain groups of investors (venture capital 
firms, business angels, incubators, et cetera). To serve as a basis for the work at hand, 
these criteria were cataloged. This process ultimately lead to an intersection of all 
investor groups, hence, equally relevant for all types.  
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In the end, 47 criteria from 13 studies remained to be operationalized [see Table 1]. 
In the first instance we attempted to draw on items that had already been used in one 
of the above-mentioned surveys. If, however, this was not possible because or 
especially since the former questionnaires have not been published in detail, new 
items were formulated by us. Since the length of our questionnaires was a major 
constraint, we operationalized each criterion by not more than two items. Finally, 58 
items related to the rating criteria and 5 required items regarding meta-information 
about the participating investors were included in the questionnaire. 

These 58 former mentioned items were enquired in 5 equally formatted item 
groups (13 on founder´s, 17 on product/service and 12 on market characteristics, and 
8 per financial and investment perspective). The guiding question remained the same: 
“What influence are the following statements going to have on investment decisions 
you have to asses in the coming three years?” A standardized unipolar 6-points-scale 
was applied for judging the influence. This so called “forced choice” method was 
used to avoid neutral answers. It was, however, possible to select an option which said 
“I don’t know” to prevent a bias resulting out of forced positive/negative estimations. 

2.4 Delphi Study of the Founder´s Perspective 

The current state of research in the addressed field allowed us to abstain from 
conducting our own comprehensive reviews of secondary literature. Instead, we used 
a meta-analysis as a foundation published by Song et al. in 2008. Using Pearson 
correlations as effect size statistics, Song et al. analyzed the findings of 31 selected 
primary statistical analyses from research of success factors concerning new 
technology ventures (including e-ventures) and, in doing so, identified the 24 most 
widely researched. Further performed analysis showed that, among these, 8 factors 
were homogeneous significant and 11 remained heterogeneous significant. For the 
heterogeneous success factors, an additional moderator analysis was conducted [3]. 

Detached from the significances, homogeneities and further implications which 
derived from Song et al., we took the initial identified 24 success factors as a basic 
starting point for our own operationalization. We did this to satisfy the explorative 
orientation of our study and–out of the educated guess–that success factors of e-
ventures, as partial quantity of young technology ventures, could perhaps underlie 
deviant causalities. Where possible, we used the same items which as in the empirical 
studies examined by Song et al. 

Beside two exceptions, we operationalized the success factors by use of two items 
per factor. All of our 45 items were prompted in 6 equally formatted item groups (6 per 
market and product, 8 per strategy, enterprise and resources, 9 regarding management). 
The items resp. success factors had to be evaluated in terms of effectiveness as well as 
controllability for the single e-venture. To avoid misinterpretations, a short explanation 
of both expressions were provided: effectiveness describes how strong a factor 
influences the success of an e-venture regarding the next 3 years. Controllability 
expresses to what extend an e-venture is able to change, secure or induce this factor to 
its own use. For judging effectiveness and controllability a standardized unipolar 6-
points-scale was applied (see chapter 2.3). 
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Besides of the above factors, the participants were questioned a variety of 
questions concerning meta-information regarding person, role, enterprise and–to 
ensure comparability of the empiric data–manner of success measurement in the 
actual company (e.g. revenue, profit). Eventually, the participants had the opportunity 
to bring in further items resp. success factors which went beyond the given ones. 
They were also able to judge effectiveness and controllability of these new factors. 
However, no significant outcome resulted from this and hence, to build upon the 
meta-analysis of Song et al. turned out to be an expedient approach. 

3 Descriptive Statistics 

3.1 Delphi Study of the Investor´s Perspective 

Our target population has consisted of investment managers of venture capital firms, 
incubators and business angels. The panel had to assess start-ups, more specifically e-
ventures, during their early stage phase. Turning to the response rate, a total of 209 
potential respondents clicked on the hyperlink, which lead to the first round of our 
survey. Out of these 209 respondents we could attract 102 to see the second side of 
the questionnaire and a total of 66 completed it entirely. The second survey round had 
a total of 66 respondents of which 63 saw the second page. All in all we could achieve 
51 full questionnaire replies for the second round. 

All of our interviewed participants have been dealing with e-ventures; two-thirds 
have placed more than 50% of their investments in e-ventures. In average, the 
participants have had 8.5 years of work experience in the field of new venture 
financing; 82% have had assessed more than 100 business plans. Taking everything 
into consideration, the size and quality of the panel can be safely regarded as adequate 
for conducting a Delphi survey. Furthermore, the calculated coefficient of variation 
indicated, that the achieved consensus generated through the Delphi process had 
improved for all items, except one–which was market growth. It is therefore 
important to bear in mind the possible bias of this particular item. 

The following Table 1 shows the basic results of our assessment.  

Table 1. Factors considered to affect investor’s future decision-making process    

Factor Code Explanation I.a 

customer value I_1 p/s offers a noticeable additional benefit 5,87 

reliability I_2 honest and earnest behavior 5,68 

industry exp. I_3 
knowledge regarding the branches/industries the business 

idea addresses 
5,30 

market volume I_4 sales targets can be reached in the targeted market 5,30 

available market I_5 demand for p/s is existent 5,28 

degree of innovation I_6 p/s is an essential improvement of an existing solution 5,25 

financing phase I_7 
start-up finds itself in a phase that is usually supported by 

you / your institution 
5,23 

know-how I_8 commercial and technical knowledge existent 5,19 
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Table 1. (continued.) 

exp. of the team I_9 complementary knowledge among team members 5,19 

market growth I_10 target market shows a high level of growth 5,19 

growth potential I_11 
target market is currently a niche market, but shows growth 

potential 
5,04 

real. forecasts I_12 generally, realistic forecasts are made 5,02 

prototype I_13 a prototype of the product is existent 4,98 

capital demand I_14 capital demand to reach the break-even point 4,96 

market entry barriers I_15 possible existence of market entry barriers 4,83 

market develop. 
I_16 high amount of early-adopters in targeted market segment 3,96 

I_17 realistic penetration strategy for the market 5,64 

previous results I_18 fast realization of the business idea up to now 4,81 

copyrights I_19 start-up owns copyright on p/s 4,81 

product type I_20 type of product (hardware, software, service) 4,68 

beta-tests I_21 beta-tests show huge interest 4,64 

imitability 

I_22 p/s can potentially be protected by a copyright 4,36 

I_23 
p/s can only be copied by investing high amounts of time 

and money 
4,85 

commitment 
I_24 quit old job to fully focus on the business idea 4,13 

I_25 willingness to invest one’s own capital 5,02 

lump sums on 

progress 
I_26 capital payment can be based on progress in the project 4,64 

expected ROI I_27 
projected ROI equals those of other start-ups supported by 

me or my institution 
4,40 

competition intensity 

I_28 
target market is a new market segment without direct 

competitors 
4,66 

I_29 
target market is very fragmented with a high number of 

potential competitors 
4,06 

I_30 few but dominant competitors are active in the target market 4,30 

distributorship I_31 possibility to enforce distribution partnerships 4,34 

develop. progress I_32 p/s will reach marketability within the next 6-12 months 4,94 

 I_33 p/s is in an early stage of development 3,64 

invest. period I_34 estimated investment period 4,28 

prof. experience I_35 have several years of professional experience 4,23 

exit-options I_36 business plan includes exit-opportunity 4,26 

 I_37 type of planned exit 4,08 

market character I_38 target market is a niche market 4,02 

 I_39 target market is a mass market 4,15 

unique selling point 
I_40 p/s is an innovation 5,09 

I_41 p/s is a copy of a functional idea (e.g. from the USA) 2,94 

executive ability I_42 
already assumed management responsibility in other 

projects 
4,00 

develop. risk 
I_43 is bases on the development knowledge of a single person 3,53 

I_44 p/s uses new, rarely used technologies 3,96 
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Table 1. (continued.) 

active investors I_45 co-investors are active partners 3,70 

travel time I_46 
travel time between you/your institution and the potential 

investment 
3,66 

profitability I_47 
break-even point is reachable without further financing 

rounds 
3,64 

other investors I_48 there are already other investors involved in the start-up 3,53 

portfolio-fit I_49 start-up in own portfolio works on a similar business idea 3,53 

past achieve. I_50 have participated in prior venture creation 3,51 

recommendation 

\references 

I_51 recommendations of a different investor 3,70 

I_52 recommendations of a different entrepreneur 3,04 

exp. as a team I_53 team-members already worked together in the past 3,21 

supply-chain I_54 complex supply chain (for hardware products) 3,04 

inactive invest. I_55 co-investors are inactive partners 2,81 

cash-flow I_56 up to now no profit was generated 2,28 

situation at financial 

markets 
I_57 tense situation on the international financial markets 1,96 

crowdfunding I_58 first round of funding via crowdfunding successful 1,58 
a influence     

3.2 Delphi Study of the Founder´s Perspective 

Our panel on the entrepreneurial side of view has consisted of both, founders and 
managerial directors of e-ventures during their early-stage. A total of 337 respondents 
clicked on the hyperlink which lead to the questionnaire of round one.  157 respondents 
viewed the welcome page (first page) and 53 completely answered all questions. On the 
whole we could collect 53 complete questionnaires in round one. As to the second 
round we could manage all 53 respondents to click on the hyperlink leading to 
questionnaire number two. Finally, a total of 33 evaluable questionnaires from members 
of the target group (which was ensured with the help of corresponding requested meta-
information) were submitted to us after the end of the second round of the survey. 
Despite of the slightly lower participation in comparison with the investor´s perspective,  
the size of the panel and its quality can still be safely regarded as adequate. In this 
respect it is noted that experiments verified: differences in results of a 16-participant 
panel are less than 10% in comparison to a 32-participant panel [21]. 

The majority of participating e-ventures have been companies (mostly Ltd.) at the 
beginning of product production or market launch. All of our interviewed e-ventures 
found themselves in the so-called early-stages. The company size varied between two 
groups, one had mostly below 50 employees and one between 50 and 250. The 
companies’ average age varied between 1-2, resp. 3-4 years. 10 of 33 participating e-
ventures have been offering software; 26 (software-intensive) services and 5 
hardware. Thus, multiple belongings to the last category were possible. As to the 
generated consensus among our participants, the calculated coefficient of variation 
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indicated improvement for 40 out of 45 items in terms of the effectiveness. 
Concerning the Controllability, even 44 of 45 items showed improvement.   

Table 2 summarises our basic findings. 

Table 2. Factors considered to affect e-ventures future business success 

Factor Code Explanation E.a C.b 

marketing intensity 
E_1 unique product image 5,03 4,97 
E_2 unique firm image 4,94 5,15 

marketing experience 
E_3 marketing experience of the management 4,73 4,76 
E_4 marketing know-how of the management 4,88 4,94 

industry experience 
E_5 branch experience of the management 4,69 4,52 
E_6 market knowledge of the management 4,82 4,76 

product innovation 
E_7 focusing on R&D 3,12 4,61 
E_8 offered product varieties/differentiations 3,94 5,15 

market scope 
E_9 heterogeneous customers/customer segments 3,82 3,79 
E_10 broad product portfolio 3,70 5,45 

R&D alliances 
E_11 horizontal R&D cooperation 3,37 4,07 
E_12 strategic alliances 4,61 4,47 

prior start-up experience 
E_13 entrepreneurial experience of the management 4,00 4,45 
E_14 management experience in similar positions 4,00 3,82 

environmental 
heterogeneity 

E_15 broad operating domain 3,68 3,87 
E_16 branch-specific business processes 3,87 4,65 

financial resources 
E_17 high capital base 4,36 3,79 
E_18 high equity ratio 3,88 4,03 

internationalization 
E_19 international experience of the management 3,66 3,86 
E_20 foreign business transactions 3,69 4,66 

market growth rate 
E_21 increasing total market volume 5,33 3,39 
E_22 increasing demand 4,76 2,24 

R&D experience 
E_23 R&D experience of the management 3,68 4,00 
E_24 R&D know how of the management 3,65 4,29 

nongovernment. 
financial support 

E_25 investor financing 3,94 3,73 
E_26 other private funds 3,73 3,76 

supply chain integration 
E_27 product development with suppliers 3,21 3,75 
E_28 intensive communication with suppliers 3,53 4,38 

firm type 
E_29 managerial independence 4,58 4,48 
E_30 support from possible parent company 3,03 2,53 

firm age E_31 long company existence 3,24 2,42 

firm size 
E_32 amount of permanent employees 3,33 4,16 
E_33 amount of free collaborators (freelancer) 2,79 4,19 

low cost strategy 
E_34 low sales prices 3,22 4,06 
E_35 low purchase prices 3,70 2,70 

university partnerships E_36 university research cooperation 2,91 3,88 

environmental dynamism 
E_37 constant consumer preferences 4,03 2,48 
E_38 fast technological change 3,91 2,85 

competition intensity 
E_39 absence of substitute products 4,19 1,88 
E_40 low intensity of competition 4,61 2,06 

size of founding team E_41 amount of foundation members 2,52 3,25 

R&D investments 
E_42 increased budget for patent application 1,20 2,66 
E_43 recruitment of R&D-staff 2,52 3,24 

patent protection 
E_44 ownership of important patent rights 1,87 2,73 
E_45 increasing patent application 1,47 3,14 

 a effectiveness, b controllability  
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4 Analysis and Implications 

Taking the diverged results of both our Delphi studies into account, a variety of 
implications arise, which are to be discussed in what follows. By examining our 
findings, we suggest to separate the following eight subtopics: Experience and know-
how, financial situation, copyrights and imitability, demand, market size and market 
volume, supply situation and competitive environment, innovation, value added and 
image, agency and portfolio aspects, strategic alliances and partnerships. 

4.1 Experience and Know-How 

Taking into account our results concerning the entrepreneurial team’s experience and 
know-how, they point towards evidence that entrepreneurs themselves tend to 
overestimate entrepreneurial experience of their management team (E_13, E_14) in 
comparison to the estimations we received by asking potential investors about the 
importance of having participated in prior venture creation (I_50). Investors therefore 
seem to consider the said factor to be less–but still–crucial. If it comes to managerial 
experience, our results implicate that both parties regard it as an important factor 
(E_14, I_42). Especially knowledge in conjunction with the target market as well as 
the industry appears to be essential for both investors and entrepreneur (E_5, E_6, 
I_3). There is also indication that entrepreneurs emphasize individual competencies 
such as R&D experience of the management (E_23), R&D know-how of the 
management (E_24), international experience of the management (E_19), marketing 
experience of the management (E_3) and marketing know-how of the management 
(E_4) whereas investors potentially tend to focus on technical expertise and 
commercial knowledge of the approached e-venture (I_8, I_35). It can be seen from 
the above data that particularly marketing seems to be of importance for the e-
venture’s future success. Another important finding was that existence of 
complementary knowledge amongst team members may be suggested as a major 
determinant regarding the potential investor’s decision-making processes (I_9). In 
summary our results suggest that entrepreneurs emphasize marketing know-how and 
experience together with industry and market knowledge. Neither international 
experience nor entrepreneurial and managerial skills or experience seem to be crucial. 
Likewise our study suggests that R&D experience and know-how are rather 
unimportant for e-venture’s future success. In contrast potential investors seem to 
consider complementary competences of the e-venture’s team as vital. Our results 
also indicate that they focus on commercial skills and overall expertise in almost the 
same manner as e-ventures but set no great story by know-how and experience in 
prior entrepreneurial activities. 

4.2 Financial Situation 

As can be seen from our results, especially successful financing through 
crowdfunding has to be considered as a relatively irrelevant factor for investors 
(I_58). In addition the results, as shown in Table 1, indicate that participation of other 
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investors whether and in what form can be suggested as relatively insignificant as 
well (I_45, I_55). Especially if further investors belong to the category of so called 
silent partners, they seem to not play a big role (I_55). An explanation might be that 
their existence possibly has no effect regarding the number of direct stakeholders of 
the particular e-venture. Existence of active partners on the other hand can be 
suggested as a more relevant decision criterion since they happen to erode e.g. the 
former single investor’s opportunistic control (I_45). With attention to the 
entrepreneurs it can be suggested that financing via investors is a rather crucial 
success factor (E_25). Our results also indicate that private funding is believed by 
entrepreneurs to be another major pillar (E26). It seems possible that these results are 
due to easy acquisition of private funds in comparison to commercial investments. 
Private funds moreover maintain entrepreneurial freedom and are therefore to be 
welcomed. There are several possible explanations for this. One might be that private 
funding is not as opposed to the typical interest in profits which commercial investors 
tend to drive at. In summary the answers given by entrepreneurs indicate that–as we 
expected–the financial situation must be considered a fairly important success factors 
which also seems to be pretty influenceable for the particular e-venture (E_25, E_26).  

4.3 Copyrights and Imitability 

It is apparent from both our tables that copyrights and general imitability perceived to 
be of little relevance for e-ventures in terms of future business success whereas a 
great number of potential investors we interviewed regard them as pretty important 
(I_19, I_22, I_23, E_42, E_44, E_45). It can also be suggested that entrepreneurs 
seem to be capable to influence those factors to a certain extent (E_42, E_44, E_45). 
Investors on the other hand appear to attach great importance to ownership of 
copyrights as well as the future patentability of potential products and/or processes 
(I_19, I_22). This rather contradictory result may be due to the ventures limited 
resources in the sense of capital and time. This leads to the assumption that copyrights 
and imitability are perhaps not mandatory in comparison to more important factors 
such as e.g. marketing. It may also be the case that investors on the other hand 
consider e.g. copyrights as discrete values of a company which–in case of a 
discontinuation of business or insolvency–remain existent and therefore leave the 
opportunity to be converted into cash. There are, however, several other possible 
explanations which this study has been unable to demonstrate. 

4.4 Demand, Market Size and Market Volume 

The demand for products and services seem to be quite important for e-ventures as 
Table 2 shows (E_21, E_22). As assumed, especially the demand for products on 
offer (E_22) and the general market volume (E_21) appear to be crucial. Interestingly, 
most of the potential investors we surveyed also considered market development to be 
a relevant factor beside of the above mentioned (I_4, I_14, I_16, I_17, I_21). They, in 
this regard, appear to put attention to e.g. presence of a realistic market penetration 
strategy (I_14, I_17). It can therefore be assumed that e-ventures, since their business 
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plan during the early-stages is already set up, tend to focus on achieving their market 
objective whereas investors on the other hand seem to first evaluate the business 
concept of the e-venture, including the latter determinants such as market entry 
barriers. 

4.5 Supply Situation and Competitive Environment 

Our results as regards supply situation and competitive environment (I_15, I_28, 
I_29, I_30, E_39, E_40) imply that they are both of slightly limited relevance in 
comparison to the factors mentioned in chapter 4.4. Thus, they seem to be still of 
great importance for both–inventors and e-ventures. There is evidence that 
entrepreneurs consider competitive intensity to be very important (E_40). Investors, 
in contrast, rather seem to focus on market entry barriers (I_15). This is in itself 
somewhat incomprehensible due to the fact that detailed information about the 
supply- and competitive situation is required to give meaning to two of three aspects 
we examined in the previous subchapter, namely: market volume and market 
penetration strategy. Our results possibly result due to a different level of abstraction 
which both categories–investors versus entrepreneurs–of studies we examined faced. 
They therefore have to be interpreted with caution as further studies will need to be 
undertaken. In the final analysis the same explanation as for subchapter 4.4 may be 
applied to explain these findings. This means that an existent product may lead to a 
certain market which then eventually results in confronting a given competitive 
environment. Taken together, it hence seems that factors such as market barriers or 
existence of competitors are already determined for e-ventures during the early-stage. 
An implication of this is the possibility that those factors are less important since 
ambitions of influencing them may not be rewarded. Investors on the other hand seem 
to find themselves in a position where the general decision of whether or not to invest 
is the one to be made, which is why they perhaps appear to face an extended scope 
and therefore tend to also concentrate on actual market characteristics. 

4.6 Innovation, Value Added and Image 

It is apparent from Table 1 that investors seem to assume a demand for the product to 
be especially driven through the level of innovation (I_6, I_40) and the value added 
for customers (I_1). Thus, both criteria can be considered to constitute two major 
success factors concerning the investor’s decision making process. From the data we 
can also see that it seems to be relevant whether the offered product is a material 
good, a service or a software (I_20) as well as if e.g. a prototype exists (I_13). It is–on 
the other hand–apparently not very important for investors whether there e-venture 
which is potentially to be supported builds on new and/or rarely used technologies 
(I_44), is bases on the development knowledge of a single person (I_43) or is a copy 
of a functional idea, e.g. from the USA (I_41). Entrepreneurs in contrast seem to 
singly and solely emphasize the image; to be precise: product and firm image (E_1, 
E_2). Aside of that they also appear to regard the offering of product variations and –
differentiation to be crucial for success and easy to influence (E_8). This discrepancy 
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is interesting to note and may be explained by the assumption that e-ventures are 
prone to achieve the best possible improvement of a given product, e.g. via intense 
customer interaction since their initial product/service is already designated. As a 
result many choices a potential investors may has, are inapplicable for the e-venture 
by itself. In summary it can be stated that investors appear to consider soberly the 
customer’s benefit compared to other existing solutions which are already available at 
the market. Entrepreneurs, as mentioned before, seem to mainly focus on product and 
firm image. 

4.7 Agency and Portfolio Aspects 

As Table 1 shows, there is evidence that potential investors consider multiple factors 
as relatively crucial which can be grouped under the category of so-called agency 
aspects (I_2, I_12, I_18, I_24, I_25, I_26, I_36, I_46, I_47, I_51, I_52). Those 
factors, such as recommendations of a different investor or entrepreneur as well as the 
willingness to invest one’s own capital–concerning the particular e-venture which is 
to be financed–, seem to be important since they may provide indication as to the 
actual motivation and impetus of the respective entrepreneur. The current study found 
that entrepreneurs, on the other hand, appear to have no direct equivalent to the above 
factors. The reason for this is not clear but it may have something to do with the 
axiomatic information asymmetry arising from the principal-agent-relationship which 
the investor (principal) and the entrepreneur (agent) are subject to. Hence, the agency 
aspects are important for the former because it may help him to explore the 
entrepreneur’s real intent and future behavior. It may be that e.g. recommendations of 
a different investor/entrepreneur and honest or earnest behavior are especially relevant 
prior to the formation of a contract. As said, this may also be due to the fact that some 
of these factors grant indication towards the entrepreneur’s real objectives (I_24, 
I_25). If, besides of that, capital payment are based on progress in the project this may 
also lead to goal congruence via harmonizing the incentives of both parties (I_26). E-
Ventures on the other hand seem to be able to use so-called signaling to convince the 
potential investors. In this context they could e.g. attach information about exit-
options (I_36, I_37), realistic forecasts (I_12) or evidence on rapid progress (I_18) to 
their written business plan. 

If it comes to portfolio aspects, our results unsurprisingly suggest that, again, they 
are quite relevant for investors (I_7, I_27, I_37, I_49) but not as much for 
entrepreneurs, as no counterparts could be identified by our research. These findings 
may be explained by the fact, that most capital-seeking e-ventures cannot chose 
between a varieties of possible investors, but rather count themselves lucky when 
finding just one to support them. It may also be the case that ventures–in comparison 
to investors–are generally better informed about (expected) actions of other party. 
This could make further examination superfluous. 

4.8 Strategic Alliances and Partnerships    

From the data in Table 1 and 2, it is apparent that the existence of strategic alliances 
and partnerships is rather important for both the entrepreneurs and the investors (I_31, 
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E_12). There was, however, no equivalent on the same level of abstraction for 
investors, even though the possibility of distribution partnerships can be named a 
decision criterion (I_31). An implication of this is the possibility that e-ventures 
during the early-stages are able to underpin information-based products or services by 
establishing strategic alliances and partnerships. Investors in contrast possibly 
consider sales targets as more crucial. There are, however, other possible explanations 
this study cannot provide. It also remains questionable whether or not the existence of 
the above-named alliances and partnerships have to be seen as crucially important for 
investors.  

5 Limitations  

Most studies concerning research on the factors of success are generally to be 
questioned in opinion of some authors such as e.g. March and Sutton [16]. We, 
however, feel that most of this critique is inapplicable for both of our studies. We 
chose the Delphi method particularly with regard to counteracting the lack of 
predictive power of past-oriented success factors research. As explained, we linked 
retrospective knowledge from success factor research with prospective information, 
obtained by our Delphi studies. Furthermore, we did not propose any normative 
statements regarding corporate success and reasons leading to it, but we do aim 
towards an exploration of the contradictive assumptions which founders on the one 
hand and investors on the other, underlie. It must be stated, that the Delphi procedure 
itself is primarily criticized because of reasons carried out by H. Sackmann [17, 18]. 
Although fundamental doubts are–according to today's state-of-the-art scientific 
research [12, 19, 20]–widely eliminated, this methodological critique must also be 
applied to our work. It regards e.g. the general effectiveness of the given feedback. 
Also, operative limitations must be taken into account. For instance, we assume that 
neither the list of underlying success factors nor that of rating criteria is complete. 
Another problem might arise due to the fact that the quality of this work is in some 
parts dependent on the accuracy of the used secondary literature, whereby we best 
possibly checked their quality and therefore assume it as sufficient. Beyond that, the 
gained data can by no means be seen as representative and should rather be consulted 
as first reference points for further, more extensive studies which approach a superior 
research panel.  

6 Conclusions and Future Research Directions  

Taken together, this study has gone some way towards enhancing the understanding 
of the relationship between e-ventures and potential investors in regards to future 
success factors. Our Delphi study, concerning the founder’s point of view, has 
identified critical success factors, which e-ventures are going to take as a starting 
point for their business planning for the coming three years. Our second study, from 
the investor’s perspective, has pursued the similar goal, whereby the rating criteria of 
investors implicitly represent their assumptions about critical success factors of  
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e-ventures. Thus, this paper focused on contrasting the results obtained from both 
studies resp. point of views, it remains to be emphasized that the link between classic, 
past-oriented success factor research and forecasts gained by the Delphi process 
provide a new contribution to this particular field of research. Through comparing 
both points of view–e-ventures versus investors–it can therefore be suggested that our 
findings possibly serve as a base to understand future decision-making processes to be 
made by both the parties we examined. It is, however, up to future research to take up 
this first exploration of the topic. With respect to the above-mentioned limitations, it 
is apparent that a number of possible follow-up studies, which use the same 
mythological setup, are necessary to e.g. verify deducible hypothesizes and/or causal 
relations. 
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Abstract. The rapid downfall of the Nokia software ecosystem has radically 
altered the landscape of software industry in Finland in recent years. There has 
been a shift from largely corporate driven way of working, which is often 
dominant in large companies, to more agile practices, and in general software 
organizations are seeking new, leaner ways of composing, delivering, and using 
software also inside already established companies. To accelerate this 
transformation in large scale, a collaborative research program has been 
created, called Need for Speed (N4S). In this paper, we give an insight to the 
joint goals and concrete actions of the program and discuss the motivations of 
individual companies that are participating in the program. As one concrete 
goal of the project, we introduce the concept of Mercury business, where the 
principles of the Lean startup framework are applied in a more conventional 
industrial setting. 

Keywords: Real-time value delivery, deep customer insight, lean startup, 
elastic enterprise, mercury business. 

1 Introduction 

The rapid downfall of the Nokia software ecosystem has radically altered the 
landscape of software industry in Finland in recent years. Instead of a single 
ecosystem that has been aiming at the creation of software – including hardware 
elements, low-level software, operating systems, middleware, and applications – for 
mobile phones, where major up-front R&D investment has been the norm, smaller 
companies as well as startups are now becoming major actors. Many of the companies 
are only working with one layer of the software stack,  and for those that work with 
end-user applications, it is has become crucial to deliver new features to end users 
whenever they are ready, not when the whole software stack requires updating. This 
change has meant that new ways of composing, delivering, and using software are 
emerging, following the spirit of e.g. the Lean Startup framework [11].  
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While newly founded companies may find it easy to start operating in accordance 
to the Lean Startup ideals, already established companies, especially those that have 
been formerly a part of the Nokia ecosystem, have been operating with a different 
mindset. They have been largely focusing on creating software products, which have 
been delivered in a somewhat traditional fashion, and this is also reflected in their 
processes and organization, which complicates entering new markets and 
experimenting with new products. 

To create the foundation for the future success of the Finnish software intensive 
businesses in the new digital economy, largely fueled by the Web and pervasive 
connectivity in almost all places, a collaborative, industry driven research program 
has been created, called Need for Speed (N4S) [8]. The project is planned for years 
2014-2017, and its budget exceeds 80M€, resulting in an annual budget around 20M€. 

The program is executed jointly by the industry and academia, and it presently is the 
biggest national investment in software-related research.   

In this paper, we give an insight to the joint goals and concrete actions of the 
program and discuss the motivations of individual companies that are participating in 
the program. Moreover, we will also introduce research actions that will be executed 
during the first year of the program. As an additional contribution of the paper, we 
address a concrete business goal of the project, so-called Mercury business, where the 
principles of the Lean startup framework are applied in a more conventional industrial 
setting, and compare our goals with those of the Lean Startup approach. Moreover, 
topics such as internal startups and elastic enterprises are also closely related to our 
approach, and they will be briefly addressed as well. 

The rest of this paper is structured as follows. In Section 2, we address agile and 
lean software development, which reflects the general state-of-the-practice in Finnish 
– and to a great extent also Global [10] – companies, although there are small 
deviations [5]. In addition, we provide some background information regarding new 
software and business approaches that are applicable in the N4S setting. In Section 3, 
we introduce the goals of N4S, and discuss each research goal separately. Moreover, 
we also show the big picture of these goals to demonstrate the changes we are aiming 
at. In Section 4, we provide an insight to the initial goals of the companies that are 
participating in the program, and cluster them in accordance to the different research 
themes of the program. In Section 5 we give an extended discussion on our 
observations so far in the creation of the consortium for the program, as well as point 
out certain important details. In Section 6, we draw some final conclusions.  

2 Background 

In the following, we first discuss contemporary software development approaches that 
are commonly applied in Finnish software companies. Then, we address disruptive 
technologies that challenge the old ways of working in the field of software. Finally, 
we briefly introduce the Lean startup approach, which has been an inspiration during 
the planning of the N4S program.  
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2.1 2.1   Agile and Lean Software Development 

Software and software intensive industry have undergone major advances over the 
last decades. The transition from slow projects lasting years to the rapid cycles of 
continuous development and deployment have been dramatic (Fig. 1). 

 

Fig. 1. Agile and lean software development 

Iterative and incremental development. Ever since (and probably even before) the 
introduction of commonly misunderstood Waterfall process [12], iterative and 
incremental development has been used by software developers to manage risks and 
uncertainties in software development. By developing software in a piecemeal 
fashion, where frequent checkpoints can be used to detect anomalies and 
misinterpretations, the development effort can be more easily managed than by using 
a big-bang development approach. Consequently, while the rational design process 
can be used to explain how the development advances [9], in reality it has been 
customary to conduct at least experiments before advancing too far in the 
development.    

Agile development. In many ways culminating in the Agile Manifesto 
(http://agilemanifesto.org/), agile software development approaches [3] consist of a 
wide number of practices where delivering value to a customer is the dominant factor 
in software development, over following a plan, which had been the prevailing 
concept early on in many software projects. Various agile methodologies exist, 
including Extreme Programming [2], Scrum [13], Kanban [1], and Lean software 
development, which more or less share the underlying mindset but implement the 
actual actions differently.  
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Continuous integration. When numerous developers work on the same project, 
they commonly make changes in the same software components in their own 
workspaces. When the changes contradict each other, a conflict arises, which need to 
be resolved by the developers. The key issue of continuous integration is to minimize 
such conflicts by merging developer workspaces with a shared mainline [6]. 
Whenever a change to the mainline is made, the whole system is compiled and an 
automated test run is made to ensure that the mainline remains healthy. It is important 
to notice that continuous integration is a development related issue, and therefore it 
mainly concerns R&D of software organizations. 

Continuous deployment. While continuous integration is about creating the ability 
to build a system automatically when even a smallest change has been made, 
continuous deployment is about creating the ability to deliver the smallest added 
value to the customers. Obviously, to minimize risks this requires automating all the 
processes that must be executed to deliver the software to customers, and therefore 
implementing continuous deployment concerns the whole company. 

To summarize, the evolution of the software development approaches has led 
towards approaches where the step between the development and deployment is being 
reduced. Hence, an approach referred to DevOps emerges, where development is 
treated similarly to operations, and no distinction between the two is made. To be 
more precise, DevOps stresses communication, collaboration and integration between 
software developers and information technology (IT) professionals who are 
responsible for the operation of the information systems [4]. The promise is that the 
tighter cooperation results in rapid development and utilization of the software 
products and services. To reach this target it is common that continuous deployment 
and/or continuous delivery [7] are used. Moreover, in order to gain benefits from the 
capability to release rapidly requires that also business goals are defined in a clear and 
achievable fashion.  

2.2 The New Operating Environment 

The Internet has rapidly become far more pervasive than it was only a few years ago. 
At present its transformational effects are spreading into several sectors of the 
economy and society via new innovations, services, and the emergence and quick 
success of new companies.  

The complexity and competition around the new Internet infrastructure, services 
and business environment will increase dramatically which will fundamentally change 
the way software will be developed, deployed and used to reach business goals. The 
Internet partly already is and will increasingly be the first truly global platform for the 
digital economy. It will enable significant new business, economic and social 
opportunities. Consequently, we are facing a fundamental systemic transformations 
towards a world where digital resources are constantly available on-line, and available 
for all to use. 

These systemic transformations will take many forms. Increasingly, products and 
services are not developed by a single company but rather by a network of 
collaborating companies. New, still partially emerging ecosystems and new 
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competitors will alter industry structures, the public sector, supply chains and many 
other aspects of today’s businesses. Similarly, computing and networking 
infrastructures, approaches, and processes have changed dramatically over the last 
years – faster and faster networks, cloud and web technologies providing vast 
computing capabilities, open source software available free of charge online, Internet 
of Things (IoT), and open data approaches – and they are all reshaping the digital 
economy in unforeseen ways and scale.  

These new opportunities are increasing ability to gather feedback regarding the use 
of products, customer satisfaction, and various other aspects that we have commonly 
overlooked. Such methods are already commonly used in today’s software systems to 
e.g. report bugs – something that is fundamentally associated with software 
development. However, in the future, there will be similar facilities for other use to 
help understanding how customers are using products and to create models regarding 
why. The central concept in the new internet economy is the idea of a minimum 
viable product or service, which aims at defining the smallest possible 
implementation that brings added value to customers. Upon delivering the product or 
service, the focus shifts to creating incremental improvements, so that development 
cycles can be shortened, progress can be evaluated, and customer feedback and 
insight can be used to measure the value of the improvement and fed back to 
development in real-time. Today, game and web service companies are already 
leading the way towards deep customer understanding to improve gaming experience 
or to help in e.g. selecting suitable advertisements to show, but we expect that many 
other fields of computing will be quick to follow. When combined with the ability to 
rapidly scale operations, the concept resembles that of elastic enterprises [14], which 
we will address later on in the paper. 

2.3 The Lean Startup 

In the Lean Startup framework [11], so-called Minimum Viable Product (MVP) is a 
key concept. With MVP the developing organization can find the critical and most 
valuable features with the customers by experimenting with new iterations in the 
market.  

The core of the Lean Startup approach is to execute a build-measure-learn cycle 
iteratively. These activities are linked to artifacts, ideas, product, and data. In each 
iteration, ideas are transformed to products by building them, then, as a product is 
used, usage patterns are measured, and finally measurement data is used to learn new 
ideas. The goal of these iterations is to learn what features customers are ready to pay 
for, and which are not interesting for them. 

Customer development is an essential activity in the Lean Startup approach, and it 
defines how the Lean Startup approach is applied as the company starts to grow. 
There are four phases that follow each other, 1) customer discovery, 2) customer 
validation, 3) customer creation, and 4) company building. The goal of customer 
discovery is to test both problem and product hypothesis, which the customers would 
like to be solved. Once the hypotheses have been approved, in customer validation 
phase, the goal is to create a sales roadmap, with a sales cycle that is feasible. It is 
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possible to iterate between these two phases; agile tactics, such as short releases, 
simple designs and refactoring commonly play a role in these steps. When the product 
is good enough, the remaining two phases are executed in more traditional fashion, 
where business plans based on the product are created and usual market creation 
activities are executed. 

While the lean startup approach defines no particular process or tools that are to be 
used in software development, in general agile development approaches are assumed 
to minimize the time from a concept to a prototype that can be experimented with. As 
for the analysis, basic statistical methods and measures related to business goals are 
used to study whether the desired results are achieved with the existing 
implementation. Moreover, so called A/B testing, where different versions are tested 
in parallel, and the version that is best received by customers will be selected for 
future use and development, is often applied in this context.  

3 Towards Mercury Business 

The N4S program has been built around three main themes. These are 1) paradigm 
change from product business to delivering value at real-time; 2) deep customer 
insight to improve the hit-rate of businesses; and 3) Mercury business which 
explicitly aims at finding the new money instead of focusing only on the traditional 
customers. All these goals build on established practices presented in Fig. 1 earlier, 
but this time the focus has been shifted from software development view to the 
business impact created with software. 

In the following, these three goals, which are also illustrated in Fig. 2, will be 
addressed separately in different subsections. However it is important to notice that all 
of them jointly enable the new breed of software business we refer to Mercury 
business as described in [8].  

3.1 Real-Time Value Delivery 

The key aspect of the N4S program is to catalyze a paradigm change from the traditional 
product-based software business to service-based business where value can be delivered 
at near real time. Achieving this goal requires careful reconsideration of the mode of 
operation as well as seamless integration of businesses and research and development – 
the former provides motivation for the latter, whereas the latter enables new forms of 
business. Obviously, also technical infrastructure and required capabilities must be 
established to support the transformation. In addition, special attention is required to 
maintain the present level of quality, or, better yet, improve the quality experienced by 
customers by focusing on fewer features but delivering them more rapidly.  

To reach the above goals, an architecture that supports the incremental 
development of systems is needed, where features can be added and removed easily. 
Moreover, this architecture must be complemented by a continuous integration system 
that can build and test new versions, implying that automatic and incremental 
generation of test cases and interpretation of test results are a necessity. Finally, 
deployment of the software must also be automated, with mechanisms to minimize or 
eliminate downtime and inconveniences for the users.   
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Fig. 2. Real-time value delivery, deep customer insight, and mercury business 

3.2 Deep Customer Insight 

The goal of deep customer insight is to invent value-creating  solutions, and act as a 
source  of  inspiration  for  new  products,  features,  or  services  that  create customer  
value, which  typically  stems  from  the  customer  contexts  and  not  from  the  
engineering  domain. The goal is to quickly gain and assess information regarding the 
true customer value of potential services, product features, and other possible aspects 
of user interaction with a service or a product.  As a prerequisite, understanding of 
customer contexts and development opportunities as well as an insight on the ways 
how customers live and work are needed. The deep understanding of the customers, 
usage of products and rapid feedback are gathered continuously from the live use of 
the products, and any possible weak signals.  

Conducting  live  experiments  enable studying  how  the  users  actually  interact  
with  a service or a product. However, successful collection of usage data requires 
understanding regarding what data to collect. Data that is readily available and  
simple  to  collect  does  not  necessarily  lend  itself  to  meaningful  interpretation in 
terms of what can be related to the user value of the features or true needs of the user. 
Therefore, before running the experiments, these experiments should have a defined 
scope and purpose. One can start the experimentation from simple features and 
interactions, but the ultimate goal of the program is also to enable experimenting and 
testing ideas and concepts early in the development – not only after the product or 
service or hardware for the product exists. 

To achieve the above goals, there is a thriving demand for automatic and efficient 
feedback systems, analytics and visualization. The potential of efficient feedback 
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systems and analytics of different flavors is huge, as companies realize the importance 
of understanding their customers' cultural differences and behavior in different 
situations.  

3.3 Mercury Business  

By Mercury business, we refer to companies and societies being able to behave like 
“mercury” finding new grooves where to flow to grow new business. The goal is to 
enable companies to actively seek new ways to execute their existing businesses, and, 
perhaps even more importantly, also experiment the options to transform themselves 
to completely new business areas. The two above goals, real-time value delivery and 
deep customer insight, are important prerequisites for Mercury business, but there are 
also other factors that must be considered. For instance, it is obvious that company 
culture, structure, and leadership must be altered – from individuals and going all the 
way to organizational structures – to empower everyone to seek new opportunities. 
Indeed, one important factor is extreme organizational flexibility, where all kinds of 
changes are made culturally as easy as possible. The ways of working may also 
change dynamically regardless of the existing organizational structures. These 
changes are possible e.g. in the Finnish individualistic culture, where extremely 
dynamical changes in the ways of working are possible. 

Finally, while the Mercury business model may change existing products and 
portfolios, we believe that its ability to totally convert the company into a new 
business domain is more important. This is what we believe will be an important 
characteristic for the next-generation software business even in the global scale. 

Lean Startup vs. Mercury Business. As already mentioned, Mercury business is 
closely related to the Lean startup framework, and in many ways the Lean startup has 
been an inspiration for Mercury business. However, while Lean startup is about the 
creation of a new company and the definition of its products, Mercury business aims 
at transforming and extending already existing businesses, which requires a different 
approach. The main differences between the Lean startup and Mercury business are 
listed in Table 1. 

4 Thematic Analysis of N4S Cases 

From program management perspective the work in the N4S program has been 
divided to 1-4 cases per participating firm. Each of the cases has a case owner from 
the firm, a research coordinator from a research institution and one or several firms 
and research institutions working on the tasks related to the case. The cases are 
expected to impact the participating firm performance in line with the targets of the 
program. 
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Table 1. Lean startup vs. Mercury business 

Lean startup Mercury business 

No rigid organization; emerging company that is 
seeking for a form. 

Already existing organization that seeks new 
markets and opportunities; internal startups can be 
used to separate new effort from already existing 
business. 

Experiment potential products that could be 
scalable to different markets. 

Experiment scaling of existing products (or 
product derivatives) to new markets, experiment 
scaling of features in existing products. 

Rapid pivoting where old products can be 
abandoned for better ones. 

Whole experiment is about experimenting new 
opportunities; existing products and markets not 
risked. 

Usually only one product at a time is being 
considered. 

Numerous parallel experiments are possible. 

No existing infrastructure for supporting 
experimenting; built as a part of the product and 
the experiment. 

Established infrastructure for experimenting must 
be in place. 

Build-measure-learn. Measure-learn-build. 

 
For the purposes of analyzing the 49 cases defined in the beginning of the program 

for the 26 firms, the program preparation team analyzed the case descriptions 
provided by the participating firms, extracted key concepts from them and annotated 
them with on an average three labels. For focused cases one label described well the 
connection of the case to the targets of the program while some broad cases needed up 
to six theme labels. Total 23 labels were used the most common ones being as 
follows. In Mercury Business area: Mercury business model trials (10), Partnering 
approaches (6), Skills and capabilities (6), and New market opportunity / domain 
detection (6). In Deep Customer Insight area: Fast feedback / voice of customer (15), 
Telemetrics – data analysis (10), Customer and business landscape analysis (8), 
Multidimensional segmentation (6), and Experimentation culture (6). In Real-Time 
Value Delivery / Continuous Deployment area: Real-time value delivery tooling (21 
cases), real-time value delivery (21), and Variability and reuse management (10). 

The target of thematic analysis is to identify, which business cases can be clustered 
together based on shared themes. For this purpose the annotations the 49 business 
cases were compared by two means. First, the business cases sharing two or more 
themes were connected together and the resulting graph created with GVisualize is 
presented in Figure 3. Secondly, the thematic labeling of each case was treated as a 
vector in a 23 dimensional space. Figure 4 represents connections between cases, 
whose vector multiplication exceed a threshold value of 0,30. 

From the first graph we can identify four clusters of cases: 
• Real-time value delivery and real-time value delivery tooling. This is the 

largest cluster and includes the cases, where the main emphasis is 
enabling and automating the continuous deployment and value delivery. 
This represents the first step in building the capabilities of the firm in the 
program themes. 
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• Fast customer feedback and data analysis. The cases in this cluster are 
making use of the data collected from the customer for the second step 
of the program, i.e. for gaining deep customer insight.  

• Customer and business landscape analysis. These cases operate in 
between the deep customer analysis and mercury business targets of the 
program. They connect the landscape analysis either with the fast 
feedback or with mercury business model trials. 

• Mercury business models and variability / reuse management. These 
cases combine creation of mercury business models to the context of 
product variability and target in creating new business from this 
combination. 

 
 

 

Fig. 3. Cases for year 2014 clustered based on sharing two or more common themes 

In addition to the four clusters in Figure 3, there are some cases connected with 
either the real-time value delivery or tooling and customer feedback (see cases 30, 33, 
35 and 38) while they do not form a thematically uniform cluster to the extent the four 
clusters presented here. 
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Figure 4 shows three major clusters, which are formed around three key labels, 
Real-time value delivery tooling, Fast feedback / Voice of Customer and Mercury 
business trials. These themes were among the most used thematic labels and also parts 
of the connected themes in Fig 3. 

Due to use of the vector multiplication and a high threshold value (0,30) the cases 
having only one theme label tend to form the core of the clusters. Instead, cases with 
several thematic labels tend not to match with several labels of another case. And vice 
versa, cases 15, 22 and 39 in the middle of the clusters in Fig 4 are not connected in 
Fig 3 as they have only one thematic label.  

 

 

Fig. 4. Cases for year 2014 clustered based on vector multiplication value exceeding 0,30 

From the perspective of this paper the empirical part brought up the key themes 
within the three main themes. Quantitatively we also noticed that majority of the 
cases start with the first main theme with real-time value delivery, followed by cases 
focusing on using fast customer feedback and data analysis as the means to gain deep 
customer insight. In area of mercury business the mercury business model trials were 
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connected with customer/business landscape analysis or variability/reuse 
management. In addition, the main theme on Mercury business included several cases 
focusing on partnering approaches, skills and capabilities, and new market 
opportunity / domain detection. 

5 Discussion 

The increasing interest in seeking new markets to face increasing competition requires 
lean approach to numerous operations. Contemporary software development 
ideologies – such as Scrum, Kanban, Lean production, and DevOps mentioned above, 
are building on the possibility to perform small changes that are delivered to the 
customers as soon as they are completed. While this delivery does not need to take 
place immediately as the new features are completed, the option to do so is of pivotal 
importance in Mercury business, as the decision regarding the deployment can be 
made based on markets rather than technical competences and capabilities – in other 
words the technical capabilities are extended to business operations. Similarly to 
software development, the ability to execute new business does not necessarily mean 
that actions should be taken immediately, but for obvious reasons, such as advertising 
campaigns, the exact time to go live may be a subject to a strategic, company level 
decision. 

The execution of Mercury business builds on some of the characteristics of the 
elastic enterprise [14], where five key dynamic properties have been identified that 
help in scaling businesses in aggressive fashion. These are business platforms, 
business ecosystems, universal connectors, cloud infrastructure, and sapient 
leadership. In Mercury business, each business attempt still builds on these properties, 
but the attempts should be framed as a live experiment. In particular, there must 
explicit goals that determine whether or not it makes sense to continue the attempt to 
create new business through scaling the existing business and technical infrastructure. 

 To summarize, the most important differences between Mercury business and 
Lean startup arise from the fact that in an already established company, there 
commonly are assets that the company seeks to benefit from also in the future. 
Identifying the way and the domain in which the assets become valuable are the key 
issue of Mercury business. By contrast, in the Lean startup approach, the key question 
is what assets to build. Another difference is that while a company with existing 
business can extend its resources to various parallel experiments, in the creation of a 
startup the focus is commonly placed on the most important aspect. Our claim is that 
the cost of these experiments will be significantly reduced with the help of highly 
automated infrastructure providing capability of real-time value delivery with deep 
customer insight. What is common in both approaches are the elements regarding 
scalability of assets, be it those that a new company will build or those that already 
exist. We believe that scaling is the fundamental key characteristic of all successful 
Internet era businesses. 
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6 Conclusions 

The newly emerged Internet based business operating environment is paving the way 
towards a new world of business. These  days, everyday  artifacts  and services  such  
as  documents,  photos,  music,  videos  and  newspapers are widely available on the 
Web. Online banking and stock trading have become commonplace. Various 
documents that used to be difficult to access, such as municipal zoning documents, 
government budget documents or tax records, are now readily available on the Web.  

To deal with this change, many companies are at the brink of a major shift on how 
they define their next-generation competitive strategy, new leadership approach and 
operating processes that would form a strong basis for changing economic conditions. 
The key question is how the companies could adapt to radically new business 
conditions and opportunities in real-time or even proactively. 

The quantum leap in software development speed by incrementally building and 
deploying software with real-time customer feedback will facilitate the speed and 
flexibility needed in the Internet-time business competencies. Perhaps paradoxically, 
software development, which has sometimes been criticized for slowing down the 
business, has become a source for rapid innovations. Harnessing this ability to serve 
strategic business intents requires drastically new approaches. The transformation and 
radical rethinking which takes companies into totally new markets and enables them 
to benefit from the most viable business opportunities, are built on the concepts such 
as new strategic thinking and leadership, rapid development cycles, validated 
learning, scientific, but cheap live experimentation, and iterative releases with 
minimum viable products and services. 
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Abstract. In this multiple case study we interviewed six Finnish computer 
game start-ups to find out what elements are included in their business models. 
We identified the key elements and used the analytical hierarchy process to 
rank the elements. We found out that computer game start-ups see their 
business model as a synonym to a revenue model and/or a business plan. In an 
in-depth analysis we identified nine key elements (human capital, marketing, 
key partners, financing, customer relationship, key activities, innovation 
process, key resources and customer segment) that have operative importance 
for these companies. These elements are the building blocks of a business 
model in the computer game start-up domain. The findings provide improved 
knowledge on how the business models of game start-ups could be constructed. 

Keywords: business model, computer games, start-ups, multiple case study, 
analytical hierarchy process. 

1 Introduction 

Business models are useful in modern business environments as they allow 
organizations to understand where their value comes from and how the company in 
general operates. However, in our earlier study [1] we found out that very little 
research has been conducted on the role of business models in software companies 
that could explain their special features and compare their business models to those of 
other fields, such as mechanical or food industry. Some studies have defined the 
concept of a business model [2], [3] and some have made observations on software 
business [4], [5], but there seems to be a lack of research that observes the business 
model from the software company's point of view instead of categorizing software 
companies based on their business models. Recognizing this we dived into the 
business of six computer game start-ups and studied their business models. 

These companies build technological solutions, products, not to solve problems, 
but to give value to customers in other ways, mostly by providing entertainment and 
experiences. Revenue is not generated directly by the technological solution nor by 
the experiences offered, but by the business model generating revenue from 



 The Role of Business Model and Its Elements in Computer Game Start-ups 73 

technology and experiences [6]. As the business varies, it is also probable that the 
business model must contain variation in parts, relationships and their weighting. 

The overall definition of a business model can be described for example by how it 
captures the way a company functions and creates value and delivers value to the 
customer and how it converts the customers' responses into profit [7]–[10]. We have 
already noted [1] that the definition is ambiguous, and different researchers still see 
the concept of the business model in a different way. 

In this study we aim to answer three questions, which have been touched by the 
literature but not yet adequately answered [1]. The first question “How do computer 
game start-ups define the business model?” digs into the issue of the concept of 
business model being young, and thus, as the definition of the term is still somewhat 
unclear [1], [11], the companies may understand it in various ways. With the second 
question “What are the elements of the business models of computer game start-
ups?” we aim to identify the pertinent parts that the managers consider as the 
elements of their business model. The final question is “How are the elements of 
computer game business models prioritized?” On the basis of interviews, we 
prioritize the elements. 

2 Related Research 

There has been a lot of discussion of what a business model is, what parts are 
included and what are not. A common definition is still to be found [11]. Researchers 
have positioned the concept of business model between business strategy and business 
processes [2], and it is argued that the business model fills the gap between the two. 
On one hand, business strategy is a more abstract way to position an organization in 
the business, and on the other hand, business processes work within the operational 
level with more detailed ways of doing business. This segmentation is also supported 
for example in [3], [12], [13]. A business model is more concrete than just the 
decision to use segmentation, differentiation or cost leadership as parts of the business 
strategy proposed by [14], yet it is not as concrete as the concept of a business 
process, which includes detailed processes like management and operational 
processes. The business model is not a process, but merely description of the steps 
and key items [11], [15].  

Several studies which define business models identify elements that are 
characteristics to this concept [3], [4], [11], [16]. The variety of elements is great, but 
the most commonly used ones include for example value production, customers and 
the revenue model. The variety of included elements has changed during the years, 
and for example in 2000 it was mentioned in [17] that a business model and a revenue 
model are complementary but distinct concepts. In more recent studies, the definition 
has lived on and the revenue model has been included as one element of the business 
model concept [11]. As the business model concept is closely related to the concepts 
of revenue logic and revenue model, Sainio and Marjakoski [13] argue that the 
revenue logic is a part of the business model, and the business model describes who 
pays and what he gets in return. They position the revenue logic at the strategic level 
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and use the concept of the business model when describing the steering done at the 
operational level. Some studies use the term component [3], [11], [18] while some 
talk about elements [4], [16]. They all still talk about the same thing: parts that form 
the business model. 

 The business model concept has been studied in several business areas - like 
health-care [19], airline business [3] and software business [4]. Software business 
differs from the other business domains in many ways, as it builds intangible products 
and services that a user cannot experience directly but through user interfaces [20]. In 
our literature study [1] we concluded that there were several articles available 
describing particular areas of the software business, for example, revenue and pricing 
issues, how the software-as-a-service paradigm is changing the business, what open 
source and mixed source mean to the business model and what are the difficulties 
when a software company is expanding to overseas. However, it seemed that no 
studies existed describing how software companies understand the business model 
concept, its elements and its use in daily operations. 

3 Research Process 

In this study we follow the multiple case study research method [21], [22] and the 
framework developed in [21]. The case study has six steps: defining the strategy, 
reviewing the literature, developing the case study protocol, conducting a pilot case 
study, conducting a multiple case study, and developing a conceptual model. Our 
research strategy is determined by the 3 research questions presented above. 
Reviewing the literature was already done in our previous study [1]. The development 
of the case study protocol included the decision to use interviews as the data gathering 
method and the design of an interview guide. We conducted a pilot case study and 
determined that the protocol was sound. The analysis produced a conceptual model,  
which is presented in Section 4. To guarantee the validity of the results, we followed 
principles derived from [21]–[23]. This included for example choosing the data 
collection procedures (we used interviews), data analysis methods (we used coding) 
and avoiding being biased (we had more than one researcher present at most of the 
interviews and conducting the analysis of the collected data). 

In the analysis we used the analytic hierarchy process method (AHP), which is 
widely used in decision making [24]. AHP has been used in various areas, such as 
selection, evaluation, benefit-cost, priority, development, resource allocation, decision 
making, forecasting, medicine, and quality function deployment. Alidi [25] used AHP 
to measure the initial viability of potential industrial projects. Babic and Plaxibat [26] 
used AHP to rank companies according to their business efficiency, and Sarker et al.  
[27] used AHP to find out the relative importance of various types of agility in 
information system development. The characteristics of AHP include suitability to 
problems with multiple criteria and attributes [28]. Hafeez et al. [29] determined the 
key capabilities of companies using AHP with both quantitative and qualitative data. 
In this study we use AHP in a similar way – as a tool to prioritize results based on 
qualitative data. 
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3.1 Data Gathering and Analyzing 

We collected and analyzed data from six Finnish computer game start-ups. A majority 
of them developed mobile games, but there were also experiences in developing 
PC/Mac, browser and serious games. The study uses data from three interview 
rounds. The interview rounds one and two provided us with 931 minutes of interview 
data for background material, and the third round with 507 minutes of data especially 
aimed for this study. The first round of interviews included team leaders or project 
managers, the second round upper management or the owner, and the third one 
interviews with upper management. In most of the interviews, only one company 
representative was present, but in two occasions there were more than one person 
from a company. In total nine persons were interviewed.  Information of the 
companies  is presented in Table 1. 

The actual interview questions were peer-reviewed within the research group 
before the interviews were conducted. The questions were open-ended, which enabled 
also free-form discussions during the interviews. The interviews were sound-recorded 
and transcribed. The focus of the interviews in the first round was to understand the 
operational level of software development. The second round focused on marketing, 
innovating and financing, and the third round focused completely on business issues 
like customers, revenue models, value propositions, and cost structures. 

In this study we have built the interview questions over the ideas of the business 
model canvas (BMC) developed by Osterwalder et al. [30]. This means that the nine 
elements (key partner, key activities, key resources, value propositions, customer 
 

Table 1. Describtion of the organizations. 

 Case A Case B Case C Case D Case E Case F 

Size of the 
organization 

4 persons 4 persons 8 persons 3 full time, 
1 part time 

4 persons 3 persons 

Relatedness 
to games 

Makes 
games 

Makes 
games 

Makes 
games 

Makes 
games 

Makes 
serious 
games 

Makes 
games 

Number of 
released 
games 

1st one 
being 
developed 
at the 
moment 

First two 
being 
developed 
at the 
moment 

2 1 2 projects 
being 
developed 
at the 
moment 

1st one 
being 
developed 
at the 
moment 

Years in 
business 

Less than 1 Less than 1 Less than 3 Less than 2 Less than 2 Less than 1 

Platform / 
Customer 
segment 

Smartphon
es 

Smartphon
es, tablets, 
browser 
games 

Smartphon
es, tablets, 
desktop 
computers 

Browser 
games, 
smartphone
s 

Browser 
games, 
smartphone
s 

Smartphon
es 
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relationships, customer segments, channels, revenue streams, and cost structure) of 
BMC were used as the “seed categories” for the interview questions. These categories 
were modified during the question set-up to be more suitable for the software 
business, and also new categories appeared. For example, the weight of the channel 
category of BMC was decreased and the roles of customers and partners increased, as 
we saw them more important for computer game start-ups. Our final interview themes 

included six topic groups for the questions: customer; key partners and resources; 
business model and value proposition; cost structure, modeling and marketing; 
organization and industry; and reasons why the company was started. These six main 
topic groups were covered in the questionnaire with 3 to 7 question items in each 
group. The final questionnaire form is available online at 
http://www2.it.lut.fi/projects/SOCES/library. 

4 Elements of the Business Model 

The topic groups were based loosely on the business model canvas [31]. However, the 
results indicate that the case organizations emphasize different topics from the ones 
highlighted in the business model canvas. Some elements match, but some are less 
important than described in [30].  

It was asked from the organization how they have modeled their business, to get a 
rough idea on what they thought about the topic. Case E (interviewed as 1st in the 3rd 
round) answered that “Always when things change and such. To be an entrepreneur it 
is always like going from one crisis to another, but we analyze and go through it.” 
When asking what tools they used for modeling we got the answers spreadsheet and 
3rd party analyzers. After other interviews we understood that the spreadsheet was 
used to calculate different revenue model possibilities, as Case F put it: “If we put the 
price like this, and selling is like that, we see how much operating loss we get”. 3rd 
party analyzers meant that some public funding partner had required a business plan 
to be supplied with the application letter. So, for these organizations the term business 
model was used to mean a revenue model and/or a business plan. As the concept of 
business model in software business is yet to be defined unambiguously [1], we saw 
that these kinds of interpretations are likely to pop up. This meant that we needed to 
analyze carefully whether the interviewed case organization talked about the same 
issues with the same terms than we did. In this study we research business models, not 
just revenue models or business plans. Although the organizations saw the business 
model as a narrower issue, we understood their sentiments on a broader scale than just 
a revenue model. 

Another issue to note is the term customer. Traditionally companies have been 
doing business with customers who give them income. With the free-to-play revenue 
model, games have players who do not give any (direct) revenue to the company. In 
the free-to-play model the game is distributed free of charge to anyone with a 
compatible game system. The revenue is gathered through, for example, traditional 
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online advertising, cross-game advertising, and especially in-app-purchasing, which 
means that the players can for example use the normal weapons provided with the 
game or spend money to purchase better weapons or unlock advanced features. This 
creates the dilemma of who is the customer: all players or only those players who give 
income? When discussing this with the game companies they saw all the players as 
their customers – whether they pay or not. Case E saw health-care organizations as 
well as end-users as their customers. If they put their application to app stores, 
customers are also gained from there. Because of this, we define the term customer to 
include all the gamers, not just the ones who pay.  

Let us consider two elements of the business model canvas [31]: value proposition 
and channels. In the computer game context all game companies described the value 
they offer to players as an entertaining experience. The overall goal of many 
conventional utility-producing software systems is to save time or enhance the 
efficiency of the user, whereas the game business has the opposite goal. The manager 
of Case D summarized this phenomenon: “[traditional software] tries to minimize the 
time a user needs to spend. With games we try to maximize the time spent, and still 
keep it entertaining.” This is one of the areas that separate the game business from the 
conventional software business. The whole value proposition is turned upside-down, 
and to find similar value propositions, the music, movie and television industry are 
closer to the game industry than the conventional software business. 

In this study we do not concentrate on the value proposition as it was so obvious 
for the companies – with the slight exception of the serious game maker Case E, 
which builds entertainment experience but also aims at health-care savings through 
rehabilitative games. This study concentrates on the business model elements that 
enable the entertaining experience, as described below with each individual element. 

Another different element is the channel used to deliver the product to the 
customer. The brick and mortar business needs a physical channel to push products to 
customers, whereas the software industry is moving towards a completely digital 
distribution of software. For example, mobile games and other apps are purchased and 
installed via platform-specific digital stores such as Apple’s App Store (smartphones) 
or Valve’s Steam (PC workstations). This reduces the time game developers need to 
use for planning and designing the delivery channel for their products. 

4.1 Description of Individual Elements 

We used the ATLAS.ti software to code the interviews and the identified nine 
business model elements that rose from the data. These elements are the parts that 
enable business for the case organizations and thus impact the producing of the 
entertaining experience of the game for the customer. Descriptions of the identified 
elements are presented in Table 2. 
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Table 2. Descriptions of the indentified elements 

Element Description 
Customer 
relationshi
p 

The customer relationship element includes all the communication and data 
collection that takes place with the customer. There are two ways to collect 
feedback. Firstly communication, where the company discusses with its 
customers in Facebook, blogs, forums or any other media that allow 
communication. Secondly, companies collect indirect feedback through their 
games; what parts of the game are used most, what are not used. All the 
efforts aim to improve the product and the experience for the customer. The 
customer relationship element is also used to improve revenue generation 
methods. 

Customer 
segment 

The customer segment denotes how the organization invests to find the best 
possible way to reach the customers and what kind of persons there are in the 
target group. In the area of computer games, and especially in mobile games, 
this means mostly selecting the platform that provides the highest profit for 
the money spent on development. It also includes research on customer 
behavior and market segments.  

Financing Financing is a key area in business, and it means getting external funding 
(e.g. venture capital or loan from a bank) and direct revenue from the product 
to run the business. As the cases were start-ups, they mentioned both external 
funding and building a revenue model to generate revenue from the games. 
Some companies also mentioned an aim to build a brand from their game 
characters to start getting revenue from merchandising.  

Human 
capital 

Human capital means the people working directly in the company. People can 
work full-time or part-time. All the companies pointed out how important 
their workers were. Many mentioned how the company was especially 
formed around their key persons. 

Innovation 
process 

In a previous article [32] we examined how these companies innovated and 
were creative; meaning what methods they utilized to produce creative parts, 
like new game concepts and characters. We learned that they saw innovation 
as an important element in the game business, but the methods they utilized 
were mostly ad-hoc brainstorming, and no structured methods were used. 

Key 
activities 

Key activities mean operations that are required to produce a product. A game 
company has several key activities. In addition to developing and 
programming, also graphical designing, 3D modeling and usability testing 
were mentioned. In some cases also music and sounds were key activities 
when they were done in-house, but some outsourced it as they did not have 
resources to do them by themselves. 

Key 
partners 

Key partners include the parties that help the organization to, for example, 
produce and publish the product. This means, for example, outsourced arts, 
music and sounds. Some cases also listed the publisher as their key partner, 
but not all as some had the aim to publish games by themselves. 

Key 
resources 

Key resources mean the assets the organization sees important and could not 
manage without. The most important resource was the human capital, but also 
other things were mentioned. As the organizations mature, they gather 
intellectual property (e.g. brand, game characters). Even the development 
tools were seen as key resources, as the companies had invested in them. 
Hardware was not considered as a key resource. 

Marketing Marketing means all the actions an organization does to get more visibility for 
their products. The case organizations valued marketing, and in this study 
marketing includes how companies aim to advertise themselves and their 
games, what kind of research is done on the topic and with what kind of 
budget the marketing could be done. 
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4.2 Ranking of Elements 

We used the Analytic Hierarchy Process (AHP) to rank the found elements on the 
basis of their importance. The AHP consists of several steps. The main idea is to 
compare alternatives based on a set of criteria to reach out a goal set beforehand [24], 
[28]. The goal can be for example choosing the best candidate to vote in presidential 
elections. After the goal has been set, there are probably alternatives already 
available, as there is usually more than one candidate for the presidency. Then the 
decision about the criteria, such as age, opinion about climate change and gun laws is 
made. 

After the initial requirements have been set, a comparison is done. In this study the 
comparisons were done by the authors of this article based on the gathered data. 
Comparisons mean that every alternative is compared to each other according to 
every criterion. This means that there will be N*(N-1)/2 comparisons done with every 
criterion, where N means the number of alternatives. In our case this means 9*(9-
1)/2=36 comparisons per criterion. The comparison is done with numbers 1, 3, 5, 7 
and 9. 1 means equal importance and 9 absolute importance, 3 (moderate), 5 (strong), 
7 (very strong) being between these opposites. It is also possible to use numbers 2, 4, 
6 and 8 if the jump between, for example, 3 and 5 is seen too large. Invert values are 
used to show the importance on the opposite side. 

Based on these comparisons NxN – 9x9 in our case – matrixes are produced and 
their eigenvector is calculated (Tables 3 and 4). On the basis of these eigenvectors and 
the weights of criteria, the final value can be calculated by multiplying these two. 
These values are used when the actual decision making (e.g. prioritizing) is done. The 
weight of a criterion can be calculated through the same process as the eigenvectors 
for the criteria. We have used equal weight for each criterion. 

Table 3. Matrix produced from Case A data. 

 IP F CR CS M KP KA KR HC 

Innovation process (IP) 1 1/3 1/3 3 1/5 1/3 3 1/5 1/7 

Financing (F) 3 1 3 3 1/5 1 3 1/3 1/5 

Customer relationship (CR) 3 1/3 1 3 1/5 1 3 1/3 1/5 

Customer segment (CS) 1/3 1/3 1/3 1 1/7 1/5 1/3 1/7 1/7 

Marketing (M) 5 5 5 7 1 3 5 3 1/5 

Key partners (KP) 3 1 1 5 1/3 1 3 1/3 1/5 

Key activities (KA) 1/3 1/3 1/3 3 1/5 1/3 1 1/5 1/5 

Key resources (KR) 5 3 3 7 1/3 3 5 1 1/5 

Human capital (HC) 7 5 5 7 5 5 5 5 1 
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Table 3 is a 9x9 matrix which shows how Case A sees Financing as moderately 
more important (3) than the Innovation process and strongly less important (1/5) than 
Marketing. 

After a matrix has been formulated, it is then squared several times to get more 
accurate results. In our case, after four multiplications we got three static decimals to 
eigenvectors, which are presented in Table 4. 

Table 4. Eigenvector calculated from the matrix presented in Table 3. 

Innovation process 0.038 

Financing 0.075 

Customer relationship 0.058 

Customer segment 0.020 

Marketing 0.205 

Key partners 0.070 

Key activities 0.031 

Key resources 0.137 

Human capital 0.365 

 
These values are now the weights of different elements for Case A. The same 

calculation was done to every case and the total values were calculated by multiplying 
the eigenvalue matrix with vector [1/6 1/6 1/6 1/6 1/6 1/6]T. 

AHP does not limit the number of alternatives or the criteria. The criteria can also 
be divided into sub-criteria if needed. With a consistency ratio and a consistency 
index it is also possible to check whether the judgment is valid [27], [28]. The process 
of calculating consistency is described thoroughly in [33]. 

All the case organizations saw themselves as start-ups, but with some elements 
they had different weights based on their experiences in the field. The overall ranking 
and importance is shown  in Table 5. Each weight reflects the importance of the 
specific element, and the weights are relative to each other. 

Table 5. The ranking of business model elements based on the analytical hierarchy process. 
The three most important elements are highlighted with inverted colors and the least important 
in gray. 

Rank Element Weights 

Case A Case B Case C Case D Case E Case F Total 

1 Human capital 0.365 0.318 0.267 0.265 0.350 0.317 0.314 

2 Marketing 0.205 0.085 0.035 0.114 0.202 0.209 0.142 

3 Financing 0.075 0.203 0.135 0.135 0.056 0.107 0.118 
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Table 5. (continued.) 

4 Key partners 0.070 0.157 0.185 0.089 0.112 0.068 0.113 

5 Customer 
relationship 

0.058 0.050 0.099 0.235 0.122 0.091 0.109 

6 Key resources 0.137 0.039 0.086 0.027 0.024 0.038 0.059 

7 Key activities 0.031 0.075 0.095 0.042 0.035 0.062 0.057 

8 Innovation process 0.038 0.056 0.055 0.054 0.030 0.086 0.053 

9 Customer segment 0.020 0.017 0.042 0.040 0.069 0.022 0.035 

 
Based on the empirical data, the most important element was human capital. The 

companies argued that “people are the only thing that matters”, (CEO, Case A) and 
“people are the only resource a game company can have”, (CEO, Case C). No other 
element was seen as important, and this is natural as it is a question of intangible 
products and start-up companies. 

There was some variation between the case organizations as regards marketing. For 
example, most of the organizations saw marketing as an important element that they 
had no experience and skill of. “We have been going with the idea that we are 
unknown – invisible – and we don't have marketing know-how. The first games are 
exported to different countries via a publisher, who then gives us the coverage”, 
(CEO, Case D). However, the oldest organization, Case C, described it as an element 
that was no longer important. “In the beginning we had lot of marketing and we had 
our own marketing manager... But now we have noted that in the end marketing plays 
quite a small role... maybe even more important [than cross-promotion] is the word-
of-mouth.”, (CEO, Case C). Mobile game marketing was seen a bit as a black hole as 
there was no guaranteed way to get a game to become the editor’s choice or to any 
similar promotion position. This led Case C to scale down the marketing efforts. They 
also trusted their publisher and had already gained success with games, which is 
something that the other case organizations were still aiming at.  

Financing was another element that the companies saw differently. Case B had the 
most unique way of funding. Where the other organizations had been using personal 
savings, getting grants and financial support, Case B had chosen to take a loan from a 
bank: “To our joint stock company we are applying for a loan... approximately two 
times 30k euros... so that we can pay a salary to ourselves from the beginning”, 
(CEO, Case B). None of the other organizations mentioned anything about loans, but 
trusted that they would be able to survive with support money to gain revenue from 
their games. Free-to-play was the dominating revenue model. Only Case E, which 
made serious games, mentioned that they were going to license their products to 
health-care organizations. The rest utilized free-to-play at least to some extent. Some 
used the best of both models, as Case C described “Both games started as pay-to-play 
[later free-to-play] and they also had the in-app-purchasing option straight from the 
beginning”, (CEO, Case C). 
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Key partners were also seen important, as for instance only three of the case 
companies mentioned that they could actually do the whole game with their own 
resources, and one of the organizations, Case E, mentioned that “we would outsource 
if we had the money”. Most of the companies outsourced at least music and sound. 
The publisher was also seen as a key partner, but some companies were considering 
not using a publisher in their future projects. Yet, key partners were not thought as 
important as the core employees of the companies. The main sentiment in the 
companies was that they would try to improve their own output, and beyond that, 
outsource the rest of the work. “Voice-overs have been purchased from the US”, 
(CEO, Case C). “We have an art studio [partner] in Bulgaria... ...from them we get 
high level graphical assets”, (CEO, Case D). 

Also customer relationship divided opinions. For example, Case B, which had not 
yet released anything, had not thought about getting customer feedback and steering 
their game development towards the gamers' ideas: “We do not see it as a problem 
[understanding customers]... when we get something out, we need to take opinions 
and getting feedback from blogs and forums”, (CEO, Case B). Case D saw customer 
relationships as more important and said that they were going to answer the gamers' 
questions and had already implemented some of the ideas which they had got from 
the gamers. “When our users give comments, feedback or questions, we answer every 
one of them”, (CEO, Case D). Case E, which worked with serious gaming, told that 
for them customer relationships were important, as they needed to be in close 
connection with medical staff and be able to discuss with doctors and other health-
care people to be able to push their games to health-care use. “We keep close contact 
with health-care divisions. We have been discussing and negotiating with all the 
responsible directors and have had meetings with physiotherapists... [through these 
discussions] we get those pilot patients”, (CEO, Case E). 

With the exception of Cases D and E, all the other had decided to use third-party 
tools to build their games. Most commonly this meant full game engines, such as 
Unity 3D. Their idea was to be able to build games in rapid progression, spending 
months rather than years in development. “The first version was a plain C++ 
OpenGL. After that we tried the C++ and Marmalade combo. It made possible for us 
to have multiplatform software, it abstracted all the interfaces. It was awkward, too. 
So, after one year of thinking we have now done with Unity in two months more than 
all the previous work combined”, (Developer, Case A). Case D had a slightly 
different approach as they build browser-based games that communicate with a back-
end solution, which was seen as one of their key resources. “We have now developed 
it for more than a year, so it [backend solution] is our key resource”, (CEO, Case D). 

All the case organizations mentioned the same kind of key activities, including 
developing a game, drawing graphics, testing the game, promoting the company, and 
getting grants. User testing was mentioned in many cases as the most important 
testing activity. As the games needed to provide good experience, the testing feedback 
from users was considered very important, and was mentioned several times. “The 
first step is to press the play button in Unity... ...but a developer can be blind to his 
work, so the next step is to compile it to a test device and give it to someone who has 
no money involved in it”, (CEO, Case A). 
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The innovation process is discussed in detail in [32]. Generally innovation and 
creativity are needed when building a game that gives a customer an experience. The 
case organizations had their own ways of supporting creativity. They used for 
example idea pitching and brainstorming where all the members of the company had 
the possibility to tell about their ideas, and subsequently, if the idea was considered 
feasible, a prototype could be built.  

The customer segment was seen very straightforward for the case organizations, as 
the application store of the target platform (for example Apple's App Store) was the 
most important release channel, with the exception of Case D and Case E. Case D 
used HTML5-based technologies and had built their own back-end solution to support 
their browser-based games and a broader customer segment. Case E developed 
health-care related games which limited their customer segment, but they had also 
thoughts of selling their serious games in app stores. “In the mobile world the basic 
app could be offered for free, but not our advanced thing. Not a chance, since it has 
all the hardware and other things”, (CEO, Case E). Case E also saw the customer 
segment as more important than the other companies, as it needed to work with 
different health-care organizations to find customers. 

4.3 Summary of the Findings 

In the beginning we set three research questions: “How do computer game start-ups 
define the business model?”, “What are the elements of the business models of 
computer game start-ups?” and “How are the elements of computer game business 
models prioritized?” We found answers to all these questions. 

For the first question we found out that the game companies described the business 
model slightly differently than what they actually applied in their daily operations. 
They described marketing and financing as the key parts of their business, but in the 
analysis the human capital emerged as the most important element – yet it was not 
identified through talking about business, but instead through key resources. We 
interpreted that the companies used the term business model when talking about their 
revenue model. As the academic literature includes for example the technical platform 
or channel [4] as elements of the business model, it seems that there is a distinction 
between the academic and practical definition of the term. 

The importance of human capital was significant. As this study has focused on 
start-ups, it is clear that a company is focused heavily on the persons who founded it. 
Several company leaders said that people were the only thing that really mattered, and 
for example specific development tools, which may have cost thousands of euros, 
were not seen as important, although they would ease the development and fasten the 
release of the game. 

Today's computer games, especially for mobile platforms, are more and more 
delivered through digital stores. We did not find any evidence that the companies had 
difficulties in delivering their games. App Store and similar digital software markets 
ease the delivery process significantly compared to the situation where software is 
delivered with physical packages. The problem was not in delivering the game but in 
reaching the awareness of gamers. 
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For the second research question we identified 9 elements. Human capital, key 
marketing, key partners, financing, customer relationship, key activities, innovation 
process, key resources and customer segment were seen as elements that enable 
business leading to the entertaining experience of a computer game.  

As an answer for the third research question we prioritized the elements with the 
analytical hierarchy process and found out that the start-ups considered human capital 
as the most important element of their business model. Marketing and key partners 
were also considered important. 

5 Discussion 

This article concerned the application of business models in game industry startup-
companies. In the literature we find numerous articles describing the elements of the 
business model; for example [3] gives an extensive list of these articles. The elements 
of the business model were gathered from several different industries, and a few 
studies [4], [16] which described the business model elements used in the software 
industry were found. Yet, we did not find all of these elements in our studied 
organizations. We identified nine elements from game companies, which were similar 
to the identified elements mentioned in previous studies, but even then they were not 
a complete match. This supports our view that we cannot describe the business model 
concept by its elements without taking the business domain into account. Our opinion 
is that we can discuss business models in two ways: A) by using the more abstract 
concept positioned between the concepts of business strategy and business processes, 
as presented in [2], [3], or B) by defining the elements that are used in that specific 
business model. The latter can be very specific, as even not all software business 
models include the same elements. According to our view, for example the conceptual 
framework presented in [2] is too abstract to be utilized by start-ups. In this study we 
concentrated only on computer game start-ups and thus the findings can be applied in 
the computer game industry and to some extent in other software business, as the 
computer game industry has similarities with the traditional software industry. It 
seems that it is not possible to define the concept of business model comprehensively 
with the elements discovered in previous studies, or at least different elements have 
very different weights in different business areas. For example, in this study we found 
out that the distribution channel is not important for computer game companies. The 
channel is something that does not have to be concentrated on at the moment when 
Apple's App Store and Google's Play store dominate the mobile markets. On the other 
hand, human capital and key partners were seen as important elements, but for 
example Schief and Buxmann [4] do not mention these in their framework. 

Besides the theoretical findings presented in this article, the aim was also to help 
computer game start-ups. This article provides knowledge on what are seen as 
important elements in the starting computer game business. This may give new ideas 
to other start-ups, who might not have noted all the issues presented in this article. 

We studied six computer game start-ups in Finland. This means that the sample 
size was small and homogeneous. However, all the companies were aiming at the 
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international markets with their products, the companies covered different release 
platforms and genres, and were developing games as their main source of income, so 
the companies did have variance and were representative organizations of the games 
industry. We had four different interviewers to avoid interviewer bias, two people 
conducting the data analysis to avoid observational bias, and the article was discussed 
extensively with three people familiar with the data to avoid personal bias. Although 
the findings were consistent throughout the study, further research is required for a 
better validation of our findings. In addition, the results of qualitative studies should 
be considered as suggestions or practice-based recommendations outside their original 
scope and environment. 

6 Conclusion 

In this study we observed six computer game organizations and how they had built 
business around their software products – games. All organizations were start-ups and 
they were still small in size and had limited experience in the field of software 
business. We performed a multiple case study to find out what the organizations were 
doing in practice. We used the analytical hierarchy process to prioritize the key 
business model elements found in the data. 

We discovered nine elements that are crucial when starting a computer game 
business: human capital, marketing, key partners, financing, customer relationship, 
key activities, innovation process, key resources and customer segment. We found out 
that the case start-ups weighted the human capital as the most important element in 
their business. Their understanding of the concept of a business model was greatly 
focused on the revenue model and was not in line with the academic version of the 
concept. The organizations also considered for example the distribution process as 
straightforward and did not see it as an important part of their business, as described 
in previous studies. Our assessment on this observation is that this feature is a unique 
part of the mobile game business, and is different from the traditional brick and 
mortar industries, even from most areas of the software industry. 

This led us to the more theoretical finding that the business model as a concept is 
not completely defined with elements that are transferable between different areas of 
industry. For each industry, business models are comparable only in specific cases, 
like mobile games, where all the organizations utilize similar elements. 

Our future research will focus on the validation of the weights of the computer 
game business model elements with a larger number of organizations and studying the 
key elements more thoroughly. 
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Abstract. The idea of this paper stems from the perception that the concept of 
revenue stream requires clarification and further division to be applicable to 
businesses with high internal variation in their methods of capturing revenue. 
Current study sets out to investigate the concept of revenue stream through an 
overview of previous literature and a case study to demonstrate how revenue 
streams of a b2b (business-to-business) software service firm can be analyzed 
by elaborating the concept further. The aim is to answer the following research 
questions: 1) What are the relevant constituents of the revenue stream concept 
within a b2b software services firm? 2) How revenue stream as part of the 
business model can be analyzed within a firm? This exploratory study 
contributes to the business model literature by investigating the concept of 
revenue stream and revenue stream type as managerial tools to better 
understand the business under investigation. The study further attempts to 
contribute to the decomposition of the revenue stream concept by exploring its 
constituents in the context of b2b software business. It is suggested that revenue 
streams in this context should be approached based on sub-component level 
analysis where the reason and source dimensions create a matrix of analysis 
cells from which revenue stream types emerge based on similarities in the 
method of the revenue streams. Based on previous literature and empirical 
study, it is further suggested that the revenue stream has three main constituents 
or sub-components: 1) the source of revenue, 2) the reason for revenue and 3) 
the method of revenue.  

Keywords: Business model, revenue stream type, software service company, 
b2b, source of revenue, reason for revenue, method of revenue. 

1 Introduction and Background 

1.1 Business Model Research 

Through experience, business practitioners have mental models about their business, 
but such mental model can only be communicated and modified once it has been 
made explicit as a business model [1]. Research about business models has been 
around for a long time in the domain of software firms. Still, research knowledge 
about business model is disjointed and unclear [2]. While there is not yet a common 
understanding, ontologically business model has been suggested to reside in the 
middle ground between business strategy and business processes [3]. 
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There are various ways to conduct research relating to business models. Research sub-
domains can be divided into definitions, components, taxonomies, representations, 
change methodologies, and evaluation models [4]. The goal of component research is to 
further decompose the business model concept into its fundamental constructs [4].  

The business model concept and its sub-components are used often as a tool to plan 
and define the business model of new startups. For example Mahadevan [5] uses the 
term revenue stream to mean the plan for revenue generation. However, business model 
can also be used to analyze an existing established firm to gain understanding about the 
de facto business model in place. Such an approach has been taken for example by 
Rajala, Rossi & Tuunainen [6] in their software business evaluation framework. The 
idea for the current paper stems from the challenges in analyzing an existing firm’s 
business model’s revenue streams when the firm under investigation has multiple 
customers and offerings with high variability in revenue stream configurations. 

1.2 Revenue Stream 

Most business model conceptualizations include a financial aspect relating to the 
money that flows into the company. Business model literature is filled with various 
terms used for these aspect such as: revenue stream, revenue, sources of revenue, 
revenues, revenue model, revenue mix, revenue side of the business, revenue source, 
revenue logic, revenue earning logic, revenue mechanism, income model and earnings 
logic[5][7][8][30][9][10][6][18][11][23][12][13][14][15]. Table 1 summarizes the 
terms and what they are suggested to mean in the context of business model. The 
same unclarity that exists for the business model appears to be present for the revenue 
related sub-components as well. There seems to be a common theme, but not a clear 
agreement on the terminology.  

Zott and Amit [16] have suggested that revenue model complements a business 
model design in similar way as pricing strategy complements product design. This can 
be a useful analogy but in the same way as business model is quite an abstract concept 
when compared to product design, revenue model is very much as abstract compared 
to pricing strategy. Revenue stream on the other hand seems to have potential to be 
defined as a more tangible and measurable object of study as it can be reduced to the 
concrete idea of money flowing into the company. For this reason of seeking 
conceptual clarity, this paper focuses on the revenue stream as the main concept of 
business model and also adopts the approach used in the business model canvas 
concept suggested by Osterwalder and Pigneur [17]. 

Table 1. There is a multitude of partially overlapping revenue related business model concepts 

Author Business model component Description
Mahadevan (2000) Revenue stream The plan for revenue generation
Weill, Vitale (2001) Sources of revenue Description of source of revenue and how realistic they are.
Alt, Zimmermann (2001) Revenues The "bottom line" of a business model.
Stähler (2002) Revenue model From what sources in what ways is the revenue generated.
Stähler (2002) Revenu mix The sum of all the sources of revenue the firm has.
Magretta (2002) Revenue side of the business How is money made in this business.
Afuah, Tucci (2003) Revenue source Where is the income coming from, who pays when and for what value and also what are the margins and their drivers for each market.
Rajala et al. (2003) Revenue logic The way the software business generates its revenue and profit.
Osterwalder (2004) Revenue model The way company makes money through a variety of revenue flows.
Gordijn et al. (2005) Revenue earning logic Generating profitable and sustainable revenue streams.
Chesbrough (2007) Revenue mechanism How will the firm be paid for the offering.
Rédis (2009) Income model Sources of income generated by the company.
Nenonen, Storbacka (2010) Earnings logic How the firm yields a profit from its operations.
Schief, Buxmann (2012) Revenue Group revenue deals with the pricing model and financial flows.
Ojala, Tyrväinen (2012) Revenue model How a firm collects revenue through options that a firm may offer to customers.  
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1.3 Aims of the Paper 

Thus, the current study aims to contribute to the research domain of business model 
components by investigating a sub-component referred to as revenue stream. For 
example Osterwalder [18] sees the revenue streams as one of the key parts of the 
business model. He uses the broader term revenue model to mean a collection of 
revenue streams within a company. 

Osterwalder and Pigneur [17] have claimed that a business model can have two 
different types of revenue streams, namely transaction revenues and recurring 
revenues. While this is true in simple business models it is highly unlikely that such a 
simplification is enough to fully explain the revenue stream sub-component of the 
business model in the more complicated case.   

Shafer, Smith, Linder [19] cite a study by Linder and Cantrell [20] which states 
that 62 % of executives had a difficult time describing how money is made in their 
company. This could indicate the complexity of the typical revenue models or that 
there is a lack of proper conceptualization. Either way this supports the relevance of 
the current paper’s interest area.  

This paper aims to clarify the revenue stream component by evaluating the revenue 
model of a case company which has multiple and variable revenue stream 
configurations and suggest an answer to the question: 1) what are the relevant 
constituents of the revenue stream concept within a b2b software services company. 
Further the study attempts to answer the question: 2) how revenue stream as part of 
the business model can be analyzed within a firm. 

 

Fig. 1. Suggested decomposition of revenue stream 



 Following the Money: Revenue Stream Constituents 91 

 

1.4 Revenue Stream Framework 

Framework to analyze the case study data is suggested based on existing literature. It 
includes three key parts that must be addressed to explain a revenue stream. These 
constituents are the source of the revenue stream, the reason for the revenue stream 
and the concrete description of the method of capturing the revenue which is called 
here the method of revenue. This framework builds upon Rajala, Rossi, Tuunainen 
and Vihinen [21] who suggest that approaches for capturing revenue can have 
differences in methods of pricing, sources of revenue and the products and services 
being sold. Similarly in context of business model innovation, revenue model 
innovations include as key parts offering reconfiguration and pricing models [22]. 
Chesbrough [23] uses the term revenue mechanism which is by definition comparable 
to method of revenue. Figure 1 illustrates the suggested model. 

2 Methodology 

2.1 Exploratory Case Study 

Yin [24] suggests using a case study design when trying to answer how or why 
questions and attempting to cover contextual conditions relevant to the phenomenon. 
In the current study attempt is made to understand how revenue stream as part of the 
business model can be analyzed in the context of a specific b2b software service firm. 

When seeking to clarify the concept of revenue stream and related sub-
components, it was necessary to analyze the patterns underlying them and it was 
required to gain an in-depth understanding. Qualitative research approach was chosen 
to improve understanding of the investigated phenomenon [25]. The chosen research 
strategy was a single case study in a company that is considered a representative 
example, because it had enough complexity and variation in forms of multiple 
revenue stream combinations. Because a case study research strategy focuses on 
understanding the dynamics present in a single setting [26], it was a good approach in 
exploring the business model sub-component and how it can be analyzed in a real-life 
setting in a within-firm context. Thus, research strategy was that of a single case 
study. Eisenhardt [26] has suggested that instead of selecting cases at random, 
extreme examples are appropriate when seeking to extend theory, which is the goal in 
the exploratory research that this paper undertakes. Because a lot of the existing 
literature considers cases where there is one revenue model per business model, an 
extreme example deviating from the norm would be a case with multiple co-existing 
revenue models and high within-firm variation in the revenue streams. The selected 
case meets these criteria. 

2.2 Case Firm 

The chosen case firm operates in the telecom operator software market. This market 
had only 196 companies offering software product or service offerings in 2006 with a 
volume just under $30 billion [27]. Using the terminology from Luoma, Frank & 
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Pulkkinen [27] the firm can be classified as a generic telco vendor. It can be predicted 
that this kind of firm would have a lot of variation in the revenue streams, because of 
the breadth of operations. 

The analyzed case firm serves telecom operator customers by offering BSS 
(business support system) solutions. The solutions typically contain a service contract 
which is one side of the business and making continuous customer specific 
modifications is an additional way to generate revenue. New customers are a rare 
occasion and typically some sort of penetration pricing is used for initial deliveries. 
This is possible due to heavy vendor lock-in that is gained once the delivery is 
completed. The investigated firm has out of 150 people about 80 working in the 
investigated business unit. It was established in 1995 and has international customers. 
Relevant customer count is around ten, but three customers produce majority of the 
revenue. The firm is organized into customer serving teams with minor common 
functions. R&D, and marketing and sales departments are manned in ad-hoc manner 
and no organization exists for these functions. This has given rise to a very variable 
culture across customer serving teams and most interestingly to this paper it has given 
rise to a multitude of methods for revenue capture. The complexity of the case makes 
it a useful context to investigate revenue stream variation. 

2.3 Data Collection 

The main portion of the data was gathered using semi-structured interviews. Twelve 
people in corporate and business unit management and account management positions 
were interviewed to find out the current revenue streams of different customer 
accounts and the various offerings and revenue capture methods for each. The 
interviews lasted from one to three hours each and some were conducted in two 
separate sessions, because of scheduling challenges. In addition to revenue model 
specific questions, the understanding of the case was further widened by questions 
relating to general business model utilizing the business model canvas framework 
[17]. All interviews were recorded and transcribed. The interviews were scheduled 
close to each other during a period of one month. Close scheduling was done in order 
to avoid participants from influencing each others’ answers. Some details were 
clarified by additional short discussions to avoid false interpretations. 

In addition to the interviews, access was gained to written materials, mainly 
contracts and offers made by the case firm. This helped to solidify the actuality of 
contractual relations with case firm’s customers in situations where the informants 
were unable to remember the details in full. 

Data was analyzed using qualitative content analysis method with three analytical 
procedures of summary, explication and structuring as suggested by Kohlbacher [28]. 
The transcribed interview data was processed by summarizing the key themes to 
capture the main ideas from the informants. These themes were then used as a basis 
for further explication of the data. Dimensions of structuring became apparent from 
the data and the results are presented within those dimensions. 
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3 Results 

3.1 Source 

The collected data indicated that one explanation for the large revenue stream 
variation was the source of revenue, namely the customer or customer segment. As 
one informant put it: "Typically if they have an organization change then the desired 
invoicing [method] changes." Thus, a big factor affecting the revenue stream is the 
customer and their needs. This can be partially due to unbalanced negotiation power 
between the parties. The dynamic nature of the customer means that the revenue 
stream is also dynamic in nature. When the source of the stream is dynamic it is 
reflected in the revenue stream. Within the case firm five different sources of revenue 
were detected. Four of them were different medium to large companies. The fifth 
source was a group of small companies. The group was analyzed together as one 
revenue source, because there were no differences from revenue stream point of view. 

All the revenue streams in the current case were negotiated separately on a 
customer by customer basis as a whole and in some customer accounts different 
parties were involved in negotiating the managed services and the software 
development agreements. Actually having to negotiate the pricing in each revenue 
stream added to the complexity of the sales process. The lack of a price list was 
mostly due to lack of product management efforts in general. The extent of customer 
specific negotiations suggests that the customer will have a great impact on the 
revenue stream making it a differentiating dimension. The customer negotiation 
intervals also have an effect on the predictability of revenue. 

3.2 Reason 

While source of revenue was a significant explanatory factor for the variation there 
were also differences in revenue streams originating from one source and it could be 
seen that the variation was dependent on the reason for revenue. Reason for revenue 
can be considered to be the offering item which is the product or service and has in 
most cases a contractual basis. In the current case 9 different reasons were identified 
from the interviews. They were: billing manager service, customer care system, order 
entry system, billing system, keeping the systems running, enterprise resource 
planning system, system development, consulting/analysis. Additionally the firm 
offers fixed price delivery projects for new customers before the relationship 
progresses into so-called operative mode. However, no such delivery was ongoing 
during the interviews and therefore this aspect was excluded from the study. Focus is 
on the current customer relationships. 

Revenue streams based on different offerings varied in terms of packaging level. 
The revenue streams whose reason for revenue was system licensing or maintenance 
service offerings were sold as a complete package. On the other hand those streams 
whose reason for revenue was system development and customization activities 
contained various configurations based on customer specific needs.  

As mentioned earlier, the source of revenue dimension had a somewhat dynamic 
nature meaning that the needs change over time. Similarly there was dynamism in the 
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reason dimension. It was clear that the offerings were not static. There was also a 
preference towards generating one type of revenue over the other. An informant 
commented that they try to push more towards the model where the development is 
less and maintenance is more: "It’s changing towards the direction where maintenance 
portion is growing; it also has the best upside, because tools are automated." This 
indicates that the reason for revenue -dimension is also dynamic in nature. 

3.3 Method 

The method of revenue dimension for each stream had differences across streams but 
similarities as well. Therefore the analysis within this dimension is more involved. In 
table two the method is described for each revenue stream that is considered unique. 
In the current case, each revenue source can be considered to originate unique streams 
compared to other sources, but multiple reasons can exist for the same stream and 
those reasons can have the same method, so they are combined here into cells 
depicted in table two.  

3.4 Analysis Matrix 

It proved useful to present the data in a matrix of reason vs. source where for each cell 
of the matrix the method of revenue stream was considered. If the reasons were 
contributing to the same revenue stream they were combined together. This way 11 
revenue streams (separate money flows) were identified.  

Further looking at these 11 revenue streams and their differences, they could be 
grouped into four revenue stream types that were considered as unique in the sense 
that they had a lot of similarities in the method dimension. The four different revenue 
stream types were given designations A, B, C and D (see table 2). 

Table 2. Revenue stream types were grouped based on similar structure of revenue 
Reason for

revenue

Billing 

manager 

service

Customer 

care 

system

Order entry 

system Billing system

Keeping the 

systems 

running ERP system System development

Consulting/A

nalysis

Source of 
revenue 1 not offered

2 not offered

Revenue stream 7: Development fee 8 

times per year. Based on hours but 

adjusted up or down based on the 

benefit that the customer would 

perceive they get, 

breakdown to analysis, 

development, etc.

Revenue 

stream 8: 

Analysis 

invoiced full-

time and 

separately.  

3 not offered not offered not offered not offered

4 not offered not offered not offered not offered

Revenue stream 10: Development fee 

monthly afterwards based on worked 

hours. not offered

5 not offered not offered not offered not offered

Revenue stream 11: Development fee 

monthly afterward based on worked 

hours. not offered

Revenue stream 9: Variable development fee invoiced 

monthly based on worked hours. 

Revenue stream 4: 

Maintenance fee invoiced 

quarterly in advance. Fixed 

amount.

Revenue stream 5: Maintenance 

fee invoiced quarterly. Fixed 

amount. 

Revenue stream 1: Monthly service fee based on amount of 

subscriptions..

Revenue stream 6: Projects fee 8 times per year. Every 

half year a plan for 6 months of work, and after that 

invoice the extras. Analysis phase invoiced 

when leading to development. Unused reserved 

capacity partially invoiced.

Revenue stream 2: Monthly maintenance fee based on amount of 

customers with active subscriptions..

Revenue stream 3: Fixed 

usage/license fee invoiced 

monthly. 

Stream type A

Stream type B

Stream type C

Stream type D
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3.5 Revenue Stream Types 

Stream type A consists of similarly structured revenue streams one and two. For both 
of them the method of payment is a fixed fee and a per unit price. For the stream 1 the 
unit is per active subscription and for stream 2 the unit is per end-customer 
(customer’s customer) who has an active subscription handled by the system. In the 
interviews it was suggested that due to foreseeable changes in the industry the 
preferred model from vendor perspective was seen to be per service per customer 
which would better reflect the cost structure and allow the provider to benefit from 
the new services they might need to support by the system. In general the benefit of 
the invoicing tied to the growth of subscriptions was seen in having a shared goal of 
helping the customer grow, because it means more money for the vendor as well. 
Informant number five commented that "this is the best model I know".  

Revenue stream type B included streams where the name people used for the 
model was different but the formula was the same, so it can be considered one stream 
type. The terms were either usage fee, license fee or maintenance fee, but they were 
all basically a fixed amount invoiced at a regular interval, either monthly or by 
quarterly, in advance or afterwards. Stream types A and B are basically the same in 
terms of offering: system usage right, and maintenance service. The terminology is 
interestingly causing problems. Informant six noted: "Because we charge license fee 
we have a lot of problems, because they see that they should get monthly 
development for free." Many people also felt that the future model should be more 
geared towards per unit based invoicing, because it offers a possibility to move 
toward value based invoicing away from cost based invoicing. Still, for new 
customers the downside is increased risks as informant 11 put it: "There is a 
challenge, because there are not that many of those and for us the cost of hardware 
doesn’t go down. [In case of] minimum monthly payment, the volume can be too low, 
too much risk." This is one of the reasons why revenue stream type B exists alongside 
A. It was a safe choice at the initial selling stage. 

Revenue stream type C is an interesting one, because it includes a guaranteed 
minimum purchase. Thus it could be called assured purchase volume and per unit 
invoicing. The way this is done in practice is that there is a planning session every 
half a year for the upcoming work which is partially guaranteed work. Informant 1: 
"Current agreement offers us safety, that we have half a year work at a time. We can 
invoice 80 percent even if they would order nothing". Otherwise work is invoiced on 
a per unit price rate where the unit is the amount of worked hours. 

Revenue stream type D is a plain per unit invoicing. Compared to stream type C 
the vendor takes the bigger risk. Pure per unit invoicing was considered easier to sell. 
The benefits of having an assured purchase volume were seen mainly due to the low 
transferability of excess capacity between the teams producing the offerings that 
generate the revenue streams. In the current case this low transferability problem is 
interestingly solved not by developing the organization but rather creating a revenue 
stream method that allows it. 
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Table 3. Contributions of revenue reasons to total revenue from each source 

Reason for 
revenue

Billing 
manager 
service

Customer 
care 
system

Order 
entry 
system

Billing 
system

Keeping 
the 
systems 
running

ERP 
system

System 
develop
ment

Consultin
g/Analysi
s

Source of 
revenue 1

not 
offered

2
not 

offered 45 % 10 %

3 not offered not offerednot offered
not 

offered
4 not offered not offerednot offerednot offered 83 % not offered

5 not offered not offerednot offered
not 
offered 5 % not offered95 %

70 % 30 %

45 %

50 % 50 %
17 %

 

3.6 Revenue Contributions 

There was variation between the percentage contributions of revenue reasons to total 
revenue from each source. Table 3 summarizes these percentages and shows the 
differences between how much each revenue reason group contributes to the total 
income when comparing revenue sources to each other. The variation could be due to 
the lifecycle of the revenue source and one could guess that a new customer would 
require more development related activities whereas older customers would only need 
the service contract. There is initial support for such a conclusion, but the interviews 
indicated that other reasons like who made the original contract had more effect. Still, 
the interviews indicated that there was a goal to move away from stream types C and 
D towards stream types A and B. This was related to the fact that development work 
is dependent on doing more work: "In the development side the upside will not be 
very high. It always includes a lot of work." There was an element of unpredictability 
about future revenue. The fact that the buyer can decide upon buying something or 
not was seen bad and offering as a packaged service was preferred: "Rather 
predictability is better, so service fee [is preferred]." It could be said that revenue 
contributions overall are more likely to move towards the service oriented stream 
types A and B over time. 

In sum, the undertaken analysis approach helped clarify the revenue stream 
variation within the case firm and gave support for the decision makers' business 
model understanding. During the interviews one of the informants had commented: 
"It's hard to tell which revenue stream contributes what. Because it seems the money 
goes into one bucket." Introducing the revenue stream type analysis can be the first 
step to alleviate the situation and help the firm in strategic decision making. 
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4 Discussion 

The goal of this paper was to conduct exploratory research and answer the question 
about the constituents of revenue stream. The study suggests that a revenue stream 
has three main sub-components which are the source of revenue stream, the reason for 
the revenue stream and the method of revenue stream.  

Table 4. Sub-components of revenue stream 

Component Definition Examples
Source The originating source of revenue flow from whom does the money come from. Specific customer, customer segment, consumer segment.
Reason The reason(s) why someone is paying the money. Offering item, service or product, contractual relationship.
Method The method of how the payment occurs and how it is structured. Paid every month based on amount of worked hours with a minimum invoicing.  
 

The second question to answer was how the revenue stream can be analyzed within 
a firm. It has been stated in previous literature that a business can produce one or 
more revenue streams from each source customer segment [17]. In this paper it has 
become evident that in a complex b2b setting, one revenue stream can be caused by 
several reasons of revenue each having different methods of revenue. In addition 
varying revenue streams can originate from similar sources. In the current b2b case 
the complexity was such that it was confusing to try to explain it without a clear 
structure or fit it into a too abstract model. It is suggested that revenue streams should 
be analyzed so that the method of getting paid is considered for each cell of a two 
dimensional matrix having two axis: source of the revenue stream and reason for the 
revenue stream. Only after this kind of analysis can the similarities in method of 
capturing revenue between the streams warrant a recombination into revenue stream 
types with similar attributes. Osterwalder [18] uses term stream type very broadly to 
mean type of economic activity used to generate income. Stream type is also often 
reduced to just listing examples such as: selling, lending, licensing, transaction cut 
and advertising [29]. This paper suggests, however, that this simplification is not 
necessary or even applicable in the current case and a revenue stream type within a 
firm should be defined based on a comparison of methods of revenue viewed through 
a source by reason matrix. Thus, it is suggested that a revenue stream type describes 
the method of revenue for streams originating from a similar revenue source for a 
similar reason for revenue. Further a full explanation of a revenue model means 
describing all the revenue stream types used. 

Based on the empirical analysis the following hypothesis is suggested for future 
testing: When analyzing the revenue streams of a business model, it is necessary to 
analyze them separately based on source (from whom does the revenue originate from?) 
and reason (on what offering is the invoicing based on?) dimensions. Further it is 
suggested that analyzing the method of revenue within these “source-reason” cells 
allows the detection of unique revenue stream types which define the nature of the 
business model in regards of revenue. This kind of matrix cell representation is 
suggested to describe the firm’s revenue mix much better than for example the revenue 
mix concept of Stähler [30] which is defined as the sum of all sources of revenue the 
firm has. It is suggested that revenue mix concept should rather be a description of 
revenue stream types in all three mentioned dimensions not just the one. 
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Because of the demonstrated incoherence of revenue aspects relating to business 
model in the existing literature, a decomposition of the revenue stream concept was 
attempted. This paper provides support to the usefulness of the concept revenue 
stream and suggests its applicability also to the analysis of b2b software service 
businesses. Because only one specific context of b2b software service business was 
considered, further study should be made in other contexts to compare the findings 
and investigate the suggested decomposition to enable more general theoretical 
propositions. Here the context was b2b, because of the case selection, but it might be 
possible to expand the findings towards b2c in the future. 

This paper contributed to the business model research by defining three 
constituents of a revenue stream and introducing the concept of revenue stream type 
as a combination of revenue streams with similar method of revenue. For 
management practitioners a tool was presented for analyzing revenue aspects of the 
business model. The presented decomposition could be used when investigating for 
example the profitability of different revenue streams to gain a more fine grained 
analysis. Managers can use this systematic approach to better understand the business 
and describe and visualize the revenue streams involved. 

The suggestion for future business model research is to promote the money flow 
i.e. revenue stream as the central concept around which an analysis of a business 
model should be built upon, because a business by definition has to generate revenue 
in order to be viable on the long term. Therefore, following the money is a good idea. 
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Abstract. Product software companies increasingly seek expansion by
means of acquiring software products. For product software firms, the
process of an acquisition is complex and challenging because acquisitions
require complex processes, business risk, and life-changing decisions. The
determinants that influence such acquisition decisions are rarely investi-
gated. Prior research has focused on software acquisitions, but has not
focused on software acquisition determinants during an acquisition pro-
cess. In this study, the product software acquisition process has been
defined and the determinants have been identified. Experts evaluated
and assessed the acquisition determinants and the acquisition process, in
order to find a critical determinant for each respective phase. Finally, a
model is presented in which the most critical determinants are presented
in the different phases of the acquisition process. The results provide
an exploratory set of guidelines that help managers at product software
companies through the complex processes of acquisitions in the product
software industry.

Keywords: product software industry, software acquisitions, software
acquisition determinants, portfolio extension, product software acquisi-
tion process.

1 Introduction

Mergers and acquisitions characterize the software industry. It is an industry
that is consolidating continuously. Advantages of economies of scale, combinato-
rial sales, and strategic alignment of niche players in ecosystems of large software
companies are some of the drivers of this consolidation. In this context the term
acquisition refers to the situation where a company buys another company or a
set of software product assets of a company, not the purchase of software prod-
ucts from software suppliers for operational use. Sometimes a company is built
around one software product. During the acquisition of such a software product
this leads to the takeover of the entire company. In general this paper focuses
on the acquisition of a software product as an asset. Acquisitions are complex
processes [7,12,19], where attention should be paid to different aspects. In the
product software industry, attention should be paid to product software related
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aspects besides financial, economical, political and legal issues. Software acquisi-
tion determinants are factors that are used by decision makers to decide whether
an acquisition will proceed. These factors are rarely researched, although they
are the determining factors for the process of software acquisition and for the
success of such a project. On average, in the worldwide economy, about 20% of
the mergers and acquisitions succeed [6], however, to our best knowledge, the
ratio for the software industry is not yet documented. There is little scientific
literature available about the process of acquisitions in the product software in-
dustry, which is remarkable because the industry is flourishing and the number
of mergers and acquisitions is increasing: in 2012, the number of announced soft-
ware M&A deals worldwide was approximately 1900, while in 2009 the amount
was 1500 [22].

This study attempts to fill the gap in the body of knowledge concerning both
the process of acquisitions in the product software industry, and the software
aspects that are related to an acquisition. There are few studies focusing on
acquiring software products from software vendors and on software quality as-
sessment, but not specifically on product software acquisitions. The immature
research that is done regarding product software acquisitions can therefore be
identified as a gap in the body of knowledge, which this study starts to fill by
defining the product software acquisition process, and identifying the most crit-
ical product software acquisition determinants that influence decisions during
the complex process of software acquisitions. The results of this study can be
used to help improve the understanding of acquisitions in the product software
business.

This paper is structured as follows: we continue the discussion of related litera-
ture in Section 2 and highlight how and why the product software industry differs
from other industries. In Section 3 the research method is described, including
a detailed discussion of the interview process with eight European and Ameri-
can acquisition experts. In Section 4 the product software acquisition process is
defined, based upon interviews and literature. The product software acquisition
process can be considered as one of the key contributions of this paper. Sec-
tion 5 highlights the product software acquisition determinants and the weights
that they were assigned by the experts in the different phases of the acquisition
process. We continue Section 6 with a discussion of the results and identify the
weaknesses of the research. Finally, in Section 7 we conclude that the process and
weighted determinants contribute to the body of knowledge on product software
acquisition and expect that acquirers of software companies are helped by the
insights provided in this paper.

2 Related Literature

The collection of scientific work on mergers and acquisitions is diverse, but the
specific focus on software acquisitions - or mergers has not yet received a lot of
attention. Best practices and standards from the ISO/IEC and the IEEE discuss
software acquisition: the ISO/IEC 25040 [10] standard provides approaches for
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measurement and evaluation of software product quality. It is appropriate for
acquirers, but does not give a clear overview of the process and the determi-
nants. Another standard, developed in 1993, is the Recommended Practice for
Software Acquisition, IEEE Standard 1062 [8]. It presents a set of recommended
practices which can be applied on different types of software. The focus is on
the software itself, not on the process and its associated determinants. An up-
dated version of the IEEE Standard 1062 [8] is the IEEE Project P1062 [9]. It
is a project containing best practices that help and support organizations to
make a selection, evaluation and eventually help accepting supplier software for
operational use. Furthermore, Nelson, Richmond and Seidman [14] developed a
decision framework for a two-dimensional problem that they call the software
acquisition problem. Although these related sources might be useful during the
acquisition of a product software firm or software assets of a firm, they are too
specifically focused on the acquisition of software packages from vendors for op-
erational use, instead of actually acquiring specific software assets. Related work
that lies more in line with this study is coming from The Software Improvement
Group (SIG) [20], which conducted research on due diligence in the software
industry. Nonetheless, the SIG does not cover the acquisition process. Related
work that does relates to multiple aspects of this study is work of Popp [17].
Popp identified a software acquisition process, which is used to develop the ac-
quisition process for this paper. Work of Popp [17] was found very useful and
discusses software due diligence very extensively.

The product software industry differs from other traditional industries in
various ways, which results in fairly complex acquisitions in the product soft-
ware industry. Related work from Popp [17] shows that software ecosystems are
self-organizing, something that makes predictions about the software industry
complicated [17]. Software companies are often part of one or more software
ecosystems, resulting in difficult predictions about the acquisition environment.
Furthermore, when a software product is finished, the development of hundred
or thousand of the same products costs almost the same, in other words ”the
cost of duplicating a software product is nearly zero” [21]. There is no other busi-
ness that has a gross profit margin of 99 percent. Traditional manufacturing
firms, where products are tangible, duplicating products is costly. The low cost
of duplicating a software product results in a difficult determination of a soft-
ware firms value, therefore making software acquisitions complex. Furthermore,
according to Beizer [1] software is complex, hard to build and has no physical
barriers. He notes that software strategies are often based upon assumptions that
software will behave sensibly. Since the behavior of software is not comparable
with physical objects, software is different from physical objects, and therefore
the product software industry differs from other regular industries. Moreover,
Popp [18] notes that the product software business has a high importance of
workforce quality due to low automation in production. It originates from a
statement that Nowak and Grantham [15] make: The knowledge encapsulated in
software will increasingly define the economic value of the intellectual capital it
represents. Software is built from human capital, which requires knowledge and
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communication, thus there is less need of natural resources and physical labor.
This makes the production process in the software industry difficult to automate
and results in a high importance of workforce quality, therefore differentiating
itself from several other industries. Furthermore, in most cases the vendor of
product software retains ownership of the software product when the product is
sold [25], opposed to for example manufacturing industries. Also, software often
consists of multiple modules, developed by multiple firms, resulting in ownership
issues. A consequence is a strong role of intellectual property rights in the prod-
uct software business [18]. In addition, the diverse range of business, revenue
and delivery models raise challenges in the area of finance and taxation.

All the above mentioned differentiators result in the need for a restructured
view on acquisitions in the software industry, since these differentiators com-
bined give a good view on how the product software industry differs from other
industries and how some aspects make the industry quite complex.

3 Method

The empirical part of this study aimed at prioritizing critical determinants in the
different phases of the product software acquisition process, which is described
in Section 4. In order to do so, the 6-phase design science method has been used
[3]. This method consists of a 6-phase process, in which a test artifact is created,
evaluated and eventually finalized into a model. A prerequisite for collecting data
for this study was a clear definition of the product software acquisition process
and an initial list of critical determinants. A literature study was conducted to
define the steps and activities of the product software acquisition process. The
initial list of critical determinants has been based upon literature as well as
on preliminary expert interviews. These critical determinants are particularly
related to software acquisitions with portfolio extension associated incentives.
Acquisitions with market consolidation related incentives probably have other
determinants, and are outside the scope of this study. To evaluate the correctness,
accuracy, and validity of the determinants and the process, an expert evaluation
in the form of semi-structured interviews was performed. The main part of the
study consisted of a cross-evaluation of the model by eight experts.

3.1 Experts

In total, eight experts have contributed to this study by participating in semi-
structured interviews. We defined an expert as someone who had been involved
in several software acquisitions, in which the expert fulfilled an advisory or de-
cisive role. These experts have been carefully selected based upon experiential
and educational relevance: they were working or had worked at different sizes
of software business related companies and institutions, and most of them have
been graduated in the field of finance, economics or a technology related study.
All together, the experts had been involved in more than 250 software related
acquisitions, and in total have more than 50 years of experience in the field
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of mergers and acquisitions. More information about each expert has been pre-
sented in Table 1. The experts fulfilled several roles during these acquisitions,
from Lead Advisor (LA) to Leading Due Diligence (LDD), and from Lead Di-
rector (LD) to activities regarding Post Merger Integration (PMI). They were
involved in deals with for example Sybase, Hybris, Technidata, Twinfield, Addi-
son, FRS Global, Google, Microsoft, Intel, Symnatec. The name on the bottom
row is confidential and therefore a generic descriptive term (Leading Electronical
Equipment Provider) expressed in italics is used. Other confidential information
is indicated with a hyphen (-).

Table 1. The current function and company of the involved experts in this study

Company Current function Role during M&A’s # of acquisitions

SAP Senior Director M&A LDD & PMI 25

SoftwareAG Director M&A LA -

ISVWorld Founder & CEO LA 80

Accountview CEO LDD 6

Corum Group President LA 100+

Atego Group President Strategy LD 30

Arma Partners Associate LDD 8

LEEP Senior advisor M&A LA & PMI 5

3.2 Materials

In the phase prior to the data collection, Microsoft Excel has been used to share
the initial list of determinants with the experts. The interviews used for data
collection have been recorded with a smartphone audio recorder and a program
called Skype Call Recorder, which has the capability to record both the video
and audio of a Skype call. During the interviews, the model was presented to the
expert in a spreadsheet of the on-line collaboration service from Google, called
Google Drive. This particular software offered the possibility for us to work in
the same document as the expert simultaneously. Seven of the interviews have
been performed via Skype, and one interview has been performed via a landline
telephone.

3.3 Protocol

The evaluation of the correctness of the initial list of determinants was performed
by two experts, who received the Excel-spreadsheet via email. When the experts
finished their evaluation of the process and the list of determinants, they returned
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the Excel-file via e-mail. During a Skype-conversation, the comments were dis-
cussed and processed. Based on these preliminary results a selection was made of
20 determinants which were used in data-collection-phase. The data-collection-
phase of the study involved the participation of eight experts in interviews that
lasted for 50 minutes on average, with the shortest interview being around 30
minutes and the longest interviews about 90 minutes. The interviews consisted
of three parts: firstly, the expert received an introduction about the study and
the purpose of the interview. Then some questions were asked to create a con-
text of the experts experience and education. Thirdly, participants received an
on-line spreadsheet, in which the test model was depicted and described. Before
starting the actual data collection, the on-line spreadsheet was exemplified to the
expert. The participant was asked if he was missing any relevant determinants
and understood the present determinants. In addition, the expert was asked
if he understood and agreed upon the defined acquisition process depicted in
the spreadsheet. Eight experts were requested to rate the determinants for each
phase of the acquisition process, from 0 to 10, whereby 0 would refer to not taken
in consideration and 10 would refer to highly critical. The experts were asked to
think aloud while filling in the spreadsheet, and to argument and motivate their
choices. The conversations have been recorded and anonymously transcribed for
later analysis. When experts were missing certain determinants in their opin-
ion, there was the possibility to add them and rank them accordingly. If such a
change was made to the test model, afterwards the determinant was taken into
consideration and possibly added to the test model. This has led to an incremen-
tal and iterative growth of the model. When a determinant was added after an
expert had participated in the study, the expert was requested to evaluate and
rate the new determinants in the same on-line spreadsheet. This was done to
assure that all experts reviewed all determinants, thereby cross-evaluating the
model. The readability of the model was improved by splitting the determinants
in two groups: software product properties and business environment properties.

4 Product Software Acquisitions

An incentive for acquisitions is growth [4], because at the end of the day a
company only wants to increase its value [2,13]. Synergistic benefits are incentives
as well [4,13,2,24]. Other incentives are diversification of a companys products
[4] and expanding the product portfolio [17]. An incentive that belongs to a more
long-term strategy is to seek for early winners. Potential successful companies
that deliver products with possibly high values are called early winners [11].
When an acquirer recognizes potential growth, long before others do, the acquirer
can make an acquisition at a relatively reasonable price and gain advantage
of the acquisition later [4,24,11]. Another incentive is to buy a company for
gaining knowhow advantages and skills. This includes acquiring technologies
faster and at lower cost than they can be built by the acquirer itself. It results
in low development costs, the risk of building a bad solution will be avoided and
the knowhow of the R&D department is improved. In addition, there will be a
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faster innovation of products by continuously buying new emerging ideas [4,11].
One or more of these incentives will eventually lead a company to identifying
possible acquisition targets, which is the first phase of the acquisition process.
This process will be discussed in the next paragraph. As Gomes et al. [5] describe,
there is no clear defined consensus of the phases of a merger & acquisition process.
This is the result of the possibility to perform different aspects of an acquisition
simultaneously [5].

Because phases can overlap, Gomes et al. [5] eventually try to sketch three
separated phases: pre-merger, ownership transfer, and post-merger. In order to
define a new software acquisition process, several kinds of acquisition processes
that are described in literature [16,23,17] have been combined to create an prod-
uct software acquisition process that we think gives the best representation of
an actual acquisition. The process is presented in Figure 1.

Fig. 1. The product software acquisition process, consisting of five phases, identified
from literature and expert evaluation

Phase 1 of the acquisition consists of identifying possible targets, compiling a
target list and making a selection. An analysis of alternatives should be made by
the acquirer. When a selection has been made, the acquirer should approach the
possible target and start initial meetings. During phase 2, the various objects of
the purchase will be defined based upon several initial meetings that have taken
place. The acquirer has to make a target analysis and do a target valuation,
activities that can be performed simultaneously. If the negotiations between the
firms are progressing well and the acquirer is satisfied with the result of the
target analysis during phase 2, a letter of intent has to be sent to the target.
In this letter the objects of the acquisition are further described, including all
the contingencies associated with those items [16]. In this letter of intent the
two firms agree on a non-disclosure agreement and confirm that they proceed to
the following phase of the acquisition process. In phase 3 due diligence activities
will take place. Popp [17] notes that the goal of due diligence activities is the
ability for the acquirer to make an informed decision about whether to continue.
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Besides normal due diligence, the Software Improvement Group [20] states that
software due diligence provides insight into the costs and risks that impact the fu-
ture of the software investment, and therefore it indicates important issues when
doing software specific due diligence. These issues can be found in documents
of the Software Improvement Group [20] and need to be considered when going
through the due diligence phase. Furthermore, Popp [17] states that intellectual
property due diligence is an important part of software due diligence and needs
to be done to safeguard the existing business of the target, future business and
to safeguard that the target really owns their software products. Paulson [16] and
Popp [17] both state that constructing an integration plan during due diligence
is crucial for the success of an acquisition in the software business. When the
due diligence process is finished the acquirer must decide to continue or stop the
acquisition process. This is an important go/no go decision, as a negative out-
come ends the whole acquisition. By signing the definitive agreement in phase 4,
the deal will be closed [16,17]. This agreement contains several terms and con-
ditions that the buyer and seller will eventually have to agree on. Subsequently,
the acquisition price must be defined [16,23]. Both parties need to agree on the
integration plan and execute closing activities. The closing conditions must be
met before the deal can be closed. When both parties agree on the agreement
and the deal is closed, the post acquisition stage is entered. During the post
acquisition stage phase 5 - the integration plan is further executed to make ef-
fective use of the acquired technology. Depending on the incentive of the acquirer
the acquired company is now adapted and aligned to the needs of the acquiring
company. This is done by combining or adapting different software structures,
solving managerial and cultural issues, directing the orientation and interaction
of new employees, implementing procedures and techniques, and arranging any
remaining legal problems [23]. Paulson [16] mentions that underestimating the
pitfalls in this stage can lead to making serious mistakes.

Acquisition Determinants. The main deliverable of this study is a model
that describes the most critical determinants of a software product during the
different phases of an acquisition process. As there currently is no definition
of product software acquisition determinants, we defined product software ac-
quisition determinants as: Software product and software business environment
related characteristics that exert influence on the decisions that are being made
regarding the takeover of product software assets or firms. Risk factors of an
acquisition might incorrectly be considered as product software acquisition de-
terminants, but are not incorporated in this definition. Risks are not a driving
factor in acquisitions; rather the outlook to get rid of some risks might be in
some case. The initial list of critical determinants has been based upon a liter-
ature study as well as on expert knowledge, as described in the method part of
this paper. The final list of determinants is constructed as follows:

– Product Technology: Describes the technology that is used in a software
product, including platforms, standards and operating systems.
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– Source Code Quality: The quality of the source code, which substantially
determines the performance of a software product.

– Total R&D Investment: Refers to the relative ratio between research and
development investments and the products current value.

– Business Model: Describes the strategies and models with which a com-
pany attempts to create value.

– License Model: The methods and strategies that a company uses for li-
censing.

– Profit Margin: Describe the ratio of profitability, which gives insight in
which of the revenues turn into profits.

– Payment Model: A companys payment model determines when and what
customers pay for the service or product.

– Key Cost Drivers: The cost drivers that use most of the companys re-
sources. They give insight in the financial situation of a company or a prod-
uct.

– Asking Price: The initial negotiation price the target firm asks is the asking
price.

– Percentage of Recurring Revenue: Refers to the revenue that is recur-
ring in a financial year, compared to the total revenue. Recurring revenue
often is steady revenue.

– Revenue Synergies: Revenue synergies describe the increase of revenue of
a company as a result of combining two or more businesses.

– Cost Synergies: Describe the extent to which a company can eliminate
costs throughout the organization as a result of combining two or more
businesses.

– Market Share: Describes the percentage of an industrys total sales that
is collected by a software firm in a certain time frame. Software firms can
achieve a high market share, without actually provide a large part of the
users in the industry with their software. If the total of an industrys sales
was very low, a high market share does not imply a large user base.

– Product’s Potential Customers: Describes the potential customer group
of the product that is to be acquired. The potential customers can deliver
critical information about the potential results of the product.

– Installed Base: Refers to the share of customers within a certain industry
that are currently owning or actively running the product. A high market
share does not imply a large installed base.

– Intellectual Property Rights: Intellectual property rights allow creators
to protect their ideas and creations.

– Cost of Mandatory Future Upgrades: Refers to the projected expenses
of future maintenance.

– Portfolio Fit: Describes whether the software product that is to be acquired
fits in the current portfolio, to a technological and strategic extent.

– Available Alternatives: Refers to the existence of alternatives for a par-
ticular target product.

– Key Employee Retention: Key employees have extensive knowledge of
the software and this knowledge about the product makes them valuable
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for the acquirer. Retention of employees makes updating and managing the
product more efficient.

– Company Culture: Describes the conflicting company cultures. Race, hi-
erarchy, beliefs and design culture are examples of conflict topics.

– Employee Integration: Describes the difficulty and possibility of the inte-
gration of employees into the acquiring company.

– Cooperation Partners: Describes the extent to which the target has out-
sourced the development activities and other processes.

– Support Model: Contains the existing collection of support activities the
target company currently delivers, to keep the product running as advertised.

– Services: Describes the activities of the target company that are performed
on top of support activities. Supplementary courses and training programmes
are examples of services.

To avoid ambiguity regarding the meaning of a determinant, each factor has
been described in the abovementioned list. Each determinant individually ex-
erts influence on the decision-making during an acquisition, and therefore each
determinant should be analyzed, guided by the description in the list above.

5 Results

In Table 2 the results of the interviews have been combined. The table shows all
determinants, including the following determinants that have been added during
the data collection: percentage of recurring revenue, revenue synergies, cost syn-
ergies, company culture and employee integration. As mentioned in the method
section, all determinants have been cross-evaluated by all experts to ensure the
validity of the results. The determinants have been weighted by importance from
0 to 10. Each weight in Table 2 is the average weight of all weights that have
been given for that determinant in the associated phase. As stated, the numbers
in the cells are based upon the average of the ratings that the experts gave to
each determinant, for each phase.

In the first phase Business Model was rated an 8,63, thereby being the highest
weighted determinant in its phase. Asking Price received an average weight of
8,13 in the second phase. Intellectual Property Rights was rated a 9,00 in the
third phase, and the fourth phase had a relative high weight for Key Employee
Retention with 7,38. An average weight of 8,88 was given to Revenue Synergies
and Employee Integration in the fifth phase. Table 3 presents the answer to
the incentive of this study, by indicating the most critical software acquisition
determinants of each phase of the acquisition process.

Business Model was perceived as most critical determinant of phase 1, as
many experts noted that it is counterproductive to transform an on-premise
based business model to a SaaS business or the other way around. Therefore,
this determinant might have a large influence on the process of selection in the
first phase. The high weight of Portfolio Fit in the first phase suggests that it
is a critical determinant during the selection of potential targets. Experts noted
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Table 2. The weights of product software acquisition determinants in each phase, given
by eight experts

Phase 1 2 3 4 5

Software product properties

Product Technology 6.75 7.00 7.38 2.63 5.63
Source Code Quality 1.63 2.50 8.25 4.00 4.88
Total R&D Investment 4.38 5.13 5.63 2.63 3.13
Business Model 8.63 6.38 6.25 1.75 5.88
License Model 3.00 3.75 3.88 1.63 3.88
Profit Margin 4.88 4.13 6.25 2.75 4.63
Payment Model 1.63 3.25 3.25 1.25 4.13
Key Cost Drivers 1.88 3.50 6.88 2.13 5.63
Asking Price 4.75 8.13 3.88 5.38 1.38
Percentage of Recurring Revenue 6.25 6.50 7.13 4.00 5.13
Revenue Synergies 3.63 6.63 6.25 4.63 8.88
Cost Synergies 2.25 4.00 5.13 4.50 7.38
Market Share 6.75 5.38 3.63 2.50 4.00
Product’s Potential Customers 7.38 5.13 5.75 2.50 5.13
Installed Base 7.13 5.13 6.25 3.75 4.88
Intellectual Property Rights 6.25 5.75 9.00 7.25 4.88
Cost of Mandatory Future Upgrades 2.13 3.75 6.25 2.50 5.00

Business environment properties

Portfolio Fit 7.50 7.50 4.25 3.00 5.88
Available Alternatives 7.38 4.13 2.50 3.25 0.13
Key Employee Retention 1.50 3.25 6.38 7.38 8.13
Company Culture 3.00 5.00 6.50 3.75 7.75
Employee Integration 0.75 2.63 4.63 2.88 8.88
Cooperation Partners 2.50 4.50 5.38 3.25 5.38
Support Model 2.38 3.63 3.50 1.75 5.63
Services 3.88 2.88 4.50 1.63 4.75

that firms that want to acquire search for companies that have products that
match the product portfolio, and often base decisions upon this determinant.
Products Potential Customers also received a high weight during the first phase,
which suggests the potential customers of a target company or product are of
importance when selecting a target. Due to the fact that the acquirer can sell
already existing products to a network of potential customers, distribution syn-
ergies are achieved. Surprisingly, the determinant with the highest weight in the
phase of initial meetings was Asking Price, what might seem early on in the
process. Experts clarified the high weight of the determinant: if the target firm
has an initial asking price that is too high in the eyes of the acquirer, then the
process will probably stop after one meeting. We find a lower weight of Asking
Price in the due diligence phase, but an increased weight in the closing phase.
Negotiations about the price might push the weight of this determinant up in
the closing phase. Product Technology also received a high weight in the second
phase. If an acquirer has built every product on Java, and the target company
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Table 3. The most critical software acquisition determinants

#1 #2 #3

Phase 1 Business Model (8.63) Portfolio Fit (7.50) Product’s Potential
Customers (7.38) &
Available Alternatives
(7.38)

Phase 2 Asking Price (8.13) Portfolio Fit (7.50) Product Technology
(7.00)

Phase 3 Intellectual Property
Rights (9.00)

Source Code Quality
(8.25)

Product Technology
(7.38)

Phase 4 Key Employee
Retention (7.38)

Intellectual Property
Right (7.25)

Asking Price (5.38)

Phase 5 Revenue Synergies
(8.88) & Employee
Integration (8.88)

Key Employee
Retention (8.13)

Company Culture
(7.75)

has built everything on .NET, then that could cause severe integration problems
and costs. Experts referred to this problem as oil and water, not only being a
product challenge in terms of integrating things but also a cultural challenge to
the extent that attitudes towards standards and platforms may differ between
employees of both companies. The due diligence phase did not yield surprising
results, as highest-weight determinants are related to software quality and intel-
lectual property. One expert surprisingly mentioned that Source Code Quality
was not critical since the cost of deeply investigating the source code would not
outweigh the added weight of the acquisition. Opposed to this expert, the other
experts mentioned that software due diligence is a critical activity of the acquisi-
tion process, in which the source code quality deserves a main focus. The findings
for the fourth phase support the related work from Nowak and Grantham [15]
who state that software is build from knowledge, which requires human capital
and communication. They argue that human capital is valuable in software. The
determinant Key Employee Retention received a high rating in the fourth phase
of the acquisition process, most likely since employees know all the ins and outs
of a product or company, making them valuable assets of a company and there-
fore need to be retained as long as possible, according to the experts. Retention
of key employees is done in the closing phase, since contracts are signed in this
phase. As expected, Asking Price and Intellectual Property Rights are in the
top three of critical determinants for this phase. The last phase contains two
determinants with the highest identical weight: Employee Integration and Rev-
enue Synergies. Experts mentioned integrating the retained employees is even
more important than only retaining them, since retained employees that are not
being integrated well, will leave the company sooner. According to the experts,
Company Culture plays a significant role when trying to integrate employees
into the acquirers firm, and therefore received a high weight in the integration
phase.
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6 Discussion

Firstly, the possibility exists that economical changes in this industry can cause
the acquisition process to change, and technological changes can cause a shift in
perceived importance of certain software acquisition determinants. This might
lead to different results when conducting the same study again. These influenc-
ing factors are circumstances beyond our control. Secondly, the use of different
experts plays an important role to improve the reliability of this study and at-
tempting to avoid skewed results. Further, in order to preserve validity, each
determinant was clearly defined in a note that was attached to each item in the
list. Biases might have been avoided using experts from different industries, with
different backgrounds and educations. However, experts in the domain of acqui-
sitions in the product software industry are scarce and a larger sample group
might have yielded enough data to perform statistical analysis/quantitative re-
search. A limitation might have been caused by possible pressure that the expert
perceived during the interviews. The interviewers could have influenced the at-
titude and the behavior of experts, as experts could have had the idea that they
had to conform to certain expectations. In the attempt to eliminate this limita-
tion, the interviewees were told the data was completely anonymous, in order
not to build the pressure. In addition, experts were told to think aloud while
evaluating the model, and were not guided by the interviewers when filling in
the weights. Despite these efforts to overcome this limitation, it is not entirely
negligible, as human beings cannot be entirely objective. Due to the scarceness
of experts on this topic in the Netherlands, experts from Germany, England and
America participated in this study. Some of the experts had English as a first
language, while some of the experts had English as second language. These dif-
ferences in languages might result in limitations regarding the interpretation of
the English and German language.

7 Conclusion

As stated in the introduction of this paper, mergers and acquisitions are very
complex activities, where attention should be paid to a variety of different as-
pects of a company. The findings of this study suggest that software acquisition
determinants play a key role during acquisitions in the product software industry.
This paper presents the product software acquisition process and the determi-
nants that play a role in the different phases of software acquisition. We expect
that acquirers of software companies are helped by the insights provided in this
paper, and that the results provide an exploratory set of guidelines that help
managers at product software companies through the complex processes of ac-
quisitions in the product software industry. The product software acquisition
process and the accompanying determinants are an interesting topic of study,
which offers a variety of research challenges. Interesting results could probably
be discovered in a study that examines the relation between the size of the com-
pany where an expert works, and the rating that is given to each determinant. In
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addition, a study that explores statistical correlations or dependencies between
determinants might as well be very valuable. It might also be interesting to per-
form a study on what the results would be if this research focused on market
consolidation based acquisitions, as well as what the differences between both
types of acquisitions would be.
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Abstract. Two types of businesses dominate the landscape of the IT industry: 
service businesses that develop tailor-made software based on customer specific 
needs on the one hand, and software businesses that develop standard software 
products based on market needs on the other hand. The so-called productization 
process enables software companies to perform a business transformation from 
customer specific service-driven to a product business. This research aims to 
evaluate to what extent the proposed productization process is applicable in a 
service-oriented company using seven theory-testing case studies within the 
context of one IT service firm. The results indicate that the productization 
process cannot be applied to its full extent, since most of the product-driven 
processes are not mature, which is largely caused by a lack of knowledge about 
the productization process in service firms.  

Keywords: Productization, Software product management, product software, 
business transformation, custom versus standard software development. 

1 Introduction 

Software Product Management (SPM) is defined as the discipline and business 
process, which governs a product from its inception to the market or customer 
delivery and service in order to generate the biggest possible value to the business [5]. 
The product manager executes this important task. Bekkers, Weerd, Spruit and 
Brinkkemper [3] developed a competence model for SPM, which includes the 
relevant focus areas such as Portfolio management, Product planning, Release 
planning and Requirements management. These focus areas aid product managers in 
managing or improving their SPM practices in the organization. Based on the focus 
areas in the SPM, Van de Weerd, Bekkers, and Brinkkemper [18] developed a 
maturity matrix, which will guide further development of methodical support in SPM. 
The matrix is used to assess an organization’s current software product management 
capabilities and offer local, incremental improvements to the product managers. 

We distinguish two types of software: Customized and Standard software. 
Customized software is software that is tailored to the needs of one specific customer 
with the purpose to satisfy that customer, whereas standard software is software that 
is designed based on the needs of a specific market. Some software producing 
organizations follow the customer-oriented approach in their strategy while others 
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2 Research Approach 

In this research, we aim to evaluate and validate the productization process in an IT 
service firm. The advantage of taking the context of one IT service firm is that 
different projects in different phases can be studied. As the object of study is the 
project/product that is undergoing the productization process, we conducted theory-
testing case studies within one context. The IT service firm is a large international 
service firm that, for reasons of confidentiality, is kept anonymous. 

Seven projects were selected in the Netherlands. The projects were identified by 
senior management as being on the road of productization. These projects had 
typically been part of a development project for one customer, but with time similar 
requests came from customers and assets could be reused. The seven identified 
projects varied in age, number of customers, end-users, and team sizes. The main 
sources of data for the case studies were interviews and document study.  
 
Semi-structured Interviewing: Semi-structured interviews are conducted as the 
second step of the research, with the aim of assessing the productization process of 
seven cases in the context of one IT service firm. In semi-structured interviewing, “a 
guide is used with questions and topics that must be covered. The interviewer has 
some discretion about the order in which the questions are asked, but the questions are 
standardized, and probes are provided to ensure that the researcher covers the correct 
material” [7]. The first step is the assessment of the maturity of the aforementioned 
Artz productization approach. This approach will be projected on seven case studies 
in one service company, with the aim of establishing the applicability of the 
productization process. The approach consists of following two steps: 
 
1. Determine initial position: The productization assessment uses the SPM maturity 

matrix for determining the (present) SPM processes [18], the situational factors 
[2], and the applicable selected stages on the productization process for the to be 
analyzed products. 

2. Gap analysis: A gap analysis identifies the distance from the initial position until 
being fully software product management oriented. Situational factors [2] are 
again used to determine the maturity levels for the product management 
processes. 

 
Once maturity levels are known for each productized project, we determine which 
processes need to be implemented or improved. Based on the gap analysis, specific 
recommendations are identified to the IT service firm. In addition, we calculate the 
average percentage of each product management area based on the maturity matrix 
results obtained from all the business cases and compared the situational factors 
results of the cases with each other and finally, we reflected the productization profile 
of each business case to identify the weak and strong areas of the service business on 
their product management practices. 
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Literature Background. There are in the literature several scientific research studies 
available focusing on product software [21] such as product development [11, 8], 
management of software products [19, 5], requirements management [13, 4], release 
planning [14, 20], product line engineering [10, 12], product delivery [9], platform 
management [24], and so on. Despite the fact that there is an extensive research on the 
development of software as a product, some information concerning the development 
of product software is lacking [17]. Xu and Brinkkemper [21] state that by 
generalizing the experiences from product development, a body of knowledge needs 
to be established with theories, methods and tools. In this sense, from the product 
development perspective, this research takes the statement of Xu and Brinkkemper as 
a basis and aims to make a contribution to the literature by increasing the knowledge 
on the transformation process of software companies from developing customer-
specific software to standard product software since this process is not widely studied. 
In addition, this research is a validation of productization process and it also improves 
and validates the defined set of dimensions by Artz et al. [1] for each stage in the 
productization process, which can be then used for the assessment of an 
organization’s initial position based on the development of software as a product. 
Finally this research project creates many opportunities for further research on the 
transformation process from customer-specific development to standard product 
software development. 
 
Research Validity. Yin [26] states that four types of validity are important in the 
exploratory case studies. First, Construct validity concerns the validity of the research 
method. Multiple data triangulation techniques may be applied in the sense that 
different stakeholders from different points of view will be interviewed to verify data.  
In the semi-structured interviews for maturity and productization process assessment, 
we made sure that the relevant concepts are correctly made operational (i.e., explained 
to the interviewee using a list of definitions) and measured. For the determination of 
maturity level of each product, where we asked standard questions, we applied for 
example the viewpoints of software developer, project manager and sales manager in 
order to get a better representative result. In addition, we also performed explorative 
interviews with the interviewees in advance with the aim to enlarge the reliability and 
to smoothen the proceeding of the interviews. The interviewees were read a standard 
text before the interviews as to make sure each of the interviewees was equally 
informed of the goals of the interview. Interviews were recorded and transcribed 
within 24 hours. 
 
Internal validity is the extent to which a study’s results are interpreted accurately. We 
tried to evaluate whether productization process was applicable in a service-oriented 
company. For internal validity of the research, we used a case study report template, 
inspired by the work of Jansen et al. [22]. Furthermore, we derived data from the 
cases using the SPM maturity matrix, thereby creating uniformity in the data. 
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Thirdly, External validity refers to how the data can be applied beyond the 
circumstances of the case to more general situations. We identified cases that differ 
from each other based on their situational factors with the aim to prove the 
applicability of the process. In addition, the selected interviewees differed a lot based 
on their experience and domain expertise.  

 

Fig. 2. Conceptual illustration of the productization process  

Finally reliability indicates that the results of the study can be replicated. Since this 
research evaluates and validates the productization process, we performed the 
productization approach that is presented by Artz et al. [1] for the assessment product. 
Hereby all the procedures and steps have also been recorded. The business cases 
consisted of interview notes, documentation on maturity assessment and 
productization dimensions. We performed also maturity assessment for each product 
by making use of fixed standard questions from van de Weerd et al. [18]. The 
reliability is hereby guaranteed. When another interviewer performs the application of 
the model, the same results will be produced.  

3 Productization 

Productization means standardization of the elements in the offering. It includes 
several technological elements from the very early stages of designing a product (i.e. 
managing the requirements, selection of technological platforms, design of product 
architecture etc.) to the commercial elements of selling and distributing the product 
(i.e. delivery channels, positioning of the product/company and after-sales activities) 
[8]. According to Simula et al. [16], the term productization is mainly used in the 
context of software industries with the purpose to transform intangible services into 
more product-like, defined set of deliverables. A conceptual illustration of 
productization is shown as follows in Figure 2. 
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Artz et al. [1] identified six stages for the productization process, which describe the 
situation from customer specific development perspective to product software 
business perspective. The stages are described as follows: 
 
 Stage 1 - Independent projects: This stage describes the situation of a service 

organization, which provides specific solutions per customer on project basis. 
According to Artz et al. [1], these projects are executed independently from each 
other and differ in budget, technology and functionality. They share barely any 
standard functions or features. 

 Stage 2 - Reuse across projects: At this stage, reusability of existing 
components, functionalities and features is the main focus across projects. Artz et 
al. [1] state that reusing existing components from finished projects provides 
companies the advantage to increase the overall quality and reliability of software 
since they already have been tested within previous projects. At this stage, 
custom implemented features are still larger than standard features.  

 Stage 3 - Product recognition: this stage describes the situation, where a 
company identifies the similarities of customers’ wishes, which lead to the 
identification of a product scope. At this stage, the standardized part of the 
projects is larger than the customized parts because of the reused functionalities, 
components and features. This stage concerns also the decision moment to 
develop the identified product further on and to become market-driven business.  

 Stage 4 - Product basis: Artz et al. [1] describe this phase: “A set of features 
that form a common structure, from which a stream of derivative products can be 
efficiently customized, developed and produced”. A company starts at this stage 
to gather market requirements to determine the content of future releases. This 
means that a company needs to develop a long-term plan for the product. 

 Stage 5 - Standardized Product platform: At this stage, the company changes 
toward market orientation and brings the emerging product to the market. 
Comparing to stage 4, the set of features, components and functionalities are 
increased through the product platform. The definition of this stage is as follows: 
“increasing the set of features that form a common structure and introduce 
releases, from which still a stream of derivative products can be efficiently 
customized, developed and produced”. 

 Stage 6a - Customizable product:  This stage describes the situation, where 
companies offer their product software as customizable product for specific 
customers. The level of variability determines the applicability of the product in 
the market [23]. 

 Stage 6b - Standard product: This stage describes the situation, where 
companies offer their product software as a one-size-fits-all solution. 

 
The Artz productization process is clearly defined, but too high level to apply to a 
detailed case, such as at an IT service firm. We therefore, in the next section, explore 
those dimensions that are specific to IT service firms that plan to productize. 



 

3.1 Dimensions of Prod

Using literature, we have 
standard product software 
approaches from a strategic
differ most. The process ar
sales, company and develop

 

Fig. 

Based on the dimension
productization process and
be relevant for the transform
for the transformation are p

4 Evaluation Resu

As mentioned earlier, the 
structured interviewing, w
interviewees from different
select the products from the
validity of the productizati
company and the analyzed 
markets the products are int

Productization of an IT Service Firm 

ductization 

characterized the custom software service business 
business. Since both types of businesses follow differ
c point of view, we have identified the process areas t
reas have been categorized in the societal, marketing 
pment perspective (see fig. 2). 

 

3. Productization dimensions identified 

ns, we improved the descriptions on the dimensions in 
 added three more dimensions (marked in gray) that m
mation process (see appendix A). The selected dimensi

presented in table 1. 

ults 

method that we have used for the evaluation is se
where we conducted seven case studies assisted by 
t domain and expertise in the service business. We tried
e different markets with the aim to take care of the inter
ion process. Since the information related to the serv
products had to remain confidential, we only provide 

tended for. 

121 

and 
rent 
that 
and 

the 
may 
ions 

emi-
the 

d to 
rnal 
vice 
the 



122 K. Guvendiren, S. Brinkkemper, and S. Jansen 

Table 1. Relevant dimensions for transformation 

Dimensions Customized software Standard software 

Software Customized software project Standard software product 

Business focus  
Meeting the customer needs 
within budget and time, 
contractual fulfillment 

Gaining market share 

Requirements 
gathering 

Gathered from one customer Gathered from whole market 

Requirements 
selection 

Select requirements per 
project (More or less fixed list 
of requirements) 

Optical selected subset of 
requirements 

Marketing goals 
Interaction, relationship and 
networks 

Product, price, place and promotion 
(4P’s), branding and differentiation 

Software 
development 
philosophy 

Waterfall SCRUM agile development 

Lifecycle 
One release, then maintenance Several releases based on market 

requirements 

Development 
teams 

Project focused, people are 
assigned to multiple projects 

Product-focused, self-managed, 
Involved in the entire development 
cycle 

Stakeholder 
involvement 

High external, barely internal High internal, low external 

Table 2. The assessed products in the context of the IT service firm 

Potential products Market sector 
Product A Telecom market 
Product B Telecom, Transport and Utility 
Product C Local government 
Product D Utility firms 
Product E Oil Companies 

Product F Local government 
Product G Local government 

 
For reasons of brevity, we present one of the seven cases where we applied the 
productization approach. The other case studies can be found in a technical report [6].  

4.1 Case Study 

This business case is related to a customized product, which has been developed for 
the customers in the telecom market. The development has been done based on a 
European procurement and exists already twelve years on the market. Currently the 
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team focuses on developing this product as standard product from a software product 
management perspective. The aim is to become market-driven in the sense that the 
product can be released to different market segments. 

Based on the productization approach, we followed the guidelines from Artz et al. 
[5] to identify the initial position and the best suitable position of the product in the 
process. The assessment has been performed together with the delivery manager, 
project manager and project director. The interviewees have been provided the 
productization process with the corresponding dimensions described in each stage and 
they were requested to fill in the applicable stages for the product.  

Table 3. Demographics of interviewees 

Inter- 
viewee 

Years of 
experience 

Current profile 

1 23 Delivery manager projects: responsible for projects to deliver 
on time and within budget that meets client expectations. 

2 17 Product manager; responsible for managing the products that 
fit the market needs, identify the needs and communicates to 
internal and external stakeholders. 

3 12 Experienced project manager, service manager, and test 
manager in national and international environments, mainly 
in Telecom or Telecom related markets. 

4 14,5 Program manager, project manager, responsible for devising, 
organizing and implementing projects that are complex in 
nature. 

5 25 Delivery manager central government, infrastructure and 
environment. 

6 12 Project manager with substantial experience in managing 
diverse ICT projects such as Data migration, infrastructural 
software development and COTS implementations. 

7 20 Software Architect/Product manager 
8 7 Software Architect 
9 8 Sales & Solution manager for several clients within utility 

and Telecoms sector 
10 5 Project manager at Technical Software Engineering 

 
Based on the average score, we concluded that the initial position is at stage one. 

This has to do with the fact that there is still project-focus in the overall management 
of the product and the product is managed on a maintenance basis. The most 
important dimensions such as business focus, market goals and requirements 
gathering are not performed from a market approach but from specific customer 
needs. Another dimension ‘stakeholder involvement’ in the development indicates 
also this customer focus, where external stakeholder involvement is indicated ‘high’.  

For the gap analysis, we took into account the maturity assessment results and 
situational factors of the product to determine the best suitable position in the process 
by taking the determined initial position as basis. We also identified the current 
implemented and missing processes from the software product management 
perspective. The results indicate that the most of the problem areas of the product 
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4.2 SPM Maturity Assessments 

In this section, we will present the results that we have made based on the overall 
SPM maturity results per analyzed product. The idea behind this calculation is to 
show how many capabilities have been implemented per product and what the overall 
percentage is of an implemented capability based on the analyzed projects/products. 
Based on the results, we categorized the products into advanced products and 
emerging products. Only two of the seven products were mature in their SPM 
processes and followed a market-oriented approach for the development. The other 
five were still immature to become fully market-oriented products despite the fact that 
they implemented some SPM processes quite well. An elaborated analysis on SPM 
calculations can be found in the technical report [6]. The calculated capabilities per 
SPM focus area are shown in table 5. 

Table 5. SPM Maturity calculations 

Focus area Advanced (2) Emerging (5) Total (%) 
Portfolio management 21,9 14,2 36,1 
Product planning 19,3 15,3 34,6 
Release planning 24,7 45,6 70,3 
Requirements management 22 41,7 63,7 

 
Most of the missing capabilities are in the area of product planning and portfolio 

management. The emerging products were quite mature in their internal development 
from the requirement and release management perspective but they do not consider the 
external factors from the roadmap and portfolio management since they simply miss the 
knowledge and experience in this area. The assessments gave us insight in the essential 
differences between the advanced and emerging products, which are shown in table 6. 

Table 6. Differences based on SPM processes 

Advanced Emerging 
Market orientation mindset Service business mindset 

Active market analysis No or limited market analysis 
Investment and support in the product No awareness of product(s) in the organization 

Considering ecosystems (partner 
involvement, make/buy decisions) 

Limited partnering (based on components), high 
customer involvement in the product 

Product lifecycle is present No product lifecycle (contractual agreements) 
Roadmap is present Roadmap not possible (dependent on the 

investment from the company board) 

Core assets are important and 
systematically identified and stored in a 

central location 

Components are saved for reuse at the other 
customers 

Requirements captured from all the 
internal, external stakeholders and the 

whole market 

Only customer requirements count 
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4.3 Multi-dimensional Productization Profile 

During the interviews, the interviewees have indicated the applicable stages for the 
corresponding products based on the relevant dimensions from the transformation 
perspective. In this section, we will present the (multi-dimensional) productization 
profile of one product based on the selected dimensions. We call this ‘multi-
dimensional’ since the applicable stages are selected on both extremes (for both 
service and product business) in the productization process at the same time. This can 
be confusing since the expectation is that the selected stages would be in one certain 
area.  

For one specific product, we asked three interviewees (project manager, project 
director and delivery manager) to fill in the applicable stages, which are relevant in 
the productization process. The results are shown as follows: 

Based on the selected stages, we can state that the product is still operating at the 
service business side but at the same time, there are two applicable stages selected 
from the product business side. One concerns the product being a (standard) 
customizable product and the other one concerns ‘focusing on selecting requirements 
for the product (roadmap based) and subset of customer requirements’. All the other 
selected stages are in the area of the service business. 

Table 7. Multi-dimensional productization profile 

Service Hybrid Product 
Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6A Stage 6B 

       

       

       

       

 
To be able to underpin the underlying reasons for the selected stages on both 

service and product business side, we need to look at the specific situation of this. 
This product has been firstly developed based on the legislation (European 
procurement). It exists already 12 years and has been implemented at different 
telecom operators in a customized way. After having found unstructured areas 
regarding the management of the product for each specific customer, the team has 
brought major product revisions with the aim to bring more structure into it. The core 
platform has been hereby standardized for all the customers. In this sense, the 
interviewees have indicated that the product is standard with customizable layer. The 
customizable layer is the area that is integrated with the specific systems at the 
customers’ side through certain interfaces. Standardization indicates that the team 
intends to make the product standard based on the market needs. In future terms, they 
are also conscious of the fact that the product can provide solutions to another type of 
markets however they are still at the initial stage of productization process. 
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When we look at the requirements selection, there are two stages selected for both 
service and product business side. One stage is related to selecting requirements from 
the customers (more or less fixed list) and another stage is about selecting 
requirements from all the customers (roadmap-based). This indicates that the team 
still follows the customer specific approach and manages the product based on the 
customer requirements but at the same time, they try to create the basis for market-
driven development by selecting those requirements from the customers, which are 
relevant for the product. These requirements concern more the requirements from the 
customers and not the market(s). 

5 Discussion and Further Research 

During the interviews, there have been some discussion points on the productization 
process. One of the discussed points was related to the determination of the initial 
position of the products since some of the stakeholders pointed out that the stages 
have not been described in a S.M.A.R.T. (specific, measurable, achievable, realistic 
and time-bound) way. This made it difficult for experts to choose a certain applicable 
stage for the products. We would suggest performing more research on the description 
of the stages in the S.M.A.R.T. way by taking into account different service and 
product businesses to compare those companies with each other and gain insight in 
each stage of the productization process. Another point that is discussed is whether 
the required steps for each stage in the process included all the aspects that a service 
company needs to consider to become market-driven.  

The productization approach that is developed by Artz et al. [1] is hard to apply in 
practice. This lies in the fact that the approach has been developed two years ago 
based on the relevant research subjects of that period of time (e.g. the gap analysis for 
determining the best suitable stage based on the research of Weerd et al. [17]). During 
this research, we could apply the approach based on the specific situation of the 
analyzed products by considering the situational factors, maturity assessments and the 
selected stages in the productization process, however more case studies can be 
performed to validate the approach by taking into account more additional steps that 
should be considered while productizing. 

Finally, we identify a challenge in IT service firms: their traditional business model 
of selling projects and people by the hour makes it hard for them to invest in longer-
running market-driven products. Typically, good ideas will be quelled before they get 
to a stage where they can be productized. We strongly recommend IT service firms to 
reconsider this strategy and to start creating intellectual property in the organization, 
for instance by collecting valuable marketable assets such as software products. 
Intellectual property increases the value of the company and selling licenses and 
subscriptions creates stability in a dynamic cash flow situation that IT service firms 
typically have. It is the responsibility of middle and upper management of such 
organizations to identify and invest in good ideas, marketable products, and online 
software services for a market. 
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6 Conclusion 

This research concerned the validation of productization process at an IT service 
business. The validation has been performed twofold. The first validation was based 
on the assessment of products in the productization process, which had the potentials 
to be developed from the market-driven perspective. Regarding the assessment we 
took into account the situational factors and the maturity level of each product based 
on the product management areas: portfolio management, product planning, release 
planning and requirements management. We performed the second validation by 
considering the input of the interviewees on the productization process. Consequently, 
based on the results captured through the assessment and interviews held, we were 
able to answer our main research question. 

We answered this question by assessing the productization process on seven 
specific products at an IT service business. From the productization perspective, we 
performed the steps such as analysis of situational factors, application of 
productization approach and analysis of productization profile of each analyzed 
product. In addition, we calculated the average percentage of the implemented 
capabilities per SPM focus area based on the maturity assessment results of all the 
products with the aim to gain insight in the strong and weak points of each product 
management area.  

The overall results indicate that the (assessed) service business is not mature in 
developing products from a market-driven perspective. This is understandable since 
the core business is delivering services and meeting the customers’ needs however the 
company is aware of the fact that based on their project portfolio, there are certain 
projects that have the potential to be developed as standard product software for 
certain markets. There are efforts made to gain insight in market-driven product 
development. Based on our analysis, we could see that the case organization scored 
high for the requirements and release management despite the fact that the focus 
hereby is still on the specific customer needs. Product planning and portfolio 
management areas are the weak areas that need to be improved. On the way to 
become market-driven, productization process is found applicable to use as a guide 
since the company aims to set up a structured product management process in place. It 
is essential to state that all the stages in the process have been recognized by most of 
the stakeholders however it is also indicated that the process steps through the stages 
still need to be developed on a S.M.A.R.T. way so that concrete measurements can be 
made to determine the initial and best suitable position of a product on the way to 
become market-driven. 

Based on the current stage of productization at the case organization, we cannot 
expect the company to apply the process to its full extent since the basis needs to be 
set up for a product development approach. We recommend the company to put more 
focus on the stages three (product recognition) and four (product basis), where 
standardization is performed with a structured requirement and release management 
from a market-driven approach. In this sense, the overall customer focus needs to be 
decreased and the internal stakeholders need to be more involved in the product 
development. 
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Abstract. Developing software systems is a challenging business with short 
development cycles, changing needs, and unstable processes. Processes must 
deliver products that meet the customer needs and provide value for the 
stakeholders. There is no one way of achieving the development goals; instead, 
alternative routes should be possible within the boundaries of acceptable 
performance. Software development is therefore a set of problem-solving and 
decision-making activities. The problem is how to support the decision-oriented 
process, and how to provide justification, rationale, and how to provide the 
information that decision makers need. Case studies in the automation and 
telecom industries revealed that understanding the development process as a 
decision-oriented process, and controlling and coordinating the work through 
decision points offer an approach that addresses several challenges. The 
findings of this study offer new insights for scholars and practitioners. 

Keywords: Decision-making, information flow, software development process. 

1 Introduction 

Software systems are becoming more complex, and consequently, developing 
software systems is becoming increasingly challenging. Product development is a 
complicated process with tight time-to-market requirements, and changes in markets 
and technologies require flexibility in manufacturing strategies [1]. Developers face 
several challenges, such as making complex decisions, solving problems, handling 
vast amounts of information, creating shared understanding, and sharing information 
and knowledge [2]. Products are also typically developed in collaboration between 
different stakeholders [3], [4], [5], as different skills are required. Each stakeholder 
contributes to the common goal, so the stakeholders must understand what is expected 
from them. Interchange of data between customers, suppliers, and authorities is 
needed [1]. Properly defined goals and criteria help create a shared understanding of 
the work to be done and coordinate the goals and work efforts. Then, developers need 
to solve the “problem” of how to reach the goals. Clear goals and accurate decision 
criteria also help match the work to the needs.  
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The software development process could be modeled as a set of problem-solving 
activities [6]. For example, Aurum and Wohlin [7] emphasized that problem solving 
is, in essence, decision-making. Thus, software development is a decision-oriented 
process [8]. Decision-oriented process modeling has been suggested as a step toward 
human-centered process management [9]. Addressing the decision-oriented nature of 
software development, and providing the necessary support for collaborative 
development require recognizing the importance of decision-making, synchronization, 
and coordination. These factors should be integrated into development processes and 
practices. In this article, we study how to approach decision-oriented development: 
how the decision-oriented aspects and the process can be organized, and what kind of 
elements it should contain. We formulate the research problem as follows: How does 
decision-making control and guide the software development process?  

We address this question through case studies that examine the issues and solutions 
that push toward decision-oriented work. The cases form the basis for solving the 
research problem. In our study, we found that decision points (DPs) are one way of 
addressing the research problem, as they not only define what should be achieved, but 
also express why it is needed, providing the rationale (argument) and reason (purpose) 
for the work. DPs also coordinate and synchronize the work.  

Two cases within two large companies in the automation and telecom industries 
were set up. Forty-six experts and managers were interviewed, covering the 
development process from several perspectives and phases. We identified common 
trends in the processes. The results showed that decision-making plays an important 
role. We found a method for addressing the decision-oriented nature of software 
development and structuring the problem-solving activities. We suggest that a 
decision-oriented process provides the decision criteria and degrees of freedom 
required for innovative problem solving.  

This paper presents a method for providing the support needed for development 
activities. We do not focus on decision-making activities, models, and theories per se, 
but instead show how decision-making is an integral part of the development process 
and how decision-making and decision criteria justify, guide, and control developers’ 
daily tasks. The remainder of the paper is structured as follows: In Section 2, we 
examine related work; in Section 3, we present the research process; in Section 4, we 
present the empirical study with its findings; in Section 5, we discuss the elements of 
decision-oriented development process; and in Section 6, we conclude the study and 
discuss the implications. 

2 Related Work 

Processes are meant to ensure that activities in an organization are performed 
consistently and reliably [10]. The four primary components are objectives, tasks, 
performers, and constraints [11]. However, it is not easy to plan the work in detail 
beforehand, as development in the turbulent world today is characterized by constant 
changes in goals, work, resources, environment, etc. Trivial cases and simple 
problems can be solved with the top-down approach, while non-trivial problems are 
characterized by deviations from the predefined top-down approach [12], [13].  
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Design problems often result from ill-defined goals and evaluation criteria, which 
may cause new or changing requirements and deviations from goals and predefined 
process schemas [12]. Furthermore, the exact order in which activities are executed is 
not necessarily important, as interaction with the environment, the activities, and 
underlying business logic sets the order, instead of predefined, static process schema 
[14]. As long as the appropriate design is discovered, the process should be 
opportunistic; then, the design process can be top-down [12], [13].  

Since processes are complicated and not all circumstances can be predicted, 
uncertainty and changes prevail in software development [12], [15]. Changes and 
unexpected events require creativity and human problem-solving skills to overcome 
and solve them [16]. The use of opportunistic design behaviors has been proposed 
[12], where processes are modeled at a high level, and knowledge-intensive tasks are 
represented as black boxes [17]. In sum, no one method should lock developers into a 
strict order of activities that hinders opportunistic insights; there should still be 
adequate support for developers’ activities [12].  

In addition, collaborative development necessitates a shared understanding of what 
needs to be done to reach the desired objectives. Reaching the desired objective is a 
problem-solving activity that requires decision-making. Iivari et al. [18] discussed the 
three decision elements in which 1) a goal or target provides feed-forward 
information that indicates the desired state of the system or a subsystem and 
performance expectations, 2) state information indicates the current state of the 
system or subsystem, and 3) information is the result of data interpretation, where 
data as a decision element are related to a specific context.  

However, Zhuge [19] proposed that problem-solving processes should be managed 
at two levels: 1) the work level, which includes planning tasks, scheduling resources, 
and managing the workflow management, and 2) the cognitive level, which includes 
learning problem-solving knowledge, skills, rules, methodologies, etc. In practice, 
decision-making is complex, owing to the limited capacity to understand everything, 
the limited time in which to make decisions, the limitations of the schemas, and the 
multitude of attributes to compare (e.g., strategy choices) [20], [21], [22]. Thus, 
decision-making is an integral part of the development work; problem solving must 
be structured and decision-making supported.  

Much of the problem-solving effort is actually in structuring the problem [23]. To 
summarize, humans intuitively understand a good design emerging from a well-
defined problem [24]. A problem is well defined if “the initial state, the goal, and a set 
of possible operations are available to reach the goal from the initial state” [24]. In 
addition, the problem type should be identified, as it is then easier to find a solution 
[25]. The problem solver must understand the reasoning behind the problem, and the 
concepts and relationships of the problem elements [26]. 

Software development is a decision-oriented process, and there are several ways to 
approach decision-oriented development, such as decision-making processes [27], 
optimization [28], selection in product design [29], negotiation networks [30], and 
collaborative design decision-making [31]. Many articles are very theoretical 
discussing mathematical models on decision-making and decision-making theories, 
and the findings are hard to apply in practice in the software development process. 
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Software development decisions can also be approached from other directions, such 
as knowledge management [8] or management decision gates [32]. However, 
regardless of the development approach, the decision-making and decision criteria 
must be integrated into the development process [2]. Integrating them into the 
development process with support for decision-making would address the decision 
orientation, guide the developers’ daily activities, and create a structure for the 
process and problem solving. This way, the decisions and decision criteria justify the 
work and define the goals for developers, while the dependencies between the goals 
define the dependencies of the activities. Understanding the development process in 
this way is what we consider is missing in the literature. 

3 Research Process 

The research consisted of studying the software development processes of two case 
companies acting in different domains. Company A is one of the largest information 
and communication technology providers in the world in its field. Company B is an 
organization that develops process automation systems for industrial users. The 
companies are distributed across the globe and collaborate with numerous different 
stakeholders and organizations. The case companies use traditional and agile 
development methods, depending on the product. In the companies’ documented 
processes, there are defined checkpoints where certain maturity criteria must be met 
in order to let a particular working item continue to the next phase; however, these 
checkpoints are loosely followed, depending on the project manager. Activities are 
further split into tasks, which are planned according to the intended output. After a 
task has been implemented, an activity continues with the next task until all of the 
work has been conducted for a certain checkpoint. After the results are accepted, the 
work continues.  

The research process follows the guidelines presented by Runeson and Höst [33], 
as shown in Fig. 1.  

 

 

Fig. 1. Research process [33].  

In the design phase, the cases were defined, the objectives and research problem 
and the theoretical background were determined, and the research methods and 
sources were chosen. The preparation phase included developing the questionnaire, 
deciding whom to interview, and agreeing on the procedures. In addition, the 
questionnaire template was piloted and reviewed by each company representative. 
During the collection phase, data were gathered from qualitative interviews, archive 
material, and the literature. Each interview was transcribed, summarized, and sent to 
the interviewee to check and correct. Nvivo 10 was used to store the interview data 
and to help facilitate the analysis process. The interview data was first coded based on 
the interview questions, and then analyzed and coded according to themes emerging 
from the interviews. Each company was first examined independently, and the data 



136 J. Hyysalo et al. 

 

was then cross analyzed over the different cases and domains, and compared to the 
existing literature. Workshops were arranged at the companies to discuss the findings 
and results. Feedback from the workshops was incorporated in the final analysis.  

The study consisted of 35 interviews at Company A and 11 at Company B. The 
companies participated in the AMALTHEA project, the focus of which was to build 
an open-source tool platform that forms a tool chain to help develop multi-core 
embedded systems in automotive, industrial automation, and telecommunication 
domains. The cases were chosen as they could all provide potential data related to the 
research question, as proposed by Yin [34]. Experts and managers from different 
levels of the organizations from multiple sites and countries were interviewed. We 
chose a semi-structured thematic interview approach. Different questionnaires were 
targeted toward each company and different development phases, with relevant 
questions concerning the interviewees’ work. The interviews were qualitative, 
allowing the interviewees to explain and clarify their views as freely as possible. As a 
result, the interviews represent the development processes in the case companies. 

4 Findings and Analysis 

This section presents the findings and analysis that promote the decision-oriented 
approach and address the research problem. The findings are organized under three 
themes that emerged from the interview analyses: information flow, development 
process, and decision-making. The findings promote the importance of accurate 
information, decision-making, synchronization, coordination, and understanding of 
the needs and objectives of the work. In the following three sub-sections, we discuss 
the findings derived from the case companies, and we analyze and compare them to 
the literature.  

Table 1 summarizes the findings and analyses. Some of the items may seem self-
evident; nevertheless, as the companies are struggling with those issues, we feel the need 
to mention these points. Our analysis suggests that a decision-oriented approach is needed. 

Table 1. Drivers for decision-oriented software development process.  

Topic Drivers for decision-oriented process Related work 
Information 
flow 

Provide clear goals and objectives 
Provide up-to-date information about process and tasks 
Provide sufficient information for decision-making 

[35], [36], [37] 
[6], [38] 
 

Development 
process 

Provide an awareness of the development process 
Recognize the context of activities and tasks 
The development process must be flexible 
The process must support and guide the work 
Regular checkpoints to obtain feedback and status, and to 
synchronize the work  

[38], [39], [40] 
[41], [42] 
[12], [13], [14] 
 
[3], [43] 
 

Decision-
making 

Provide decision-making awareness 
Provide acceptance criteria 
The process should have regular reviews  
Clearly define DPs to control the work 

[7], [44] 
 
[45] 
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4.1 Information Flow 

Based on the interview results, the goals and objectives should be communicated 
early and during a single task or assignment during a development process. Customers 
(both internal and external) expect the results of the process or sub-processes to match 
the agreed terms. In addition, the rationale for why a certain piece of work should be 
done or information should be provided helps to justify the resources spent for doing 
a certain activity and to focus on and prioritize resources. Therefore, clear goals and 
objectives should be provided since they help the collaborative work and improve 
efficiency by reducing redundant work [35]. The organization’s strategies, goals, and 
motives should be included in the work [36]. In addition, sufficient knowledge and 
understanding of others’ problems aids effective communication between the 
stakeholders [37]. 

Interviewees mentioned that there is no overall view of the work status. Managers, 
developers, and customers need up-to-date information on the process and tasks 
i.e., the progress, estimates of delivery dates, resources, costs, etc. This is not only a 
tool-related issue; the process must also help gather the data easily. However, current 
processes do not provide all of the necessary data. For example, in Company B, data 
are provided at the end of each development phase. However, since the phases may be 
very long, the status during those phases is not available. The implementation phase, 
in particular, may be long.  

The literature also advises that the state of the project activities and tasks must be 
available and understood to react to changes and to build a shared understanding [38]. 
The state of the tasks can be followed through the decision-making process. When a 
problem is solved, the task moves forward, while unsolved problems remain on the 
agenda [6].  

Interviewees had a clear need for appropriate information on which to base their 
decisions. Currently, the information was insufficient or stored in a way that was not 
accessible or useful. For example, requirements were not sufficiently detailed for 
decision-making, and rationale, processing, and acceptance criteria were not 
adequately defined, which made decision-making problematic. Interviewees proposed 
that sufficient information for decision-making must be provided.  

4.2 Development Process 

The interviewees suggested that problems emerge in the case companies because of a 
lack of understanding about what others’ activities required and a lack of feedback. 
Different actors have a different perspective on the product accompanied by varying 
understandings of a product’s lifecycle. In addition, a generalized view of projects 
and project portfolios seemed difficult. Even if the processes are defined and 
documented, the general feeling among the interviewees is that the process does not 
match the official guidelines, owing to different activities or practices at the team, 
product, or even organizational level.  

An awareness of the development process and activities is important since 
processes and phases must be visible to provide information about the context and 
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dependencies between tasks and work items. Understanding the relationships helps 
people understand the entire development process. Being aware of the context of the 
work and others’ actions helps developers structure their own interactions and 
cooperative processes, and provides a context for one’s own activities [38], [39], [40]. 

In some cases, the interviewees saw a lack of cooperation between different 
development phases and processes. In a common case, most of the effort goes to 
producing immediate results at the expense of the final outcome—the sellable 
product. Interviewees suggested that understanding the entire process and enhancing 
cooperation would improve the work results. 

Interviewees stressed that it is essential to recognize the context of the activities 
and tasks. One must know all about a requirement, including its context and 
environment, and the motives and needs behind the requirement to wholly understand 
what is needed to address that particular need. Interviewees mentioned that it is hard 
to see the motives for things that do not directly provide profit for the company, such 
as savings or improvement of the company’s image. In addition, the literature sees 
context specification as an important part of defining goals and preventing drawing 
wrong conclusions [41]. In addition, Molina and Olsina [42] suggested that context 
information is important for measuring and evaluating activities.  

Not all development projects are similar, and adaptability is required. According to 
interviewees, the development process must be flexible: “It is important that the 
processes enable all the stakeholders a flexible way to do different things in different 
ways (Interviewee, Company B).” In addition, defining a process too strictly hinders 
innovation. The development process requires a lot of creative work. For example, 
one of the interviewees said that developers have to do a lot of thinking, and they 
must be able to model large entities in their minds. In addition, there must be room for 
adjustments to account for unexpected situations. These findings are supported by the 
literature [12], [13], [14].  

However, since the interviewees hoped for flexibility, guidance must direct the 
work toward a focused, common goal. Interviewees suggested that the process must 
support and guide the work and include checks to ensure that the overall goals are 
being implemented. If the guidance is strong enough, the developers can work toward 
their goals quite freely and perform activities simultaneously. Interviewees also 
expressed that receiving constant feedback on one’s activities is necessary. After 
further analysis of the interviewees’ main problems within the process, it became 
clear that guidance helps developers to provide information in the correct context. 
Whether involved in decision-making, analysis, or practical work to create a product, 
the common theme was that developers had to confirm or ask for further clarification 
about the information they received. In most cases, the information was out of 
context, written at too technical or abstract a level, or lacked the necessary 
information for what the task developer was doing. Providing guidance on what 
information is needed in the tasks would therefore be useful. 

There must also be regular checkpoints to synchronize the work, identify the 
status of the work, and obtain feedback. When the work is divided into loosely 
coupled activities and tasks, and the order of operations is not strictly defined, the 
activities must be coordinated to produce a coherent piece of work. Checkpoints 
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ensure whether the development work is on the correct path. A suitable interval for 
checkpoints should be found to provide a balance between control and freedom. 
Interviewees liked the idea adopted from Scrum to have checkpoints every three 
weeks. Checkpoints are also proposed in the literature, e.g., in the stage-gate process 
[3] or for processing product data [43].  

4.3 Decision-Making 

In general, interviewees knew there was an established general framework for the 
entire development process divided by milestones or checkpoints. These milestones or 
checkpoints served as DPs where information was collected and decisions were made 
to determine whether a customer request should be further analyzed or whether a 
business plan for a certain feature is feasible and should be made. However, the actual 
criteria for the decision or the decision-making process in DPs were seen more as an 
ad hoc review meeting in which the items are discussed and decided based on 
discussions, and no documented processes are used. Some interviewees expressed the 
need for more rigorous decision-making with defined decision criteria. The main 
rationale behind this request was the need to communicate the results to other 
stakeholders. However, interviewees pointed out the need for awareness in these 
decision-making points.  

The literature also promotes decision-making awareness and clearly defined 
acceptance criteria, stating that the decision-making process and forums should be 
transparent, which would raise developers’ awareness of the persons working on a 
particular decision. Keeping track of decisions, rationale, and decisions’ effects on 
software products is also advised [7], [44]. 

Review practices in the case companies were included in a normal process; only 
the format and frequency differed depending on the development domain, method, 
and developer’s experience. Interviewees in the case companies use these reviews to 
obtain others’ opinions and evaluate whether they missed something or something has 
changed in the product, technology, business perspectives, or company’s strategy. In 
addition, the review meetings were also used to inspect existing work and make a 
decision (to continue, do additional analysis, terminate, etc.). In general, there were at 
least two types of DPs: process-level decisions on features and products and 
development-level decisions on aspects in features and products. Interviewees were 
quite familiar with Scrum and appreciated regular review meetings in short intervals 
at the team level. Managers appreciated process-level DPs, while development-level 
DPs were needed to stay up-to-date with development effort. 

Based on the findings, the process should include regular reviews. Regular 
reviews guarantee that the results and progress are checked, and stakeholders 
understand the current situation. DPs are natural places to hold the review process. 
Review processes are nothing new in software development, and various methods are 
available [45], further emphasizing this finding. 

Clearly defined DPs to control the work as well as defining the 
interdependencies of DPs were requested. DPs are natural points for checking 
progress and results, and to integrate the work. For each DP, there should be a defined 
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input and output, accompanied by information about tasks, resources, objectives, 
decision criteria, and the context. In this way, the process follows a goal-oriented 
approach, the measurement and evaluation are done in DPs, and activities within DPs 
focus on satisfying the specified needs. The results of each activity and task are 
presented for decision makers as proposals to be evaluated against the decision 
criteria. Criteria and objectives are presented through the DPs, and the work is divided 
into suitable pieces of work.  

5 Toward Decision-Oriented Work 

In this section, we discuss the decision-oriented nature of software development, 
based on the findings and analyses of the previous section. By using DPs and decision 
criteria, the development process can be better controlled, synchronized, and justified.  

In the decision-oriented approach, the process is described using process elements 
that are the highest-level concept in this framework. They are designed to have clearly 
defined input(s) and output(s). Input is any information the process element receives, 
which works as a starting point for the activities inside a process element. Output is 
the defined information content provided by the process element. By default, the 
process element does not tell how information is processed or how work is done 
inside the element itself. The purpose of the process element is to describe an upper-
level activity that can produce a meaningful piece of information. Each process 
element has a purpose, and it is important to provide a valid argument and reasoning 
why the work is needed for that particular element.  

 

 

Fig. 2. An example of process showing the context of the process elements, activities, and tasks 

Fig. 2 presents an example of a process. Process elements are divided into 
activities and then further divided into tasks that progress toward completing the 
work. Each element, activity, and task belongs to a certain context. In addition, the 
entire process is in a context influenced by the organization, environment, 
stakeholders, etc. The following elements form the decision-oriented approach: 

Process elements have a purpose that fulfills the goals and objectives of the 
processes. The activities and their order within process elements can be selected and 
changed according to needs at hand; thus, the process approach can be top-down or 
bottom-up. Work done and resulting work items are available for others to continue 
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the work. The network of dependencies tells what results and work items are needed 
as an input for the task at hand.  

DPs are used to coordinate and synchronize the work. A DP defines the 
information content the process element produces as an output for other process 
element(s). The DP includes a list of decision criteria that must be fulfilled before the 
information content produced in the process element can be sent to other process 
elements. The DP justifies the work to be done and describes the actual information 
content and the information needed to make a decision.  

Activity produces the information needed to meet the decision criteria. Activity is 
an abstract entity that contains only the tasks necessary to provide the information. An 
activity is composed of tasks (pieces of information that are needed in a DP according 
to the decision criteria) and dependencies. 

Task is an operation that cannot be divided into smaller pieces of work. A task 
belongs to an activity and describes a concrete task that must be done. A task is 
composed of the information field in decision criterion it aims to provide, as well as 
the information about the tool used to complete this task. 

Process elements are related to the entire process, and activities and tasks relate to 
the process elements. Each process, element, activity, and task has a goal and a 
purpose. During each phase, work is done to fulfill the decision criteria set for each 
DP. Justification for the work is described in the DPs, and the decision criteria define 
when the purpose is achieved. Furthermore, DPs are natural places for synchronizing 
sequential and often concurrent activities.  

The process, methods, and practices as well as the workflow used to implement 
and enact them should support freedom in the order of activities and in the 
implementation of practices and strategies. This creates a flexible and adaptable 
workflow and enables developers to implement their activities and tasks as they see 
fit. The development activities are guided by objectives, work requirements, 
constraints, and resources, which are in practice addressed through DPs. It is not 
necessary to define complete and detailed relations of tasks consisting of each 
alternative order of tasks; only the mandatory input/output sequential orders are 
defined. The activities are drawn as black boxes as much as possible to allow the 
developers enough freedom to choose their work style, leaving room for innovation 
and intuition, and for supporting opportunistic design processes.  

The aim is to have a simple, generic framework that is situation-independent; see 
Fig. 3. Situations are reacted to via decision criteria. Acceptance criteria are 
transformed into decision criteria, which guide and drive the task planning along with 
goals. The decision criteria of each DP are converted into guidelines for the designers 
and reviewers. Decision proposals are prepared after activities consisting of tasks are 
completed, and decision proposals are sent for approval. The approval decision is the 
final activity in a DP, determining the output of an element. When an item is 
approved, it is ready for the next phase. At the approval, the results are compared 
against the process and product criteria. Each decision criterion should be fulfilled 
before the output is sent to other process elements. In addition to product-related 
criteria, process-related criteria provide principles, guidelines, and directives that set 
criteria or constraints for implementation. Process criteria execute more long-term 
effect controls and controls that are in effect over the product lines, possibly through 
the entire organization.  
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n+1 

  

Fig. 3. Decision criteria guiding the work 

Decision criteria belong to a DP describing information that must be known in a 
DP before a decision can be made. The information content is created in an activity. 
The intention is that all decisions are made according to the defined criteria of a DP. 
Relevant stakeholders, who are also responsible for keeping the criteria up to date, set 
the decision criteria. The stakeholders can change, update, and remove criteria but 
they cannot remove parts of the process, for example. The work results will always 
address the needs when the criteria guiding the development are up to date. 

It may also become necessary to check if the activities and tasks are relevant for the 
entity under analysis. If it is noticed that something does not belong to a certain context, 
it must be considered whether the activity or task should be removed completely or 
whether it would be more suitable in another element or context. The need for new 
activities and tasks should also be considered; thus, a review process should be set up.  

Fig. 4 shows an example of a process diagram. Directional arrows link the process 
elements and define the information flows between the process elements. A process 
element can have multiple incoming or outgoing arrows. Arrows define the direction 
of the information flows between process elements, and each arrow that leaves from a 
process element has to have a DP where it originates. Activity describes work that is 
necessary for creating the required information for a certain decision criterion.  

 

 

Fig. 4. Process elements and their relations 

Fig. 5 illustrates how activities, DPs, and tasks are related in a process element. 
The left arrow describes the input that comes in to a process element. This process 
element has three activities, and their decision criteria are defined in a related DP. All 
information for activities A, B, and C must be produced to make a decision and 
submit the results to other process elements. The purpose of the links between 
activities and DPs is to show the relation between these items. For example, activity 
A in Fig. 5 depends on incoming information as well as information from activities B 
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and C. The figure does not state which activity comes first; it only describes how the 
activities depend on each other and where the information comes from to form the set 
of activities. In this example, the information for the three tasks for activity C is 
defined in the decision criteria for that activity.  

 

 

Fig. 5. An example of activities and tasks within a process element 

6 Conclusions 

This paper shows how software development can be understood as a decision-oriented 
process. We presented the drivers for a decision-oriented process, organized under 
three themes of information flow, development process, and decision-making. The 
findings and analyses address the research problem, and provide the basis for further 
discussion on the decision-oriented nature of software development. The literature has 
pointed out that this area of research is important and has not yet been properly 
addressed; to our knowledge, no decision-oriented process is available in the literature 
in the way we present it. Our case studies show the benefits of understanding the 
development process in a decision-oriented way. The decision-oriented approach 
informs users how a development process works at different abstraction levels and 
describes how the information flows, what kind of information is needed and why, 
and how the information is processed at different levels.  

The main idea is that DPs and decision criteria define why the work is done, and 
guide and control the work. No specific order for the activities is enforced, and 
activities and tasks can be changed according to the requirements. Although the goals 
and purposes define what needs to be done, clearly defined acceptance criteria are 
needed from the process and product points of view to guide the decision-making 
activities. Product-related acceptance criteria are derived from the requirements 
describing the minimum effort needed to implement a requested artifact. 
Alternatively, process-related criteria are a set of predefined rules defining the 
fulfillment criteria for tasks from the development process point of view, e.g., relating 
to input required for subsequent tasks. Defining the process in this way provides the 
following benefits: 

• The process is described at the general level, where the process elements are 
linked as a directed network. By using DPs to determine all outputs and the 
content of each element, the process is guided by the DPs, and the output is 
always defined by the decision criteria. 
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• As the process element output is defined by decision criteria, the criteria can 
be utilized to generate reports from any process point at any given point of 
time. I.e. comparing the current status of tasks to the decision criteria. In 
addition, as information flows through the process, a report can be produced 
for any single data item, dependency relation, history data, and so on.  

• A progress report for a single item in the process can be easily generated 
because of the dependency on the DPs decision criteria that informs the 
current state of progress to reach that DP.  

• Since DPs determine what activities and tasks are necessary, any unnecessary 
work can be eliminated from the process, as it is not required to satisfy the 
information need in a DP. If additional work is needed, the model forces the 
users to re-evaluate the process and add or remove parts.  

• The process is easily interpreted, and it enables a quick understanding of how 
the process works, how information flows, and the purpose of each process 
element, activity, and task.  

• It also determines what kind of tool support is needed for process elements, 
activities, and single tasks, as requirements are set at the individual developer 
level and at the process level by describing the necessary work that must be 
done and how the data are used and transferred inside the process.  

The results should interest academics and practitioners; they indicate that the 
decision-oriented approach is useful for supporting collaborative software 
development. The study provides valuable insights for academics, as it seems that the 
decision-oriented development process is not used in industry in a similar way and 
context as in this study; reports of such attempts could not be found in the literature. 
The study also lays the groundwork for further scholarly inquiry, including validating 
the findings in phases other than requirements development and other domains. It is 
also our intention to try the approach in other domains.  

For practitioners, the decision-oriented approach provides a better understanding of 
the context of the work by defining the real needs of stakeholders, processes, 
activities, and tasks. It will lead to better product quality and shorter development 
times, primarily because the results of work activities and tasks will fulfill their 
purpose better and provide less waste. Taking a decision-oriented approach to 
software development, developers are able to address the dynamic development 
environment of today’s software business, and tackle the inevitable changes. Different 
abstraction levels are all acknowledged, and goals and high-level objectives are 
presented, with justification and rationale for the decision-making. 
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Abstract. Success in the software market requires constant improve-
ment of the software. These improvements however have to directly align
with the needs of the users of the software. A recent trend in software
engineering is to collect post-deployment data about how users use a
software system. We report in this paper about a case study with an in-
dustrial partner in which (1) we identified which data has to be collected
for a web-based portal system, (2) implemented the data collection, and
(3) performed an experiment comparing the collected data with answers
of the test subjects in a survey.

Keywords: user interaction, post-deployment data collection, Build-
Measure-Learn, data-driven software engineering.

1 Introduction

Customer satisfaction is key for a software product to be successful. To achieve
this, software development companies need to know what their customers value
and how they interact with the product [1,2]. Without this knowledge, require-
ments prioritization becomes a challenging process in that product management
has no accurate understanding of customer needs. In many companies, the feed-
back loop is slow and there are no efficient mechanisms that allow for continuous
collection and analysis of customer data. If using “Lean Startup” terminology,
there is no “Build-Measure-Learn” (BML) loop in place for continous validation
of customer value [3]. In this loop, customer data serves as input for product man-
agement as well as for the entire development organization [3], and the feedback
loop from customers is fast. Without the opportunity to continuously validate
what customers value, there is the risk of lack of alignment between product and
customer needs, as well as the risk of investing in R&D efforts without having an
accurate way of continuously validating whether these efforts correspond to cus-
tomer needs. What companies need are mechanisms that allow for continuous
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learning about customers, about product usage and about what functionality
adds value to customers.

Today, this knowledge is typically gained by interacting with customers us-
ing techniques such as use cases, scenarios, prototypes, interviews. Also, alpha-
and beta testing, observations, and customer surveys are efficient mechanisms
for continuously validating that the software functionality that is developed is
of value to the customers. During the early 2000’s, agile software development
methods gained traction in most software development companies as a way to
increase customer and end-user interaction [4]. With an emphasis on close cus-
tomer collaboration and small development teams, agile methods have proven
successful for shortening feedback loops and reducing time-consuming coordina-
tion processes for a wide range of companies [5]. However, and experienced as
problematic, most agile techniques for customer and end-user involvement as-
sume face-to face interaction between developers and customers, something that
is difficult to achieve in an increasingly global and distributed development en-
vironment. In most large-scale software development companies there is limited,
or no, direct contact with customers or end-users, and it might require costly
and complex procedures to gather and extract in-depth knowledge about how a
specific product, or a specific feature, is used. Moreover, asking customers what
they want is problematic. As recognized in research within human-computer in-
teraction decades ago [6,7], the expected use of a system does not necessarily
correspond to the actual use of that system. Often, there is a gap between what
people say and what they do [8], which makes asking customers what they want
a difficult task.

More recently, and due to the increase in connectivity and the on-line nature
of products and systems, data can be collected as soon as customers use these.
In Web 2.0 systems, and in on-line Software-as-a-Service (SaaS) technologies,
automatic collection of customer data is the main source of input for learning
about customers [9]. The cost of collecting data is low [10], and customer value
can be validated on a continuous basis. Already, there is research indicating
that automated data collection is conducive to an increased understanding of
customer behavior and preferences [1,2].

However, while automated collection of customer data allows for an increased
understanding of customer behavior – what is it we learn? Does what we learn
about a product by automatically collecting data correlate with the actual cus-
tomer perceptions of that product? And what is it that we learn from automat-
ically collected data that we do not learn by asking customers?

In this paper, we explore how to automate the collection of customer data,
and how analysis of this data helps companies increase their understanding of
customers. In particular, we are interested in comparing different data sources,
i.e., what companies learn from different data sources such as (1) asking cus-
tomers how they perceive a system, and (2) automatically collecting data about
how customers use a system. In our study, we investigate how automatically
collected data compares with results gained in a customer survey, i.e., how data
collected by automatically measuring product usage compares with test results
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when asking customers how they perceive the product. Our research questions
are the following:

1. RQ1: What knowledge about how customers interact with a system is in-
teresting for developers, testers, project managers of a web-based portal
software?

2. RQ2: How well do automated data collection and analysis methods compare
with actual user perceptions?

The case for our research is a software solution, called Accelerator, developed
by ATEA Global Services that automates the tasks of a Service Desk. The soft-
ware enables employees to perform IT related tasks like ordering software and
hardware. Each task resembles a workflow which is divided into a sequence of
steps which need to be performed to finish the task. The goal of ATEA Global
Services is to automate as many of these tasks as possible. To achieve this, ac-
cessibility and understanding of end-user needs is essential. Therefore, ATEA
Global Services wants to understand how these users interact with their soft-
ware. The product that ATEA Global Services provides consists of thousands
of lines of code, which makes it difficult and time consuming for the developers
to implement a monitoring solution. On the other hand, a survey can also be
difficult as they do not have direct contact with their end-users.

The contribution of this paper twofold. First, we present a list of knowledge
needs about how user interact with a workflow based web system. Second, we
developed an automated data collection method and compared the results in a
user experiment with the users feedback in an online survey. As a result, we got
a weak correlation between the answers of the users in the web survey and the
results of the automated data collection.

In the next section, we discuss in more detail the needs for a valid automated
user behavior analysis as part of the Build-Measure-Learn loop to enable com-
panies consistently evaluate and improve their systems. Section 3 describes our
research method to answer the presented research questions. The answer to re-
search question 1 were identified by a workshop with developers, testers, and
project managers at ATEA Global Services. The workshop and its results are
described in Section 4. Section 5 presents the automated approach to collect
user interactions to satisfy the knowledge needs identified before. In Section 6,
we present the experiment to answer research question 2 how well the automated
approach compares with an online survey with users. After a discussion of related
work in Section 7, we conclude and give an outlook on future work.

2 Background

To increase customer satisfaction and to add customer value is key to any soft-
ware development company in order to stay competitive [11]. Typically, ideas
for improvement and innovation of features are collected and prioritized during
the early phases of road mapping and requirements engineering, and as part of
a planned product release cycle [12]. The selection of what ideas to include is
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done by product management and forms the basis for enormous R&D invest-
ments. What has shown problematic is how to continuously confirm the correct-
ness of the decisions taken during the requirements prioritization process. Often,
product management has no accurate way to continuously validate whether the
features they prioritize are those that add value to customers [1,2]. As a result, re-
quirements prioritization becomes a challenging process in which companies run
the risk of having opinions inform decision-making rather than data reflecting
actual customer usage. Moreover, and as recognized in human-computer inter-
action (HCI) research decades ago, asking customers what they want is difficult
since what customers say does not necessarily reflect what they do [6]. In using
well-established manageral behavioral terminology, espoused behavior is often
different from the theory-in-use [8], meaning that there is a difference between
what people say and what they do. To address this challenge, and to learn from
customer usage rather than from their opinions, companies need to find mech-
nisms that allow them to continuously collect customer data. Also, they need to
find ways in which to analyze and understand this data in order to understand
what they learn from different data sources.

Below, we outline the Build-Measure-Learn (BML) loop which is a central con-
cept within the lean startup community [3]. The concept is relevant in that it
emphazises the importance of customer feedback, as well as the continuous need
for this. Furthermore, we introduce the concept of data-driven software engineer-
ing. In relation to our research, both these are good examples of practices where
continuous collection of customer data steer adjustments and decision-making.
Also, these practices reflect the sincere interest in the software engineering field
to find mechanisms that help validation of success in terms of customer value.

2.1 The Build-Measure-Learn Loop

As a central concept within the lean startup community, there is the “Build-
Measure-Learn” (BML) loop, which is described as the concept of validated
learning [3]. In this loop, ideas are quickly turned into testable products, data is
gathered by measuring how the product is actually used by a selected group of
customers, and ideas for product improvement and innovation are based on what
is learned by analyzing the data collected from customers. In this way, focus is
always on developing and delivering customer value, and the model advocates an
approach in which continuous customer validation is critical. The concept was
developed by Ries [3] after noticing that the solution focused thinking that char-
acterizes the agile development approaches often leads to a situation in which
many software companies fail. What he found was that instead of continuously
evaluating what customers value, most companies spend time and money devel-
oping products without knowing whether customers will be interested or not.
While projects are delivered on time and on budget, there is the risk that no-
body wants the product. In the BML loop, the main intention is to emphasize
the importance of continuous validation with customers in order to understand
the problem during product development and improvement.
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Besides the BML loop, another central concept within the lean startup com-
munity is the “pivot”, a term used when a company changes direction based on
what they learn from customers, i.e., from customer data. Ries [3] claims that
having “pivoted” is the most frequently occurring commonality among successful
startups, and that successful companies seldom end up doing what they initially
set out to do. Rather, they change direction based on efficient collection and
analysis of customer data and what they learn from customers.

2.2 Data-Driven Software Engineering

Data-driven software engineering is a practice in which continuous collection
of data is used to understand the successful development of software systems
[13]. During the development cycle, different metrics related to product quality
are collected, and the goal is to use such metrics to make estimates of post-
release failures early in the software development cycle, as well as during the
implementation and testing phases. Such estimates can help focus testing, code
and design reviews and affordably guide corrective actions and decision-making
activities.

One area in which data-driven software engineering has been successfully ap-
plied is the area of Test-Driven Development (TDD). Test-driven development
[14] is an “opportunistic” software development practice that has recently re-
emerged as a critical enabling practice of agile software development methodolo-
gies after having been used sporadically for decades [14,15]. With this practice,
a software engineer cycles minute-by-minute between writing failing unit tests
and writing implementation code to pass those tests. By using the data-driven
software engineering approach, previous studies have investigated whether test-
driven development actually work, and if so, if there is supporting data for de-
velopment teams to make informed decisions during product development [14].

In summary, and in relation to this research, the BML loop and the concept
of data-driven software engineering are both good examples of practices where
continuous collection of customer data work as a basis for product development
and improvement. These practices reflect the interest in the software engineering
field to find mechanisms that help automatic collection of metrics, and as a result,
continuous validation of customer value.

However, while there are numerous mechanisms for automatic collection of
customer data, we are interested in exploring how well this data also compares
with the perception held by customers. In our study, we investigate if there is
a link between raw data and the assessment made by customers when asking
them how they perceive a system. In the following sections, we outline our re-
search method and the results from our case study including the results from
a comparison between automated data collection results and customer survey
results.
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3 Method

In the following, we describe our research methodology as sequence of six steps
as shown in Figure 1: (1) The understanding of the case and its challenges, (2)
conducting a workshop to understand what should be analyzed captured as ques-
tions about user interactions, (3) breaking down the outcome from the workshop
into a set of questions answering research question RQ1, (4) implementing an
automated data collection for the system, (5) performing user tests including a
web survey to generate data, and (6) analyzing the results from step four and
five to answer research question RQ2. The fourth and fifth step ran in parallel
because of their mutual dependency. Each step is discussed further beneath.

Case 
Overview

Usage Data 
Collection

Knowledge 
Needs

User Survey

Question 
Breakdown

Evaluation

Fig. 1. Research method

To understand the case a brief introduction of the system was held by ATEA
Global Services. Also, access to the system and the source code was provided
for in depth analysis. Beside this, there were both formal and informal meet-
ings conducted with different employees within the organization. Based on this
information insight and general understanding of the case was gained.

Then, a workshop was conducted with employees of different positions at
ATEA Global Services. The main goal of the workshop was to gain more insight
of their perception of the system as well as identifying needs for knowledge
about user interactions. The needs were formulated as questions about how users
interact with the system.

Since the list of questions where not detailed enough for an automated data
collection, they were broken down into more detail and made unambiguous,
see Section 4.2. At this stage, it was also determined which questions could be
answered by the automated data collection respectively by conducting a web
survey.

To answer research question RQ2, we let test subjects perform a set of tasks
and then let the them answer questions in a web survey, this is annotated in
Figure 1 as User Survey. The tasks performed were related to a set of questions
extracted from the workshop. The survey, see Section 6, was designed by exam-
ining the extracted questions from the workshop and their breakdown. Only a
subset of the questions could be evaluated since some questions required that
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the data collection has been actively used for some time. With the questions for
the survey selected, tasks were designed that would be sufficient to answer those
questions by the automated data collection. When the tasks had been designed
the testing was executed by inviting users with similar profile as possible end-
users. They were given an introduction of the case product, before performing
the tasks, and afterward they were given access to a web survey. By having this
approach it was possible to simulate a real world scenario. As previously men-
tioned, data collection of usage data was implemented and tested in parallel to
the User Testing, see Section 5.

To asses the validity of the approach a comparison between results from data
collection of data from tasks and result from the web survey was done, see
Section 6. By doing this it was possible to evaluate how well an automated data
collection method compares with a web survey, which is conducted to understand
user interaction. This is final step in our method. Due to space restrictions, we
cannot present the full results and refer the interested reader to [16].

4 Identification of Knowledge Needs

To identify the company employees’ point of view on their need of customer
understanding a workshop was conducted. Invited to the workshop were parts
of the support team, test team, development team, and the product owner.
This set up of participants was selected to get a wide range of ideas and to
enhance discussion, as people from different teams are very likely to have different
standpoints.

The goal of the workshop was to gain more insight of participants perception
of the system and their ideas on knowledge needs about user interaction with
the system that could be used as a foundation for defining the questions that
should be answered by the automated data collection.

The workshop had seven participants from the company. It started with a
brief introduction to the idea of this study and the goal and structure of the
workshop, this lasted for about ten minutes.

The participant were then presented with questions, one at a time, which
all were first described for about two minutes so that everyone understood the
question. After a question was introduced each participant wrote down his or
her ideas to the question on sticky-notes, which were collected and put on a
whiteboard. The time limit, which participants had while writing down their
ideas, was strictly five minutes. The reason of not letting them work in groups,
at this point, was to avoid them from influencing each other and decreasing
productivity.

The notes that were similar to each other were then grouped, and simultane-
ously there was an open discussion about each group of notes. The reason for
this structure during the workshop was to first let people think alone and then
to have an open discussion to reason about their answers and see if more could
be extracted, each open discussion had a time limit of ten minutes. By grouping
the questions it was easier to have a structured discussion and see which points
seemed to be common perceptions between participants.
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In total, for all questions, 74 sticky-notes were written. The complete workflow
of the workshop session can be seen in Figure 2. The questions for the workshop
were designed in such a way that they together would give a deeper knowledge
of what was known, what was not known, and what was interesting to know.
This knowledge could then be used to define a number of questions that should
be answered by the survey and the data collection.

Presentation of 
workshop objectives

Presentation of 
question

Individual writing of 
thoughts

Grouping on 
whiteboard

Open Discussion

Wrap up / conclusion

Fig. 2. Workflow of the workshop process

In the following, we review two questions of the workshop and the results.
The third question dealt with porting the software to a different platform which
is out of scope for this paper.

Which Parts of the Software Need Improved User Experience? The
purpose of this question was to understand what the employees at ATEA Global
Service saw as points of improvement in regards to the user experience. By
questioning them it would be possible to predict the outcome of the gathered
data and understand if they are able to predict the need of their end user.
This question was the foundation for defining which parts of the software were
important to monitor and analyze. The sticky-notes were gathered and grouped
into five different categories as shown in Table 1. The diversity of participants
was very important for the discussion of each category and it resulted in a clear
view of possible parts to monitor and analyze.

What Would You Like to Know About the Users’ Interaction with
Accelerator? By asking this question, it was possible to find points where the
employees of ATEA Global Services felt uncertain in regards to how the software
is used. The idea was also to understand if parts of the software had been de-
veloped and maintained without clear and motivated reasons. The question was
defined as guiding purpose to which data that should be gathered and extracted
for analysis. The categories shown in Table 2 have been identified.

From the open discussion, it was clear that participants where uncertain of
how the product was being used. Which seems to come from a lack of collab-
oration with the actual end users at the customer companies. It was also clear
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Table 1. Question categories on required improved user experience

What happens? The transparency of the software towards the end-user. Example of
sticky-notes: “Orders: What happens with the order when you com-
plete your order.”

Grouping The possibility to group and simplify some procedures. Example of
sticky-notes: “The need to go to different parts of the system to order
different types of products.”

Admin The parts that are related to the Admin interface and advanced con-
figuration.

Menu The ideas discussing the navigation. Example of sticky-notes: “Menu
system, there is a limited space”

Customization The reasoning about a more personalized interface. Example of sticky-
notes: “An Accelerator for different users’ roles.”

Table 2. Question categories on knowledge required about user interaction

Misunderstandings See where end user have issues to use the product. Example of
sticky-notes: “What makes a user confused, regards to how the
software works”

Statistics Information based on descriptive statistics. Example of sticky-
notes: “Least used part of the software”

Time Information based on time, when and how end user use the soft-
ware. Example of sticky-notes: “How long time does it take a user
to complete different tasks”

Frequency How often and how is the software used. Example of sticky-notes:
“How big is the user group of daily users”

that the participants found this question interesting and wanted to know more
about their end users, as there were so many different ideas. The result from this
questions was in the following used to define what data to gather.

4.1 Identified Data Analysis Needs

There were some obvious outcomes from the workshop, first of all there is a
need for increased communication within the organization. It was also clear that
many felt uncertain about their end users usage of the software. This emphasizes
the need of more statistical data of the software use or increased communication
with end users.

By gathering and analyzing the information from all Workshop Questions the
following eleven questions were extracted and defined to possibly be answered
by the survey and the automatic data collection:

1) What is the frequency of use for functionality: By answering this question
usage and possibly user interface design decisions can be made better. It defines
which parts should be prioritized when evolving the product.
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2) Frequency of use for different roles: The reason for understanding frequency
of use for different role is so that the user interface could be tailored for some
roles which use the system a lot.

3) Are there any functions that are not used: The question aims at reducing
complexity by removing not used functionality.

4) How is the internal search of the website utilized: Since many parts of the
software are based on search it is interesting to know if the search functionality is
used once within a session or several times. If search mostly occurs once it might
be possible to suggest a simplified design. Furthermore, the system supports a
test based search and a tree based search.

5) How long time does it take a user to complete a task: If a part of the
software is complex, it most probably will take longer time to complete task. By
understanding complex parts, it would be possible to pinpoint where to focus on
improvement or parts that should be revised.

6) How does software use differ between regular and non-regular users: Based
on this question, strategic decision can be made from the data. For example,
which type of user should be prioritized.

7) Which task is the most difficult to complete: By understanding what sce-
nario and part of navigation that are difficult for the end-user, it is possible to
see where it is most vital to simplify the user interface.

8) Are there any trends, between different versions: Changes over time are
important feedback for continues development and enables an evaluation of pre-
vious decisions as suggested in the BLM loop.

9) Are there parts of the software with a high bounce rate: By finding parts
of the software with a high bounce rate it is possible to revise them. A bounce
is when a user navigates to a certain part and then navigates to another one in
just a matter of second. This indicates that the former was not what the user
was looking for. A high bounce rate can be a sign of design or content issues.

10) How often and where do drop offs occur: A drop off occurs when a user
works on a task and then aborts. By finding drop-offs, it could be possible to
pinpoint parts that have a complexity that is too high or where there are too
many steps and options for the end-user to complete.

11) What time of the day are tasks carried out: By understanding when the
task is started and what is carried out, it might be possible to motivate what
parts should be extracted to a handheld device as these may be used more often
in the mornings, evenings or during lunch.

4.2 Question Refinement

In the following, we describe how the questions defined in Section 4.1 are rede-
fined in a more detailed manner and broken down into a tree structure. Moreover,
the questions are analyzed to identify which could be answered by automated
data collection and respectively a web survey.

Each question has been broken down further and annotated by notes which
indicate whether an answer to a question is feasible by using the automated
data collection or by using a survey. Typically, the workshop questions deal with
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user impressions and are therefore not feasible to answer by an automated data
collection approach but with an online survey whereas the broken down questions
are on a level which can be answered by automated data collection but maybe
not with a survey. We use «Survey» for questions answerable by a survey and
those answerable by automated data collection with «DataCollection». We focus
in the following on the workshop question 7) Which task is the most difficult to
complete and refer to [16] for the full description of all breakdown questions.

Breakdown Question 7 is the same as question 7 from the workshop as pre-
sented in section 4.1. For other workshop questions this might be different. The
purpose of this structure is that a survey could answer Breakdown Question 7
directly by asking the participants how difficult each task is. However, to design
a survey question for the two refined questions, 7.1 and 7.2, would be to complex.
These two questions try to identify which task are difficult to complete by ana-
lyzing the longest time it takes a user to complete a step during the completion
of a workflow, represented as question 7.1, and by looking at the task which has
the highest value of completion time per steps, represented in question 7.2. Both
can be answered automatically from the collected data.

7. Which task is the 
most difficult to 

complete?
<<Survey>>

7.1. What is the longest 
time between steps in a 

task for a session?
<<DataCollection>>

7.2 Which task has the 
highest value of 

completion time / steps?
<<DataCollection>>

Fig. 3. Breakdown Question 7

As an outcome of this activity the initial 11 questions have been refined into
36 refined questions and for each question, it was defined whether they can be
answered by an automated data collection or a web survey.

5 Automated Data Collection

The user interaction is collected as a set of traces, where a trace is a record of a
single user interaction with the system.

The process of developing the data collection included three steps: First, de-
termining what data needs to be collected. Second, selecting an appropriate
technology for implementing usage tracing. Finally, executing the implementa-
tion of usage tracing with the selected technology to capture the user interaction
and to answer the questions presented in Section 4.2. Each stored user interac-
tion trace includes which part of the system is used, who is the user, what is
the user’s action (e.g., a button click), the roles of the user, and time related
information like timestamp and execution time.
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As the user interactions are handled by a wide variety of source files, the addi-
tion of data collection would require many manual changes. However, as tracing
is a true cross cutting feature and the source code closely followed guidelines
about naming of methods, aspect oriented programming [17] was used to intro-
duce the usage tracing code into the system. We used 11 point cuts to cover
the complete usage tracing by introducing the code into all methods which dealt
with user interactions in the system like all onClick-methods, which are called
every time a user clicks on an user interface element. We were able to exploit
company specific source code naming conventions.

The usage of aspect oriented programming enabled a fast development of
the data collection code. Furthermore, it supports the automatic evolution of
the usage tracing in case new functionality is added which follows the same
guidelines as the existing code.

6 Preliminary Evaluation

This section describes a preliminary evaluation that the solution in section 5
produces knowledge that conforms to the users perception expressed in a web
survey. The evaluation was performed by letting 15 test subjects take part in a
user testing workshop. In the workshop, each user was asked to perform the set
of tasks shown in Table 3.

Table 3. Tasks executed by the test subjects in a random order

1. Request Hardware User ought to complete a request for a computer.
2. Change Password User ought to successfully change the password.
3. Request Software User ought to complete a request for a software product.
4. Request Access User should request membership to a user group.
5. Approve Order User should approve a request, while using a manager account.
6. Cancel Order User should cancel a request.

These six tasks cover the essentials of the case product and what users most
often use the product for according to ATEA Global Services. Since requests of
different kinds are the idea of the case product three tasks were used to cover
this. Requests need approval in some cases and due to this the Approve Order
and Cancel Order were selected. However, due to issues with the automated data
collection, these two tasks could not be measured and thus are excluded from the
following description. To also cover some of the manage user part of the product
one task was designed for changing password.

As mentioned in Section 3 the tasks were designed to reflect a real world
scenario. With this in mind the task were formulated in such way that they rep-
resent a possible scenario that end-users could encounter. To counter undesired
variations related to learning- and boredom-effect the ordering of tasks for each
test subject was made so that no subjects performed the tasks in the same order.

After completion of the tasks, the users were sent an e-mail with a link to
a web survey. After the data collection had been run on the user testing data
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and the data from the web survey had been collected, the results were compared.
Four Breakdown Questions were selected, number 1 (Time for a user to complete
a task), 3 (Product bounce rate), 5 (Utilization of internal search) and 7 (Most
difficult task to complete). We will report about the last one and refer to [16] for
the others. The web survey question related to this Breakdown Question was:
“Rate how difficult each task was to complete on a scale from 1 (easy) to 4 (very
difficult).”

The most difficult task was Change Password which was rated 2 on average.
Then came Request Access with 1.72 followed by Order Hardware and Order
Software with 1.52 and 1.3.

The corresponding measurements are the average completion time per step for
each task. The highest average completion time per step by far was 47.4 seconds
for the Change Password task. Then came Order Hardware (14.9 seconds) and
Order Software (9.0 seconds). Finally, Request Access had an average completion
time per step of 8.3 seconds. These three tasks have a similar small average
completion time per step in comparison with Manage Account.

When we compare the average completion time per step with the survey re-
sults, we see both the measurement as well as the survey indicate that Change
Password is the most difficult task. This was also seen during the experiment as
the test subjects struggled choosing a password which conforms to the password
rules which were enforced but not explained by the system. Request Access was
rated higher in the survey than indicated in the measurements. The ranking be-
tween Order Hardware and Order Software was the same in measurements and
the survey. Kendall’s tau is 0.333 indicating a weak positive correlation. We refer
to [16] for more details about the other parts of the evaluation including results
of statistical tests.

The measurements for the three other tasks than Change Password are very
similar. Thus, small changes in the measurements may lead to different ranks
and also the users might not be able to judge the small differences. So, we plan
to do follow-up evaluations with more subjects.

7 Related Work

Automated user interaction analysis is well known in the web development with
Google Analytics as one of the major platforms. As an example, Hasan et al. re-
port about using Google Analytics for e-commerce systems [18]. Google analytics
and similar systems, however, have the problems that the data collection and
analysis is done on systems not owned by the company which raises privacy is-
sues. Furthermore, the data collection is constrained by the supported features.

Van der Shuur and Jansen [19] have presented a solution for improving soft-
ware quality by automatically gathering and reporting how a software service
is being used. The data gathering was implemented in the service layer using
aspect-oriented programing as in our approach. Furthermore, the reporting was
built using a set of metrics that were concerned with quality attributes like avail-
ability, accuracy, reliability and usability. They concluded that their solution was
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expected to contribute to an increase in software quality and that future work
was needed on how to use data mining techniques for reporting on software
utilization.

For usage tracing aspect-oriented programming stands out as having been
tested for its suitability when implementing automated data collection for usabil-
ity evaluation and usage tracing. Tart and Moldovan showed that it could be used
for automated usability evaluation [20] and equal results where gained by Tao
who used the same framework [21]. Tarby et al. compared aspect-oriented pro-
gramming with Agent-Based Software Architecture concluding that they could
be used as complement. The recommendation was to use aspect-oriented pro-
gramming for defining traces while the agents would be used to “produce traces
whose visualization will be made in real time” [22]. A trace is referred to as a
record of an action performed by a user.

However, these papers lack a comparison against other data collection tech-
niques compared to this paper.

8 Conclusion and Future Work

The presented work is concerned with enabling software companies to measure
and subsequently learn how their customers use their software as a precondition
for improving the software in such a way that it benefits the customer. We used a
web-based portal software developed by ATEA Global Services as an industrial
case.

The different aspects, which the company were interested to know about how
user interact with the software, were identified in a workshop with different roles.
An automated data collection system for the identified aspects was built and in
a follow-up experiment the results of the automated data collection system was
compared to answers of the test subject in a survey. We refer to [16] for the
complete results and further details of our research study.

Future works include a follow-up experiment with a higher number of test
subjects as well as monitoring the system and its measurements over several
versions to identify whether the added automated data collection capabilities
enable the company to continually improve the software.
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Abstract. The introduction of smartphones and tablets has led to a fast growing 
industry in which most firms have started an ecosystem-centric approach. In 
this paper three types of ecosystems are identified: Vertically integrated hard-
ware/software platforms, closed source software platforms and open source 
software platforms. These ecosystems differ in the scope of the platform, i.e. 
covering both hardware and software, and the technology design, i.e. whether 
the software can be altered by the complementors. In this paper the challenges 
for each type of ecosystems are identified from an architectural point of view. 
Platform leaders can use our analysis to orchestrate their platform by proactive-
ly addressing the challenges that we identify and properly evolving the scope 
and technology design of their platforms. 

Keywords: Platform leadership, mobile ecosystems, consumer electronics, 
software architectures, embedded systems. 

1 Introduction 

The last decade has seen a revolution in the consumer electronics industry in the wake 
of the introduction of smartphones and tablets. This industry consists of hardware and 
software vendors, handset makers and application developers [1]. Furthermore, 
smartphones have caused a renewed interest in tablets that are often replacing 
personal computers as the consumers preferred computing platform. 

Initially this industry was dominated by a handful of firms that developed the 
hardware and software and created the handsets, e.g. Nokia, Siemens, Motorola and 
RIM. In a later stadium newcomers, such as Apple, entered the market because  
hardware platforms became commodities. Existing software companies entered the 
market, e.g. Microsoft and Google, and created a software platform that acts as a 
spanning layer between the applications and the hardware platform [2].  

Due to the increasing development effort, many firms have adopted an ecosystem 
centric approach [3]. In this paper we identify the three types of ecosystems that  
have emerged. These ecosystems differ in the scope of the platform and whether the 
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complementors can alter and contribute to the platform. We analyze these types with 
the framework of Gawer and Cusumano [4] by using a number of factors that influ-
ence the optimal scope and technology design. These factors cover general competi-
tive criteria, design challenges that originate from the nature of embedded consumer 
electronic devices and factors that originate from the use of ecosystems. For each type 
of ecosystem we identify which factors are challenging, from an architectural point of 
view, and describe how the actors mitigate these challenges. 

The key contributions of this paper are:  
• Three types of ecosystems are identified and the factors that determine the op-

timal scope and technology design of the platform.  
• Each type of ecosystem is evaluated and the factors are identified which are 

challenging for each type of ecosystem, from an architectural point of view. 
• Case studies are presented that show how the actors address these challenges. 
• An analysis of the market share is presented with future scenarios.  
Platform leaders can use our analysis to orchestrate their platform by proactively 

addressing the challenges that we identify and properly evolving the scope and tech-
nology design of their platforms. The research in this paper is both descriptive, since 
it provides a classification of the existing situation, and explanatory because it de-
scribes the conditions under which the different types of ecosystem prosper. 

The remainder of this paper is structured as follows: Section 2 provides back-
ground and Section 3 describes the type of ecosystems. Section 4 presents the factors 
and the evaluation for each type of ecosystem. In section 5 cases studies are pre-
sented, while section 6 gives a historical perspective and presents future scenarios. 
This paper ends with a comparison with related art in Section 7 and by our conclu-
sions and recommendations for further research in section 8.  

2 Background 

Smartphones and tablets have characteristics of embedded devices as well as general 
purpose computing devices [1]. As an embedded device they are aimed to perform 
dedicated functions, such as making telephone calls, recording videos and playing 
music, which have real-time performance requirements. As a mobile device they have 
constrained computing resources and should use as little energy as possible because 
they operate on batteries and have few options for heat dissipation. These devices also 
have characteristics of general purpose computing devices because mobile phones and 
tablets are meant for a variety of tasks such as Internet browsing, reading and writing 
documents, accessing social media and playing games. 

As an example look at Flash, an Internet browser plugin for watching videos. Ap-
ple has not allowed the use of Flash on their devices because it causes a significant 
shortened battery life [5], but has promoted the use of the H.264 video encoding stan-
dard for which their device is optimized. This example shows the conflicting require-
ments between a dedicated embedded device and a general purpose device.  
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The speed of innovation occurred at a high pace and the commercial lifetime of a 
product is often less than two years and therefore do not require backwards compati-
bility. A firm that is lagging behind may lose a market share rapidly. 

2.1 System Architecture 

In figure 1 a high level architecture of smartphones and tablets is presented, showing 
some of the actors. The architecture consists of a hardware platform an OS-kernel and 
middleware that offers a framework for application developers [6]. 

Hardware

OS-Kernel

“Middleware” / Application 
Framework

App. App. App. App.

e.g. Apple, RIM

e.g. Facebook, Angry Birds

e.g. Windows 8

e.g. Android, Meego

e.g. ARM, NXP 

e.g. linux

e.g. Samsung, HTC, 
Apple, RIM

Handset 
makers

 

Fig. 1. System architecture of mobile phones and tablets with some actors 

The hardware layer consists of System on Chips (SoCs) with peripheral Integrated 
Circuits (ICs). A SoC contains several dedicated building blocks on a single IC such 
as audio decoding, memory and a configured CPU. A dedicated SoC, which is com-
mon for embedded systems, is better able to meet the performance requirements at 
lower power consumption than using a general purpose CPU and separate ICs, as in 
the PC industry. The design of the software and the SoC are tightly coupled, e.g. for 
controlling the power consumption of separate hardware building blocks. 

3 Growing Software Size: Move towards Ecosystems 

In an earlier paper we analyzed the transition in the mobile phone industry from 1990 
until 2010 [1]. Initially the mobile phones were developed by a small group of 
vertically integrated companies that developed the hardware, firmware and 
applications as well as created the handsets, e.g. Nokia, Siemens, Ericsson and 
Motorola.  

Smartphones introduced the need for dedicated application processors, operating 
systems and software applications. The development investments, both for hardware 
and software, became significantly higher and therefore the companies needed to fo-
cus their activities. The mobile phone companies made their software platforms avail-
able to external parties. In this way these organizations transitioned from software 
product line engineering in an intra-organizational context to software ecosystems [3]. 

Separate hardware platform suppliers were created as spin-offs of the vertically in-
tegrated companies, such as Qualcomm [7] and Freescale. Some of these suppliers fo-
cused on a hardware platform only while others also integrated software platforms on 
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these platforms. When hardware platforms and other components become commodi-
ties it was possible for newcomers to enter the market without large investments. Ex-
amples of these newcomers are TCL, HTC and Apple. 

Several software platforms entered the market and firms were aiming to create a 
common software platform in an attempt to replicate the Wintel model and create an 
ecosystem [8]. Similarly as the case with Microsoft Windows, a firm controlling the 
spanning layer can earn most of the revenues since it controls the interface towards 
the hardware as well as towards the applications [10, 2]. The number of competing 
mobile platforms that entered the market was huge, e.g. WebOS, Android, LiMo, 
Symbian, Windows Mobile, MeeGo etc. Until 2009 most of these attempts didn’t gain 
industry wide adoption and therefore the industry was highly fragmented.  

Starting in 2010 many of the vertically integrated firms lost market share and An-
droid, an open source software platform, gained a share rapidly. Furthermore the do-
minant player in the PC market, Microsoft, increased their efforts to gain a dominant 
position. As a result in 2013 there is a fierce battle between different ecosystems.  

3.1 Classification of Ecosystems with Their Complementors 

This paper focusses on the ecosystems that are centered around the software platforms 
and the vertically integrated firms. For a comparison of these ecosystems we use a 
classification that is based on two properties: (1) is the software proprietary or open 
source, and (2) are the hardware and handset included, see figure 2.  

Hardware and 
handset included

Software  
Platform only 

Proprietary closed Source Open Source

(1) Apple, RIM
Nokia (< 2013)

(2) Windows
WebOS (2010-2012)

(3) Android,
Tizen, Firefox OS

(4) Not present in the
market 

 

Fig. 2. Classification of ecosystem types 

This classification results in four possible ecosystems: 
1: Vertically integrated proprietary hardware/software platform. This platform 
consists of the hardware, proprietary closed source software and includes the handset. 
The complementors are the App developers. Examples of platforms and their leaders 
are Apple with the IPhone, Rim with Blackberry and Nokia with Asha.  
2: Proprietary, closed source software platform. This platform consists of a 
proprietary closed source software platform. The complementors are the suppliers of 
hardware platforms, system integrators, handset makers and app developers. 
Examples of such platforms are Windows Phone and WebOS (2010-2012).  
3: Open source software platform. This platform consists of an open source software 
platform. The open source software platform is based on the concept that multiple 
parties can contribute to share development effort and since the source is open, the 
handset makers can change, add or remove functionality. The complementors are the 
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suppliers of hardware platforms, system integrators, handset makers and app developers. 
Examples are Android, Tizen and Firefox OS.  
4: Open source software and hardware platform. This platform would consist on 
an open source software platform including the hardware and handset. The users of 
such a platform, or better handset, would be able to change the code of the software 
platform and add their own functionality. We have excluded this type from this paper 
as this type, to our knowledge, is not available in the market.  

Note that in the past some handset makers used an open source platform of which 
they acted as the orchestrator or platform leader, e.g. Nokia that used Symbian when 
it was open source and Motorola of Google that used Android. In this situation the 
handset makers are in-house complementors of the open source software platform and 
therefore the combination is not a separate type of ecosystem.  

4 Defining the Platform Scope 

Gawer and Cusumano designed a framework for a company to become a platform 
leader. A platform leader is driving the innovation in the industry, ensures the 
integrity of the overall system and creates opportunities for firms that create 
complementary products [4]. This framework includes (1) how a company defines the 
scope of the platform, i.e. what part of the product is developed in-house and what it 
leaves for complementary firms, (2) the technology design, i.e. to what degree the 
platform should be open to the complementors [12]. The scope and technology design 
highly determine the success of a platform. It should support the capabilities of the 
platform leader, allow for complementors to contribute and be able to respond to a 
changing environment. Therefore the scope and design of a platform evolve over time 
[4].  

4.1 Factors that Influence the Optimal Scope of the Platform 

For evaluating the scope and technology design, we use the following factors, each of 
which will be elaborated in more detail in the remainder of this section:  

Cost, Quality, Flexibility, Innovation and Variability: These factors originate 
from the analyses of Bolwijn and Kumpe [13], who identified the main competitive 
forces that determine the success of a consumer electronics firms. In a later analysis 
Sheate [14] identified variability as an additional criterion, related to flexibility, since 
individual users increasingly have specific demands.  

Efficient use of system resources and Hard real time requirements: These fac-
tors originate from the nature of embedded systems and consumer products [15].  

Stability of the interface and Effort for system integration: These factors are 
specific for ecosystems since complementors have to rely on a stable and, ideally, 
backwards compatible interface [2], and for the set-makers the integration of the 
hardware and software is a substantial proportion of the development effort.  

Other factors that determine the success of an ecosystem, such as business models 
and actions [16, 12] are not covered since this paper focusses on architectural aspects.  
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4.2 Evaluation of the Factors 

In this section we analyze each type of eco-system using the factors from the previous 
section. Here we will “score” each factor on whether it is particular challenging or 
easier to address. Here + means: easier to address, 0 means: neutral, and - means: 
particularly challenging. The “scores” do not represent absolute values, but are solely 
used to express the differences between the types of ecosystems. This analysis is 
based on the experience of the authors, the information in literature and the case 
studies that are presented in section 5. 

A: Costs. The larger the scope of the platform, the more development and main-
tenance effort is required by the platform owner. When multiple parties are involved 
these costs can be shared between the participants [17]. Because hardware and soft-
ware development is costly, this is the main reason why ecosystems became widely 
adopted. Firms that aim for low costs specialize on a few products so that tasks be-
come routine [13]. Consequently products that are developed in consort by specia-
lized firms, especially when interfaces are pre-defined, can be made at lower costs.  

For the vertically integrated type this factor is particularly challenging since they 
develop the entire platform including both hardware and software and can only amort-
ize their investments over their own handsets (hence score = -). The open source plat-
form can more easily address this, especially when the complementors contribute to 
the platform and often individual developers develop code in their free time [12] 
(hence score = +). For the proprietary software platform we evaluate this as neutral 
(score = 0): Although this platform owner has to develop the platform on its own, the 
costs can be amortized over multiple products from different handset makers.  

B: Control over Quality. The overall product quality depends on the combination 
of software from the different contributors and failures often occur because of com-
ponent interaction, unclearly documented Application Programming Interfaces (API) 
or unknown use of the system [18, 19]. A firm that controls a wide scope of the archi-
tecture can guarantee the product quality more easily. In the situation where multiple 
firms are involved, and especially when the interfaces are not clearly defined, the 
quality can easily break down and externally developed code could access data in the 
system, causing malfunctioning or security problems. Furthermore, applications de-
veloped by complementors may not follow the UI standards, as set by the platform 
owner, thereby causing a reduced user experience [20].  

The quality can be controlled easier by the vertically integrated platform type as 
they have full control over the end-product. Furthermore these firms are able to test 
the externally developed applications on their handsets (hence score = +).  For the 
proprietary platforms we evaluate this as neutral (score = 0): although they have no 
control over the hardware, they can control the API and, because of its closed nature, 
can easier avoid that code with defects is added to the platform. For the open source 
platform we also regard this as neutral (score = 0). Because of its open nature, faulty 
code can be added or code can be changed incorrectly by the complementors and ap-
plications may compromise the security. An advantage however, is that the software 
is tested by a variety of firms and open source developers.  
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C: Flexibility and Variability: Customers increasingly want the software and the 
handset that serves their specific needs. For instance users have different requirements 
for the product, e.g. the size of the screen, a keyboard or prefer a low cost device. 
Specialized firms can often add this variability to the platform more easily [21], e.g. 
because they have the required knowledge, can reuse existing hardware and software 
components and they can have a more intimate contact to the end-users [3]. 

Flexibility and variability is easier to achieve through the open source platform 
type, since complementors can add or remove functionality without the need to in-
volve the platform owner (hence score = +). For the proprietary platform type we eva-
luate this as neutral (score = 0): The handset makers can create differentiating prod-
ucts with different hardware configuration; however this is limited to that which is 
supported by the software platform. As a comparison look at the PC industry where 
the different OEM suppliers of a Windows based PC can only compete on price,  
service and hardware quality, since the functionality is large determined by the pro-
prietary software platform. For the vertically integrated platform owner it is far more 
difficult to cover a wide range of products. In order for a firm to be flexible and  
respond quickly, it needs to focus on a number of core activities [13] and the devel-
opment of all the required hardware and software components would simply be too 
costly. We therefore evaluate that this as challenging for this type (score = -). 

D: Freedom to innovate: The optimal definition of the boundaries depends on 
where the major innovation steps in the architecture take place. When innovation 
takes place across the boundaries of the platform the integrity of the platform is com-
promised and the complementors need to be involved thus slowing down the speed of 
innovation [2]. Therefore, a wide scope allows for larger innovation steps more easily. 

The introduction of multi touch screens is such an example. Due to this innovation 
specialized hardware was needed; the interface towards the user has changed and a 
new API towards the application developers was required. Such a large innovation 
step couldn’t be done through small changes to an existing platform.  

Large innovation steps are easier to establish by the vertically integrated platform 
type (score = +) because these firms control the entire architecture and complemen-
tors do not need to be involved. In the proprietary platform type the innovation is re-
stricted because hardware is not part of the scope and the platform supplier has to in-
volve hardware suppliers and handset makers for major steps (hence score = -). For 
the open source platform the hardware is also not part of the scope, however, the 
complementors may change the code and thus has the possibility for innovations, in-
dependently from the platform owner, for which the architecture does not have to be 
changed. Therefore we evaluate this as neutral (score = 0).  

E: Efficient use of system resources and hard real time requirements: Due to 
the need for optimal resource utilization and low power consumption a direct control 
of the hardware is required. Furthermore, embedded devices have hard real time re-
quirements, e.g. for audio playback and telephone conversations. An embedded  
device usually contains a System on Chip (SoC) and each component is controlled 
separately. For instance, for audio playback a separate building block of the SoC is 
used which can operate with low power consumption and is only active when needed. 
Furthermore, by controlling each part of the IC separately it can be avoided that 
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processes interrupt each other. Therefore the design the hardware and software are 
developed in parallel and require close co-operation [6].  

As a comparison, look at the Wintel framework; the dominant ecosystem of Win-
dows and Intel in the PC industry [11]. This is a modular architecture with stable in-
terfaces between the hardware and the software layer. Both Microsoft and Intel can 
independently innovate on their part of the architecture. Such a modular interface is 
possible because most demands of the end user can easily be met by existing hard-
ware. For mobile phones such a modular interface is not yet possible since there are 
still large innovation steps that involve changes to hardware and software together 
and a modular architecture would lead to less efficient resource utilization [22].  

Since the vertically integrated platform type has both control of the hardware and 
software this can controlled more easily (score = +). In the open source type the com-
plementors can also change the code to accommodate the hardware and vice-versa 
and therefore this can also be controlled (hence score = +). For a proprietary platform 
type this is particularly challenging since changes to hardware may require changes to 
the proprietary platform and vice versa (hence score = -).  

F: Stability of the Interface: The success of a platform relies on attracting 3rd 
party application developers [20]. It is important for a platform to maintain a (suffi-
ciently) stable API, thus avoiding that interoperability problems exist where applica-
tions do not work on the variety of devices based on different versions of a platform.  
This fragmentation is seen as the major challenge by the application developers [23].  

Vertically integrated platforms can more easily avoid fragmentation since they 
have full control over the API (hence score = +). This also holds for the closed source 
proprietary platform, similarly as the case in the PC industry, which has proven to be 
the major advantages and success of this type of platform [21] (hence score  = +).  
For an open source platform this is challenging since fragmentation can easily occur 
because handset makers can change the API or the hardware (hence score = -). 

G: Effort for system integration: The time needed to integrate the hardware and 
software components is taking an increasing amount of time [24]. This is especially 
the case when components from different parties are used, e.g. with different technol-
ogies, non-matching interfaces or heterogeneous architectures [15]. When a modular 
architecture exists with stable interfaces, the integration time would be substantially 
less. Furthermore, when multiple parties are involved, the time for interaction, defini-
tion of requirements etc., is forming a substantial part of the development effort. 

For the vertically integrated platform type the integration is easier to manage since 
no complementors are involved and the integration is done with in-house develop-
ment for which the interfaces can be defined (hence score = +). For the proprietary 
platform type this is particularly challenging since this may require that code has to be 
altered or glue components have to be developed [25] (hence score = -). In the open 
source platform type the handset makers or the system integrators can perform the 
hardware/software integration without (intensive) support of the platform supplier. 
Therefore we evaluate this as neutral (score = 0). 
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4.3 Overview of Ecosystems and Their Challenges 

The overview in Table 1 shows that for the vertically integrated platform type most 
factors are easier to address. However, variability is more difficult to achieve and that 
it has to bear all the development costs.  

Table 1. Overview of types of ecosystems and their challenges 

Type / 
Challenge 

A: 
Costs 

B: 
Quali-
ty 

C: 
Varia-
bility 

D: 
Inno-
vation 

E: 
System 
resources 

F:  
Interface 
Stability 

G: 
Integra-
tion ef-
fort 

1:Vertically In-
tegrated 

- + - + + + + 

2:Proprietary 
Software  

0 0 0 - - + - 

3:Open Source 
Software  

+ 0 + 0 +  - 0 

In this overview: + means: easier to address, 0 means: neutral,  
- means: particularly challenging 

 
In the open source software type the complementors can contribute to the platform 

thus offering better possibilities for flexibility and variability. Furthermore, this type 
gives the handset makers and system integrators the possibility to tailor the software 
for specific hardware thus being able to optimize on the system resources. However, 
fragmentation of the platform can occur more easily. 

In the proprietary software platform it is particularly challenging to create innova-
tive products and products with optimal system resources. The latter is a major chal-
lenge since a smartphone is an embedded device and a consumer electronics product. 

5 Case Studies 

This section contains case studies that cover the three types of ecosystems and show 
how each company addresses the challenges that are described in the previous section. 
These case studies are based on publicly available information.  

5.1 Vertically Integrated Hardware/Software Platforms 

Nokia was a vertically integrated firm with the largest market share until 2008. The 
products were renowned for its quality and long battery lifetime. Nokia offered a 
large variety of feature and smartphones.  

To share the development effort with other handset makers, Nokia’s adopted and 
supported the Symbian platform. The Symbian platform was initially a closed-source 
collaborative platform of a small group of players and later turned into an open source 
platform. However, in this ecosystem there was not a strong platform owner, but a di-
vided leadership [8]. This led to a fragmented platform with different branches and 
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poorly documented APIs and therefore many 3rd party developers abandoned the 
platform [9]. Although Nokia, being a vertically integrated player, had the possibili-
ties to innovate, they insufficiently took advantage of this because the Symbian plat-
form required too much development effort and many contributors of the platform 
later opted for Android [8].  

The market share of Nokia dropped rapidly since 2008. In 2010 an alliance was 
created with Microsoft, but no large market share was regained. 

RIM entered the market in 1999 with the BlackBerry, one of the first smartphones. 
Being vertically integrated they could create a differentiating and innovative product, 
by combing functionality, implemented both though hardware and software, from a 
PDA, pager and mobile phone. This product was attracted by the professional market 
because of its functionality and services.  

In the years that followed this differentiating functionality became part of products 
of the competitors: the touch screens took over the QWERTY keyboards and What-
sApp created an alternative for RIMs messaging service. RIM continued to offer a 
wide variety of handsets for which the development costs could not be amortized with 
a small market share which has reduced gradually over the last few years.  

Apple entered the market in 2007 when hardware components in the mobile do-
main become commodities, e.g. the first two types of the IPhone used a SoC that was 
developed by Samsung. The product immediately attracted many customers. Since 
Apple was already leading in MP3 players and had an online store they could offer 
the users functionality that went beyond the smartphones that were available. 

A strong focus is on better performance and power consumption; especially the lat-
ter was a major concern for the earlier handsets. Since they had little experience with 
developing SoCs and, rather than using a complementor, acquired SoC design firms 
[26] and other hardware design firms that develop new technologies [27]. 

Apple uses the advantages of being a vertically integrated player, by focusing on 
usability and quality, which was considered better than that of the competitors, espe-
cially in the early years, thus creating a loyal group of buyers [28]. Furthermore Ap-
ple has a strict control over the applications that are offered through their app store by 
validating each application, prior to making them available in the app store.  

Apple avoids development costs and fragmentation by offering only a small 
amount of variants, by using the same platform for the IPhone, IPod Touch and the 
IPad, and by restricting the backwards compatibility to two generations of products. 
Because Apple only develops a small range of variants, their market share is under 
pressure as many consumers that are attracted to a product with different features, 
such as a large screen, or a lower cost handset. However, Apple’s does not aim for a 
large market share, but rather focuses on a small set of products for which they can 
obtain high profit margins [30]. 

5.2 Proprietary, Closed Source Software Platforms 

Microsoft became active in hand held devices in the early 2000s through pocket-PCs 
and PDA’s . At that time there were no other firms that offered a software platform 
for 3rd parties so the handset makers were willing to pay the license fees.  

With each new version of a platform additional hardware is supported, e.g. differ-
ent screen resolutions and new application processors. Here we see a contrast with the 
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open source approaches where most additions are done by the complementors. To re-
duce the integration effort Microsoft started a close cooperation with a small number 
of hardware platform suppliers and integrators. In 2009 Microsoft closely cooperated 
with HTC and 80% of the Windows Mobile phones were based on a platform of HTC 
[30]. In 2010 a close alliance was formed with Nokia to create the hardware platform 
and handsets. This combination allows for a close co-operation between the hard- and 
software development that, as shown in the previous section, is required for embed-
ded products and for the speed of innovation. In 2013 Windows acquired Nokia. 

Microsoft has created one platform for tablets and PCs and many components are 
shared with smartphones so that applications can be ported to smartphones as well. 
Given their dominant position in the PC industry this gives a competitive advantage, 
but at the same time causes risks because the speed on innovation for smartphones 
and tablets occurs at a much higher pace then for PCs, for which a stable API is pre-
ferred rather than a high degree of innovation. 

5.3 Open Source Software Platforms 

Google with Android provides a spanning layer that consists of an open source 
application framework and base applications and uses the open source Linux 
operating system kernel. In this way Google entered the market with little investments 
but, since it offers a spanning layer, could become a platform leader. In Android some 
proprietary Apps are included, such as searching and YouTube, to ensure revenues.  

Linux is a real time operating system that is widely used in embedded systems. It 
offers the developers the possibility to optimize on system resources [31] and sup-
ports hard real time requirements [12]. The handset makers were quickly interested in 
the platform since it offered an alternative for a proprietary platform for which license 
fees had to be paid [32] and the functionality that Google offered, e.g. Google Maps, 
attracted many users. Because of the separation of the middleware layer the OS Ker-
nel, the handset makers can make changes to the source code, e.g. to support different 
screen size, cameras and other ICs. Consequently a large variety of handsets could be 
developed, resulting in a wide range with different functionality and price settings.  

Although Android is an open source system, the main contributions to the source 
code are done by Google. This gives Google more freedom to innovate because they 
do not aim for wide consensus.  New versions of the platform are offered frequently 
without focusing on backwards compatibility.  

To increase the innovation, Google has created an alliance with Samsung [33]. 
Samsung develops a wide range of consumer products and develops and manufactures 
its own hardware. Samsung was able to control the hardware architecture and create 
innovative products for different market segments. Therefore the speed of innovation 
and quality of many Android products was possible because an existing large, verti-
cally integrated consumer electronics firm acted as complementor.  

In 2011 Google acquired Motorola [34], which was operated by Google as an in-
dependent company, to have a complementor that can bring Google’s innovation to 
the market. However in 2014, when already having a large market share was ob-
tained, Motorola was sold again [35]. Only for first-of-a-kind products, such as 
Google Glass, both the hardware and software are developed by Google.  
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Fragmentation of the Android platform is seen as a major concern by the develop-
ers [23]. As an example, look at the game “Angry Birds” that was initially introduced 
for the iPhone and following its success developed for other platforms. When devel-
oping a version for Android the developers ran into performance problems of differ-
ent devices. As a result the game was not available on a large group of devices, i.e. 
devices with different hardware or based on different versions [36]. Google is taking 
measures to avoid fragmentation by defining a set of baseline compatibility standards. 
To have a better control over the quality, in recent versions Android also incorporates 
stricter security control [37] and provides a compatibility test suite [38]. Furthermore 
Google is making agreements with handset makers to use the standard UI and set of 
Googles Apps, which are more consistent of that of the complementors, by adding 
tighter conditions for the use of the App store by the handsets [39,35].  

Meamo/Tizen, Firefox OS, Ubuntu OS, Sailfish OS Over the last few years sev-
eral other attempts have been made to create an open source platform ecosystem to 
replicate the success of Android, all of which are based on Linux. An example is Ti-
zen which was born out of MeeGo, which was itself was combination of Moblin and 
Maemo. None of these initiatives created an attractive alternative because there was 
no firm taking a role as orchestrator. Firefox OS, also based on Linux, aims for a bet-
ter support of the increasing amount of HTML5 websites through a more direct con-
trol of the hardware [40]. However, Firefox OS also offers an API for native Apps 
since HTML5 doesn’t support the required functionality, especially for games. 

In 2013 Samsung abandoned Bada, their proprietary operating system, to contri-
bute to Tizen [41]. When Samsung would replace Android by Tizen for all their prod-
ucts, this could shift the balance for this type of ecosystem. 

5.4 Summary of the Case Studies and the Mitigation Strategies 

The table below shows how the key players, i.e. the platform leader with the largest 
market share of each ecosystem type, mitigate the challenges as described in Table 1.  

Table 2. Mitigation actions on the main challenges 

Ecosystem type and  
main challenges 

Mitigation actions of the key player 

(1) Vertically Integrated: 
Costs & Variability 

Apple limits the variability and development costs 
by focusing on a particular market segments and it 
only supports the latest versions of the handsets. 

(2) Proprietary Software: 
Innovation, System resources 
& Integration effort 

Microsoft closely cooperates with a small group of 
HW platform suppliers and recently acquired No-
kia, a previously vertically integrated firm.  

(3) Open Source Software: 
Interface stability & 
Fragmentation 

A compatibility test suite is offered with baseline 
compatibility standards. 
Agreements are made with the handset makers to 
use standard Google Apps and User Interface. 
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6 Historical Perspective and Scenarios for the Future 

The table below shows the market share of the three types of platforms. This shows 
that the vertically integrated platforms initially had the largest market share, but in 
later years the open source platform. 

Table 3. Market share of different ecosystem types for smartphones 

 2007 2008 2009 2010 2011 2012 2013 
Vertically integrated hard-
ware/software platforms 

87 % 88 % 87 % 73 % 51 % 31 % 18 % 

Proprietary, Closed Source 
Software Platforms 

13 % 12 % 9 % 4 % 2 % 3 % 3 % 

Open source software plat-
form 

0 % 0 % 4 % 23 % 47 % 66 % 79 % 

Total sales in millions of units 122 139 172 298 471 675 967 
 
(Note: This overview is for smartphones only, since for tablets insufficient data was available. This 

overview is compiled from reports from Gartner [42]). 

 
This change in market share can be explained because in the early years the verti-

cally integrated firms were able to innovate faster and the end-users were willing to 
pay for new functionality. When the innovation slowed down, the open source soft-
ware platforms gained market share because handsets were offered with more varia-
bility and with a lower price. 

When the degree of innovation further slows down, the computing requirements 
may meet the user’s demands, allowing for a modular architecture to be created that 
provides a clear separation between the software and hardware layer [43]. The advan-
tage of such a modular architecture is that integration will become easier which will 
especially benefit the proprietary software platform types. Therefore this type of eco-
system might gain market share, as was the case with the PC industry in the 80s [11]. 
An important uncertainty is whether tablets will replace PCs in a business environ-
ment. When this happens, the main supplier, i.e. Microsoft, has a strategic advantage 
since they are dominant in the PC market.  

When PCs and tablets remain consumer devices and the speed of innovation does 
not allow for a more modular architecture, the types of ecosystems that are now do-
minant are likely to keep their dominant position.  

7 Comparison with Related Art 

In our previous work [1] we analyzed the transition of mobile devices from 1990 until 
2010 and described a model for different industry structures. The current paper ana-
lyses the situation of today. Some of the forces that have caused the transition are 
used in the current paper as factors to compare the three types of ecosystems. 
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Another previous work of the co-author [20] describes architectural challenges. 
Some of these challenges have been used in the current paper. However in that work 
the challenges have not been identified for mobile devices or embedded systems.  

The work of Gawer and Cusumano [4, 12] discusses the scope and technology de-
sign of a platform but does not discuss architectural implications nor does this work 
identify or compare different types of ecosystems for mobile devices.  

Other related work identified different types of ecosystems [3, 16], but this work 
did not compare ecosystems in a particular domain nor did it identify factors that de-
termine the challenges from architectural perspective.  

Several predictions on market shares have been done by industry analysts, e.g. by 
the Gartner group [42], but none of these used architectural aspects as a basis.  

8 Conclusions and Further Research 

In this paper we identified three different types of ecosystems for smartphones and 
tablets and identified the factors that determine the optimal scope and technology de-
sign. Based on this analysis we described the challenges for each type of ecosystem 
from an architectural point of view. 

The case studies demonstrated how different firms act on the factors identified in 
this paper: Apple takes over existing hardware design firms and focusses on a limited 
variety of products. Microsoft, who did not have a hardware department nor created 
an end product, took over an existing hardware firm to be able to act as a vertically  
integrated HW/SW ecosystem type. Google, who is faced with a high degree of frag-
mentation, is offering a compatibility test suite and makes agreements with the hand-
set makers to use standard Google Apps and User interface.  

Our analysis shows that when the speed of innovation slowed down, most of the 
vertically integrated firms were not able to amortize the development investments and 
an open source platform obtained the largest market share, which, in comparison with 
the closed proprietary platform, allows more flexibility and variability and efficient 
use of the system resources. In this paper we predicted that when the market requires 
a more stable interface, e.g. when smartphones and tablets need to support business 
applications, the proprietary platforms can obtain a larger market share. 

We think that the types of platforms that are identified in this paper and the factors 
that determine the scope, is applicable to the wider domain of consumer electronics 
and embedded systems, but further research is necessary. 

The analysis in this paper is based on information in literature and the experience 
of the authors. Further research, e.g. with multiple experts, may give a more precise 
comparison and may reveal more relevant factors. 

The results of this paper can be used by the platform owners to reconsider the 
scope of the platform, e.g. by expanding the scope to areas where more control over 
the quality is preferred, or to publish part of the platform as open source so that hand-
set makers can add variability more easily. On this topic further research is needed. 
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The analysis used in this paper can provide to the academic community a lens to 
evaluate the strategies in the market of mobile devices from an ecosystem and archi-
tectural perspective. 
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Abstract. The growing importance of software ecosystems and open innovation 
requires that companies become more intentional about aligning their internal 
strategy, architecture and organizing efforts with the ecosystem that the 
company is part of. Few models exist that facilitate analysis and improvement 
of this alignment. In this paper, we present the ESAO model and describe its six 
main components. Organizations and researchers can use the model to analyze 
the alignment between the different parts of their business, technologies and 
ways of working, internally and in the ecosystem. The model is illustrated and 
validated through the use of three case studies.  

Keywords: Ecosystem, Strategy, Architecture, Organizing, Model. 

1 Introduction 

Recently, more and more research discusses the relevance of ecosystems for 
companies as well as market segments. This research lifts up the business aspects of 
ecosystems, the innovation element as well as the more technical component of 
ecosystems. An ecosystem is defined as an economic community supported by a 
foundation of interacting organizations and individuals, which can also be perceived 
as the organisms of the business world [1]. The terminology of business ecosystem 
defines ecosystems as consisting of three characteristics [1, 2, 3]: (a) a symbiosis 
relationship in which the survival of all members implies the survival of the 
ecosystem. (b) Co-evolution in which partners co-evolve capabilities around new 
innovations and finally (c) ecosystems are often based on a particular platform, which 
is defined as tools, services or technologies used in the ecosystem that enhance 
performance of its members [4, 5, 6]. Especially in the software industry the term 
software ecosystem has gained enormous popularity and can be defined as: a software 
ecosystem consists of a software platform, a set of internal and external developers 
and a community of domain experts in service to a community of users that compose 
relevant solution elements to satisfy their needs [7, 8]. 

Current ecosystem research primarily looks at the ecosystem – but does not link 
this back towards the internal organization or to the implications of the internal 
organization, software platform or architecture and the ways of organizing and 
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working. This is a challenge for many organizations for several reasons. First, the way 
the organization works internally and the way the company engages with its 
ecosystem need to be closely aligned with each other, as a strong co-dependency 
exists between the two. Second, as companies increasingly seek to focus their internal 
efforts on what truly differentiates them and try to outsource as much as possible of 
the non-differentiating activities, the reliance on the ecosystem is increasing 
significantly. Finally, as customers are transitioning from buying products to 
acquiring services, the burden of integrating different products into a dedicated 
solution for customers is falling to ecosystem players that need intimate interactions 
with other players in the ecosystem. However, few, if any, holistic models exist that 
support organizations to gain a better insight for aligning the complex internal and 
ecosystem dimensions of R&D. 

In this article we propose a model that encompasses elements of both the 
ecosystem as well as the internal organization. The model provides three perspectives, 
i.e. strategy, architecture and organizing, and two dimensions, i.e. internal and 
ecosystem. This provides an approach where the alignment between the perspectives 
and between the internal and ecosystem dimensions can be analyzed and improved. 

The remainder of this paper is organized as follows. Below we first describe the 
problem statement. In section 3, we introduce the ESAO model and describe its six 
main components. Section 4 is concerned with validating the ESAO model with three 
case study examples where we illustrate the alignment, or lack thereof, between the 
six components of the ESAO model. Finally, we conclude the paper and discuss the 
core contribution and its implications.  

2 Problem Statement 

With the growing proliferation of open innovation and software ecosystems, it 
becomes more and more important that software research takes a more holistic picture 
instead of describing individual elements. The vast majority of research studies one 
dimension of a software intensive organization. These different dimensions are, for 
example, the software ecosystem, the architecture, as well as the organizational 
aspects of software intensive organizations. The software ecosystem literature 
primarily studies the ecosystem and discusses different roles in the ecosystem as well 
as a strong focus on the keystone player in a particular ecosystem [8]. In the software 
architecture literature there is a strong focus on the design and evolution of the 
architecture as well as on the technology choices required to support software 
architecture [9]. In the agile community there is a lot of focus on how to organize 
agile teams as well as processes and ways of working [10, 11, 12]. However, virtually 
all research takes a narrow and deep approach, focusing on a specific aspect. In our 
review of the literature, we found very few models that provide a holistic and 
complete overview of all these different dimensions and their interdependency.  

One often applied model that provides a holistic perspective of the end-to-end 
dimensions of business, technology and organization is the BAPO model [9, 13]. The 
BAPO model defines for four independent software development concerns: (1) 
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Business, concerned with how to make a profit, (2) Architecture, concerned with the 
structure of and technologies required to build and evolve the software system, (3) 
Process, defining the roles, responsibilities and relationships within software 
development as well as the tooling and ways of working and, finally, (4) 
Organization, defining the actual mapping of roles and responsibilities to 
organizational structures [13]. The model is frequently applied for analysis and 
assessment in both academia and industry. In the figure below, the BAPO model, as 
well as the intended dependencies in the model, are shown. 

 

 

Fig. 1. The BAPO concerns (source: [13]). 

One of the authors of this paper was involved in the development of the original 
BAPO model. However, in ten years of evolving an understanding of the problem, we 
can identify a number of challenges with the original BAPO model. These challenges 
are the following:  
 

• BAPO is a model that only incorporates the internal organization, but does 
not take into account the external environment like the ecosystem. From 
software ecosystem literature we know that the ecosystem has a major 
impact on an organization [7] and therefore it is important that an ecosystem 
dimension is part of such a model.  

• The BAPO model was originally developed in the context of software 
product line research and in its detailed definition assumes domain software 
and product software. This limits the applicability of the model in practice as 
not all companies are using software product lines. Although not impossible, 
the model is less applicable to companies that are less reuse-centric.  

• BAPO strongly enforces a BAPO sequence. In practice, however, 
this represents too much of a simplification of the reality in the organizations 
that we engage with. Even though idealistically speaking the sequence of the 
B (business) should drive the A (architecture), A should drive the P 
(processes) and P should drive the O (organization structure), in practice one 
never starts from a green field situation. Consequently, one has to allow for 
bi-directional dependencies and the focus should be on achieving alignment 
between the four dimensions. 
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Having analyzed these challenges, we came to the conclusion that there is a need for a 
new improved model that allows organizations to accomplish the following:  

• Serve as a holistic analysis framework 
• Serve as a benchmark for effective software product engineering  
• Support the assessments of software product engineering for capability  
• Evaluate software production units, divisions, or companies  
• Support the improvement of software product engineering, which involves 

producing assessments and improvements plans 
 

The list above is a quite extensive list of requirements on any model. In this paper, 
however, we focus specifically on the analysis model, i.e. the first item, and its 
facilitation of alignment between the different aspects of a software-intensive systems 
organization. 

3 The ESAO Model 

Based on the discussion above, we propose an extension and evolution of the BAPO 
model, i.e., the ESAO model. The model is based on our experience from working 
with dozens of companies around R&D management topics. As we have outlined in 
the earlier parts of the paper, we have increasingly identified challenges with the tools 
that we had available to help companies and in response, we have developed a new 
model. The ESAO (Ecosystem, Strategy, Architecture and Organizing) model 
consists of six interdependent and interconnected dimensions that are important to 
take into account for software development. The six dimensions of the ‘ESAO’ model 
concern both an internal company and an external company perspective. 

In the remainder of this section, we first describe the internal perspective and 
subsequently we discuss the ecosystem perspective. 

3.1 Internal Perspective (SAO) 

The internal perspective consists of three main dimensions, i.e. strategy, architecture 
and organizing. Below, each of these dimensions is defined in more detail. 
 

1. Internal Company Strategy: The strategy of the company lays down the 
basis for the future path of the firm concerning the business. In particular, the 
strategy is concerned with how the company generates revenue now and in 
the future. The company strategy is relevant for the internal prioritizations 
and decisions made within an organization, and is closely related to the 
software development strategy and architecture. The internal business model 
development is part of the internal strategy. The business model defines how 
the firm creates and delivers value to customers and then converts payments 
received to profits [14]. The internal company strategy can be related to the 
Business concern of the BAPO model. 
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2. Internal Architecture: The architecture comprises the technical structure 
means to build the software-intensive system as well as the technology 
choices. The company strategy defines which aspects of the business will 
develop going forward and need to be prioritized and which can be 
deprioritized. This is important input for the architecture decisions as it 
allows effective management of future evolution cost. The internal 
architecture dimension can be related to the Architecture dimension of the 
BAPO model. 

3. Internal Organizing: The ways of organizing work, way of working, roles, 
responsibilities, processes and tools within software development are 
important and closely related to the architecture and strategy of the firm. In 
an earlier publication one of the co-authors developed the concept of 
‘Stairway to Heaven’, to describe how development typically evolves over 
time [16]. This element is related to the Process and partly Organization part 
of the BAPO model. The ESAO model combines the P and O parts of the 
BAPO model as, in practice, the adoption of agile approaches assumes 
empowered, cross-functional teams and the locus of power is much more 
with the teams than with the traditional reporting hierarchies. As a 
consequence, the precise organization structure is less important than earlier 
and the focus has shifted to organizing the work. 

3.2 External Ecosystem Perspective (ESAO) 

In the ESAO model, we use the same three dimensions discussed above for the 
external ecosystem. However, depending on the role of the organization in the 
ecosystem, the company has more or less power in its ecosystem. When discussing 
the ecosystem as an important dimension in relation to the internal strategy, software 
architecture and way of organizing, it becomes relevant to understand that firms can 
obtain different roles within an ecosystem. These roles are often discussed and 
defined in literature and are also lifted up in the next section concerning validation of 
the model with help of three case studies. The main roles often studied in ecosystems 
are the following: 

• Central firm or also called the keystone or platform firm who is the dominant 
player and orchestrator in the ecosystem [2, 3, 4, 5, 6, 8].  

• Complementors and component players who provide a product or service that 
complements the platform or product of an ecosystem and enhances the value of 
the platform [5, 8].  

• Integrators who brings together the parts provided by different ecosystem players 
into an integrated solution for the end-user. Depending on the ecosystem, this 
role can be played by the keystone player, the end-user or a separate organization 
[5, 8].  

• A final role important in the software ecosystem is the end-user [8]. 
 
The role that the organization plays in its ecosystem determines the amount of 
freedom that it has in terms of defining its strategy, architecture and organizing 
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dimensions. However, even complementors should not view themselves as powerless. 
Instead, every player has a set of strategic options available to optimize their position 
and future outcomes: 
 

1. Ecosystem Strategy: The external strategy of a company is related to the 
business and software ecosystem of the firm and the strategic options that it 
has available in its current role in the ecosystem. As a keystone player 
strategic decisions are concerned with providing a viable business model for 
complementors while maximizing its own revenue. In addition, whether the 
complementors should be encouraged to compete or if the focus should be on 
collaboration (cf. [15]). For complementors, the goal often is to maximize its 
own stake in the ecosystem. One strategy is to seek to form a niche market in 
the ecosystem, to become the keystone partner in that niche and to expand 
from that position of strength. For integrators, the relationship to the end-
user and maximizing its own visibility while diminishing the role of other 
ecosystem players is often a viable strategy to increase its relevance. 
Depending on the strategic choices made by the company, there are 
significant implications on the system and software development of the firm.  

2. Ecosystem Architecture: The ecosystem architecture defines the interface 
between the internal architecture and the solutions that are provided by 
ecosystem partners in terms of the following:  

a. The interface between my firms suppliers and my firm 
b. The interface between firms that build software on top of my 

product or platform. These roles are also discussed as 
complementor roles [5, 8] and they can deliver, add, or develop 
components and complements to a product or platform as a 
complement to your firm’s platform or product. 

c. The interface between my firm and firms that operate in the same 
ecosystem role as my firm, but that provide other types of 
functionality. 

d. Finally, depending on the player providing the integration of 
ecosystem solutions, the interface between my firms and 
integrators.  

In addition to the focus on interfaces, the focus is also on the architecture 
strategy. As we discussed in [17], there is a constant commoditization 
process ongoing that requires that ecosystem players pro-actively innovate 
around new functionality and release commoditizing functionality to other 
players or the open-source community. 

3. Ecosystem Organizing: Deals with how firms work with their customers, 
suppliers, and ecosystem partners in terms of processes, tools used, ways of 
working, and ways of organizing the collaboration. For instance, in some of 
the companies that we work with, the company has internally adopted agile 
ways for working and continuous integration. However, the suppliers of the 
company still use traditional waterfall or iterative development causing the 
supplied parts of the system developed by the company to be updated very 
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4 Validation 

We validate the use of the ESAO model with the help of three individual cases. In all 
three cases either the ecosystem changed or the position of the firms in their 
ecosystem changed and this had implications for the internal as well as ecosystem 
strategy, architecture as well as way of organizing in the different firms. With help of 
the cases we show that being able to analyze, assess, and react to the external 
dimension, i.e., the ecosystem dimension is important for firm’s strategy, internal 
development and way of working. Below we use the ESAO model as an analysis 
framework for three different cases in which we introduce the case, discuss the 
change trigger and analyze the case according to the ESAO dimensions. Due to 
limitations in space of this paper, we can only describe the findings and analysis 
rather briefly. The examples described below are extracted from longer-term data 
collection through interviews, workshops and discussions between researchers and 
managers and R&D engineers. For case study Alpha we held 13 interviews in the 
firm, and had numerous workshops with complementors and end-users (total of 21 
people). In case Beta we primarily held 4 group interviews and workshops with 5-10 
people (total of 20 people) and in case Zeta we held 14 group interviews with 5-10 
people (total of 50 people). Three case studies cannot give sufficient generalization 
for the model, but give an insight in how the model can be applied to analyze the 
complexity of software development R&D. In the anonymous cases we discuss below 
we show that a change in one of the six factors has implications for the other ESAO 
factors. The interviews were held retrospectively in order to capture the full 
implications of these external and internal changes. The companies were therefore 
selected based upon the fact that strategic changes were implemented in their firm. 

4.1 Case Alpha: Ecosystem Changes 

Introduction to Case Alpha. Company Alpha is a Fortune 1000 company 
developing software products and services operating, primarily, on personal 
computers. The company’s products address both consumer and business markets and 
the company releases several products per year, including new releases of existing 
products and completely new products. The products developed by the company 
range in the multi- to tens of millions lines of code and tend to contain very complex 
components that implement national and international regulations. The case concerns 
one of the products of the company that has a user base of millions. For this product, 
the company is the keystone or dominant player in their ecosystem. 
 
Change Trigger. The case study is dealing internally with a changing ecosystem. The 
company had treated its entire customer base as a relatively homogeneous population; 
however, based on market research and customer feedback it became increasingly 
clear that many customer segments existed with unique and specific needs. On the 
other hand with a customer base numbering in millions, there was a growing base of 
developers of both within case Alpha as well as outside of the firm (i.e. 
complementors), that in various non-endorsed ways sought to extend the functionality 
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in the base product with features for individual customers or narrow customer 
segments. From the interviews it was stated that the company could never serve all 
these segments in a cost effective manner.  
 
ESAO Analysis  
Ecosystem Strategy: the case company has a keystone role within their ecosystem 
concerning this particular product. For many years the company either ignored or 
actively discouraged third party developers to extend its product. A number of years 
ago with the advent of the iPhone apps the company decided to adopt an alternative 
ecosystem strategy. It decided to copy the Apple app store model and collect 30% of 
the sales generated by 3rd party developers.  
 
Ecosystem Architecture: the change in ecosystem strategy caused the architects to 
introduce an ecosystem API to the product. However, as the product managed quite 
sensitive data for its users, the company introduced a multi-layered API were certified 
apps would get more access, and non-certified apps only received read-only access.  
 
Ecosystem Organizing: the company decided to pro-actively engage with its 
developer community through the organization of developer conferences, regular 
newsletters and other forms of communication. In addition, the company created a 
certification mechanism that allowed 3rd party developers to certify their application. 
Finally, the company introduced a market place inside its product that managed 
payments (inside apps) as well as entitlement for 3rd party developers. 
 
Internal Strategy: the predominant change in business strategy for the company 
concerned the best ways of serving customer segments. Before the adoption of the 
ecosystem strategy, the ongoing debate within product management, concerned the 
introduction of customer segment specific functionality, versus the increased 
complexity of the product for customers in different segments. After the adoption of 
the ecosystem strategy, interviewees mentioned that the discussion changed and 
focused on the boundary between functionality that should be in generic products 
within the platform and functionality that should be left to the developer community.  
 
Internal Architecture: the impact on the product architecture is two-fold.  

(1) The ecosystem API was introduced which required a careful analysis of 
which parts of the product internals were to be exposed and which would 
remain hidden.  

(2) As the company adopted a certification mechanism, the ecosystem API, as 
well as the rest of the product, had to support the differentiation between 
certified and non-certified apps.  

 
Internal Organizing: the primary change in the internal organization was the 
development of a unit responsible for 3rd party developers. This unit was both 
responsible for certification of apps, as well as for maximizing adoption of the 
product platform by 3rd party developers. Internally, this unit became the champion 
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for 3rd party developers. Additionally the implementation of certification and API also 
implied new ways of working within the firm.  

 
Reflection: In this case it was clear that the change trigger initiated from the 
ecosystem organizing level, in which the firm noticed changes in the way of 
interacting and collaborating with customers and developers. As is clear from this 
case, when a product reaches a customer base number in the hundreds of thousands 
and millions, there will be significant pressure by both customers and 3rd party 
developers, to ‘open up the product’ for customer and customer segment specific 
extensions. The patterns that we described in this case, is, we believe, quite generic 
for companies in this situation.  

4.2 Case Beta: Pushed Back in Value Chain 

Introduction to Case Beta. The case company Beta is a large global company in the 
embedded system domain. The unit that we studied works with OEM customers 
(Original Equipment Manufacturers) to provide one of the major sub-systems in their 
product. The company worked with the OEM’s in the form of a solution provider, and 
delivered a dedicated subsystem implementation in response to the requirements from 
the OEM. The revenue of the company was generated by subsystem unit sales, where 
a subsystem unit consists of mechanical, hardware and software unit parts. Although 
the company provides software development services for its OEM customers, this was 
a negligible part of their business and received very little attention from general 
management.  
 
Change Trigger. Until recently, the case study company Beta provided the complete 
solution to its OEM customers. Interviewees mentioned that some years ago, a shift 
started to occur in the unit’s ecosystem. First, OEMs were starting to demand that 
software provided by the OEMs would be needed to be integrated in the overall 
solution, frequently replacing functionality developed by the case study company 
Beta. Second, OEM customers began to demand that the case study company 
provided arbitrary compositions of hardware, software and mechanics provided by 
competitors, the OEM and the case study company. For instance, in some cases, the 
case study company was requested to provide its software on hardware developed by 
competitors. In another case, the competitor software needed to be deployed on 
hardware developed by the case study company. The most complicated situations, 
however, were where OEM software, competitor software and software developed by 
the case study company needed to be integrated. The architectural boundaries in the 
three software subsystems did not align with each other, requiring deep integration 
and rework of already developed components to accomplish functional integration 
while achieving the necessary quality attributes. 

During this shift the company’s role in their ecosystem shifted from a turnkey 
solution provider to either a component provider or an integrator that worked under 
the close supervision of the OEM.  
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ESAO Analysis 
Ecosystem Strategy: the role of the case company shifted from a turnkey solution 
provider to a component and integrator role. The case had to respond to what was 
happening in their ecosystem. The company explicitly designed the industry specific 
standardized architecture to coincide as much as possible with the sub system 
interfaces already existing in their platform architecture. This strategy would decrease 
the integration cost of customer and competitor subsystems that needed to be 
integrated into the company’s products.  
 
Ecosystem Architecture: the change in ecosystem strategy was driven by significantly 
increased integration costs, which severely impacted the profitability of the business. 
Due to this strategic change, the ecosystem architecture evolved into a much more 
modular architecture that allowed for replacement of subsystems of components 
provided by other parties.  
 
Ecosystem Organizing: The case company used the existing standardization body to 
drive their standardization efforts. The case had to respond to the changes in their 
ecosystem by changing their role in the ecosystem. Their initial role was being a full 
solution provider but now the case study has shifted towards an integrator role and 
complementor role in their ecosystem.  
 
Internal Strategy: the company went from an almost exclusively unit-based business 
model, towards a business model in which it split its units into three:  

(1) To a hardware-mechanical sales unit model that was based on the traditional 
sales unit model,  

(2) A software license sales and  
(3) Consulting service business where the organization would build and 

integrate software for any hardware mechanics configuration that the 
customer desired.  

 
Internal Architecture: The internal architecture changed towards increased 
modularity. The original architecture was a highly integrated architecture towards 
optimizing hardware optimizing efficiency. This architecture was evolved into one 
into where modularity and decoupling between subsystems was prioritized at the 
expense of resource efficiency.  
 
Internal Organizing: the changing business model and the increased architecture 
modularity caused the following changes in the organization:  

(1) For each type of business model a separate organizational unit was created. 
Especially in software this lead to a stronger separation between product 
platform development and customer projects.  

(2) In order to increase responsiveness to customers the interviewees mentioned 
that they had adopted agile work practices and are currently implementing 
continuous integration practices.  
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Reflection: In this case the changes in the ecosystem architecture with demands for 
integration triggered the other dimensions. As is clear from the description of the six 
dimensions of the ESAO model, there were several bi-directional interdependencies 
in case Beta, such as between the ecosystem and internal counterparts, as well as 
between the three aspects. For instance, although the organization identified that a 
shift in the ecosystem was taken place, no action was initiated until the integration 
costs for customer projects became unacceptably high. In order words, the Internal 
Organization initiated the change in all other dimensions, showing clearly that there is 
no sequential change process like BAPO, but a continuous alignment of the different 
dimensions. 

4.3 Case Zeta: Strategic forward Integration 

Introduction to Case Zeta. The case study company Zeta is a global company in the 
embedded systems industry. The industry in which case Zeta operates is highly 
fragmented with no company having more than 5% market share. The company has 
thousands of competitors, but it has been able to differentiate itself using product 
quality and reliability as key competencies. The products of the company have 
traditionally consisted of a major mechanical component and a minor hardware and 
software component. However, over the last decade, the R&D investment has shifted 
in a quite significant fashion towards software development. The company operates in 
a complicated technology ecosystem, consisting of wholesalers, retailers, installers, 
specification engineers, maintenance and end-customers.  
 
Change Trigger. Over the last decade, many new competitors, especially in Asia 
(India and China), have appeared on the market, causing significant change in the 
ecosystem. Until recently, the original differentiator and niche of the company, i.e., 
quality and reliability, were sufficient to justify its market share and pricing power. 
During recent years, the quality of competitor products has reached a level that this 
differentiation strategy was no longer viable. After analyzing its strategic options, the 
company decided to forward integrate into its ecosystem and to start offering systems 
and solutions for which it originally only provided some of the components. The 
company started to change towards a turnkey provider with complex solutions in the 
HVAC industry (Heat, Ventilation and Air Conditioning). The reason for this is that 
the margins on systems and solutions were an order of magnitude higher than the 
margins of its traditional products.  

 
ESAO Analysis 
Ecosystem Strategy: as the company decided to forward integrate in its ecosystem, the 
company changed its role in the ecosystem from a component role towards a solution 
provider role. One of the main challenges of this change was to avoid upsetting its 
existing customer base. To accomplish this the company focused its new offerings 
initially on geographies were its primary customers have little or no market presence.  
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Ecosystem Architecture: the company originally provided its products as closed 
systems with minimal ability for system integrators and solution providers to access 
the product. Its ecosystem architecture strategy concentrated on two factors:  

(1) The adoption of industry standards to simplify the integration of its products 
as well as products from other manufacturers into systems and solutions.  

(2) It provided an ecosystem API that allowed third-party developers as well as 
its internal systems and solutions groups to extend basic product 
functionality with systems and solutions specific functionality.  

 
Ecosystem Organizing: the company was looking to simplify the integration of 
products from other manufacturers into its own systems and solutions and had little 
incentives to market the capabilities to other players in its ecosystem. Consequently, it 
intentionally limited communication and interaction with others in the ecosystem.  
 
Internal Strategy: although its product margins were under pressure, the company still 
was able to sell its products at a reasonable margin. Consequently, it adopted a dual 
business strategy.  

(1) One the one hand it sought to maximize the scale in its produce 
manufacturing and sales, seeking to drive down costs by maximizing scale.  

(2) On the other hand, it pro-actively build a number of system and solution 
business that, though high margin, were only able to provide limited unit sale 
levels.  

 
Internal Architecture: the product architecture was optimized for minimizing 
hardware resource cost but allowed for extension with ‘apps’ through its ecosystem 
API. The tension in the organization was between minimizing hardware resource cost 
as desired by the product sales organization, and providing excess hardware resources 
in order to allow for system and solution specific apps to be installed on the device.  
 
Internal Organizing: although the organization considered to create separate R&D 
departments for products and systems and solutions R&D, it instead developed a 
governance mechanism that allowed one R&D department to satisfy the hardware and 
software needs of the product systems and solutions business units. The governance 
mechanism consisted of a board representing all relevant stakeholders that met 
frequently, and prioritized the needs of products, systems and solutions.  
 
Reflection: Based on the complex ecosystem strategy of the firm, and their role in the 
ecosystem, the company pro-actively decided to change its business strategy rather 
than being forced by other players in the ecosystem. However, again, this change had 
affect on all dimensions of the ESAO model. As we sought to highlight in this case, 
the importance is the alignment between the six dimensions, not which dimension 
initiates the change.  
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5 Conclusion 

Software ecosystems and open innovation are increasingly important for companies 
as well as market segments. Current ecosystem research primarily looks at the 
ecosystem – but does not link this back towards the internal organization or to the 
implications of the internal organization, software platform or architecture and  
the ways of working. This is a challenge for many organizations for several reasons. 
First, the way the organization works internally and the way the company engages 
with its ecosystem need to be closely aligned with each other, as a strong co-
dependency exists between the two. Second, as companies increasingly seek to focus 
their internal efforts on what truly differentiates them and try to outsource as much as 
possible of the non-differentiating activities, the reliance on the ecosystem is 
increasing significantly. Finally, as customers are transitioning from buying products 
to acquiring services, the burden of integrating different products into a dedicated 
solution for customers is falling to ecosystem players that need intimate interactions 
with other players in the ecosystem. However, few, if any, holistic models exist that 
support organizations to better align their internal and ecosystem dimensions. 

In this paper we introduced the EASO model that encompasses elements of both 
the ecosystem as well as the internal organization. The model provides three 
perspectives, i.e. strategy, architecture and organizing, and two dimensions, i.e. 
internal and ecosystem. This provides an approach where the alignment between the 
perspectives and between the internal and ecosystem dimensions can be analyzed and 
improved. The development of a new analysis and assessment model including not 
only the internal organization, but also an external ecosystem dimension is an 
important improvement of earlier models that primarily focused on either the internal 
company, e.g. the BAPO model [13], or that only focus on one of the dimensions like 
the ecosystem, the architecture, or way of organizing. 

Through our case examples we show that the new ESAO model is able to 
incorporate the external and internal strategy, architecture and ways of organizing. 
Furthermore, the model is applicable not only for product-line companies, but also for 
other companies that work with software intensive and embedded systems. Finally, 
the ESAO model is not a sequential model, in which one dimension if followed by 
another dimension. Instead, the ESAO model focuses on analyzing and achieving 
alignment between all the different dimensions. The different dimensions of ESAO 
impact each other and need to be aligned for software intensive organizations in order 
to be able to develop their organization within their particular ecosystem as well as to 
react to changes occurring in their ecosystem.  

From the case examples it also became clear that firms with different roles in their 
ecosystem choose different strategies to either maintain their role or re-act to changes 
in the ecosystem and ecosystem roles. However, the different roles played by firms 
might have an impact on the alignment of the ESAO components. It might be that 
different ecosystem roles imply a trade off or prioritization of the other ESAO 
elements since these different ecosystem roles might have different implications for 
the architecture, strategy and way of organizing within a firm. Future work would 
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need to study the implications of working in multiple ecosystems with different roles 
for the internal and external dimensions. 

The proposed model of ESAO offers an analysis and assessment framework, as 
well as a framework supporting change and development within software intensive 
organizations. In this paper, the focus is on the analysis, but in future work, we intend 
to expand on the other uses for the model as well.  
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Abstract. To create value with a software ecosystem (SECO), a platform owner 
has to ensure that the SECO is healthy and sustainable. Key Performance 
Indicators (KPI) are used to assess whether and how well such objectives are 
met and what the platform owner can do to improve. This paper gives an 
overview of existing research on KPI-based SECO assessment using a 
systematic mapping of research publications. The study identified 34 relevant 
publications for which KPI research and KPI practice were extracted and 
mapped. It describes the strengths and gaps of the research published so far, and 
describes what KPI are measured, analyzed, and used for decision-making from 
the researcher’s point of view. For the researcher, the maps thus capture state-
of-knowledge and can be used to plan further research. For practitioners, the 
generated map points to studies that describe how to use KPI for managing of a 
SECO. 

Keywords: software ecosystem, digital ecosystem, performance indicator, KPI, 
success factor, systematic mapping. 

1 Introduction 

A software ecosystem (SECO) is about “the interaction of a set of actors functioning 
as a unit and interacting with a shared market for software and services, together with 
the relationship among them” [1]. We include here any ecosystem that is based on or 
enabled by software, including pure software, software-intensive systems, mobile 
applications, cloud, telecommunications, and digital software ecosystems. The 
inclusion of telecommunications, for example, is important as many modern software 
services can only be realized with appropriate ICT infrastructure. Companies adopt a 
SECO strategy to expand their organizational boundaries, to share their platforms and 
resources with third parties, and to define new business models [2, 3]. 

A SECO is frequently supported by a technological platform or market that enables 
the SECO actors in exchanging information, resources, and artifacts. Ownership of 
such a platform gives strategic advantages over the other SECO actors. It allows 
satisfying ever-increasing customer demands with limited own resources. It also 
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allows improving one’s own knowledge about the marketplace. Such knowledge is 
necessary for innovation, evolution of a product or service offering, and identification 
of revenue opportunities [4, 5]. 

SECO platform ownership also brings responsibilities. These include the definition 
of SECO performance objectives and management of the SECO to achieve these 
objectives. A SECO is expected to be healthy [6] and sustainable [7]. It is healthy 
when it is productive for surrounding actors, robust, and niche-creating [8]. It is 
sustainable when it maintains its structure and functioning in a resilient manner [6]. 
Health and sustainability are closely linked performance objectives [9] that are often 
found in complex systems [10]. 

Managing a SECO involves definition of how actors, software, and business 
models play together to achieve the SECO objectives [11] in business, technical, and 
social dimensional perspectives [12]. The platform owner uses performance indicators 
for benchmarking and monitoring the resulting ecosystem behavior. Key performance 
indicators (KPI) are those among the many possible indicators that are important, 
easily measurable quantitatively or with an approximation of qualitative phenomena 
[13]. The KPI serve as early warnings about potentially missed SECO objectives [14] 
and to detect patterns that are useful for predicting health and sustainability of the 
SECO [15]. Any deviation from success baselines are recorded and acted upon to 
ensure that the main ecosystem’s objectives are met.  

The here presented study gives an overview of literature on KPI for software 
ecosystems. A systematic mapping methodology was followed to identify and classify 
publications based on the reported research and based on KPI use. The dimensions 
used for classifying research were the type of ecosystem that was studied and the type 
of result that was delivered by the research. The dimensions used for classifying KPI 
use were the researched KPI types, the SECO objectives these KPI were used for. 

The knowledge gap for collecting evidences about KPI studies motivated to 
systematically evaluate distribution of studies and provide guidance for future 
improvement. For practitioners, the generated map describes how to use KPI in the 
management of a SECO. It enables the platform owner in understanding the indicators 
that are important to assess for given SECO objectives. For researchers, the generated 
map describes state of research and helps finding research gaps for understanding the 
definition and use of SECO KPI.  

The remainder of the paper is structured as follows. Section 2 presents the research 
objectives and defines research questions, search strategy, study selection, and study 
quality assessment. Sections 3 and 4 present the results by giving an overview of 
SECO KPI research, respectively SECO KPI practice. Section 5 discusses the results. 
Section 6 summarizes and concludes.  

2 Research Methodology 

The goal of this study is to provide an overview of the research performed to 
investigate the use of KPI for managing software ecosystems. The systematic 
mapping approach [16] allows to map the frequencies of publications over categories 
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to see the current state of research. It also exposes patterns or trends of what kind of 
research is done, respectively has been ignored so far. Mapping the research results, 
in addition to the type of research, reveals researchers’ current understanding of KPI-
related practice. 

2.1 Research Questions 

To provide an overview on publications relevant to KPI use for SECO, two sets of 
research questions are defined in Table 1. With the first set of questions we mapped 
foci and gaps of research about SECO KPI. With the second set we mapped the state 
of practice that was reported by the research. 

Table 1. Research Questions 

SECO KPI Research Rationale 

RQ1: What kinds of 
ecosystems were studied? 

The answer to this question shows the intensity of SECO KPI 
research across application domains and types of ecosystems. 
Skewedness, e.g. due to a focus on just a few types of 
application domains and ecosystems, indicates gaps where 
additional research is needed. 

RQ2: What types of 
research were performed? 

The answer to this question shows the maturity of SECO KPI 
research. The more disproportioned conceptual solutions and 
empirical validation research are, the more there is a need for 
research that compensates. 

Ecosystem KPI Practice  Rationale

RQ3: What objectives 
were KPI used for? 

The answer to this question shows the purposes of SECO KPI. 
It allows understanding when a SECO is considered to be 
successful and when not. Correlation with the answer to RQ4 
allows understanding how the satisfaction of these SECO 
objectives is measured. 

RQ4: What ecosystem 
entities and attributes did 
the KPI correspond to? 

The answer to this question gives an overview of relevant KPI 
that are used to assess achievement of SECO objectives. The 
KPI show how SECO objectives are operationalized and 
quantified. Skewedness, a focus on just one or a few KPI, may 
indicate the degree of universality the KPI have for SECO 
management. 

2.2 Systematic Mapping Approach 

To answer RQ1, RQ3, we followed the systematic mapping guidelines proposed by 
Petersen [16]. We (i) conducted database search with a search string that matched our 
research scope, (ii) performed screening to select the relevant papers, (iii) built a 
classification scheme based on keywording the papers’ titles, abstracts, and keywords, 
and (iv) used this classification scheme to map the papers. To answer RQ2, we 
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modified the mapping process by using the pre-existing classification schemes 
already used in [16, 17]. For RQ4, we built the classification scheme by extracting 
keywords from the main body of the papers and aligning the emerging scheme with 
the relevant software industry standard. The research steps are explained below. 

(i) Database Search.  The study defined the following search strategy. 
Search String. To get an unbiased overview of KPI use in SECO, the search string 

was created with keywords that capture population only. The first aspect used to 
define the population was the ecosystems that can be found in a software context: 
software, digital, mobile, service, cloud, telecommunication, and ICT ecosystems. We 
also included papers that focused on software supply by adding software supply to the 
search string. The second aspect used to define the population was the application or 
use of KPI. We used the terms indicators, metrics, measurements, success factors, key 
characteristics, and quality attributes as synonyms for KPI. To avoid bias about RQ3, 
we did neither constrain for what purpose information was gathered and used. To 
build a broad overview of the research area and avoid bias, no keywords were defined 
in relation to intervention (e.g. monitoring), outcomes (e.g. improvements to a 
SECO), or study designs (e.g. case studies). 

The search string was built by concatenating the two population aspects with the 
AND operator. The search string was formulated as follows: software OR (software-
intensive) OR digital OR mobile OR service OR cloud OR communic* OR telecom* 
OR ict) PRE/0 (ecosystem* OR "supply network*") AND (measur* OR kpi* OR 
metric* OR analytic* OR indicator* OR "success factor*" OR "quality attribute*" 
OR "key characteristic*". 

Search Strategy. The papers were identified using the important research databases 
in software engineering and computer science including Scopus, Inspec, and 
Compendex, which support IEEEXplore and ACM Digital Library as well. The 
search string was applied to title, author’s keywords and abstract of these papers. The 
search did not restrict the date of the publication. 

Validation. We validated the set of identified papers by checking it against the 
papers used in the SECO literature reviews performed by [2, 5]. Each paper used by 
these studies that was relevant for our study had been found by following the above-
outlined database search. 

(ii) Screening of Papers. The inputs for this step were the set of papers identified 
with step (i). The first and second authors screened these papers independently We 
screened these papers to exclude studies that do not relate to the use of KPI for any 
ecosystem-related purpose and to ensure broad-enough coverage of the population. 
We describe here a complete set of inclusion and exclusion criteria. 

Inclusion. We included peer-reviewed journal, conference, or workshop papers that 
were accessible with full text. The included papers describe the use of KPI in an 
ecosystem context or the effects of such KPI on properties of the ecosystem. Due to 
the importance of networking infrastructure and digital information exchange for a 
well-functioning software ecosystem we included telecommunication and information 
technology papers in addition to pure SECO papers. 
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Exclusion. We excluded papers that focused on the use of KPI for managing a 
member of the ecosystem only. For example, papers about the use of indicators for 
managing a single company that participates in the ecosystem, or a product or process 
of that company, were excluded because of their too narrow focus. We excluded 
papers that focused on other ecosystems rather than a software ecosystem. For 
example papers focus on biology, environmental, climate, and chemical aspects were 
excluded. When the definition of software ecosystem did not fulfill in the papers, they 
were excluded. As an example, the paper that considered Bugzilla and email system 
as software ecosystems was excluded, since such systems do not address the shared 
market concept of a SECO definition. Papers that study qualitative indicators using 
qualitative approaches such as a structured interview were excluded. Also, we 
excluded papers that focused on ecosystem design in place of ecosystem 
management. For example, papers about the design of interoperability protocols or of 
products or services offered to an ecosystem were excluded. The papers that do not 
Finally, to avoid inclusion of papers that only speculated about KPI use or effects, we 
excluded papers that did not report any empirically-grounded proof-of-concept. 

(iii) Building the Classification Scheme. To answer the research questions RQ1, 
RQ3, and RQ4 we employed keywording [16] as a technique to build the 
classification scheme in a bottom-up manner. Extracted Keywords were grouped 
under higher categories to make categories more informative and to reduce number of 
similar categories. We built the ecosystem classification scheme by extracting the 
types and application domains of the studied ecosystems. We built the classification 
scheme for KPI practice by extracting KPI assessment objectives, entities and 
attributes used for measuring the KPI. 

The keywords were extracted from the papers’ titles, keywords, and abstracts. 
When the quality of an abstract was too poor, we used the main body of the paper to 
identify the keywords. Similarly, as most of the papers did not included sufficient 
information about entities and attributes measured with KPI inside the abstract, we 
used the main body of the papers for keyword identification. The keywords obtained 
from extraction were then combined and clustered to build the categories used for 
mapping the papers. The clustering of measurement attributes was aligned with the 
categories described in ISO/IEC FDIS 25010 as far as applicable. 

To answer RQ2, we used a pre-defined classification scheme [17] that was used by 
earlier systematic mapping studies [16]. It classifies research types into validation 
research, evaluation research, solution proposals, philosophical papers, opinion 
papers, and experience papers.  

 (iv) Systematic Mapping of the Papers. When the classification scheme was in 
place, the selected papers were sorted into the classification scheme. The 
classifications were then calculated the frequencies of publications for each category. 

To answer RQ1 and RQ2 we reported the frequencies of the selected papers for the 
categories in the dimensions of ecosystems types and application domains, 
respectively in the dimensions of research type and research contributes type. We 
used x-y scatterplots with bubbles in category intersections to visualize the kinds of 
ecosystems that were studied. The size of a bubble is depicted proportional to the 
number of papers that are in the pair of categories that correspond to the bubble 
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coordinates. The visualized frequencies make it possible to see which categories have 
been emphasized in past research and which categories received little or no attention. 

To answer RQ3, we first described the categories identified when building the 
classification scheme and how these categories were expressed in the selected papers. 
This description resulted in a dictionary for interpreting the scatterplots used for 
describing how SECO KPI are used in relation to these objectives. We again used x-y 
scatterplots for showing the frequency of pairs of categories. These pairs allowed us 
to describe the attributes measured for each type of ecosystem entity, the 
measurements used in relation to the SECO objectives, and how KPI are obtained for 
various kinds of entities found in a SECO. 

2.3 Threats to Validity 

This section analyzes the threats to validity for the taxonomies of construct, 
reliability, internal and external validity. 

Construct validity reflects whether the papers included in the study reflect the 
SECO KPI phenomenon that was intended to be researched. The search string was 
constructed in an inclusive manner so that it captured the wide variety of software-
related ecosystems and the many different names given to key performance 
indicators. The common databases, used for software and management-related 
literature research, were used to find papers. Only after this inclusive process, manual 
screening was performed to exclude papers not related to the research objectives. The 
list of included papers was then validated against two systematic studies on software 
ecosystem [2, 5] and found that the review covers all relevant papers.  

Reliability validity refers to the repeatability of the study for other researchers. The 
study applied a defined search string, used deterministic databases, and followed a 
step-by-step procedure that can be easily replicated. The stated inclusion and 
exclusion criteria were systematically applied. Reliability of the classification was 
achieved by seeking consensus among multiple researchers. 

Internal validity treats refers to problems in the analysis of the data. These threats 
are small, since only descriptive statistics were used. 

External validity concerns the ability to generalize from this study. Generalization 
is not an aim of a systematic mapping study as only one state of research is analyzed 
and the relevant body of research completely covered. In particular, the study results 
about the use of SECO KPI, reflects the practices studied in SECO KPI research and 
not SECO KPI practice performed in general. 

3 Results: Ecosystem KPI Research 

The database search resulted in a total of 262 papers, including 46 duplicates. After 
screening and exclusion, 34 papers remained and were included in the study. These 
selected papers were published from 2004 onwards. This section gives an overview of 
the research described in the selected papers. Appendix A lists the selected papers. 
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3.1 Kinds of Ecosystems 

To answer RQ1, Figure 1 gives an overview over the ecosystems that our study found 
KPI research for. The number embedded in a bubble indicates how many papers were 
devoted to a given combination of ecosystem type and application domain (multiple 
classifications possible). Empty cells indicate that no corresponding study was found. 
The number on the category label indicates the total number of papers in that 
category. 

Most of the papers used the term software ecosystem to characterize the studied 
ecosystems. Special kinds of ecosystems were cloud, service, mobile apps, and open 
source software ecosystems. Less frequent were digital ecosystems with 44% of  
the papers. They refer to the use of IT to enable collaboration and knowledge 
exchange [18].  

The papers addressed a variety of application domains. Most common were 
telecommunications, business management and software development. None of the 
remaining application domains was addressed by more than one or two papers. Thus 
research is rather scattered, and the specifics of the various application domains only 
little understood. 

 

 

Fig. 1. Kinds of ecosystems that were studied with KPI research. The label “software 
ecosystem” refers to those that are not considered a digital ecosystem (see main text). 

3.2 Types of Research 

To answer RQ2, Figure 2 presents a map of the kind of research performed on KPI  
in software-related ecosystems. Papers with multiple research types and contributions 
were classified for each combination of research type and contribution they  
presented.  
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Fig. 2. Map of research on SECO KPI and type of contributions 

Experience report papers describe experiences in working with SECO KPI and 
usually describe unsolved problems. Opinion papers discuss opinions of the papers’ 
authors. Conceptual proposal papers sketch new conceptual perspectives related to 
SECO KPI. This category renamed philosophical papers category (described in iii of 
section 2.2) to fit the SECO KPI study. Solution proposal papers propose new 
techniques or improve existing techniques using a small example or a good 
argumentation. Validation papers investigate novel solutions that had not been 
implemented in practice (e.g. experiment, lab working). Evaluation papers report on 
empirical or formal studies performed to implement a solution or evaluate the 
implementation.  

Metric papers describe KPI for SECO. Model papers describe relationships 
between KPI. Method papers describe approaches for working with SECO KPI. 
Finally, tool papers describe support for work with SECO KPI. 

Most research was found in the categories of validation and evaluation. Research 
contributed with metrics, models, or methods. For example, R17 proposes a model 
that explains how health can be measured with relevant indicators (conceptual 
proposal, model) and validates that model with a questionnaire (validation, model). 
R14 proposes a method for assessing services based on Quality of Service indicators 
(solution, method). R19 evaluates factors that affect successful selling in e-markets 
(metric, evaluation). No paper was an experience report or an opinion paper. No paper 
contributed with any tool. 

4 Results: Researched KPI Practice 

The papers included in this study describe the use of KPI by a platform owner for 
achieving objectives with the ecosystem that was enabled by the ecosystem platform. 
This section gives an overview of these objectives and the KPI that were used. 
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4.1 Ecosystem Objectives Supported by KPI 

KPI were used to enable or achieve a variety of objectives. Platform owners aimed, at 
improving business, at improving the interconnectedness between actors, at growing 
the ecosystem, at improving quality of ecosystem, product, or services performed 
within the ecosystem, and at enabling sustainability of the ecosystem (answer RQ3): 

Business improvement. Research has been performed on how to improve business 
at the ecosystem level. The studied business improvements concerned the 
perspectives of ecosystem activity and of commercial success. Ecosystem activity 
related to the level of activity of participating actors, encouragement to participate in 
the ecosystem, and the transaction volume. Commercial success related to sales 
success, innovativeness and competitiveness of the participating actors, and the cost 
of the network that enables the ecosystem. The activity and commercial perspectives 
were mixed in the papers, thus could not be separated in the analysis of the literature. 

Interconnectedness improvement. Research has been performed on how to improve 
interaction in an ecosystem, for example to reduce cost, improve predictability of 
services that are provided in the ecosystem, and manage trust. Interaction 
improvement was studied between individual actors and between whole networks 
contained in the ecosystem. The research differed in terms of lifecycle stage of an 
interaction and covered supplier availability, discovery, ranking and selection, the 
resulting connectivity, interaction evaluation, and the impact of the interaction on the 
actors that participated in it. Interaction improvement was not always an end in itself, 
but was considered essential for generating business activity and sustainability of the 
ecosystem. 

Growth and stability. Research has been performed on how to manage growth and 
stability of the ecosystem. Growth and stability were seen as two factors that need to 
be managed jointly. During growth flexibility and controllability need to be 
maintained. During stability, a continuous co-revolution must happen. Growth and 
stability again are not ends in themselves, but thus contribute to sustainability and 
survival of the ecosystem. 

Quality improvement. Research has been performed on how to manage quality of 
ecosystems. In particular, performance, usability, security, data reliability, 
extendibility, transparence, trustworthiness, and quality-in-use were investigated. 
Quality management was sometimes presented as an ends in itself, for example by 
allowing comparison among multiple ecosystems, enabling diagnosis, improving 
decision-making, and achieving long-term usage of services. At the same time, 
however, quality management was considered to be a means to encourage adoption 
and growth, improve business performance, and achieve sustainability. 

Enable sustainability. Research has been performed on how to sustain an 
ecosystem. Two angles were taken: self-organization and resource consumption. Self-
organization was approached through continuous rejuvenation of the ecosystem. 
Resource consumption was studied in relation of electrical energy. Throughout all 
papers found in this category, sustainability was considered to be desirable ends for 
software ecosystems. 
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4.2 KPI: Measured Entities 

The included papers describe measurements applied to the ecosystem as a whole as to 
the parts the ecosystem consists of: actor, artifact, service, relationship, transaction 
and network.  

Actors. Actors were measured and characterized as follows. They were human or 
artificial. Examples of human or legal actors were sellers and developers that provide 
products to buyers or groups of organizations and firms. Examples of artificial actors 
were nodes in a telecommunication network. An actor engages in transactions in an 
ecosystem and builds relationships to other actors or artifacts. The transactions the 
seller engages in generate profit and revenue for the cost the seller is willing to take. 
Effective actors have knowledge about other actors or the network and has good 
interestingness and reputation for other actors. Actors are also considered to be 
sources and sinks of data and have differing ranges for data transmission. 
Performance of individuals and groups in terms of fulfilled tasks and decisions as well 
as performance of firms and organizations in terms of profits are measured.   

Artifacts. Artifacts such as software, codes, plugins, books, music, or data were 
measured and characterized as follows. Artifacts had a location in the ecosystem. 
They evolve, may have reputation and popularity, and exposed their consumers to 
vulnerability. 

Services. Services were measured and characterized as follows. Services consume 
energy and other resources. Services have quality attributes such as quality of service, 
security, compliance, and reputation. Metadata and service level agreements are used 
to specify the services. The services are not fixed but evolve: services emerge, 
change, and get extinct. A special service was provided by the platform that laid the 
fundament for the ecosystem. It was characterized in terms of attributes like stability, 
documentation, portability, and openness. 

Relationship. Relationships were measured and characterized as follows. Actors 
enter relationships with other actors, artifacts, or services. A relationship connects two 
or more such entities. Examples of relationships were business connections and 
telecommunication communication links. A relationship may be transparent and 
express a trust value of the connected entities. A relationship is the basis for 
transactions, thus is used for advertising and building alliances. The transaction, 
however, is constrained by cost and quality of the relationship. 

Transactions. Transactions were measured and characterized as follows. Examples 
of transactions are sales of services to customers, server requests, and commits of 
code files made by developers. They are initiated with an offer that is measured in 
terms of attributes like price and quantity. Transactions also have a price and quantity. 
Other attributes include time to negotiate the transaction, time to complete, energy 
consumption, transmission rate, and buyer satisfaction. 

Network. Networks were considered as sets of entities and relationships that were 
part of a whole ecosystem. Examples were local or application-specific networks. 
Networks were characterized as follows. Networks were vulnerable to security threats 
such as data availability, integrity, authentication, and authorization. Networks 
differed in the node density, degree of collaboration, provisioning cost, and hit rate 
for artifacts. 
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Ecosystem. Full ecosystems were characterized as follows. They have quality 
attributes like size, performance, security and energy consumption that can also 
characterize networks contained in an ecosystem. In addition, ecosystems exhibited 
lifelines, diversity, stability, transparency, healthiness, and sustainability.  

This section and next section collaboratively provide answer for RQ4. The map in 
the left part of Figure 3 shows the entities that were studied in relation to the 
ecosystem objectives. Most research studied the measurement of the overall 
ecosystem to enable quality or business improvement. For example, R17 describes 
how performance of the ecosystem affected user satisfaction, and R13 shows how 
analytics applied to the ecosystem can be used to improve business. Considerable 
research was also devoted to improving the interconnectedness of the ecosystem, 
where attributes of the products and services played an important role and also to the 
role of platform measurements to grow the ecosystem and improve quality. For 
example, R6 described how to use a service similarity measurement was used to 
improve ecosystem connectivity. R2 described how growth, diversity, and entropy 
measurements of a SOA platform were used to increase growth. R4 described how 
communication quality measurements were used to improve the quality of a 
telecommunication ecosystem. 

The map also shows areas where no research was published. For example no 
research studied the role of network measurements for objectives other than 
sustainability and quality improvement. 

 

Fig. 3. Map of measured entities and measurement attributes in relation to ecosystem objectives 

4.3 KPI: Measurement Attributes 

To make the state and evolution of the ecosystem and of its elements visible, a broad 
variety of attributes were measured. 

The following attributes categories emerged when clustering the attributes 
described in the included papers. Figure 4 shows how classes of quality attributes 
were merged toward new categories. The size category includes attributes to measure 
size and growth. Diversity includes attributes to measure heterogeneity and openness 
for such heterogeneity. Financial includes attributes to measure economic aspects 



 KPIs for Software Ecosystems: A Systematic Mapping Study 205 

such as investment, cost, and price. Satisfaction includes attributes to measure 
satisfaction and the related concepts of suitability, interestingness, learnability, 
usability, accessibility, acceptability, trust, and reputation. Performance includes 
attributes to measure performance, including resource utilization, efficiency, 
accuracy, and effectiveness. Freedom from risk includes attributes to measure the 
ability to avoid or mitigate risks and includes the related concerns of security, 
reliability, maturity, availability, and other related guarantees. Compatibility includes 
attributes to measure the degree to which an entity can perform well in a given 
context, interoperate or exchange information with other entities, and be ported from 
one context to another one. Maintainability includes attributes to measure flexibility, 
respectively the ability to be changed.  

The right part of Figure 3 gives an overview of the attributes referred to by KPI. 
Most research studied measurements of satisfaction, typically to improve business or 
interconnectedness. An example of such research is R13 that describes the use of 
seller reputation to improve business. To support quality improvement, all 
measurement attributes that relate to quality were included in at least one research 
paper, except for maintainability and size. Similarly, size measurements did not play 
any role other than for growth and stability. 

The left part of Figure 5 shows how the ecosystem elements were measured. 
Satisfaction was a common attribute that was measured for any entity except for rules. 
This shows that a same attribute can be measured or analyzed for different ecosystem 
entities. Also it is revealed that similar measurement attributes might be collaborating 
to measure different ecosystem elements. As an example CCCI (correlation, 
commitment, clarity and importance) measurable attributes were used to measure trust 
as well as reliability. 
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Fig. 4. Merging classifications of measurement attributes 
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The overall ecosystem was the most comprehensively measured or analyzed entity, 
with a special focus on satisfaction, freedom from risks and performance. Some 
examples of such satisfaction measurements are provided by R13 that measured usage 
and acceptability of an ecosystem. The platform followed with the second-largest 
variety of measurements. R2, for example, measured entropy and diversity to 
characterize platform complexity. Only narrow sets of measurement attributes were 
applied to the business partner, interactions, and business. 

 

Fig. 5. Map of measurement attributes in relation to the measured entities 

5 Discussion 

The study provides a classification of KPI relevant papers in understanding 
researches, relationship with the practice, and assessment of research outcomes. This 
classification contributes to taxonomy, which can help for closer examination of the 
ecosystem or platform owner objectives, making them more recognizable in designing 
KPI. New KPI can be extracted for an ecosystem using this taxonomy, and existing 
KPIs can be extended or restructured applying the generic structure of the taxonomy. 

The literature map indicates that KPI for software-based ecosystems is a thin area 
with work at all maturity levels. Journal, conference, and workshop papers exist. 
However, the number of publications is not sufficient, and many application domains 
for ecosystems addressed with just one or two papers. Although formulation of KPI 
might be domain dependent and similarity of objectives is not the only factor to select 
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a KPI, however due to insufficient study it is difficult to state whether characteristics 
of a domain, for example regulation of healthcare, affects the KPI of the ecosystem 
that targets that domain. 

The included research on ecosystem KPI mostly addresses ecosystem 
measurements or measurements of satisfaction, performance and freedom from risks. 
Measurements other than satisfaction that are applied on elements contained in the 
ecosystem are comparatively little researched. A broader understanding of KPI would 
increase a platform owner’s flexibility in measuring, analyzing, and using KPI for 
decision-support. The understanding of a greater variety of KPI would also contribute 
to increased transparency of status, evolution, and other aspects of the ecosystem. 

6 Conclusion 

The here presented study gives an overview of literature on the use of KPI for 
software-based ecosystems. A systematic mapping methodology was followed and 
applied to 34 included studies published from 2004 onwards.  

To respond to RQ1 and RQ2, research was broad but thin. Two major kinds of 
ecosystems were researched: software ecosystems and digital ecosystems. Many 
application domains were addressed, but most of them with one or two papers only. 
The published research was mature with journal, conference, and workshop papers 
that covered metrics, models, and methods. In response to RQ3 and RQ4, KPI 
research was skewed. Most research studied ecosystem KPI for improving the 
interconnectedness between individual actors and subsystems of the ecosystem. 
Overall, most KPI were about satisfaction, performance and freedom from risks 
measures.  

The results of the mapping study indicate that more research is needed to better 
understanding of KPI for software-based ecosystems. In particular, a deeper 
understanding of how the application domain affects an ecosystem’s KPI is needed. 
Also, an important research opportunity is the identification, analysis, and evaluation 
of KPI. Such research could make the work with KPI more flexible, because a greater 
variety of KPI would be known and available for the practitioner to use. 
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Abstract. Ecosystem governance becomes gradually more relevant for
a set of companies or actors characterized by symbiotic relations evolved
on the top of a technological platform, i.e. a software ecosystem. In this
study, we focus on the governance of a hardware-dependent software
ecosystem. More specifically, we evaluate the governance model applied
by Axis, a network video and surveillance camera producer, that is the
platform owner and orchestrator of the Application Development Partner
(ADP) software ecosystem. We conduct an exploratory case study col-
lecting data from observations and interviews and apply the governance
model for prevention and improvement of the software ecosystem health
proposed by Jansen and Cusumano. Our results reveal that although
the governance actions do not address the majority of their governance
model, the ADP ecosystem is considered a growing ecosystem provid-
ing opportunities for its actors. This can be explained by the fact that
Axis, as the orchestrator and the platform owner, does not address the
productivity and robustness of the ecosystem adequately, but has a net-
work of vendors and resellers to support it and some of the governance
activities (e.g. communication) are achieved by non-formal means. The
current governance model does not take into consideration.

Keywords: software ecosystems, governancemodel, hardware-dependent
ecosystem.

1 Introduction

Nowadays, the software development effort is rarely constrained to a single com-
pany investing into developers, technology, marketing and sales activities [1,2].
Forming alliances, participating and benefiting from the capabilities offered by
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a software ecosystem, or using open source software, are just a few examples of
the development strategies that gain importance in software business. These new
forms of collaboration via the “sense of community” [3] come at the expense of
decreased control and resulting increase of challenges associated with long term
planning. Further, the trade-off between being in control and opening up to
ecosystem participants range from technical interface issues to business strate-
gies [4]. Software companies that want to be successful in this context need to
learn to open up their platforms and interact with other actors on the ecosystem
level, while at the same time ensuring that the strategic goals are fulfilled. These
companies need to become orchestrators that mainly determine the growth of
their ecosystems [2] and govern them.

Several authors have studied software development governance [3,5,6] and pro-
posed different governance techniques, e.g. incremental commitment model [7],
decision right automation [8], and transaction cost model [9]. Governance in
agile software development was also extensively studied [9,10,11,12,13,14]. In
the field of software ecosystems, the governance of an ecosystem is argued to
have an impact on the overall health of the ecosystem [1,4,15], i.e. “the extent to
which an ecosystem as a whole is durably growing opportunities for its members
and those who depend on it” [16]. Jansen and Cusumano [1,2] have developed
a governance model aiming at preserving or improving the health of an ecosys-
tem. The model addresses governance strategies according to the three areas of
ecosystem health, inspired by Iansiti and Levien [16]: productivity, robustness
and niche creation. To the best of our knowledge, no study has reported the re-
sults from evaluating this governance model on a hardware-dependent software
ecosystem, where hardware plays a dominant role in the value creation process
and where the customers purchase hardware devices with software installed on
them. Software, in this case, is an enabler for functionality and the main driver
for extendability, but without underlying hardware it provides little value to the
customers.

In this paper, we assess the governance activities performed by Axis, a net-
work video and surveillance camera producer, the orchestrator and the platform
owner of the Application Development Partner (ADP) software ecosystem by
investigating the following research question:

What governance activities are performed by Axis as a platform orches-
trator?

We conducted an exploratory case study collecting data from a series of obser-
vations and interviews and applying the above mentioned model of Jansen and
Cusumano to assess the governance of Axis in the ADP ecosystem. Our results
show that although Axis meets only part of the model aspects, it is considered
from the surrounding actors as a valid ecosystem to participate. Finally, our
case study shows that some of the aspects in the model should be expanded to
include wider perspectives of governance.

The rest of this paper is structured as follows: Section 2 presents background
and related work. Section 3 presents the details about the case company and
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Section 4 describes the methodology. The results are presented and discussed in
Section 5 and the paper is concluded in Section 6.

2 Background and Related Work

Developing strategies for effective software ecosystems governance and orches-
tration was outlined on the agenda for software ecosystems research by Jansen
et al. [3]. Several authors have studied software development governance. Chu-
lani et al. [5] outlined definitions and suggested managing value, developing
flexibility and controlling risk and change as the main concerns of software de-
velopment governance, while Bannerman [6] studied software development gov-
ernance from meta-management perspective. Several approaches for software
development governance were suggested, e.g. based on incremental commit-
ment model [7], using decision rights automation [8], linking long-term busi-
ness with release planning [9], and using the transaction cost approach [17].
Quite a few articles explore software development governance in agile develop-
ment [9,10,11,12,13,14], yet they do not focus on large-scale hardware-dependent
contexts. Only one study explored a context of similar size compared to our
case company [11]. From the software ecosystem perspective, Baars and Jansen
proposed a framework for software ecosystem governance [15], Jansen et al. [4]
examined the ecosystem governance from the perspective of the openness of an
ecosystem and Jansen and Cusumano [1,2] build on the top of the two previous
studies above to create a governance model for the prevention and improvement
of software ecosystem health.

Software ecosystem health is closely related to ecosystem governance: the
proper governance decisions can increase the ecosystem health while, ecosystem
governance can be evaluated by the effect it has on the health of the ecosys-
tem. Related work contains a number of studies about the health of software
ecosystems [18,19,20,21].

3 Case Description

Axis is the market leader within network video and surveillance cameras [22].
The company is based in Lund, Sweden, but has offices in 41 countries, partners
in more than 179 countries and has 1400 employees [23]. Today Axis’ profits are
mainly related to sales of camera units, utilizing the two-tier business model with
indirect sales. Several different actors such as distributors, system integrators and
technology vendors are required to provide complete solutions to end customers.
As the amount of software in the video surveillance cameras continues to increase
and gains more importance, Axis sees the potential in exploring and developing
their hardware-dependent software ecosystem.

The Application Development Partner (ADP) is one of the three partner
programs at Axis, together with the Application Development Service (ADS)
and the Gold Application Development Partner (Gold ADP) programs. The
access to the program is rather easy but in order to advance on to higher levels
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Fig. 1. The software ecosystem surrounding the ACAP, also published in [27]

actively engaged with Axis, companies have to prove that their solutions generate
a certain amount of camera sales [22].

The ACAP (Axis Camera Application Platform) ecosystem is based on an
open application platform that enables development of third party applica-
tions to meet evolving end user needs [24]. Thus, the ecosystem resembles an
application-dependent ecosystem based on a successful platform i.e. the platform
offers customer value without third party applications [25,2]. Furthermore, the
ACAP ecosystem can be considered as screened but free [26]. Axis controls the
list of extensions available in the ACAP ecosystem but is not handling any sales,
neither offering any joint way of purchasing the ACAP applications. Customers
of the ACAP applications are redirected to the websites of the companies de-
veloping the ACAP applications in order to download or purchase them. This
flow of sales is included in red in Figure 1. Optionally, Axis can offer a licensing
system which could also be seen as a part of the extension market. As the main
source of revenue for Axis remains camera sales, we consider this ecosystem as
hardware-dependent.

Axis is the platform leader which has the biggest influence on the decision
about the ecosystem, see Figure 1. The main group of external actors constitute
the Video Management System (VMS) developers who develop external prod-
ucts, running on servers or similar, and most of them receive image output or
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control cameras. Both small local and large global system integrators and re-
sellers are among the actors and they could be classified as vendor since they
generate profit on selling products produced by the ecosystem. Distributors are
also among the actors of this ecosystem but they mostly incorporate software
into cameras before selling them [28]. End customers indirectly influence the
evolution of the ecosystem via their requirements and needs.

Why Axis? Axis was selected as a case company due to the following rea-
sons: (1) it is a large company that operates globally, (2) it develops embedded
systems and provides a case of a hardware-dependent software ecosystem, (3) it
does not have any direct sales of the products to the end customers, and (4) the
end customers do not get directly involved in the development or strategic deci-
sions about the ecosystem and (5) Axis was the market leader also without an
ecosystem, which differs from, for example, Android case where Google created
the Android ecosystem to enter and become a significant player in the mobile
phones market.

4 Research Methodology

As the case company is relatively new in software ecosystems, an exploratory
case study method was considered suitable [29]. The main focus of the case study
was to understand bridges and barriers in joining the ACAP ecosystem and to
investigate the governance model activities. The results regarding the identified
motivating and hindering factors are reported in a separate report [27] while this
paper focuses on the governance activities.

The study followed the case study process proposed by Runeson et al. [29].
During the pre-study phase, the company specific literature and related work
were studied. Next, ten exploratory interviews among practitioners knowledge-
able in the ACAP ecosystem were conducted. The following respondents were
interviewed during the pre-study: Global Partner Managers, Product Manager
Solutions & Integration Programs, Manager Partner Marketing, Global ADP
engineer, Director of System & Services, Senior Engineer for Video Hosting Sys-
tems, Business Development Managers, Product Manager API & Components
and ADP program manager.

In the next phase, we conducted eight interviews with external developers
developing the ACAP applications as well as formal and informal discussions
with the Axis employees. Four companies involved in the interviews have an
existing ACAP application while the two other companies are not participating
in the ACAP ecosystem. Among the participating companies that have ACAP
applications, two are quite small with up to 20 employees and two are signif-
icantly larger with over 100 employees. These companies offer video analytics
solutions based on the ACAP platform. The interviews were transcribed, coded
and analyzed by two authors, supervised by more senior authors. Similar state-
ments were put together and abstracted into meta-statements that formed the
results statements. The results regarding the ecosystem participation improved
the understanding of the governance activities, including some underlying rea-
sons for performing them. In addition to the above mentioned external partners,
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20 practitioners were involved in gathering the data about governance model in
both formal meetings and informal discussions. The information gathered during
these meetings was systematically stored and analyzed with the similar approach
than the interview data. Interesting facts were put together into meta-level facts
and compared with the descriptions of the governance activities. The resulting
mapping of the performed and not performed activities was presented to the
practitioners for validation. By identifying connections and correlations between
governance activities, the contextual factors and the identified bridges and bar-
riers to participate, we created an understanding of how governance affect the
participation in the ACAP ecosystem.

4.1 Validity Analysis

Construct validity refers to possible imperfect operational measures used as a
representation of the studied phenomena [29]. There is a risk that the inter-
view questions were not interpreted in the same way by the researchers and
the interviewees. To mitigate this threat, we piloted the interview questions
on three employees at Axis and two researchers in two iterations. During the
interview transcription, potential out of context quotations were discussed and
resolved. The list of evaluated governance activities is based on previous work [2]
and therefore their suitability as operational measures is confirmed. Finally, the
results of the study were presented and discussed with the participants at a
workshop.

Internal validity deals with potential confounding factors that may affect stud-
ied causal relations [29]. Due to exploratory nature of this study, causal relation-
ships were not considered as the main focus of the study. Therefore, although
members of a software ecosystem are often described as closely affecting each
other in complex networks [25], the impact of this threat on the validity of the
results is minimal.

Reliability refers to the potential biases in the collected data and the analysis
methods used by the researchers [29]. We used the governance activity model
published earlier, without changing any of the activities. Moreover, we created
the interview instrument guided by the existing model and made sure that all rel-
evant aspects were covered in all interviews. However, due to the semi-structured
nature of the performed interviews, there are some small differences between the
depth of the covered aspects among the interviewees.

External validity discusses the transferability of the findings outside the inves-
tigated case. Like for any single case study, threats to external validity remain
the main issue in our case. We attempted to mitigate these threats by providing
extensive characterization of the studied context [29], including the characteri-
zation of the studied ecosystem in order to ease later comparing. Moreover, the
studied governance activities are published [1,2] and by using them we allow
other cases to be directly comparable with our results. Finally, we would like to
stress the exploratory nature of this study.
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5 Governance Activities Performed by Axis

The evaluated governance model for ”ecosystem health preservation and im-
provement” [1,2] focuses on niche creation, robustness and productivity. The
model distinguishes between the software (service) platform and the standard
ecosystems, and focuses on the activities that the platform leader should perform
in order to improve her position in the software ecosystem. In our case, Axis is
the main owner of the software platform which means that the ecosystem is
privately owned.

The activities outlined by Jansen et al. [1,2] were compared to Axis’ current
activities and the results are presented in the subsections that follow. Each activ-
ity is marked as [YES], [NO] or [PARTIALLY] depending on to what degree
the activity is performed.

5.1 Activities Connected to Niche Creation

Expand applicability [YES] The purpose of the ACAP is to expand the appli-
cability of Axis’ cameras to increase sales. Axis is expanding the applicability of
the platform by providing access to new features and by releasing more powerful
cameras created for new environments. The expansion of applicability should
increase the variety of ecosystem participants. This, in turn, may contribute to
creating many diverse niches which could allow the ecosystem participants to
specialize in their areas, create new products that attract customers to the plat-
form that otherwise would not have been reached [1,2] and avoid head-on com-
petition [30]. However, as the participants are active within the same industry
and provide similar types of applications, the expansion possibilities are limited,
causing entry barriers for one of the two studied companies that currently do
not develop ACAP applications.

Make strategy explicit [NO] None of the interviewees received explicit infor-
mation about the ACAP strategy and only some respondents stated that they
implicitly received this information during discussions and collaboration with
employees at Axis. Axis has no explicit strategy for ACAP but has transparent
relationships with developers. The possible interpretation could be that transpar-
ent relationships are enough to ensure niche players about their future position
within the ecosystem [1] and create trust among participants towards the plat-
form leader’s intention and commitment. This approach seems to be efficient for
relatively small number of ecosystems players just like in our context.

We have not identified any trust issues among the ACAP developers partici-
pating in the study. One possible explanation could be that all these developers
had, prior to joining the ecosystem, a relationship with Axis and described it
as good and transparent, indicating increased trust. Also, several companies
received the information about Axis’ strategy implicitly through contact with
Axis personnel. Therefore, it seems that a healthy relationship and transparent
communication decreases the need for an explicitly communicated strategy.

Create API [YES] Axis has created a collection of API:s connected to the
ACAP that reduced compatibility issues, increased the degree of control [1] and
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increased the productivity of niche players [19]. Therefore, creating an API was
described as one of the benefits and reasons to develop toward the ACAP [27].
The need for an API was fostered by: (1) base technology: several product lines,
(2) actors: fragmented customers, and (3) competitors: not offering an internal
standard similar to the ACAP.

Co-development [NO] Axis does not perform any co-development, i.e. joint
development projects with other companies. The lack of co-development has not
had any identified effects on this ecosystem. This result could suggest that co-
development does not attract niche players in this kind of software ecosystem,
which contradicts with the previous studies [1,2]. Another possible interpreta-
tion could be that niche players have knowledge about both the domain and the
platform and thus do not need co-development. This contradicts with the view-
point of Hanssen [31]. Finally, the need for obtaining synergies that can drive
innovation, reduce costs and development time [32] may not be that strong in
our context.

Develop complementary platforms [NO] Axis has no plans to develop com-
plementary platform, thus we consider this activity as not being performed.

Develop new business models [NO] Axis focuses on camera sales and utilizes
the two-tier sales model. Axis has no requirements regarding the ACAP appli-
cation sales and distribution. They provide a free licensing system to the users
of the platform but at the same time is not involved in sales and distribution of
the ACAP applications. Axis offers a licensing for free business model connected
to the platform and is not facilitating any other business models. The possible
interpretation could be that licensing based business models are a good fit for
the environment of this ecosystem.

Axis is restricting third party developers from being a part of their chain
of distribution. This has a negative effect on enabling new niches and business
opportunities by introducing new business models to third parties, e.g. by intro-
ducing a marketplace which enables third party developers to reach customers
they would not have reached on their own [1,2]. Related work by Hagel et al. [30]
suggested that the platform leader’s responsibility is to provide focus through
identified business opportunities and forces connected to the ecosystem.

5.2 Activities Connected with Robustness

Create partnership model [YES] The ADP (Application Developer Partner) pro-
gram is an established partnership program offered to all companies interested
in developing software for Axis cameras and allows to set up rules for partners in
the ecosystem [1,4]. However, the program is explicitly focused on promoting de-
velopers of high volume and broad applications, rather than niche applications,
which most ACAP applications are. Thus, the availability of the program is not
considered as an incentive for the potential ACAP developers [27].

The requirements to reach the highest partner level are steep, hindering the
ACAP developers from advancing to this level due to their size and niched
applications. As a result, the support needed to explain the ACAP developers’
businesses is blocked (also due to lack of sales) by the inability to advance in the
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ADP program. Furthermore, Axis’ partner program does not allow independent
developers, decreasing the variety of the ecosystem.

Do marketing [YES]Axis’ main marketing activities are conducted in order to
increase cameras sales. Marketing activities towards potential ACAP developers
are sporadic and small compared to the marketing of cameras. As a result, the
awareness among customers and developers about the ecosystem is not fully
explored and may negatively impact the ecosystem participation [1,2].

The presence of end customer’s demand to develop ACAP applications sug-
gests that the customers are aware of the ACAP platform. Moreover, as the
majority of the ACAP developers already had a relationship with Axis before
developing the ACAP applications [27], the developers’ awareness and marketing
activities may have only limited effect on participation.

Grow profits [NO] Axis is focusing on camera sales and is not interested
in increasing the profits by providing ACAP applications. However, one of the
requirements to join the gold application partner level is to prove that the appli-
cations generate a certain amount of camera sales. Thus, the potential additional
revenue streams for ACAP applications are considered insignificant.

Partner development programs [YES] These programs could help Axis to
strengthen the potentially less productive weak actors that could decrease the
health and stability of the ecosystem. Axis’ learning center provides training,
seminars, classroom training, tools and quick reference help [33] and is accessible
for members in the ADP program.

The learning center is not designed as a program, but rather as a source of
information, support and training. Axis does not offer any financial support to
partners, but the main reason for a development program is to help strengthen
members of the ecosystem and that is fulfilled today. The technical expertise
delivered by Axis was found to ease the transition to the platform and to im-
prove the perceived quality of communication with developers, which was also
considered as one of the reasons to join this software ecosystem [27].

Form alliances [PARTIALLY] Axis has existing alliances with many rele-
vant companies within the industry through their partner programs, see
Section 3, but the focus of these relationships is not on the ACAP or its ap-
plications. Therefore, the opportunities of forming sub-groups of participants or
strategic incumbents in a market and in this way increasing the robustness of the
ecosystem [1,16] are not fully explored. The existing alliances within surveillance
industry could be utilized for strengthening the ACAP and its ecosystem.

Stabilize API:s [YES] Axis has stable API:s that remained unchanged after
integration of new features caused by the ACAP introduction. In this regard,
Axis complies with the advices published in related work to ensure backward
compatibility, simplify software configuration [34] and create consistency which
leads to increased trust in the platform [1,2]. Axis is aware that the API:s are
not optimal, but sees it as a higher priority to keep them stable rather than to
change them. This strategy pays off as stable API:s were considered as one of
the benefits and reasons to join the ecosystem [27].
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Raise entry barriers [NO] Entry barriers help to ensure that the right compa-
nies join the ecosystem and can be used as a mechanism to steer its growth [1]. If
entry barriers are too low, the stability of the ecosystem might decrease because
of uncontrolled growth and loss of quality (in developers or the components they
develop) and thereby the increases risk of an unhealthy ecosystem [19]. There-
fore, high entry barriers are a recommended way to increase the quality of an
ecosystem [1,2] by fees, certification programs for the applications and more rig-
orous screening of customers [35]. However if the barriers become too high they
might exclude too many developers and hinder innovation [19].

Axis does not impose high entry barriers to join their application development
program: members only have to be a registered company. However, this blocks
access for independent developers, for example students. The company does not
take any fees or commissions associated with published applications. However,
our results suggest that the barriers could be considered as high (not deliberately
set by Axis) because of the following reasons: the dependence of external software
and other actors, the fragmented customer base of Axis end customers, and the
lack of an accessible way to reach the market.

The domain dependence together with the relatively low number of third party
developers in the studied ecosystem imply that Axis should facilitate participa-
tion and lower entry barriers for newcomers in opposite to what is suggested by
Jansen et al. [1,2]. This confirms previous research which indicated that high
entry barriers might exclude too many developers [19].

Make partners explicit [YES] Axis publishes a list of ACAP developing com-
panies on their company website and thus making the partners explicit [36].

Propagate operation knowledge [NO] Axis does not have a systematic way
to collect end user experiences, knowledge of in-the-field-performance or feed-
back [37] related to ACAP and is hence not able to communicate these to other
members of the ecosystem. Therefore, we assessed this activity as not being
performed. No negative effects of not propagating operational knowledge were
found. One possible explanation may be that Axis’ two-tier business model re-
duces direct contact with end customers and the ability to collect such data.
Therefore, this task might not be suitable for the platform leader in this ecosys-
tem and may not lead to significant performance improvements [37].

5.3 Activities Supporting Productivity

Organize developer days [NO] Before launching ACAP, Axis has hosted a train-
ing session for developers in Lund. However, the current arrangements of train-
ings at Axis do not include the ACAP developers, unless they offer an additional
product and hence are qualified. Therefore, the potential benefits, e.g. increased
interaction [19], a higher degree of connectedness [19], robustness [19,16], more
internal connections, raised awareness of the platform [1] and increased prob-
ability of survival [16] are not fully explored. We discovered that this activity
directly effects the participation in this ecosystem [27]. Enabling new players to
easily connect and creating external standards to increase compatibility could
in this case be also helpful.
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Collaborative marketing [PARTIALLY] Axis does not systematically per-
form collaborative marketing efforts [38] with third party developers. On a case
by case basis, some forms of collaborative marketing are performed at exhibi-
tions and fairs. Thus, the potential benefits derived from fusions of the products
or resource pooling are not fully explored [38].

Create sales partner program and create new sales channels [NO] Axis has a
channel partner program including companies distributing and selling network
video products and solutions. This does not apply to distribution of software or
more specifically ACAP applications. Axis does not have any outspoken strategy
for how ACAP applications should appear on the market. Thus, the possible
increase of sales margins of ACAP software could not be evaluated. One of
the possible reasons is that many ACAP developers are relatively small players
in the surveillance industry and thus less interesting for Axis. It seems like the
opportunity of creating more value by connecting niche players to customers and
enabling more revenue for the ecosystem participants [1,2] (both niche players
and the platform leaders) is not fully explored in our case [19].

However, Axis has historically seized opportunities to cooperate with exist-
ing customers and provided information and sales support, although, this was
done sporadically and through personal connections. As a result, new developers
without industry experience or a relationship with Axis would find it difficult to
identify which relationships are needed to access the end customers [39]. Creat-
ing more established relationship with Axis could reduce the perceived risk [39]
and open access to important information and support.

5.4 Remarks from the Evaluation

Some interesting and important remarks can be made after our evaluation of
the governance model proposed by Jansen and Cusumano [1,2]. Several activ-
ities were confirmed as important and necessary, among them the needs to:
expand applicability beyond the current domain, create and keep stable API:s,
form partnerships, create partner development programs focused on niche play-
ers, support developers by organizing developer days, do marketing and extent
current business models with niche players in mind.

At the same time, only 66% of the niche creation activities, 44% of the robust-
ness activities and 25% of the productivity activities are fully performed by Axis.
Regarding making the strategy explicit, our results suggest that healthy relation-
ship and transparent communication could be a good surrogate for explicit strat-
egy for a relatively small number of ecosystem players. The lack of co-development
and complementary platforms have not had any identified effects on this ecosys-
tem.This result could suggest that: (1) co-development does not attract niche play-
ers in this kind of software ecosystem or (2) niche players have knowledge about
both the domain and the platform and thus do not need co-development, which
contradicts with the viewpoint of Hanssen et al. [31]. The lack of new business
model development suggests that licensing based business models are suitable for
this ecosystem. Due to focus on camera sales and relatively low potential of the
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ACAP applications revenue stream, Axis seems not to be interested in growing
profits from the ACAP ecosystem.

Our results confirm that keeping high entry barriers helps to ensure the quality
of the ecosystem but also limits the participation of independent developers
and students not employed by companies involved in an ecosystem. Similarly,
although Axis does not propagate knowledge about the ACAP ecosystem, we did
not found this having any negative effects. This might be either because of the
specific nature of the ecosystem or because there were other unofficial channels
for propagating knowledge. Finally, the possibilities of creating more value and
revenue via partner programs by connecting niche players to customers [1,2] are
not explored by Axis.

To summarize, out of 19 activities in three areas Axis fully performs 8 activi-
ties, these are marked as “Yes” and two partly, these are marked as “Partially”.
Nine activities, marked as “No” in all three areas are not performed. This could
be an early indication of signs of low health in the ecosystem. However, the
ecosystem is slowly growing in actor size and potential and increasing the value
for the connected actors. According to the governance framework, the ecosys-
tem has low or no governance activities supporting productivity, with only one
activity partially supported. However the Axis ecosystem is differentiated from
most of the ecosystems studied in related work [1,2] by the fact that the plat-
form orchestrator (i.e. Axis) was the market leader before the ecosystem was
created and is not the one supporting the business and revenue models for the
actors. Cameras with or without developed software are packed and distributed
by a set of distributors, resellers and system integrators, that are external to
Axis. Therefore although Axis, as platform owner and orchestrator, does not
undertake governance activities to ensure productivity, this task is covered by
the network of distributors, resellers and system integrators. An expansion of
the model, thus, would be to include activities of vendors and resellers into the
productivity section, support unofficial or non-formal channels for knowledge
dissemination and explore the role of licensing business models in ecosystems
governance. Finally, a necessary addition to the current model could be to con-
sider some activities as satisfy explained which legitimates their absence due to
specific company or business context conditions.

6 Conclusions

In this study, we focus on the governance of a hardware-dependent software
ecosystem. More specifically, we evaluate the governance model applied by Axis,
a network video and surveillance camera producer that is the platform owner and
orchestrator of the Application Development Partner (ADP) software ecosystem.
We conducted an exploratory case study collecting data from observations and
interviews and applied the governancemodel for the prevention and improvement
of the software ecosystem health proposed by Jansen and Cusumano [1,2].

Only 66% of niche creation activities, 44% of robustness activities and 25%
of productivity activities are fully performed by Axis. Our results reveal that
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although the governance actions do not address the majority of the applied
framework, the ADP ecosystem is considered a growing ecosystem providing op-
portunities for its actors. This is explained by the fact that Axis, as the orches-
trator and the platform owner, does not address productivity and robustness of
the ecosystem, but has a network of vendors and resellers to support it and sev-
eral of the governance activities (e.g. communication) are achieved by non-formal
means. The current governance model does not take this into consideration.

In future work, we plan to investigate another hardware-dependent software
ecosystem to enable meta-analysis and comparison. Moreover, we plan to in-
vestigate the impact of the business model utilized by Axis on the governance
activities and further explore how Axis can integrate the potential additional
revenue stream into this business model.
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Abstract. Mobile app stores have changed the way how consumers discover 
and buy private software. Employees and end users in companies expect a 
similar experience and flexibility from their corporate IT. Enterprise software 
vendors (ESVs) therefore create new modular applications and establish their 
own versions of app stores for companies. Two models have appeared on the 
market: the public and the internal enterprise app store (EAS). Public EASs are 
managed and operated by large ESVs serving them as sales and distribution 
channels for their software and the software built by their ecosystem. Internal 
EASs are managed and operated by corporate IT departments to distribute 
applications to company-internal users. We conduct a comparative case study of 
one public and one internal EAS and derive recommendations for corporate use 
to better meet the expectations of today’s business stakeholders.   

Keywords: App Store, Enterprise Application Software, Business Applications, 
App’ification, Enterprise App Store, IT Governance, IT Consumerization. 

1 Introduction 

Enterprise application software, such as Enterprise Resource Planning (ERP) or 
Customer Relationship Management (CRM), is traditionally sold via a highly 
consultative, personnel-intensive process [1]. A customer’s software acquisition 
process is usually governed by a central IT department [2]. Buying cycles of several 
months up to years are still widely common [3, 4] and significant resources are tied 
up on the sales and buying side. This is a costly process for both the enterprise 
software vendor (ESV) and the customer.  

Moreover, from an innovation perspective ESVs struggle with early market 
adoption of newly introduced software products. It is widely accepted in innovation 
management literature that a new product or invention only classifies as an innovation 
if it is adopted by a customer [5]. The innovativeness of a software company should 
therefore not only be measured in terms of “time-to-market”, but also in terms of 
“time from availability to adoption”. This laborious go-to-market model also has 
consequences for the software buying company’s internal innovation process: 
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business units often cannot justify the business case for single requirements and IT 
departments are overextended with consolidating the different needs in the 
organization or are tied up with operating complex IT landscapes, resulting in 
innovation bottlenecks [6, 7]. 

The relationship between business users and IT departments is further complicated 
by a trend referred to as “consumerization of IT” [8]. Consumer technologies such as 
smartphones and app stores are pervasive in many people’s lives. Hence, business 
users are nowadays much more knowledgeable and sensitive towards technology in 
general, but also towards corporate IT and information systems (IS) [9]. Business 
users ask for IT solutions, with consumer-grade usability, supporting ad-hoc use cases 
and request a stronger involvement in the software selection process or want to 
directly select the software they use themselves. Since IT departments, and available 
enterprise software and the related go-to-market process, cannot comply with these 
requirements, the role of the CIO or the IT department is questioned [10, 11]. Another 
consequence is the rise of “shadow IT” [12, 13]: business users circumvent corporate 
IT rules and use their private devices and applications without permission in their 
day-to-day work. 

ESVs seem to have recognized the described multifaceted dilemma: they are 
building new, modular (“app-like”) applications with consumer-oriented user 
interfaces [14] and pursue new go-to-market and software distribution models by 
introducing their own version of app stores1 for companies, trying to reproduce the 
success of app stores in the consumer market. These B2B online sales channels not 
only shift the software acquisition and distribution process from the “offline” to the 
“online” world, but also promise a change in the enterprise software adoption 
paradigm: they favor a business-driven bottom-up approach over the traditional IT-
driven top-down approach [9]. These EASs are referred to as “public EASs” and are 
usually managed by a software provider.  

With mobile apps entering the enterprise and the need for mobile application 
management (MAM), another form of EAS has emerged: the internal EAS2. In 
contrast to the public EAS, the internal EAS is managed by the individual software 
customer company. 

By introducing EASs, researchers expect to effectively counter the problems 
arising with IT consumerization and shadow IT by satisfying the needs of the business 
users, while gaining back control of the IT used in the company [13]. Software 
vendors hope to benefit from the app store model with a reduction in cost of sales, 
increased reach to business users and an acceleration of adoption rates of new 
products [15]. However, software customers seem to be reluctant and adoption rates 
of EASs are still low [16, 17]. One reason might be the uncertainty of how to best use 
these new models in the corporate context, i.e., how to integrate enterprise app stores 
into “sourcing, delivery and support” of corporate IT services [2]. 

                                                           
1 Examples are: SAP Store [19], Salesforce.com AppExchange [43], Microsoft Pinpoint [44], 

Amazon AWS Marketplace [45], Google Apps Marketplace [46]. 
2

 Examples are: SAP Enterprise Store [20], Symantec App Center [47], App47 [48], 
Salesforce.com Private AppExchange [49], OpenPeak Openshop [50]  
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Therefore, the research objective of this study is to investigate the two prevailing 
models of EASs: the public and the internal EAS. The individual use cases are 
evaluated from a software customer’s perspective, the differences of each model are 
highlighted and the respective consequences are discussed. Furthermore, we propose 
to combine the two models to leverage the advantages of both EASs. 

To pursue the research objectives an explorative, qualitative research strategy has 
been chosen, using an idiographic and comparative case study design [18]. SAP 
serves as organizational case study context, since it provides a public EAS, the SAP 
Store [19], and an internal EAS, the SAP Enterprise Store [20]. The article targets IS 
researchers interested in the under-investigated topic of EASs and their implications 
towards corporate IT processes as well as companies evaluating the use of EASs or 
those looking for new ways to provide corporate IT to business units and users. 

The article is structured as follows. After a comprehensive literature review on 
related fields of research, the research methodology is presented. Chapter 3 presents 
the two cases: the public SAP Store and the internal SAP Enterprise Store. Thereafter 
the individual findings are compared and discussed. Based on the outcome of the case 
study a framework is derived how to combine the two models. The work concludes 
with a discussion on limitations of the study, a summary of the findings and a market 
and research outlook. 

2 Related Work 

In this section contributions from multiple streams of research are presented which 
help to explain the novel socio-technological context of EASs or to assess it. The 
works are at the crossroads of IS research and Industrial Marketing. 

IT Consumerization. As described previously, IT consumerization refers to the trend 
that IT innovations are adopted first by consumers and are subsequently diffused into 
enterprise segments [9]. The widespread use of consumer technologies lets business 
users rate corporate IT and IS with the eyes of a consumer: simple and visually 
appealing user interfaces, instant or ad-hoc use, and self-determined selection of 
software are exemplary expectations of business users towards corporate IT. These 
expectations are often not addressed with today’s corporate IS and governance models 
[9]. Therefore the diffusion of consumer technology into companies is often driven by 
individual employees and not controlled or permitted by the IT department 
(“infiltration”) [8]. To provide evidence of this phenomenon, Harris et al. (2012) 
present a survey among 4017 employees: 52% responded that they would at least 
sometimes use their personal consumer devices for work-related activities, 36% stated 
that they would not worry about IT policies in place and just use the technology they 
need to perform their work, and 45% agreed with the statement that private devices 
and software applications are more useful than the ones provided by corporate IT 
[21]. Furthermore, Harris et al. (2012) identify three major benefits of IT 
consumerization for companies: increased innovativeness, productivity, and employee 
satisfaction. If IT consumerization is not managed actively in the company it leads to 
shadow IT [13] and its risks typical IT targets such as data security, reliability, and 
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integrity [21]. Therefore, it is proposed to actively manage IT consumerization or to 
introduce new governance models such as “Bring your own device” (BYOD, [8]). 
Beimborn and Palitza (2013) mention EASs as a promising option to manage 
consumerization and counteract shadow IT [13]. 

IT Governance. Meyer et al. (2003) define IT governance as “a set of principles, 
practices, and measures to ensure corporate targets are met with the used IT, while 
resources are used responsibly and risks are adequately monitored” (translated from 
original German version, [2]). From a process perspective they mention sourcing, 
delivery, support, monitoring, and control as key activities of IT governance [2]. 

Weill (2004) defines IT governance “[…] as specifying the framework for decision 
rights and accountabilities to encourage desirable behavior in the use of IT” [22]. He 
further shows the different fields of IT decision needs and presents different IT 
governance archetypes. The five most important IT decision needs are in the areas of 
IT principles, IT architecture, IT infrastructure strategies, business application needs, 
and IT investment. The IT governance archetypes are defined by “who makes each 
type of decision, who has input to a decision, and how these people are held 
accountable for their role”. According to Weill, the different decision roles can be 
assigned to C-level executives, corporate IT, and business units or process owners 
[22]. EASs overlap with the competencies defined by both definitions of IT 
governance (e.g., sourcing of IT, distribution of IT, IT investment), so it will be 
important to discuss the consequences of EAS use on IT governance, and to propose 
potential strategies, i.e., to define the role of business and IT.  

Organizational Buying Behavior and Enterprise Software Acquisitions. From an 
Industrial Marketing point of view, software procurement is an instance of 
organizational buying and an EAS can be defined as “a set of organizational and 
technological means constituting a centralized infrastructure serving a (individual or 
organizational) software consumer throughout the buying process” [23]. Robinson et 
al. (1967) developed a framework to identify organizational buying situations and 
introduced three “buying classes”: new task, modified rebuy, and straight rebuy [24]. 
According to Webster and Wind (1972), the buying process is carried out by a buying 
center – the set of all the individuals from the buying organization taking on a role in 
the decision process (typical roles are: influencer, decider, user) [25] and involve 
different organizational units, such as the IT department, business units, the 
purchasing department, or workers council. The vendor in turn compiles a “selling 
center” [26] to approach the different interests of the customer stakeholders. 

Based on the early works in organizational buying behavior, researchers have 
investigated factors of influence in the organizational buying process: for example, 
Sheth (1973, 1996) distinguished individual, environmental, and group-organizational 
aspects [27, 28]. Few authors have researched organizational buying in the context of 
software purchases. Based on Webster and Wind (1972), Halingten and Verville 
(2002; 2003) studied the purchase of ERP systems and classified influencing factors 
grouped into environmental, organizational, interpersonal, and individual factors. In 
addition, they analyzed the acquisition process and defined the phases planning, 
information search, selection, evaluation, choice and negotiation [4, 29].  
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Technology Adoption and Acceptance. An enterprise app store itself can be seen as 
an IT innovation. Hence, technology adoption and acceptance is an important field of 
research to investigate the use of EASs by companies and end users. The Technology-
–Organization–Environment framework (TOE) states that innovation adoption 
decisions by organizations are influenced by the technological, organizational, and 
environmental context [30]. The theory most widely used in IS research to study 
adoption decisions by individuals is the Technology Acceptance Model (TAM) [31]. 
It proposes mainly two independent variables influencing the individual’s intention to 
use a specific technology: perceived usefulness and perceived ease of use. 

Software Platforms and Ecosystems. Multiple publications in software platform and 
ecosystem research mention that an “online marketplace” is at the heart of software 
platform offerings (e.g., Platform-as-a-Service, PaaS) [32–34]. PaaS as an 
independent market offering constitutes hardware, software, and service components 
in order to enable independent software vendors (ISVs) to develop and to provide 
software solutions to customers [32]. The marketplace or the “platform store” is 
mainly evaluated in its role of an intermediary (i.e., cybermediary) to market the 
software products developed by ISVs on top of the software platform to customers 
[34]. Giessmann et al. define such a marketplace as follows: “The PaaS provider 
maintains a marketplace where customers can buy software components. The 
marketplace can offer provisions for software requests […]” [33]. The PaaS provider 
is therefore offering both the software platform to develop software components and 
the online marketplace to market and distribute them. Moreover, the PaaS provider 
often offers its own software components via the marketplace [32].  

The understanding of a PaaS marketplace is largely equivalent to that of a public 
EAS. However, it is not necessarily required for the public EAS provider to also offer 
a software development platform to ISVs. 

Enterprise App Stores. The EAS model as such has been the subject of only a few 
scholars so far, though business and technology analysts (e.g., Gartner, IDC) regularly 
rank it among the top strategic IT trends [35–37].  

Novelli and Wenzel (2013) have qualitatively researched the app store model for 
enterprise software (i.e., public EAS) and identified drivers and barriers with regards 
to the organizational adoption of an EAS for different types of enterprise software 
(core solutions, on-top solutions, usage enhancements, IT services) [17]. Moreover, 
they have coined the term “app’ification” in the context of enterprise software 
referring to “app’ified” software if an application is suited for online sales and 
distribution due to its characteristics such as focused scope, trial available, starter 
package, or instant deployment. Furthermore, they provided recommendations on 
how to best integrate EASs with traditional, “offline”, direct sales channels [23]. 

Beimborn and Palitza (2013) have investigated the benefits of internal EASs [13]: 
they define an internal EAS as a software system to provide functions of MAM. 
MAM complements Mobile Device Management (MDM) in corporations by 
managing the lifecycle of mobile apps, including development, procurement, 
distribution, configuration, update, and removal. They have identified benefits of 
using an internal EAS in the areas of IT compliance, app lifecycle management, and 
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total cost of ownership (TCO). Internal EASs as described in their study are 
originating from the mobile app segment; however, they are not restricted to this 
domain and can be applied to other types of software applications as well. 

Neither of the works elicited the different use cases and capabilities of public and 
internal EASs in detail, nor did they contrast the two models. 

3 Methodology and Research Process 

In this study we have opted for an explorative, qualitative research strategy and have 
chosen an ideographic and comparative case study design [18, 38]. Exploratory 
research is preferred in novel contexts where only limited empirical data is available 
or the structures and themes of the studied phenomenon are still unclear. A case study 
design is used to investigate the unique characteristics of one or multiple cases (i.e., 
ideographic) in contrast to cross-sectional designs, where the focus lies on 
nomothetic, generic findings. Comparative designs embody the logic of comparison: 
they intend to better explain a phenomenon when two or more cases are selected and 
contrasted or put in relation [18]. EASs are a novel socio-technological context and 
come in two distinct models. By intensively studying internal and public EASs, we try 
to reveal the most important features, processes, and consequences for software 
customers. Further, the study design allows us to compare the two models and to 
derive additional knowledge which would not have been possible in two unrelated 
studies of the two EAS models. As organizational case study context SAP has been 
chosen. SAP fulfilled multiple criteria at the same time: SAP is one of the largest 
vendors of enterprise software; it operates a public EAS, the SAP Store [19], and 
offers an internal EAS [20]; it provides software platforms and related PaaS offerings 
to enable ISVs to develop and market their own applications [39]; and has a 
comprehensive MDM and MAM portfolio to manage enterprise mobility within 
companies [40]. Fig. 1 illustrates the sequential research process of this study.  

1) Review of 
literature

3) Review of 
public 

documents

4) Evaluation of 
systems using test 
and demo accounts

5) Conducting 
expert 

interviews

6) Creation of 
case protocols

7) Comparison 
of cases

8) Development 
of theory

2) Selection
of cases

 

Fig. 1. Simplified, sequential research process 

After a literature review and case selection, publicly available material was 
reviewed (online documentation: the SAP Store Support Guide [41] and the SAP 
Enterprise Store help documentation [20]). Subsequently, we have been provided with 
a test account to the SAP Store [19] and a demo system of the SAP Enterprise Store to 
analyze the functionality of the respective systems. Lastly, two experts from the 
product management of the SAP Store and the SAP Enterprise Store were 
interviewed. During the interviews we mainly tried to confirm assumptions and 
discuss open questions which could not fully answered by the public material and or 
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test systems. The interviews lasted 45 minutes each and notes were taken during the 
interviews. All findings (public material, test systems, interviews) were recorded and 
integrated in case study protocols. They formed the basis for the comparison of the 
two cases and were used to derive implications.  

The public and internal EAS where studied along various categories: First, their 
respective value system according to Porter (1985) [42] is analyzed to identify all 
relevant stakeholders their roles and relationships. Second, the catalogs are reviewed, 
i.e., which applications are supported by the respective EAS. Last, a detailed 
functional analysis is conducted. Though, we tried to keep the categories in the 
functional analysis equal, they partially differ. This is due to the fact, that the internal 
and public EAS essentially are two different models and support partially different 
processes. To compare public and internal EAS, we used the IT governance process 
[2] to structure the comparison and assess the individual impact.  

4 Presentation of Cases 

In this section the two cases SAP Store and SAP Enterprise Store are presented (cf. 
Fig. 2). First, the value system is reviewed. Second, the supported applications 
(Catalog Management) are analyzed and third, a functional analysis is performed. 

 

Fig. 2. Screenshot SAP Store (left) and SAP Enterprise Store (right, demo system) 

4.1 Case: SAP Store 

Value System. There are three main roles (cf. Fig. 3) in the value system of the SAP 
Store. The software customer uses the SAP Store as an online, self-service 
environment to conduct software acquisitions. ISVs provide the applications on the 
SAP Store and use it as a global, online sales and distribution channel. 

The ISVs are members of the SAP Application Developer Partner program [39]. 
SAP is operating the SAP Store and fulfills the tasks of an intermediary and broker 
(e.g., providing app store infrastructure, catalog maintenance, certification and quality 
assurance, delivery). SAP collects a revenue share from the ISVs and thus participates 
in each sales transaction. Further, SAP provides its own solutions via the SAP Store 
as well and uses it as an online sales channel.  
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Catalog Management / Offering. At the time this study was conducted (August to 
November 2013), the SAP Store offered approximately 1200 solutions. This number 
differs slightly depending on the selected country. About half of the solutions are 
provided by SAP and the other half are provided by around 400 SAP partners. The 
solutions span all industries, business areas, deployment models (on-premise, cloud, 
mobile devices, desktop), and range from simple to highly complex applications. 
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Public EAS
(Public catalog of software 
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Customer

SW 
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SW 
Customer

 

Fig. 3. Simplified value system of the SAP Store 

Functional Analysis. The SAP Store supports the entire buying process from 
information search, evaluation, negotiating and buying, and delivery (derived from 
Verville and Halingten). Below, the functionality will be evaluated for each process 
step separately complemented with non-process-related functional categories. 

Information Search. The SAP Store catalog is organized by multiple categories: 
industry, line of business, or categories for special topics, such as “Analytics” or 
“Cloud Solutions”. In addition to browsing, filtering, and searching the catalog, there 
is a recommender providing personalized recommendations to the user. Three main 
screens support the phase of identifying a solution and gathering information. The 
SAP Store homepage highlights selected solutions and gives personal 
recommendations to the user. The catalog view is a typical list view: it shows search 
results and provides filters. Key information such as short descriptions or price are 
visible in this view and the key transactions can be accessed (e.g., add to cart). The 
solution view provides detailed information on a solution, e.g., functional, technical, 
and pricing details, introduction videos, customer success stories, and screenshots. 

Evaluation. The SAP Store provides several dedicated features to evaluate solutions 
in more detail. Most solutions come with a trial version or demo mode. Simple 
solutions (e.g., which can be installed on the desktop) or which are operated in the 
cloud often have trials with most functionality enabled and integrated sample data. 
These trials are often limited to a certain period (e.g., 30 days). Other solutions come 
in a free version and a paid version. The free version can be downloaded and used 
without time limitations and can serve for evaluation or simple use cases.  

Mobile enterprise apps can be downloaded for free (only the backend components 
need to be purchased) and include a demo mode to try the app. System landscape 
requirements can be evaluated with the so-called “compatibility check”. This feature 
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analyzes the customer’s system landscape and assesses prerequisites of the selected 
solution. The compatibility check informs the user if additional components need to 
be acquired and installed first. The SAP Store provides a selection of social features 
which may also be used to better evaluate a solution. Users can write reviews for 
purchased solutions and provide ratings which are visible to other customers. Further, 
users can recommend a solution to colleagues by using established social networks 
such as LinkedIn or simply e-mail. 

Negotiation and Purchase. If the user decides to purchase a solution, he can add it to 
the shopping cart. The shopping cart shows detailed price information (e.g., fixed and 
recurring fees) and the quantity of items can be changed in this screen. As payment 
option, the user can choose between invoice and credit card. The SAP Store also 
recognizes corporate customer or volume discounts. Once the user proceeds, the 
review screen is shown: in this screen the terms and conditions of the selected 
solutions need to be reviewed and agreed to. Before submitting the order, the user can 
also enter an internal “Purchase Order ID” for correct booking of the order with his 
company’s purchasing system. 

Delivery. The delivery of the solution depends on the deployment model. On-premise 
server solutions, mobile apps, or desktop solutions are delivered via direct file 
downloads (download link is sent via e-mail to the buyer); cloud solutions are simply 
activated and the buyer receives a link with login instructions. The invoice is sent to 
the buyer in a separate e-mail. 

Users and Permissions. There are multiple predefined user roles in the SAP Store 
with different permissions. A “Guest User” is an unregistered user on the SAP Store. 
He can freely browse the entire catalog and can even download free applications or 
demos. A “SAP Store User” is a registered user associated with a company. A SAP 
Store User can fully browse the catalog, use social features (review solutions, 
recommend solutions to colleagues), and buy a few selected solutions using his credit 
card (mainly personal solutions). The “SAP Store Buyer” has the additional 
permission to purchase all solutions available on the SAP Store on behalf of his 
associated company (invoice or credit card). Lastly, the SAP Store Super User can 
invite users to the SAP Store and pre-register them with his company. Further, he can 
assign and revoke SAP Store roles to the individual users.  

Administration and Support. The “SAP Store Account” section allows users to 
access user management, review the details of past SAP Store orders, and view and 
accept quotes. A dedicated support page helps users with questions. Further, SAP 
provides phone numbers, an e-mail address, and a live chat if users have questions 
with regards to the SAP Store or a desired solution. 

Complex Buying Scenarios. The SAP Store is a self-service buying and e-commerce 
platform. However there are dedicated features to use the SAP Store in combination 
with a traditional offline, direct sales channel, e.g., a SAP sales representative. Most 
solutions on the SAP Store also provide a “Contact Me” button to ask for the 
involvement of a salesperson or to provide a “request a quote” transaction. A 
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salesperson then creates this quote offline and loads it back up to the SAP Store. 
There, customer users can review and accept (or decline) the quote. 

4.2 Case: SAP Enterprise Store 

Value System. The SAP Enterprise Store is an internal EAS. It is available for 
purchase as a single product or can be acquired as part of the SAP Mobile Secure 
suite (SAP, 2013). The Value System can be described using four roles. The SAP 
Enterprise Store is hosted by SAP and provided to the customer as a cloud solution. 
The customer’s IT department is managing the behavior and fully determines which 
applications or digital content is available. Employees can discover applications and 
content, and can download, activate, or consume them. Furthermore, the SAP 
Enterprise Store can be used to position selected content not only to company-internal 
consumers, but also to its ecosystem, such as suppliers, partners, subsidiaries, or end 
customers. This way it can be used to enhance the reach of corporate IT beyond the 
borders of the company (cf. Fig. 4). The SAP Enterprise Store can be integrated with 
the SAP Store to pre-fill the catalog with selected solutions from the public EAS. 
Further, it integrates with SAP Afaria, an MDM solution. In this case the SAP 
Enterprise Store replaces the App Catalog as part of Afaria, which is a rudimentary 
version of an internal EAS. 

Catalog Management / Offering. The catalog is fully managed by the customer’s IT 
department and can be used to host different kinds of digital content: mobile apps, 
desktop apps, web apps, or e-learnings. The applications and content provided target 
individuals, i.e., end users. Hence, the SAP Enterprise Store is not meant to distribute 
an entire server application, but it would in this case provide the user-related 
interface, which could be an app or even only a link and license activation. 
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Fig. 4. Simplified Value System of the SAP Enterprise Store 

The SAP Enterprise Store can host solutions which are available in the SAP Store, 
applications developed in-house, or any third-party application. The categories to 
browse the catalog can also be freely configured by the administrator. 
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Functional Analysis. The functional analysis is presented along slightly different 
categories than the SAP Store as the focus lies on the adoption of single applications 
by individual users and the management of these applications by an IT department. 

Information Search. The SAP Enterprise Store is similarly organized as the SAP 
Store and has a comparable look and feel. It can be accessed via the browser or apps 
available for mobile devices. On the homepage the user can enter the catalog by 
categories (defined by the company), search for applications, or select 
recommendations. In the list view, the user can filter the results using multiple criteria 
(e.g., device, line of business). In comparison to the SAP Store the list view shows 
more details with regards to device compatibility (e.g., phone, tablet). The solution 
view displays details of the solution (screenshots, videos, functionality, and technical 
details). In contrast to the SAP Store, there are no dedicated pricing or commercial 
details but more details on device compatibility. The available user reviews can 
further be filtered with regards to a device-specific version. The download or 
deployment of an app can be triggered in the list view and the solution view. 

Evaluation, Negotiation, and Purchase. To evaluate a solution, the user can view 
screenshots, videos, or ratings and reviews. Dedicated features to access trials or 
demos are not available. Once a user decides to use a solution he can download it or 
trigger the delivery. A shopping cart or dedicated buying process is not supported. 

Delivery. The delivery depends on the deployment model of the app and on which 
device the SAP Enterprise Store is accessed. For mobile apps the installation of an 
app is directly triggered if the catalog is accessed from the mobile device itself. 
Where a mobile app is chosen from the desktop version of the catalog, an e-mail 
including the installation link is sent to the user’s e-mail address. For desktop apps or 
other digital content (e.g., e-learnings) a file download is triggered. For web apps 
login credentials and activation links are sent to the user’s e-mail address. The SAP 
Enterprise Store can also be integrated with SAP Afaria, the MDM solution of SAP. 
In this case, a selected app is handed over to the MDM system for device deployment. 

Company-Internal IT Innovation Process and Social Features. The SAP 
Enterprise Store cannot only be used to distribute productive applications but also 
allows in-house developers to upload their own apps, even if these apps are still in 
development. This is supported by a dedicated process and status management: if an 
in-house developer uploads an application he can mark it as “In Development”, 
“Beta”, or “Productive”. Before the app is published, the administrator needs to 
review and approve it first. Eligible users can then review and try these non-
productive apps and provide feedback via the social features of the SAP Enterprise 
Store. In general there are features to review and rate applications and this way give 
feedback to the IT department.  

Users and Permissions. The SAP Enterprise Store integrates with corporate identity 
systems and recognizes users in the intranet. Out of the box there are only two roles: a 
standard user who can fully browse and download apps and the administrator role. 
The administrator can manage the catalog, view usage statistics, adjust the visual 
appearance, create catalog categories, assign users to roles, or even restrict certain 
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catalog content to a group of users or roles. The standard roles can be enhanced with 
additional roles such as developers (eligible to upload apps), beta users (employees 
who have access to non-productive apps), or dedicated roles for suppliers or customer 
companies who only have access to a sub-set of applications. 

Administration. The administration of the SAP Enterprise Store is grouped into two 
categories: Setup and Statistics. Setup includes general settings, visual style settings 
(e.g., apply corporate branding), catalog categories, app management (publish, edit, 
retire, approve/decline new apps), and user and role management. The Statistics view 
shows detailed usage information of the SAP Enterprise Store such as number of 
downloads or uploads and can also be used for license management.  

5 Comparison of the Public versus Internal EAS 

In this section we will discuss how the two presented EAS models help to resolve the 
initially stated dilemma: how to involve business units and users in the IT governance 
and how to establish a bottom-up IT adoption process to satisfy the needs of today’s 
tech-affine employees, and at the same time how to keep control of IT processes to 
 

Table 1. Comparison of key capabilities of the public versus internal EAS model with focus on 
business involvement and IT control along the IT governance process (cf. [2])  

IT Gov. 
Process 

SAP Store (public EAS) SAP Enterprise Store (internal 
EAS)

IT 
Sourcing  Business can identify, gather 

information about, and try new 
business applications 

 IT defines buyers and proactively 
invites business reps to participate 
during external sourcing 

 IT can enable selected business 
reps to make purchases 

 Early involvement of business 
users in in-house development 
projects (internal sourcing) 

IT 
Delivery 

 Instant delivery of software can 
accelerate delivery process 

 Business users select and consume 
apps in a self-service mode using 
a consumer-friendly app catalog 

 Provide apps to ecosystem 
 Secure and instant delivery to user 

devices 
IT Support   Internal EAS can be used to 

distribute updates of applications 
 Distribution of e-learnings  

Monitoring  IT can monitor all purchases on the 
EAS via a central order view 

 Monitoring of app usage, 
downloads, reviews, ratings 

 License monitoring 
IT Control  Define buyer roles 

 Prevent business users from buying 
non-authorized app-lications 

 Define target groups for 
applications (who can access 
which apps) 

 Fully define catalog content and 
visual styling of EAS 
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meet corporate IT targets. In general, it must be said that neither EAS model 
predefines who in the organization takes over which decision role in the areas of IT 
governance (cf. Weill, [22]). Companies still need to define themselves how EASs are 
implemented and used in the organization, i.e., who takes over which part in decision 
processes.  Table 1 presents the capabilities of the two EAS models with regards to 
business involvement and IT control in the main tasks of IT governance (cf. [2]).  

In summary, the studied public EAS focuses on external sourcing, i.e., acquisition, 
of new enterprise software. It can be used to tightly involve business users during the 
identification and evaluation of applications. Dedicated capabilities are provided to 
enable organizational buying (e.g., buyer roles, corporate discount, quotations, 
compatibility check). Still, the provided features allow IT departments to control 
which applications are purchased and buying permissions can be managed actively. 
The self-service paradigm of the public EAS has the potential to increase efficiency 
during external sourcing activities and thus shorten buying cycles, and ultimately 
accelerate the introduction of new enterprise software applications.  

The internal EAS model focuses on the distribution of personal applications to 
employees and the ecosystem. Thereby, it encourages an employee- or rather user-
driven pull model in favor of a push model. IT departments can fully control the 
available content in the EAS catalog. The breadth of supported types of content (web, 
mobile and desktop apps, and other digital content) allows the internal EAS to be the 
single source for employees’ app needs. The roles concept can further be used to 
target specific user groups: to pre-filter the available applications and even to position 
selected applications to the ecosystem. Another noteworthy capability is to actively 
support the internal innovation process, for example by publishing beta apps to a 
selected group of users to receive early feedback. Lastly, the monitoring capabilities 
of the internal EAS inform the IT department about which applications are used and 
which not and help to establish a more accurate and compliant license management. 

Whether the EAS models will be accepted by business users can be analyzed in 
terms of “perceived usefulness and ease of use” (cf. [31]) . Perceived usefulness will 
be rated first and foremost by the applications provided by the EAS. Whereas the 
public EAS catalog is controlled by an external provider, the internal EAS catalog is 
filled by the IT department. In both cases it is important to offer a broad assortment of 
attractive applications. The second determinant “perceived ease of use” will be rated 
according to how convenient software acquisition or adoption processes can be 
conducted using an EAS. Both studied EASs are using a design very similar to 
consumer app stores or well-known e-commerce sites. Hence, it is safe to state that 
most users will be familiar with the interaction patterns of the researched EASs. 

Combination of Public and Internal Enterprise App Stores. Our case study has 
shown that both models support the involvement of business users during software 
selection and adoption, though they focus on different parts of the overarching 
process. Fig. 5 shows a potential combined use of public and internal EASs for a 
given company along the software adoption process. 
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Fig. 5. Combined use of public and internal EASs 

The public EAS can be used for external sourcing of new enterprise software and 
for actively involving selected business representatives during the acquisition process. 
After configuration of the acquired software for corporate use and defining the target 
user groups, the internal EAS provides employees with a consumer-like experience to 
discover and consume (i.e., download/activate) corporate applications. Further, the 
internal EAS helps IT departments to manage and monitor applications along their 
firm-internal lifecycle. 

6 Limitations and Conclusion 

In this study we used an explorative, qualitative research strategy and a case study 
design. Generalizability of qualitative research in general, but especially of case 
studies, is low [18]. Further, we did not involve experts from customer companies as 
we could not recruit adequate candidates at the time of this study (the SAP Enterprise 
Store was released in late summer 2013). Future studies (qualitative or quantitative) 
may research EAS models in the actual customer context and analyze other EASs 
available on the market. 

We studied public and internal EAS models by researching two cases, the SAP 
Store and SAP Enterprise Store. The capabilities of each EAS were analyzed in detail 
and scenarios for practical use were discussed. Special focus was placed on how the 
two EAS models help to involve business users during key IT governance processes, 
especially sourcing and delivery of IT, while keeping control of IT. Moreover, we 
proposed a combined use of public and internal EASs and outlined options how these 
can be used in organizations. In this context we encourage future research to further 
study combinations of public and internal EAS especially in the context of real-world 
scenarios. As a concluding remark, we believe EASs will spur the digitization of the 
software acquisition and distribution process and will enable faster adoptions of IT 
innovations and a stronger involvement of business stakeholders.  
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Abstract. In this paper we study the changes in the pricing models of software 
firms that use cloud computing technologies as part of their products and 
services. This paper presents findings from 324 responses to a questionnaire 
survey on how pricing model elements of software firms have changed as a 
result of adopting hardware virtualization, multi-tenancy, online delivery and 
configurability. The findings suggest that Software-as-a-Service firms – making 
use of the cloud computing technologies – are generally simplifying their 
pricing model, increasing the use of usage-based pricing, reducing the 
customers’ influence and unifying their pricing across customers. These 
changes occur together with standardization of their products or services. The 
findings provide a view to the transformation of the software industry, 
characterized by both technological and business model redesigns.  

Keywords: cloud, SaaS, pricing, software firms, business models. 

1 Introduction 

Software-as-a-Service (SaaS) is both a delivery and a business model for software 
firms defined by technological and business characteristics. Recent literature 
describes SaaS as the delivery of multi-tenant, virtual, web-based and configurable 
application that is accessible through browser [1]–[4]. Applying these technological 
characteristics to its application enables a software firm to offer a cloud computing 
service with the essential cloud characteristics to its customers. Viewing SaaS from 
the business perspective, the model is understood as offered through a different 
revenue logic compared to the traditional licensed software, such as subscription-
based and/or usage based pricing [2], [5]–[7].  

Introducing cloud technologies therefore implies changes not only to software 
architecture but also to business model design. Among the business model elements, a 
well-designed revenue logic is a key condition for commercial success. Pricing 
models influence not only the demand, but have an effect also on the way how users 
use the product or service, and have a long-term influence on customer relationships 
[8]. The revenue logic can also differentiate a product from the competitors and this 
way increase the company's revenues [9]. However, even though pricing is a powerful 
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strategic tool in manager's hands, it also causes challenges to software firms that 
develop SaaS to the market. Information is often difficult to price and the currently 
observed constantly changing labyrinth around software pricing makes pricing even 
more complex [3], [10]–[13]. 

With the emergence of cloud technologies, the software market evolves rapidly  
and the firms’ needs for strategic changes increase. Different studies in current 
literature focus on software firms’ revenue logic and their products and services. 
However, despite of its importance, there is a shortage of empirical evidence on  
how the software firms changed their pricing models due to adopting cloud 
computing technologies. This study fills the gap by analyzing 324 Finnish software 
firms to find out (1) what are the changes in pricing model that are caused by cloud 
computing technologies, such as virtualization, multi-tenancy, online delivery and 
configurability; and (2) whether changes in pricing model elements are caused 
directly by cloud computing technologies or through changes in the firms’ products or 
services offered to their customers.  

The contribution of this paper is two-fold. First, researchers gain a better 
understanding on how the cloud technologies transform the software industry and 
how firms change their value proposition and pricing model after adopting cloud 
technologies. Secondly, the managerial implications provide insights into how 
particular cloud technologies affect different aspects of pricing. 

The structure of this article is as follows. In the next section, we give an overview 
on recent work related to value proposition and revenue logic as key business model 
elements in the context of cloud technologies and describe the hypotheses of this 
research. In Section 3, we describe the research methodology used in this article. In 
Section 4 we present the findings of our analysis. We conclude our paper with 
discussion and summary in sections 5 and 6, respectively. 

2 Theoretical Background 

2.1 Business Models  

Business model is a conceptual model of a business: a description of how a company 
organizes itself, operates and creates value [10], [14]–[17]. The static view on 
business models sees them as a blueprint for the coherence between core business 
model components [18]. Besides others, the core business parameters include value 
proposition incorporating the product/service portfolio [14], [15], [18], [19] and 
revenue logic referring to the structure of income [14], [15], [19]. 

On the other hand, the dynamic view uses the business model concept as a tool to 
address change and innovation in the firm or in the model itself [18]. Changes in the 
model itself can be related to the different phases of the lifecycle of business models, 
such as creation, extension, revision and termination [20]. The reason for these 
changes might be a response to external and/or internal influences. In the literature, 
the advances in contemporary technology are argued to be a key external factor that 
leads to changes in business strategies and processes [17], [19], [21]–[24]. Moreover, 
Chesbrough and Rosenbloom [19] argue that the financial performance of a given 
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firm is associated with developments in firm’s environment, but only through changes 
in the firm’s business model. Besides the external influences, the need for business 
model changes might also come internally. Business models are designed, 
implemented and changed by employees of the company who make decisions based 
on their perception of the firm’s environment [18]–[20]. As a consequence, the 
elements of business models are interrelated and changes in one of the components 
might cause changes also in others [18]. 

There is currently little in the literature that empirically examines just how exactly 
software providers do convert to supplying SaaS. A couple of exceptions to this are 
the studies by Stuckenberg et al. [6], Ojala and Tyrväinen [25] and Novelli [26]. 
While their findings are based on rare cases, they both seem indicate a trend towards 
offering more standardized products and services, increasing customer-facing 
activities and changes in revenue logic towards subscription-based pricing. 

2.2 Value Proposition and Cloud Technologies 

As a core item of business model, value proposition communicates the value that the 
companies’ product/service portfolio creates for the target customers using 
technology [19]. In software industry, the product/service portfolio incorporates the 
set of functionalities of the software, the needed infrastructure and the deployment, 
delivery and maintenance of the software [27], [28]. Specifically, software firms that 
develop SaaS to the market companies employ cloud technologies in their value 
proposition, such as hardware virtualization, multi-tenancy, and web service [1]. 
Besides, a cloud mature application should also be configurable [2]. These four 
technologies give the software firms the means to introduce SaaS service to the 
market, a service which has the essential cloud computing characteristics of on-
demand self-service (through configurability), network access (web service), resource 
pooling (virtualization and multitenancy) and elasticity (virtualization), as they’re 
described in the reference definition of cloud services [29]. 

Hardware virtualization offers an abstract computing platform to the users instead 
of the physical characteristics, such as raw computing, storage, network resources [1]. 
Virtualization also enables encapsulation for the applications, so that they can be 
installed, configured and maintained [30].   

In a multitenant architecture, a single instance of common code and data is shared 
between multiple tenants [31]. Besides the requirements of shared hardware 
resources, shared application and shared database instance, Bezemer et al. [32] 
requires also high degree of configurability in look-and-feel and workflow from 
multitenant software. Some researchers consider also multi-instancy as a form of 
multi-tenancy [33], where a vendor hosts separate instances for each customer within 
shared hardware [33], [34]. 

Web service represents communication over the HTTP protocol, where the 
customers use a browser to use the application [1]. SaaS is therefore also a delivery 
model, software that is available through the network. 

Configurable software offers the possibility for users to modify the application’s 
appearance and behavior through metadata services to meet their needs. These 
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configuration changes might refer to user interface and branding (graphics, colors, 
fonts, logos, etc.), workflow and business processes, extensions to the data model and 
access control [2]. 

2.3 Revenue Logic and Software Pricing Models 

The revenue logic describes the structure of revenues, how the company makes 
money by serving its customers [14], [18]. In software industry, the most common 
revenue streams are: i) monthly or annual subscription fees, ii) advertising based 
revenue, iii) transaction based revenue (customers are charged based on the number of 
transactions they perform), iv) premium based revenue (revenue is generated from 
charging for premium versions besides the free versions), v) revenue from 
implementation and maintenance services and vi) software licensing [28], [35]–[37].  

Software pricing in these above introduced revenue models may base on different 
aspects. The software pricing model parameters of Lehmann and Buxmann [38] and 
the SBIFT model of Iveroth et al. [39] are taken into account in the classification of 
cloud pricing models that describes these models along 7 dimensions [40]:   

1. Scope represents the granularity of the offer, whether it is priced as a 
package or different prices are given for different functionalities. 

2. Base represents the information base the price is set on. The price might be 
decided based on cost considerations, the competitors’ prices, based on 
performance or customer value.   

3. Influence represents the ability of buyers and sellers to influence the price, 
and it contains the options Pricelist, Negotiation, Result-based price, Pay-
what-you-want, Auction and Exogenous pricing.  

4. Formula represents the connection between price and volume, and it 
contains different variations of fix and variable price components. 

5. Temporal rights represent the length of service’s usage period, and it can be 
Perpetual, Subscription-based or Pay-per-use.  

6. Degree of discrimination represents the level of price variety depending on 
the buyer. The software may be offered to the customers with a different 
price in different regions or with a price dependent on the time of buying. 
The price can depend on the acquired volume, software’s quality, or it might 
be even customer-specific. 

7. Dynamic pricing strategy represents the strategy of dynamic price change 
over time. Penetration, skimming or hybrid pricing strategies belong to this 
dimension.  

It can be noted, that these 7 dimensions of cloud pricing framework are different 
by nature: the dimensions Base and Dynamic pricing strategy represents long-term, 
strategic decisions made usually by the upper management; while the other five 
dimensions describe the elements of pricing models that can be modified more easily. 

We chose to use this framework as a starting point for the present study, since it 
provides the most state-of-the-art and the most integrative work in the current pricing 
literature in cloud context. The framework adopts general pricing model elements to 
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software business and cloud context, allowing researchers and practitioners to study 
different pricing model aspects in a systematic, holistic way. 

SaaS business model has an altered licensing scheme compared to the traditional 
software business, where acquiring a perpetual use license represents the common 
method of transaction [5]. Instead, in SaaS the customer organization and the software 
firm agree on a subscription and the software firm develops, deploys and operates the 
software application in its datacenter of choice. This can been interpreted as 
separating the ownership of software from its use [41], [42], hence software is 
provided and consumed as a service rather than as a product. Contemporary SaaS 
pricing models have been studied notably by Lehmann and Buxmann [38], [43]. 
However, their studies focus on the current pricing models of SaaS vendors, rather 
than how pricing models have changed together with changes in technologies and 
value propositions. 

2.4 Research Gap and Hypothesis Development for the Current Study 

In our review of the extant literature, we searched for prior work related to cloud 
technologies, SaaS and pricing models but also the business model concept with a 
special focus on changes in business models that occurred as a response to 
technological changes. We found that different aspects of cloud computing have been 
received moderate attention from the researchers; however, despite of its importance, 
prior literature lacks empirical studies on how software firms changed their pricing 
models due to adopting cloud computing technologies. In current study therefore we 
focus on the role of cloud computing technologies in the pricing models of software 
firms. 

In software business, as a result of technological changes and competitive forces, 
there is a gradual shift in business models towards increasing service revenues [28]. 
With the emergence of cloud computing, software firms not only implement 
technological changes by introducing multi-tenancy, hardware virtualization, 
configurability and internet-based delivery, but these technological characteristics 
imply also changes to the revenue logic. SaaS software is often offered through the 
subscription model billed monthly or even in shorter periods [38]. SaaS vendors may 
often provide their prices through pricelists on their websites [43], indicating more 
transparent and unified pricing across customers, where the influence of the 
customers on prices decreases [40]. A cloud solution is a result of co-operation of 
different value chain partners, where the SaaS provider might pass the usage-based 
pricing metrics derived from the PaaS provider to the end customers. Both customers 
and providers might prefer simple pricing models where different functionalities are 
bundled into one package with one price. [38], [40], [43] 

Based on the claimed characteristics of software firms, we assess pricing model 
changes caused by introducing cloud computing technologies through changes in the 
pricing model elements and we hypothesize that:   

H1. Adopting cloud computing technologies, i.e. introducing hardware 
virtualization, multi-tenancy, internet-based usage of the software and configuration 
through internet is associated with change towards 1) simpler pricing 2) less 
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negotiation 3) usage-based pricing 4) shorter contracts and 5) more unified pricing 
across customers. 

SaaS software is argued to be more standardized than the traditional software: only 
a limited set of functionalities is provided to a larger market segment instead of 
customer-specific solutions [4]. Changes in value proposition imply changes also in 
other business model elements, such as the pricing model [10], [46]. Therefore, we 
assess whether pricing model changes are caused by changes in value proposition and 
we hypothesize that: 

H2. Standardizing the value proposition, implementing a limited set of new 
functionalities is associated with change towards 1) simpler pricing 2) less 
negotiation 3) usage-based pricing 4) shorter contracts and 5) more unified pricing 
across customers. 

3 Research Method 

3.1 Data Collection 

The goal of our empirical study was to capture changes in software firms’ pricing 
models due to adoption of cloud technologies. The data used in this study was 
collected as part of the annual Finnish software industry survey whose primary aim is 
to gather the information about the current state of software industry. The definition 
of software firm followed the tradition of the Software Industry Survey1, focusing on 
all Finnish companies whose main activity is to provide software as products or 
services to the customers. The details of the survey can be found online, so in this 
study we describe the sample and the data collection procedure only shortly.  

The survey follows a modified version of the tailored design [44] and collects data 
using letters and web-based form with email invitations. The mailing list of the survey 
contained key informants of 4878 software firms. The data collection started in April 
and ended in June 2013. The respondents were contacted five times and the data 
gathering resulted in receiving 379 complete and 121 partial responses. 

After collecting the data, we used a filter to select the companies appropriate for 
the goal of this study. As our focus was on firms providing Software-as-a-Service, 
which originate from either software product firms or software services firms, we 
excluded producers of embedded software and software resellers from the analysis. 
Further, since the objective of this study was to examine the factors causing changes 
in the firms’ pricing models, we excluded software firms younger than two years from 
the analysis. In total, 324 usable responses from software companies matched our 
inclusion criteria and were used for the analysis. 

3.2 Concepts and Their Operationalization 

We conceptualized the pricing model of software firms through its dimensions in the 
cloud pricing framework [40]. The pricing model incorporates the granularity of the 
offer, the customers’ negotiation level, the pricing formula consisting of fix and 
                                                           
1 See http://softwareindustrysurvey.org for details about the survey.  
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variable price components, the temporal rights and price discrimination [38]–[40]. 
Cloud technology includes hardware virtualization, multi-tenancy, web-based 
software and configurability [1], [2]. Value proposition was conceptualized through 
the firms’ product/service portfolio that is offered to the customers [19], [45]. 

Since the primary goal of the survey was different from the aims of this study, we 
had to choose between investigating specific changes in the pricing models with 
single-item measures or studying only one pricing aspect in detail. The aspects of 
SaaS pricing are diverse, therefore we could not follow the suggestion of the 
configuration approach [46] to measure one aspect and infer changes to the whole 
pricing model. Thus, we used single-item measurements for measuring and 
interpreting various pricing model changes. 

The dependent variables of this study measure changes in software firm’s pricing 
model during the last three years. We designed the variables based on the 
characteristics of assumed SaaS pricing models: capturing change toward having 
simpler pricing model (labelled “Scope”), toward less negotiation (“Influence”), 
toward usage-based pricing (“Formula”), toward committing to shorter contracts than 
before (“Temporal rights”) and toward more unified pricing across the customers 
(“Discrimination”). We excluded the dimensions “Base” and “Dynamic pricing 
strategy” from our research setting due to their long-term, strategic nature and rather 
concentrated on different operative aspects on pricing models. 

Measuring change in the value proposition was based on the assumption that SaaS 
firms standardize their products and services and implement fewer new functionalities 
to their products/services than before. The five dependent variables and the 
independent variable “Standardization” and “Fewer functionalities” were measured 
with the question “How well these statements describe the change of your company’s 
business model during the last three years?”, where response options were anchored 
ranging from “1=strongly disagree” to “5=strongly agree”. 

The independent variables measuring technology adoption are dummy (binary) 
variables that describe whether or not the companies use hardware virtualization 
(labelled “Virtualization”) multi-tenancy (labelled “Multi-tenancy”), web-based 
software (labeled “Online delivery”) and configurability (labelled “Configurability”) 
in their products and services. These were measured by the question “Which cloud 
computing features were used in your company’s products or services in 2012?”, and 
had the options “Hardware virtualization”, “Multi-tenancy”, “Internet-based usage of 
product or service” and “Configuration through internet (Customer self-service)”. 

The control variables are the size and age of the company (“ln(Size)” and 
“ln(Age)”, respectively). The proxy for the size of the company is the firm’s revenue 
in 2012 and the company’s age is determined based on the age of the firm in 2012. 
Using these control variables is justified. A larger company may have better resources 
to initiate and execute changes compared to smaller firms with limited resources.  On 
the other hand, the more mature companies are likely to suffer from inertial forces 
within the organization that obstructs changes [47].  

3.3 Data Analysis 

In this study we used non-parametric correlations and multivariate ordinal regression 
analyses to investigate the hypotheses. In particular, non-parametric correlations are 
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used to reveal associations between cloud technologies, changes in value proposition 
and elements of pricing models. The ordinal regression analyses were employed to 
assess the pricing model changes attributable to adoption of cloud technologies and 
changes in value proposition. Ordinal regressions treat each ordinal value as an 
independent variable; thus it is possible to examine parameter estimates for a certain 
range of values within an independent variable [48]. 

Before running the data analyses, exploratory tests were carried out to choose the 
most appropriate statistical methods. Specifically, after realizing that the dependent 
variables were negatively skewed, we run the Shapiro-Wilk's test of normality and the 
test was significant. Thus, the sample did not come from normally distributed 
population; therefore we chose to use non-parametric statistics. We also investigated the 
potential presence of outliers. After exploring the data, we detected four influential 
responses visually using box plots and removed them from the analysis. Next, we 
applied Harman's single-factor test to check the common method variance problem, that 
is typical in case of survey research [49]. The unrotated factor solution did not reveal a 
single factor, which would account for the majority of the variance in the model, 
suggesting that the method variance would not be a problem in the data. Different 
concerns are related to the ordinal regression analyses, such as the multicollinearity of 
the independent variables, the choice of link function, and the  proportional odds 
assumption. From the correlation statistics presented in the Table 1, we did not detect 
high correlations between the independent variables; thus, multicollinearity would not 
impede the results. Our choice of link function was driven by the distribution of the 
ordinal outcome as suggested by the literature [50], and we employed Cauchit for the 
 

Table 1. Non-parametric correlations between the variables 

 
 

Spearman rho 1 2 3 4 5 6 7 8 9 10 11 12 13

1 Scope Coefficient 1.000

Significance

2 Influence Coefficient .222 1.000

Significance .001 .

3 Formula Coefficient .218 .106 1.000

Significance .001 .104 .

4 Temporal rights Coefficient .044 .045 .140 1.000

Significance .501 .488 .032 .

5 Discrimination Coefficient .489 .256 .185 .030 1.000

Significance .000 .000 .005 .644 .

6 Virtualization Coefficient .089 .042 .174 -.007 .141 1.000

Significance .170 .519 .007 .911 .029 .

7 Multi-tenancy Coefficient .171 .197 .230 -.093 .159 1.000

Significance .008 .002 .000 .150 .014 .

8 Online delivery Coefficient .131 .040 .182 -.025 .130 1.000

Significance .043 .534 .005 .697 .045 .

9 Configurability Coefficient .234 .146 .180 .020 .125 1.000

Significance .000 .024 .005 .762 .053 .

10 Standardization Coefficient .189 .144 .276 -.020 .261 .230 .200 .106 .070 1.000

Significance .003 .026 .000 .764 .000 .000 .002 .100 .278 .

11 Fewer Coefficient .080 .165 .135 .186 .141 -.060 -.008 -.068 .031 .143 1.000

functionalities Significance .222 .012 .040 .004 .032 .354 .901 .297 .634 .028 .

12 ln(Age) Coefficient -.056 -.076 .047 .063 .025 -.064 -.045 -.059 -.107 .010 .050 1.000

Significance .387 .242 .475 .334 .697 .309 .469 .343 .085 .876 .444 .

13 ln(Size) Coefficient -.127 -.033 .005 .043 .017 .154 .169 .040 .049 .114 -.102 .159 1.000

Significance .056 .621 .941 .519 .802 .016 .008 .539 .443 .086 .124 .009 .
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model “DV=Scope” (outcome with many extreme values), Probit for the model 
“DV=Influence” (the underlying latent trait of the ordinal outcome is normally 
distributed) and Logit for the models “DV=Formula” and “DV=Discrimination” (evenly 
distributed categories). Finally, to test the proportional odds assumption the authors ran 
tests of parallel lines in SPSS. With all the models, the Chi-Square statistics were 
insignificant, indicating that the assumption was not violated. 

4 Results 

The variables and their non-parametric correlations are visible in Table 1. The results 
show that some variables capturing the changes in software firms’ pricing models are 
positively correlated with the adoption of cloud technologies. Specifically, the change 
towards having simpler pricing model (Scope) is associated with multi-tenancy, 
online delivery, configurability; change towards less negotiation (Influence) is 
positively correlated with multi-tenancy and configurability; change towards usage-
based pricing (Formula) is associated with virtualization, multi-tenancy, online 
delivery and configurability; and change towards more unified pricing across the 
customers (Discrimination) is associated with virtualization, multi-tenancy and online 
delivery. However, change towards shorter subscription periods (Temporal rights) is 
not correlated with the use of the technologies; thus, we exclude the ordinal 
regression model explaining this change by introducing cloud technologies from this 
study. 

Change in value proposition toward more standardized product/service or towards 
fewer functionalities is associated with change in different pricing model elements. 
Table 1 also shows correlations between dependent variables. 

Table 2. Ordinal regression models with parameter estimates 

 
 
Results from the ordinal regressions of the four models are shown in Table 2, 

which reports the regression parameter estimates for the levels of dependent variables 
(“DV”), for the independent variables and controls. The table also reports two pseudo 
r-squares of Nagelkerke – for the full model and for controls only – which assess the 

Estimate StdErr Sig. Estimate StdErr Sig. Estimate StdErr Sig. Estimate StdErr Sig.
DV ordinal level =1 -40.651 31.242 .193 -1.477 .527 .005 -.339 .919 .712 -.958 .990 .333
DV ordinal level =2 -.996 .945 .292 .073 .510 .887 .924 .895 .302 1.154 .913 .206
DV ordinal level =3 .749 .947 .429 1.060 .513 .039 2.684 .910 .003 2.760 .926 .003
DV ordinal level =4 4.911 1.306 .000 2.580 .544 .000 5.419 .965 .000 6.186 1.015 .000
virtualization -.132 .285 .644 -.029 .164 .861 .218 .293 .456 .133 .294 .650
multi-tenancy .943 .318 .003 .368 .171 .031 .557 .308 .071 .294 .309 .342
online delivery .069 .304 .821 -.034 .182 .850 .425 .320 .184 .196 .323 .544
configurability 1.043 .311 .001 .155 .166 .351 .351 .297 .236 .226 .301 .453
standardization .329 .140 .019 .101 .079 .199 .518 .140 .000 .394 .141 .005
fewer functionalities .041 .143 .776 .252 .083 .002 .214 .145 .139 .264 .151 .080
ln(Age) -.065 .186 .725 -.199 .104 .056 .180 .183 .325 .118 .187 .527
ln(Size) -.081 .057 .153 -.009 .028 .753 -.037 .050 .457 .027 .051 .588
Pseudo R2 (Nagelkerke) .160 .115 .172 .098
Pseudo R2 (controls only) .003 .016 .004 .004
Model fitting information 536.509 35.630 .000 548.369 24.924 .002 543.388 38.424 .000 509.455 20.534 .008

DV=Scope DV=Influence DV=Formula DV=Discrimination
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overall goodness of fit of the ordinal regression models. While the values give some 
indication of the strength of the associations between the dependent and the predictor 
variables, the authors note that these r-squares should not be interpreted similarly to 
the OLS regressions. However, comparing the r-squares between a model including 
only controls and the full model, the higher r-square on each full model indicates 
better prediction on the outcome. Lastly, the tables include model fitting information 
for the final models; −2 log-likelihood, Chi-square and significance. The values are 
statistically acceptable for all models. This means that the models yield predictions 
more fitting than the marginal probabilities for the dependent variable categories. 

Focusing on the ordinal regression parameter estimates for this study, the 
adoption of multi-tenancy is significant in predicting the change towards having 
simpler pricing model (in model “DV=Scope”, Est.=943, Sig.=.003), towards less 
negotiation ( “DV=Influence”, Est. =.368, Sig. =.031) and to some extent notable in 
predicting the change towards usage-based pricing (“DV=Formula, Est. =.557, Sig. 
=.071). Besides, software firms with highly configurable applications are more likely 
to change their pricing model towards having simpler pricing model (“DV=Scope, 
Est. =1.043, Sig. =.001). The change towards simpler pricing model is also predicted 
by the standardization of the products and services (“DV=Scope”, Est. =.329 Sig. 
=.019). Besides, change in value proposition towards more standardized 
product/service is a better predictor of changes towards usage-based pricing 
(“DV=Formula”, Est. = .518, Sig.=.000) and toward more unified pricing across the 
customers (DV=”Discrimination”, Est.= .394, Sig.= .005) than the cloud technologies. 
Furthermore, change towards fewer new functionalities is the best predictor for 
change towards less negotiation (DV=”Influence”, Est.=.252, Sig.=.002). 

5 Discussion  

The current study supports most of our hypotheses deriving from the literature 
regarding the pricing model changes due to adoption of cloud computing 
technologies. The use of virtualization, multi-tenancy, online delivery and 
configurability are associated with the increased use of usage-based pricing. Besides, 
the use of multi-tenancy and configurability is associated with less negotiation with 
the customers. This can be explained by the fact that multi-tenancy constraints the 
customers’ options for customization [51] that results in the customers’ lower 
influence on both the product/service and its pricing. In addition to the above 
mentioned associations, the use of multi-tenancy, online delivery and configurability 
is significantly correlated with change towards simpler pricing with less pricing 
components. Also, the use of hardware virtualization, multi-tenancy and online 
delivery correlates with change towards more unified pricing across customers. 

Based on the results, multi-tenancy is the most influential factor among cloud 
computing technologies that affects 4 out of 5 pricing model dimensions.  Since 
multi-tenancy is the indicator of a cloud-mature, standardized application, it is not 
surprising that the use of it implies fundamental changes in the pricing as well. Prior 
research accentuates the role of multi-tenancy in the success of SaaS vendors [33]. 
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However, based on this finding we claim that besides implementing multi-tenancy, 
changes most likely occur also in business model elements, such as the revenue logic, 
and these changes contribute together to the success. On the other hand, keeping our 
research method in mind, we cannot rule out the possibility that online delivery, 
configurability and virtualization might be introduced earlier than 3 years, leaving 
some dimensions of pricing models untouched during these last years.  

It has to be noted that based on the empirical findings, the use of cloud computing 
technologies does not imply change towards shorter subscription contracts. Even 
though the use of these technologies enables shorter subscription contracts with the 
customers, the results show that the aim of software companies is to develop longer 
customer relationships. A possible explanation for this could be the possibly heavy 
competition in the market and the firms’ high initial investments whose return need to 
be secured. 

In the current study, besides technological characteristics and changes in pricing 
model elements, our model incorporated also changes towards more standardized 
products/services and fewer functionalities. The results show that change in value 
proposition explains most of the changes in different pricing model elements. This 
underscores the interrelation of different business model elements suggested by the 
literature (e.g. [10], [47]); namely, decisions to individual business model elements 
may affect several aspects of the firm.  

Firms that standardize their products and services change also their pricing model; 
thus, revenue logic is highly important in a firm’s strategy that needs attention from 
the managers. Besides standardizing the software, unifying the pricing across 
customers and using more volume dependent pricing components is justified. 
Standardized, less customer-specific software can be sold for the same price for 
different customers since the minimal customization work offsets the differences in 
the development costs. Standard software may generate more revenues with 
employing usage-based pricing in case there are big differences in the users’ demand. 
With incorporating usage-dependent pricing components into the revenue logic, the 
infrastructure costs are passed directly from the provider to the customers. This way 
the company is able to catch also the long-tail of the market.  

The analysis shows also that companies that implement fewer new functionalities 
give less negotiation power to their customers. Concentrating on the core 
functionalities leaves no or minimal room for user-specific customization work, thus, 
it makes negotiation unnecessary. Hence, SaaS firms offering standard software with 
a limited set of core functionalities usually employ pricelists in their pricing to attract 
customers. 

The strength of associations between variables in this study indicates that 
implementing technological and business models changes is complex. The software 
firm’s managers’ cognitive processes may play an important role in adjusting 
different business model elements, in some cases even greater than the technological 
opportunities. We consider also the possibility that the software firm had already 
executed the changes before, thus, there had not been changes in the last three-year 
period. 
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During the study, we paid special attention to the common possible bias in survey 
research, such as measurement errors, problems related to sampling, coverage, and 
non-response [44]. To reduce the risk of measurement error we attained guidance on 
the survey questions from both researchers and practitioners in the field. Whenever 
available, we applied scales that have been tested in previous studies. One of the 
concerns with the measurements is the use of single-item measures, which are argued 
to insufficiently capture the conceptual domain. However, this claim has been 
challenged by DeVellis [52] by arguing that each item of a scale is precisely as good 
measure as any other of the scale items and that the items’ relationship and errors to 
the variable are presumed identical. Understanding of this perplexity guided the 
authors not to make claims about the changes in pricing model dimensions (e.g. scope 
of the pricing model), but rather about the parameters (e.g. the number of pricing 
model components). 

The software industry survey practically covers and contacts all the Finnish 
software companies; therefore we consider coverage and sampling errors irrelevant. 
The overall sampling rate for the software industry survey nonetheless is roughly 10 
percent, which suggests a potential risk of non-response bias. However, the effective 
sample contained software firms of all types, ages and sizes, and the concern is 
principally if there are theoretically relevant differences between respondents and 
non-respondents. In this case, the effective sample contained sufficient variety in 
dependent variables to support the analysis of the hypotheses. 

6 Conclusions 

Using cloud computing technologies in software applications implies changes also to 
the business aspects of software firms; among which pricing is extremely important in 
achieving success in the competitive SaaS market. The current study fills a research 
gap in the current literature by focusing on the impact of deploying cloud computing 
technologies on different pricing model elements. In this paper the results of the 
research are presented related to the impact of hardware virtualization, multi-tenancy, 
online delivery and configurability on different dimensions of pricing models, such as 
the scope of it, the influence of the customers on pricing, the use of usage-based 
pricing, the temporal rights and price discrimination across customers. 

After analyzing an effective sample of 324 software firms, we conclude that the 
use of cloud computing technologies implies changes in different dimensions of the 
pricing models. The results show that multi-tenancy is the most influential factor, 
affecting 4 out of 5 dimensions, while hardware virtualization, online delivery and 
configurability are associated with changes in some of the aspects of the pricing 
model. Software firms that use cloud computing technologies in their products and 
services seem to make their pricing model simpler, use usage-based pricing, reduce 
the customers’ influence and unify their pricing across customers. They do not, 
however, shorten the length of the contracts with their customers. The current study 
also revealed that changes in pricing models happens together with changes in the 
value proposition; this underlines the interrelation of different business model 
elements suggested also by the literature (e.g. [10], [47]).   
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This study is the first to examine the changes in pricing models of SaaS firms 
empirically and therefore the authors suggest these findings to serve as a starting point 
for future studies. The practical implication of this study is an increased 
understanding about how the SaaS vendors are changing their business models and 
consequently how the market of software products and services is evolving as a result 
of recent technological advances. As the market is transforming to embrace the 
promises of cloud computing technologies, studies on business models offer 
predictions about what are the viable configurations of business models and how 
deployment of technologies changes the configurations. Since the survey is limited to 
Finland, the study does not necessarily provide a representative illustration on SaaS 
firms in a global context; therefore similar studies in other countries are welcome to 
complement the results. 
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Abstract. Software platform providers are increasingly opening up their 
platforms to take advantage of external resources and innovations. This 
research, based on existing theories, empirically analyzes the drivers of 
platform providers’ decision to open up their platforms. Based on resource-
based view and control mechanism, we developed a set of hypotheses which 
explain the degree of platform openness adopted by the platform providers. We 
performed qualitative interviews and quantitatively validated the results. Thus, 
we developed an online survey targeting software platform providers. The 
results show that absorptive capabilities of platform providers play an important 
role in the degree of platform openness. We also found that the implementation 
of informal control modes influence the decision to use a higher degree of 
platform openness. 

Keywords: Software Platform, Degree of Openness, Resource-based View, 
Agency Theory. 

1 Introduction 

In recent years, we have witnessed the success of software platforms opening up and 
taking advantage of external resources, expanding their provided functionalities 
through apps or plug-ins. The main technology, the software platform, is defined as 
“the extensible codebase of a software-based system that provides core functionality 
shared by the modules that interoperate with it and the interfaces through which they 
interoperate” [1 p.1]. One of the best known examples - mobile apps - generate 
revenues that were estimated to be around $26 billion in 2013 [2]. An example in the 
area of enterprise software is Salesforce, which first allowed companies to build 
applications utilizing features offered in its Customer Relationship Management 
product through AppExchange, then further extended this by providing 
SalesForce.com, which offers a service platform on which other companies can build 
their own applications based on Salesforce software [3]. Opening up an existing 
platform, can provide benefits due to the additional functionalities offered by external 
modules, which address a great number of user needs. However, it can also increase 
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competition and lower switching costs making it difficult for the platform provider to 
generate revenues [4]. Therefore, the decision to open up an internal software 
platform and identifying the right degree of openness is of strategic importance for a 
software platform provider, since it affects the business model of the whole company. 
The concept of platform openness has been the focus of several studies in the 
information system (IS) research [4, 5]. A purely open platform is defined as one 
where there is no restriction to its participation in its “use, development and 
commercialization” [6 p.1851]. The opposite of open is a closed system defined as 
“wholly owned, proprietary, vertically integrated, and controlled by a single party” [6 
p.1851]. Some studies consider software openness as a dichotomous response, being 
either closed or open [7], but research has recognized that there are various degrees of 
being open, thus acknowledging the degree of openness as more adequate 
measurement [6, 8].  

In this study, we view the degree of openness as a continuum ranging between 
open and closed software. Whereas research has focused on how the perceived degree 
of openness affects external developers [9] or innovation [6], little is known about the 
drivers that influence software platform providers to adopt a certain degree of 
openness [1]. This is also shown by the lack of measurements to analyze the degree of 
openness of software platforms. Therefore, we argue that the strategic decision to 
provide a certain degree of openness to attract external developers needs to be 
carefully analyzed. Grounded on existing theories, this research analyzes the factors 
that affect the degree of openness. We aim at contributing to this research gap by 
addressing the following question: 

What factors influence the degree of software platform openness from a platform 
provider’s perspective? 

In order to address this question, we adopt concepts considering both dynamic 
innovation capabilities of the providers as well as their concerns regarding the loss of 
control. We further provide a set of hypotheses which we test empirically. 

The remainder of the paper is structured as follows. In the next section we will 
present the theoretical background. In section three, the hypotheses and the research 
model will be derived. The design of the empirical study follows in the fourth section. 
The fifth section will present the data analyses, which are further discussed in the 
sixth section. We conclude the paper by addressing the limitations and future work. 

2 Theoretical Background 

2.1 Platform Openness  

Internal software platforms are one of the most successful forms of intra-
organizational software reuse [10]. The relationship between software platform 
providers and the external developers or companies contributing with external 
components, plug-ins or extensions, creates an ecosystem around this platform [11]. 
The author in [12] argues that companies should carefully consider opening up their 
platform in order to create an ecosystem that could increase the value of the core 
offering, attract new users, share the innovation cost and integrate the functionalities 
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created by other partners. They further state that platform leaders need to determine 
the boundaries of the platform, especially the degree to which the product is made in-
house and properly organize internal teams to prevent conflicts with external 
developers [12]. Platform openness is also analyzed by [13], who examined three 
practical case studies with mixed, proprietary and open strategies. The author argues 
that the use of a completely proprietary approach is only suitable and feasible for very 
few market leaders, whereas most companies tend to open up their platforms for 
common innovation despite losing differentiation opportunities [13]. According to the 
authors in [6], granting access to external developers leads to a trade-off situation in 
which control over the platform is lost, but the acceleration of the technology’s 
diffusion process increases [6]. In their strategic analysis of platform openness, [4] 
point out that the overall strategy reflects which actors are restricted and which 
platform parts are opened or not [4]. By focusing on the perspective of 
complementary developers, [9] quantitatively found out that developers’ perceived 
platform openness influences the satisfaction of the external developer with the 
platform. From a provider perspective, [14] qualitatively analyzes factors that 
influence the platform providers to adopt an open strategy. Although the concept of 
platforms openness has been widely discussed in the literature, more empirical 
research is needed to better understand the degree of openness (DOO) from the 
platform provider perspective, where a measurement for the DOO is still missing. 

2.2 Resource-Based View and Agency Theory 

Due to the study’s explorative character, we focus on two theoretical approaches in 
order to explain the degree of platform openness, resource-based view (RBV) and 
agency theory because they concern the use of firm resources and the collaboration 
with external parties. 

RBV theory define firm resources as all assets, such as organizational processes, 
knowledge or information that serve as enablers of effective and efficient strategies 
[15]. The combination of resources in form of input flows creates firm-specific 
capabilities. Those consist of high-level routines which provide a company’s 
management with different decision options for deploying the capabilities [16]. The 
focus on a firm’s own capabilities can explain the transfer of partial software 
development actions to external developers. Hence, the lack of required competences 
can be compensated through the acquisition of external resources [17]. This 
argumentation is also used in open innovation theory which deals with the company’s 
strategy to connect in-house resources and external ideas for market 
commercialization through flexible boundaries [18]. Both absorptive capabilities and 
innovative capacities are required to successfully acquire, transform and integrate 
external knowledge into internal resources [19, 20]. For example, open source as 
external knowledge source, is adequate if the commonly shared technological 
innovations can be integrated to produce complex software systems [21]. Platform 
providers implement the open innovation concept by opening the internal software 
product line to entwine in-house research and development with the ideas of outside 
developers [22]. Functioning as an enabler for cooperation, a software platform makes 
this joint innovation creation possible. The opening decision reflects the strategic 
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importance of external resources for creating value for the end-user, which would not 
be possible acting independently from other participants [23]. Thus, the decision to 
open the platform should empower the provider to utilize the cooperation to generate 
new ideas and to incorporate them in the platform [10]. 

The new relationships that emerge by opening an internal platform also entail 
certain risks. Agency theory explains relationships, in which tasks are assigned from 
principals to agents (e.g. outsourcing projects) [24, 25]. Due to information 
asymmetries and individual profit maximization, in such contractual relations, main 
challenges arise if both parties have divergent goals or if the principal lacks the 
possibility to monitor the agent’s actions and efforts [25]. As a consequence, it is 
essential for the principal to choose adequate control mechanisms to reduce 
information asymmetry, as it allows coordinating the behavior and verifying agents’ 
actions [26, 27]. In general, two basic control strategies are at the principal’s disposal. 
The first type is constituted by formal control modes: outcome control assesses to 
which extent determined goals are met and process control includes the specification 
of actions to guide the outsourced projects [28, 29]. The second control strategy refers 
to the informal control modes, clan control and self-control, both relying on the 
controllee’s engagement to behave in the controller’s interest because of either 
common values in the first case or internal norms and motivation in the latter one [29, 
30]. These control mechanisms in principal-agent like relationships is relevant when 
software development activities are overtaken by parties other than the focal 
developer coordinating the development process. For example, in open source 
projects, a comprehensive and careful mix of formal, clan and self-control seems to be 
crucial when coordinating external developers [31]. In the context of software 
platforms although there are no contract relationship, the provider can adopt similar 
control modes so that complementary developers can add value to the platform based 
on joint objectives [32]. 

3 Research Model and Hypotheses  

The decision to open up the platform is a strategic decision that requires the firm to 
identify which resources could be better addressed by external providers such as the 
open source community. Platform providers can thus concentrate on their core 
competencies and leverage specialized software parts of complementary actors [33]. 
Additionally, platform providers will want to integrate the innovative ideas coming 
from external parties. Therefore the dynamic capabilities of the platform provider 
such as absorptive and innovative capacity would influence the DOO. 

As previously mentioned the decision to open up a platform also involves some 
risks and brings up new relationships which require the use of different control modes 
by platform providers. In analogy to the principal-agent relationship, the platform 
provider monitors the platform-related development actions also acting as a controller 
of the complement developers (controllees) [34]. Therefore, availability of formal 
control modes (process control), and informal control (clan control and self-control) 
would influence the DOO adopted from the platform provider [1]. Based on the 
above, we formulate the following hypotheses. 
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Absorptive Capacity 
One of the reasons identified in the literature that motivates firms to open an internal 
platform is to exploit external knowledge [10, 14]. In order to be able to take 
advantage of the external resources, the firm needs to have the capability to 
assimilate, absorb and use the externally created resources [20]. Firm’s ability to 
recognize and assimilate external information and to apply it to commercial ends is 
referred to as absorptive capacity [35]. Therefore, a platform provider which has a 
high absorptive capacity will be more willing to open up its platform and integrate 
external functionalities in the core platform. Hence, we posit the following: 

H 1: The higher the level of platform providers’ absorptive capabilities is, the higher 
the degree of openness of the platform will be. 

Innovative Capability 
A benefit of opening up an existing platform is the ability to profit from the provision 
of complementary assets [13]. This possibility enables providers to explore new 
innovative ideas that could not be implemented otherwise. Innovative capabilities 
enable companies to create and commercialize innovative products or processes [36]. 
Thus, they include two different dimensions: either they concern the ability to develop 
new ideas or the capacity to transform ideas into marketable goods [19, 37]. Hence, 
radical innovative capabilities are needed to come up with completely new products 
whereas incremental innovative capabilities help to strengthen the market potential of 
already existing ideas [38]. The stronger the innovative capabilities of the firm 
through internal development, the less likely the firm is to open up its platform to gain 
access to external innovative ideas as it can develop such ideas in-house. Based on the 
above, we formulate the following hypothesis. 

H2: The higher the level of platform providers’ innovative capabilities is, the lower 
the degree of openness of the platform will be. 

Modularity 
According to the authors in [39], “a complex system is said to exhibit modularity in 
design if its parts can be designed independently but will work together to support the 
whole” [39  p.1117]. Similarly, Tiwana [34] refers to modularity as “the degree of 
intentional decoupling among constituent subsystems” [34 p.771]. In the context of 
open source, modularity was one of the main product characteristics that contributed 
to foster the participation of distributed developers [40]. Therefore, as it exhibits an 
“embedded coordination mechanism” [34 p.6], modularity reduces the need for 
managerial supervision and therefore presents an effective substitute for process 
control [34, 41]. Platform providers rely on such a process control mode to coordinate 
and accomplish the transfer of standards, specifications and guidelines to external 
component developers [32]. Thus, a higher level of modularity offers a higher level of 
process control to software providers, which allows them to better control the 
development of their platform. Considering the above argumentation, we can state the 
following hypothesis. 

H3: The higher the level of platform modularity is, the higher the degree of openness 
of the platform will be. 

 



 What Influences Platform Provider’s Degree of Openness? 263 

Clan Control 
Clan control is one of the informal control modes that is normally implemented by 
narrowing  the gap between the controller’s and controllee’s preferences based on 
shared values or goals [30]. In software development, this informal mode uses 
common norms and interests and mutual monitoring to align the effort and action put 
into the development of a project [31]. Consequently, clan control empowers users to 
exchange tacit knowledge with other participants because this implicit know-how 
often is internalized in the shared values and norms [32]. Therefore, with an 
increasing extent of clan control, platform providers are able to adopt a higher DOO 
since it offers further options to control the development of the software platform. 

H4: The higher the level of clan control encouraged by the platform provider is, the 
higher the degree of openness of the platform will be. 

Self-control 
The second informal control mode, the self-control, is implemented when the 
controllee is motivated to act in the controller’s interest, because of internal motives, 
by determining own objectives in line with the overall platform’s goals [30]. 
Especially in open software development, self-motivation  is important  in order to 
come up with innovative ideas [31]. Self-control reduces the need of central control 
through a reciprocal adaption and adjustment between platform shaper and external 
actors [42]. The behavior of all participants is based on the commitment to follow the 
common business vision [cf. 43]. Therefore, self-control positively influences the 
DOO adopted by the provider since it decreases the necessity of strict monitoring by 
aligning all the participant’s goals. Thus, the following can be posited. 

H5: The higher the level of self-control modes encouraged by the software provider is, 
the higher the degree of openness of the platform will be. 

Degree of Openness 
The DOO describes how open a platform is for the integration of externally developed 
resources. As recommended in [8], it consists of five dimensions: Availability, 
Accessibility, Transparency, Reciprocity and Licensing. Availability describes the 
feasibility of opening up the platform. Accessibility reflects the extent to which the 
technology of the platform enables complementary players to contribute with their 
own components. Transparency describes how functions and processes of the 
platform are transparent for the users. Reciprocity describes the reciprocal interactions 
between platform and complement developers with the aim of a bi-directional 
information exchange. Licensing refers to the use or redistribution of software rights. 

Research Model 
Our hypotheses are summarized in the following research model. 
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Fig. 1. Research Model 

4 Research Design 

We conducted expert interviews to ensure the comprehensiveness of the research 
model and further validated the hypotheses quantitatively through an online survey. 

4.1 Qualitative Pre-study 

To ensure content and substantive validity we conducted six expert interviews. The 
interview partners were selected by first searching a firm database for firms that have 
a platform and by identifying a contact person through professional social networks 
(e.g. LinkedIn). The participants had at least 5 years of professional experience in 
software development and a current position of at least team leader. They were in 
some way involved with software platforms and their companies covered different 
types of more open/closed software systems and therefore they could provide insights 
on different open strategies. Interview questions considered the relevance of research 
question, the feasibility of the model as well as the measurement of the related 
constructs [44]. The questions addressed the interviewees’ opinions regarding the 
perception of openness of their product lines, its critical drivers as well as what 
dimensions are necessary to measure the DOO. In the end, the research model and the 
scale items of the operationalized DOO measure were shown to the experts for 
evaluation, checking for completeness and reliability. 

We performed a content analysis of the interviews which is conducted by first 
assessing how statements match the deductively derived categories in the model. 
Secondly, the inductively recognized categories are classified on a higher abstraction 
level [cf. 45]. From the interviews, three central patterns appear across all results. 
Firstly, all interview partners regard the decision to open up a software platform as 
highly strategic, as it facilitates the access to new market segments and provides 
flexible reactions to consumers’ needs. Secondly, innovation seeking is pointed out as 
a crucial motivation factor for integrating external knowledge. Regarding the control 
modes, their meaning as critical drivers is stressed at some extent. Thus, several 
interviewees see modularity as an effective instrument to implement process control 
and also describe some forms of clan control between platform providers and 
complement developers. Finally, the key attributes of DOO were found relevant for 
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measuring the degree of platform openness and were slightly adapted based on the 
interviews. An expert from a free open source project stated that all items would 
suggest openness for his project, which is a good indication for the content validity. 

4.2 Model Operationalization  

The dependent variable, the DOO is measured on the basis of its five attribute 
dimensions (see Section 3). To provide a percentage degree of the DOO measure, 
every item of this construct is categorized as an “open” aspect, coded with 1, or as a 
“closed” aspect, coded with 0, following the recommendation in [8]. These openness 
points are then accumulated and divided by the total number of all items. Unless 
otherwise specified, all indicator statements of DOO are evaluated on a seven-point 
Likert scale with anchors ranging from “completely correct” to “not a bit correct”. 
The participants could also select “no statement possible”. The items of the five 
dimensions were adapted to the platform provider context from existing studies. The 
missing dimensions were developed based on existing literature and the qualitative 
interviews (see Table 1). Availability provides items that describe the availability of 
resources (e.g. code, data or APIs) and if technical barriers prevent the delivery of 
these resources [6, 46]. In analogy to [9], Accessibility indicators regard the easiness 
of learning technological standards, technical interoperability and developers’ 
freedom to select standards or interfaces [9]. Based on the qualitative interviews, 
accessibility is viewed as granting access to outsiders and considers the relevance of 
programming languages and of platform integrated data processing. Transparency 
involves the disclosure of technical platform features and related organizational and 
managerial processes. In analogy to [9], respective indicators embed the completeness 
of documentation, the implementation of communication channels and supportive 
knowledge sharing. Reciprocity facilitates knowledge contribution and sharing, which 
is motivated by mutual benefits from a bi-directional information and experience 
exchange [8, 46]. Finally, Licensing explains different variations in software openness 
due to the number of outsiders who are granted access under certain conditions [6]. 
This construct is measured on “Yes” or “No” scale and has a major importance with 
six possible openness points. Thereby, it should be noted that licensing was 
mentioned by all experts’ interviews. The items of the independent constructs are 
adapted from existing studies (see Table 2). 

4.3 Study Design and Sample 

The data was collected through an online survey. The pre-testing phase led to changes 
in wording and the order of questions. Additionally, respondents were required to 
state the actual openness status, i.e. if their software platform is implemented as OSS 
or provides an API for integration. In the end of the survey demographics and control 
variables such as expertise and the management position in the firm were asked. 
Respondents were prompted to answer the questions based one specific software 
project they were working on or that is representative for their organization [47]. An 
intensive search through firm databases generated a set of 526 software companies 
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that stated having an already implemented platform. Therefore, 252 personalized 
invitations were sent via e-mail to software managers or heads of development. The 
remaining 274 companies were contacted with an invitation to their general mail 
addresses, containing a request to pass the mail on to the head of development. 

Table 1. Operationalization of the Degree of Openness  

Scales Source Adapted from 
Availability [6, 46] Our company makes resources available to 3-rd party developers. 

No technical barriers hinder the delivery of 
resources/components/tools to 3rd-party developers 

Accessibility [9] Our platform was designed in such a way that enables external 
developers to easily learn its technical standards. 
Technically, we configured the platform to allow interoperability 
with other systems or platforms. 
The external developers’ freedom to choose standards, interfaces, 
programming languages is not restricted by the functional range of 
our platform. 
The programming language used is highly specific for our platform. 
The data generated with our platform is compatible with other 
platforms.  

Transparency [9], 
[48] 

The provided technical documentation of the platform is 
comprehensible, useful, and complete. 
The platform promotes features to encourage communication and 
exchange with our company.  
We share our experience and knowledge with other organizations 
from the platform network. 
Procedures and processes to integrate 3rd-party components are 
highly formalized. 
Third-party developers are informed about decision-making 
processes regarding our platform. 

Reciprocity [49] We expect developers to contribute value to our platform, so it's fair 
to help them with our knowledge. 
We should feel an obligation to contribute with our knowledge 
because we use the knowledge from the platform and external 
developers. 
If we receive useful knowledge from the 3-rd parties, we should 
provide useful knowledge to others in return 
Our organization wants to help every partner, if their external 
software components are useful. 

License [6], 
[50] 

We follow a policy of not licensing 3rd-party developers. 
We permit only a restricted number of licenses and restrict these to 
development of products for market niches. 
We permit only a restricted number of licenses, yet, without 
restrictions to particular market segments. 
We allow all reliable 3rd-party developers to integrate components. 
Generally, the licensing of 3-rd parties produces technical 
restrictions. 
Generally, the licensing of 3-rd parties produces commercial 
restrictions.
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Table 2. Operationalization of the Independent Constructs 

Scales Items Adapted from Scale 

Absorptive Capacity (ACAP) 3 [51, 52] 7-Point Likert  
Innovative Capability (ICAP) 6 [38] 7-Point Likert 
Modularity (MOD) 4 [34] 7-Point Likert 
Clan Control (CCON) 4 [53, 54] 7-Point Likert 
Self-Control (SCON) 4 [47, 53] 7-Point Likert 

 
A total of 47 completed responses were collected, yielding a response rate of 

8.94%. Survey participants were between 31 and 62 years old and 75% of them had at 
least 11 years of experience in the software industry. Most of the interviewers had a 
college or university degree (75.6%) and 14.7% had a doctorate degree. The data 
included respondents from the top management (26.67%), the middle management 
(40%) and the lower management (22.22%). The number of employees in an 
organization varied, with organizations with less than 50 employees (50%), between 
50-100 (4.44%) and more than 100 employees (35.56%). On average, an organization 
was working on 6.79 development projects. The relatively small number of 
respondents is acceptable, for the explorative purpose of this study, since according to 
[55], a number of respondents higher than twice the number of variables is sufficient 
for regression applicability. 

5 Data Analysis 

5.1 Instrument Validation  

In analogy to [9], the DOO of a platform is interpreted as the sum of the single 
attributes. Before we can calculate the DOO scale, we first need to validate and verify 
the measurement of its dimensions: Accessibility, Transparency and Reciprocity, to 
assess if the indicators fit these latent constructs within the overall scale [55]. For 
Availability and Licensing this procedure is not necessary because they do not imply 
the application of latent construct, but can directly indicate openness in their 
respective items. Since values for the Kaiser-Myer-Olkin (KMO) criterion and the 
variable-specific of measures of sampling adequacy (MSA) criterion do not 
contradict, factor analysis is applicable for the three former dimensions. Factor 
loadings of the respective items exhibit values between 0.635 and 0.856 and 
communalities values are above the threshold of 0.50 [cf. 55].  According to [55], all 
measures exhibit good item reliability and items seem to accurately quantify specific 
DOO dimensions. The analysis of explained total variance and factor loadings leads 
to a slight re-arrangement of items within the dimensions. Yet, this has no influence 
on the DOO measure because statements about the openness points do not depend on 
the allocation of the items. Furthermore, the psychometric properties measures of the 
average variance extracted (AVE) and composite reliability verify the validity of 
individual indicators, convergent validity of extracted factors and discriminant 
validity, since values lie above 0.50 and 0.70 respectively [55].  

To calculate the DOO, the indicators of all five attribute dimensions that designate 
an open facet are coded as 1. This includes the Likert scale answer categories 5 to 7 
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and in the case of licensing, the “yes” or “no” category that reflects an open state. The 
DOO is calculated as described in Section 4.2. The DOO ranges from 5.0% to 100.0% 
with a mean value of 53.0%. Median (0.55) and skewness (0.95) together with the 
results of Kolmogorov-Smirnov test (KS-Z = 0.496; p-value = 0.966) allow to assume 
a normal distribution and item-to-total correlations for the respective items, internal 
homogeneity and overall item reliability can be confirmed. Content validity is 
assessed as constructs have been applied in other studies (see Table 2). To evaluate 
the reliability of the independent variables’ constructs, internal consistency measures 
are calculated. Cronbach’s alphas are above the critical value of 0.70 for all five 
independent constructs and high enough item-to-total correlations for the respective 
items, internal homogeneity and overall item reliability can be confirmed. Thus, the 
variables are adequate for further analyses. We calculate a combined score of the 
independent constructs by calculating the average of their Likert scale values. This 
score represent their corresponding variable and can be used in a multiple regression 
model or correlation analysis. 

5.2 Analysis of the Research Model 

We examine the relationships between the factors described above and the DOO by 
performing a multiple regression analysis. The required regression assumptions of 
linearity, homoscedasticity and normal distribution are met since values for the 
tolerance statistic, the variance inflation factors as well as the range and plotting of 
residuals confirm the applicability of regression analysis [55]. The linear regression 
analysis shows that the five independent variables explain 53.0% (R²-value) of the 
variance in the dependent variable. According to [55], the significance of the 
estimated model is acceptable (F-value = 9.252; p-value = 0.000).  The results show 
that Clan control exhibits the strongest, highly significant influence on DOO (ß = 
0,064, t-value= 3.131). Absorptive capability also affects the dependent variable 
positively with 0.034 as coefficient value, significant on the 5%-level (t-value= 
2.191). Finally, a weakly significant, positive relation is observed for Self-control (ß = 
0.036; t-value = 1.715). Due to their lack of significance, the other two variables, 
Modularity and Innovative capability, do not show a linear influence on the DOO. 
However, the coefficients have the algebraic signs suggested in the hypothesis. Thus, 
from the suggested research model, confirms H1, H4 and slightly support H5. 
 

 

Fig. 2. Regression Analysis 
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6 Discussion  

The study provides to two main contributions, the results of the regression model and 
appropriateness of the DOO measure used in this study. The results of the regression 
analysis further highlight that the platform provider’s ability to absorb external 
knowledge has a positive and significant impact on the openness level of the software 
platform. Accordingly, the existence of strong absorptive capabilities could lead to a 
high DOO. This finding corresponds well with overall goals of software platform 
providers. If platform providers are unable or unwilling to develop specific 
functionalities, externally programmed software parts and components can be used to 
extend the utility and the functional range of the platform [10]. Furthermore, it is 
essential for the evolution of the software platform to continuously embed new 
functionalities into its core functions. Thus, platform providers should establish good 
connections to the other actors, which can support in innovation searching and 
seeking [22, 43]. Different than expected, no significant relationship is identified 
between innovative capabilities and the DOO. Although the suggested influence 
direction is met in the regression, the second hypothesis has to be rejected. A possible 
explanation could be that innovative capabilities are not only concerned with the 
ability to come up with new software parts or processes for the enhancements of the 
platform but also to bring ideas into marketable products [37]. This second aspect 
could positively contribute to the DOO as providers can benefit from external ideas. 
Modularity as substitute for process control had no significant linear influence on 
DOO. A possible explanation is that for the mere integration of functionalities, the 
availability of interfaces is sufficient. In contrast, the utilization of informal control 
modes can have a major positive impact on the DOO. Thus, a higher extent of clan 
control or self-control causes a higher DOO for the platform. Thus, due to the 
different significance levels, hypothesis four can be strongly confirmed and 
hypothesis five weakly confirmed suggesting that both control modes are critical 
drivers. The realization of clan control and self-control entails that responsibilities for 
the orchestration of software development are shared between the platform and the 
complementary developers [42].  

The validation of the DOO scale highlights its usefulness and applicability to 
quantify a certain level of software platform openness. The scale also reflected the 
desired continuum [5, 8], a distribution over almost the complete range of possible 
values between a purely closed and purely open state. Thus, existing open systems 
still have some constraints in their use. The surveyed data shows that reciprocal 
licenses which pose special obligations on combinations of software components to 
allow reuse and sharing [50], is often observed in OSS projects. Documentation is 
another aspect, that as mentioned by one expert interview, badly documented OSS 
cannot be denoted as completely open. For platform providers, these findings mean 
that they have a variety of opportunities and decisions regarding their platform 
governance. They are able to choose a certain openness level by deciding on how 
transparent or how accessible their software platform should be. Estimating the 
degree of openness with the six dimensions in this paper could highlight possible 
strategies for improving and implementing the right DOO.  
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7 Limitation and Future Work  

This study, explorative in nature, provides a deeper understanding of some of the 
factors that might influence software platform providers to choose a certain DOO for 
their platform. As every explorative study, this work has some limitations. The first 
limitation is the small sample size which does not allow us to distinguish with respect 
to different software types. Second, since we use cross-sectional data, we can only 
show associations, not causality. Accordingly, future research should increase the 
sample size and explore other factors that might influence this decision. Therefore, we 
would suggest extending this framework with other theories that could contribute to 
gaining further insight into the DOO from a provider perspective and considering the 
different software types. 
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Abstract. Service portfolio planning is the process of designing collections of 
services and deciding on their provision. The problem is highly information and 
decision centric. In this paper, we present a solution approach called Analytical 
Open Innovation (AOI). Open innovation facilitates comprehensive 
crowdsourcing and social media information analysis. In our proposed approach 
(AOI), open innovation is utilized for  the elicitation of service needs, the 
definition of quality provision levels for each of the services, and detection of 
service dependencies and cost and value synergies. As the result of a rigorous 
optimization process, diversified and resource-optimized service portfolios are 
created. As a proof of concept, the proposed approach is illustrated via a case 
study project using Over the Top TV (OTT) services to be offered at different 
levels of quality over four quarters of a year. 

Keywords: Service portfolio planning, Open Innovation, Crowdsourcing, 
Morphological Analysis, Optimization, Case study. 

1 Introduction 

Services are “economic activities offered by one party to another, most commonly 
employing time-based performances to bring about desired results in recipients 
themselves, or in objects or other assets for which purchasers have responsibility” [1]. 
As studied in service science, management and engineering, composition of services 
has a broad range of applications ranging from telecommunication to health care and 
financial services. While services are applicable for a wide range of domains, we 
consider their application in IT services. 

Designing service portfolios is a highly decision-centric and information-intensive 
process mentioned to address when? What and How good?. Service portfolio 
planning is increasingly under pressure to adapt to the radically changing business 
conditions. As a consequence, the related decision processes also need to be adapted. 
The reactive mode of operation needs to be replaced by real-time or even pro-active 
decisions. The information these decisions are relying upon needs to be highly up-to-
date and comprehensive.  
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The paradigm shift from reactive to real-time and even pro-active decision-making 
is of key importance for the development of services that are designed to meet market 
needs. Incrementally building and deploying services that rely on deep customer 
insight and real-time feedback is expected to create services with a higher customer 
hit rate that can be developed more rapidly [2].  

Rometty stated in [3] that “responding to change for gaining competitive 
advantage in the era of smart decisions will be based not on gut instinct, but on 
predictive analytics”. The paradigm of “Open Innovation” emphasizes on the range 
of opportunities that are available to get access to distributed knowledge and 
information. Open innovation includes methods such as crowdsourcing that has 
been successfully used to develop new products. It has been proven as a beneficial 
approach for companies and users [4]  as it integrates internal and external ideas 
and paths to market at the same level of importance [5]. It also makes use of 
distributed talent, knowledge and ideas in innovation processes [6]. We are 
proposing Analytical Open Innovations (AOI) to emphasize the role and importance 
of analytical methods in conjunction with the data and information retrieved from 
open innovation. 

Service portfolio design consists of several decision points.  The poor systematic 
process and deficits in the amount and quality of data needed to make decisions, 
limits the design of service portfolios. Difficulty in finding and formulating the 
objectives and constraints gives the design of portfolios a wicked flavor. We claim 
that AOI is an approach to at least reduce these difficulties by not limiting knowledge 
elicitation and information retrieval to internal sources only. We will study Advanced 
Service Portfolio Planning (ASPP) as the process that relies on both internal and 
external information sources for (i) elicitation of service needs, (ii) defining services 
and their different quality levels, (iii) detection of service dependencies as well as cost 
and value synergies, and (iv) selection of services and their quality level to be offered 
in consideration of their release time 

The main contribution of this paper is proposing a systematic method called AOI 
which supports the different steps of the advance service portfolio planning (ASPP) 
process. The approach is defined and justified. While AOI is an extendible platform, 
in this paper we focus on crowdsourcing, morphological analysis, and optimization of 
service portfolios. For illustrative purposes and as a proof-of-concept, we present the 
proposed approach by a case study on Over the Top TV (OTT) services. These OTT 
services, are supposed to be offered at different levels of quality over a period of four 
quarters of a year.  

The rest of the paper is organized as follows. In the next section, we will discuss 
background methodology in terms of quality driven service planning, open 
innovation, wicked service decision making and related information needs. In 
Section  3, we describe casual and formal modeling of the problem domain. The 
solution approach is described in Section  4 and a case study will be described in 
Section  5. Finally, we will provide a summary of our findings and an outlook to 
future research.  
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2 Background and Related Work 

2.1 Quality Driven Portfolio Planning 

Since the services to be offered are still intangible, determining the demand for them 
is difficult where in turn this makes the service production and consumption complex. 
This process needs to be attuned to the needs of consumers to meet their demands 
successfully. A key part of this process is responding to existing and emerging 
consumer trends even if they are conflicting.  

A poor set of quality attribute requirements causes failure in many software 
projects which reveals the importance of finding the right balance between the 
qualities offered in a set [7]. Finding the right portfolio of service qualities leads 
producers into more successful software products and services. Agreement of  
stakeholder and producer among quality requirements in domain of software projects 
is used as the response to contract-oriented specification compliance and service-
oriented customer satisfaction [8]. Quality Attribute Risk and Conflict Consultant 
(QARCC) with the focus on quality attribute tradeoffs is proposed in [9] as a 
groupware support system based on negotiated win conditions in software domain.  

Karlsson & Ryan in [10] interpret quality and its potential to achieve better 
customer satisfaction of the overall portfolio. By this, quality, cost and value are the 
dimensions which are used to prioritize functional requirements [11], and in the same 
manner, services. 

QUPER [11] is designed to model the good enough quality in the markets 
considering the competitors. This provides the reason for offering a particular level of 
quality and facilitates decision making for release plans. Although quality 
requirements are of major importance in market-driven release planning [11] but 
several challenges in defining requirements, lowers the quality of  these plans [12].  

2.2 Information Needs for Release and Service Decisions  

Different types of uncertainty make release decisions hard. The individual and 
collective value of services is hard to predict as the value depends on the number of 
factors which themselves are dynamically changing (e.g., competition, market trends, 
user acceptance). One way to mitigate these risks is to perform a retrospective 
analysis on existing services and based on semantic similarity, the result of analysis 
can be utilized to predict the value of the future services.  

Historical attempts for creating products and services for answering the market’s 
needs changed user’s role and market focus. This attempt further continued by 
innovating products and services for having more market share and transformed into 
innovating with customers to create real time value in decision making process inside 
organizations. Aligned with this trend, open innovation helps product managers to 
achieve customer insight by using web 2.0 functionality. As software projects grow  
and become more complex and having more stakeholder  across geographical and 
organizational boundaries, project managers increasingly rely on open discussion 
forums to elicit requirements [13] this approach leads us to use open innovation as the 
rich source for providing data for the project.  
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The concept of a wicked planning problem was introduced by Rittel and Webber 
[14]. Planning and design problems are considered to belong into this category. 
Wickedness, among others, refers to the difficulty to explicitly formulate the problem. 
To mitigate the challenge of wickedness, casual modeling is used to formalize 
judgmental process [15]. Release planning is considered as a semi-wicked problem 
and tackled with several approaches. Ngo-The and Ruhe in [16] applied an 
evolutionary modelling and problem solving approach for mitigating wickedness [16]. 
A dialogue and explanation based approach was designed in [17]. Closest to this 
research, a stakeholder-centric approach was proposed in [18] by Heikkilae et al 
which is emphasizing on  the need to broaden the scope of information input at the 
different stages of the whole planning process [18]. The former approach would be 
called closed innovation with respect to what we are proposing in this paper. Besides 
that, we are considering service portfolios, by focusing on the validity of the solutions 
and by performing morphological analysis (see Section  3.1) upfront. Furthermore, we 
are able to utilize value and effort synergies as part of the final optimization process. 

2.3 Open Innovation  

Close provider and consumer relation in service firms puts a high premium on overall 
visibility and accountability [19]. Open innovation as a cheap and low risk problem 
solving approach relies on knowledge exchange with outside of company as a 
competitive advantage. Different forms of open innovation; crowd source, open 
source and outsource [6] facilitate the provider and consumer interactions. Chanal 
[20] defines open innovation as a paradigm which assumes that firms can and should 
use both external and internal ideas and paths to market. 

Open sourcing is  generally enabled by a web-based innovation platform [6] and 
will result in a product that is increasingly better, developed collectively and 
democratically [21]. Crowdsourcing as a type of open innovation is often enabled by 
the web [6] which is a creative mode of user interactivity [21]. Crowed wisdom in all 
of these approaches aggregates a collection of complementary data and information.  
Crowdsourcing is identified with other web 2.0 technologies [22]. A large chunk of 
the Web is about data and services. Consequently, we expect crowdsourcing to build 
structured databases and structured services (web services with formalized input and 
output receive increasing attention these days.) [23]. The idea of using large pool of 
problem solvers has been discussed in different contexts [6]. Further, instead of 
simply collaborating with a selected set of known external parties, firms are 
innovating by using ‘‘crowdsourcing’’ [24] 

Currently, several open innovation platforms and services are available in different 
scopes [25] [26] but none of them are specialized in the domain of software 
service/product lifecycle.  
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3 Modeling and Problem Statement 

Wicked and semi-wicked problems could be mapped into non-quantified variables 
and ranges of conditions. Similarly ranges of conditions can be synthesized into well-
defined configurations, which represent the “solution spaces” [15]. Casual modeling 
is a non-quantifiable model, which is an alternative to formal methods. Casual 
modelling can formulize judgmental process. Solutions coming out of casual 
modeling could be employed as alternatives by various formal approaches. 

Casual Modeling is employed in the initial, problem formulation phase of the 
modelling process and prior to formal models. Morphological analysis (MA) as an 
instance of casual modeling [27] is the study of form or structure by identifying the 
multiple dimensions comprising any system, and can support multi-criteria decision 
analysis.  

3.1 Morphological Analysis 

MA is a method for identifying, structuring and investigating the total set of possible 
relationships or “configurations” contained in a given multidimensional problem 
complex. MA allows small groups of subject specialists to define, link and internally 
evaluate the parameters of complex problem spaces as well as creating a solution 
space and a flexible inference model [15] [28]. MA has been applied successfully in 
strategic planning and decision support in various domains [27]. MA provides an "if-
then" laboratory within which drivers, and certain conditions can be assumed and 
range of associated solutions found in order to test various inputs against possible 
outputs [29]. The results of a morphological model can provide input for the 
development of other models. 

Generally, MA is intended to broaden the space of alternatives by systematic 
search for combination of different dimensions of a wicked or semi-wicked problem 
and narrow them down through the results. The result of MA is called a 
morphological field. Morphological field describes the total problem complex.  

MA as a fundamental scientific method of alternating between an analysis and a 
synthesis phase, consisting of the following steps [29]:  
Analysis phase  

1. Extracting dimensions, parameters or variables, which define the essential 
nature of the problem complex or scenario.  

2. Define a range of relevant, discrete values or conditions, for each variable.  
Synthesize phase  

3. Assess the internal consistency of all pairs of variable conditions  
4. Synthesize an internally consistent outcome space.  
5. Iterate the process if necessary. 

In what follows, we provide the key concept and notation from MA which is 
needed to understand the rest of the paper. 

Definition 1. A morphological field is a field of constructed dimensions or parameters 
which are the basis for a morphological model. 



278 M. Nayebi and G. Ruhe 

Definition 2. Cross Consistency Assessment (CCA) pertains to the process by which 
the parameter values (or parameter conditions) in the morphological field are 
compared with one another. This process reduces the total problem space to a smaller 
(internally consistent) solution space. 

Definition 3. A morphological model is a morphological field with its parameters 
assessed and linked through a CCA [15]. 

Definition 4. A configuration is one parameter value or condition, displayed from 
each of the parameters in a morphological model. 

In the context of this paper, MA will be used to elicit services based on preferences 
of potential customers. Fig 1-(a) shows the morphological box which forms by mining 
the collected data from crowd. Each column represents one service and cells of each 
column present values or conditions of that service. 

Example: In Fig 1; the values are service quality levels and S1 will have service levels 
{V11, V12, V13} = {Basic Service S1, Advance Service S2, Premium Service S3}.  

 

Fig. 1. (a) Morphological box of a solution space (b) Internal cross consistency assessment 
matrix 

For diving deeper into the problem and examining internal relationship between 
field parameters [15], Cross Consistency Assessment (CCA) analysis is performed. 
This analysis acts as “garbage detector” and takes contradictory value pairs out of the 
solution space. Three types of contradiction can be detected: 
 - Logical contradictories (based on the nature of involved concepts),  
 - Empirical constraints (highly improbable base on empirical grounds) and  
 - Normative constraints.  

Fig 1-(b) shows the CCA matrix which could be formed separately for each 
criteria, feature and plan evaluation context. As the result of CCA, some contradictory 
configurations are eliminated.  

 

Fig. 2. Three-dimensional solution space with surviving configurations shown in violet (dark) 
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3.2 Problem Statement 

Service release planning is targeting the delivery of optimized portfolios of the 
services which are most valuable to subscribers. While the problem is semi-wicked in 
its nature, we are providing a formal model and a subsequent analytical approach, 
which serves as the backbone for generating optimized portfolios. As any model, it is 
impossible to accommodate all details. However, adapting the principles of both open 
and closed innovation is intended to increase the validity of the model and the data 
used in it.  

One key assumption of the model is that there is an existing set of potential 
services offered. Each of them consumes a certain amount of (fixed) upfront cost. 
Each service is assumed to have different levels of quality and functionality. For 
simplicity reasons, we call them Basic (B), Advanced (A) and Premium (P). The 
definition of the respective content is service and context specific. The whole 
approach presented later on, is applicable to more general cases as well (other types of 
classification). 

S(n,l) ∈ SERVICE presents a service in which n is the service number and l is the 
quality level. These services are planned in K release(s) where k = 1…n and Release 
weight ∈ {0,1,…9}. 

A release plan is characterized as below: 

x(n,l)=:ቄ݇    ݂݅ ܵሺ݊, ݈ሻ ݅݁ݏ݅ݓ ݎ݄݁ݐ݋                                             0݇ ݁ݏ݈ܽ݁ݎ ݐܽ ݀݁ݎ݂݂݁݋ ݏ  

Technological constraints, value synergy and cost synergy are modeled as forms of 
service dependencies. First, the set CSD of coupling dependencies are presented by 
set of coupled services based on the definition: 

x (n1,l1) = x (n2,l2) for all pairs of  
coupled services (S (n1,l1) , S(n2,l2))∈ CSD 

Similarly, the set PSD of precedence dependencies is defined by: 

x (n1,l1) • x (n x (n2,l2) for all pairs of  
precedence services (S(n1,l1) , S(n2,l2)) ∈ PSD 

Third, NAND dependency is defined. As described in Section 3.1, certain services 
and their related instances are not compatible with each other and do not make sense 
to be offered in conjunction. Detection of these incompatibilities is a complex 
problem itself, and we have used MA/CCA analysis to find them. NAND indicates 
that: 

x (n1,l1) NAND x (n2,l2) if and only if services (S(n1,l1) , S(n2,l2))  
cannot be offered both  

Each service to be provided causes certain amount of (fixed) cost. Our advanced 
service portfolio planning problem ASPP, assumes capacities (budgets) for the 
different time periods (e.g., quarters of a year) for planning. The budget related to 
release k is formulated as budget(k).  
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෍ ,ሺ݊ݐݏ݋ܿ_ݏ ݈ሻ. ,ሺ݊ݔ ݈ሻ ൑ ሺ݇ሻ௡,௟: ௫ሺ௡,௟ሻୀ௞ ݐ݁݃݀ݑܾ  

Offering a service at the basic and advanced level is requesting less cost than the 
sum of the individual services. We call this cost synergies, which is formalized as: 

If S(n1,l1) and S(n2,l2)∈ SCS then S(n1,l1) becomes p% less expensive if offered  
not earlier than S(n2,l2) 

Similarly, from a value perspective, the combination of certain services will 
increase the attractiveness to the user that is indicated with the relation to customer’s 
ideas as below: 

s_value (n , l) = 
∑ ௉௥௜௢ሺ௡,௟,௦ሻ.௜௠௣௢௧௔௡௖௘ሺ௦ሻ∑ ௜௠௣௢௥௧௔௡௖௘ሺ௦ሻೞసభ…ೞ  

In this case, the combination of different services is creating higher value than the 
individual service values. We call these the set of value synergies (SVS): 

If ItemSet = {S(n1,l1), … ,S(ny,ly)} ⊆ SVS then: 
Sum value of ItemSet is increased by Factor% if none of these items is postponed. 

Similarly, the combination of different services is creating less cost than the 
individual service values. We call these the set of cost synergies (SCS): 

If ItemSet = {S(n1,l1), … ,S(ny,ly)} ⊆ SCS then:  

Sum cost of ItemSet is decreased by Factor% if none of these items is postponed. 

Our overall problem called ASPP looks for service portfolios to be implemented 
and offered that are most attractive to users. This requires a proper understanding of 
user’s needs. In addition, knowledge about the attractiveness of the service level in 
relation to the subscription fee requested form the provider is needed. We apply 
crowdsourcing (open innovation) for service needs elicitation and (closed innovation) 
stakeholder evaluation of proposed services in terms of their utility (willingness to 
pay for them at the level defined).  

Problem ASSP: For a set of candidate services SERVICE, which includes different 
types of services and different types of quality and functionality at which they are 
offered, find a service portfolio servp* which is of maximum overall utility from the 
perspective of all the stakeholder inputs received as:  

Utility = ∑ ,ሺ݊݁ݑ݈ܽݒ_ݏ ݈ሻ. ,ሺ݊ݔሺ ݐ݄݃݅݁ݓ ݈ሻሻ௡,௟:௫ሺ௡,௟ሻஷ଴ 
Utility •MaxMax 

The final portfolio servp* is expected to fulfill all the cost constraints and it does 
not contain any incompatible pairs of services delivered. Likely, it will utilize cost 
and value synergies between subsets of individual services.  

4 Service Portfolio Planning Approach AOI 

The overall AOI architecture (as illustrated in Fig 3) is designed with the aim of 
involving users in the process of innovation and in the development of products along 
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with stakeholders as the traditional source of service decisions, and then tailoring 
customer needs towards the organizational constraints.  

The proposed AOI approach consists of three main platforms: 

1- ReleasePlanner™: This pivotal platform provides a proven [30,18,31] 
functionality to facilitate voting and prioritization as well as generating 
optimized plans. The “Presentation & collaboration” component represents 
process outcomes to the organization and stakeholders and is responsible to 
initiate the work of other platforms. The “Optimization component” is 
responsible for the computation of optimized and diversified alternative release 
plans based on specialized integer programming and the special structure of  
the problem. The “Analysis & decision component” defines alternative features 
and plans with their resource consumption and degree of stakeholder 
excitement. 

2- Open Innovation Platform: With the aim of user involvement, 
crowdsourcing is used. The crowdsourcing platform provides the crowd for 
answering questions and for facilitating control and verifying their works and 
task distribution. By now, Amazon Mechanical Turk [32] service, as a micro-
task market, is employed. In addition, this platform, in collaboration with Very 
Best Choice™, maintains contact with the crowd. This software is used to 
manage collaboration between systems and to control the representation of 
feedback and to provide in house collaboration with the crowd. VBC light is a 
lightweight decision support system designed to facilitate proper priority 
decisions [33]. Moreover, text mining platform is used along with other 
platforms to enable automatic understanding of the crowd’s response to 
generate meaningful data.  

3- Data Analytics Platform: This platform consists of modules which are 
adapted with three technology pillars employed in a successful analytics platform 
[34], and is aligned with MA. MA is used to interpret quality in conjunction with 
its potential to achieve better customer satisfaction in the overall portfolio. 
During data extraction and creation, several separate silos of data are delivered as 
input to the data analytics platform. By utilizing MA approach in the data 
analytics platform, this data is meaningfully interpreted and classified. The large-
scale computing module is evaluating large data sets of generated data as well as 
detecting inconsistent pairs. The analysis component is providing the results of 
analysis on solution space. This component consists of SSS (performs structuring 
of the solution space), CCA (performs cross consistent assessment), and PSS 
(performs structuring of problem space) modules. Along with these two 
components, a visualization component is needed to present the results and 
facilitate obtaining insights.  
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Fig. 5. CCA analysis of services  

The inconsistency between premium quality levels of social network service and 
basic quality level of parental control service is shown in Fig 5. Such inconsistencies 
are taken as input for the subsequent portfolio optimization process [37].  

Example: x (Social Network Access, Premium) NAND x (Parental Control, Basic) 
means that x (Social Network Access, Premium) = 0 ∥ x (Parental Control, Basic) =0 

In addition to inconsistency analysis, cost and value synergy relationships between 
services offered in conjunction are also taken as input for portfolio optimization.  

Example: S(Multi-Screen ,Premium) service becomes 30% less expensive if offered 
no earlier than S(Multi-Screen, Basic) 

Example: The sum value of {S(Online Video Gaming, Premium) , S(Social Network , 
Premium) , S(Parental Control, Premium)} is increased by 25% if these items are all 
offered in the same release 



284 M. Nayebi and G. Ruhe 

 

Fig. 6. Portfolios generated incorporating all types of dependencies and synergies  

Having stakeholders’ priorities (taken from the range of {1...9}) on the service 
levels related to the willingness to pay, ReleasePlanner™ optimizes results and 
generates diversified portfolio plans. As it is shown in Fig 6 services are assigned to 
release numbers 1... 4. Services which are tagged with release number 5 are 
postponed. 

 

Fig. 7. (a) Level of optimality of extracted service portfolios with synergies (b) Level of 
optimality of extracted service portfolios without synergies 

Considering cost and value synergies, changes the sequence of services in each 
release. The cost and value synergies for a set of candidate services, not only changes 

ID Features
Alternative 

1
Alternative 

2
Alternative 

3
Alternative 

4
Alternative 

5
1 Online video games Basic 5 5 5 5 5
2 Online video games Advanced 5 5 5 5 5
3 Online video games Premium 5 5 5 5 5
4 Social Network Access Basic 2 2 2 2 2
5 Social Network Access Advanced 2 2 1 5 2
6 Social Network Access Premium 3 3 3 3 3
7 Parental Control Basic 5 4 4 4 4
8 Parental Control Advanced 5 5 5 4 4
9 Parental Control Premium 2 5 2 2 2
10 File Sharing Basic 4 4 4 4 4
11 File Sharing Advanced 2 2 2 2 5
12 File Sharing Premium 5 5 5 5 5
13 Internet and Data Basic 4 4 4 4 4
14 Internet and Data Advanced 4 4 4 4 4
15 Internet and Data Premium 3 3 3 3 3
16 VoIP Basic 1 2 1 2 1
17 VoIP Advanced 2 2 2 2 2
18 VoIP Premium 3 3 3 3 5
19 Video on Demand (VOD) Basic 5 4 4 5 5

20 Video on Demand (VOD) Advanced 3 3 3 3 3

21 Video on Demand (VOD) Premium 1 1 1 1 1

22 Content search Basic 1 1 1 1 1
23 Content search Advanced 1 1 2 1 1
24 Content search Premium 2 2 2 1 2
25 Time Shift Basic 5 5 5 5 5
26 Time Shift Advanced 1 1 5 2 1
27 Time Shift Premium 4 4 4 3 3
28 Multi-Screen Basic 5 5 5 5 2
29 Multi-Screen Advanced 1 1 1 1 1
30 Multi-Screen Premium 1 1 1 1 1
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offered service portfolios but also makes tangible improvement in portfolio value as it 
is presented in terms of stakeholders’ feature points in Fig 7. Higher stakeholder 
feature points, in companion with better degree of optimality are interpreted as higher 
customer satisfaction.  

The final portfolio servp* fulfills all the given dependencies and cost constraints 
and it does not contain any incompatible pairs of services delivered. The process 
followed in this case study is presented in Fig 8, which is utilizing the AOI 
architecture given in Fig 3. 

 

Fig. 8. Process performed for the case study 

The four dimensions of the ASPP problem are covered in the AOI process as 
below:  

(i) Elicitation of service needs: Steps 1 to 7 in Fig 8 are designed to elicit services. 
In order to extract customer’s preferences, the AOI is using the crowdsourcing 
approach and the open innovation platform is designed to facilitate this 
procedure. With the aim of utilizing user involvement, a task is registered to the 
crowd. Amazon Mechanical Turk serves as a micro-task market and is used to 
establish the collaboration with crowd. In order to manage collaboration between 
systems and provide in house collaboration with crowd, the Very Best Choice™ 
system is used. VBC light is a lightweight decision support system designed to 
facilitate proper priority decision making.  

(ii) Defining services and their different levels of quality at which they should be 
offered: Steps 8 and 9 in Fig 8 are designed to extract services and their related 
quality levels. Extracting services and shaping the morphological box is an 
attempt to structure the release planning problem space. A Well-defined set of 
stakeholders evaluate the individual service offerings and ReleasePlanner™ 
facilitates voting and prioritization. 
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(iii) Detection of service dependencies as well as cost and value synergies: Steps 10 
in the process (Fig 8.) are designed to detect service dependencies as well as 
extract cost and value synergies. Assessing internal consistency with the use of 
CCA analysis is performed by the analysis & decision component in order to 
detect inconsistent pairs. The results of this analysis on the solution space are 
visualized and prepared to be presented to the stakeholders.  

(iv) Selection of services to be offered: Steps 11 to 15 of the process (Fig 8.) are 
designed to extract portfolios and present the results to stakeholders. The data 
and information received from the analytical platform will be interpreted and 
categorized and then sent back to ReleasePlanner™ for performing the 
optimization. This system is responsible for computation of optimized and 
diversified alternative release plans. Optimization algorithms are based on 
specialized integer programming exploiting the special structure of the problem. 
Therein, the results are utilized from [37]. This allows accommodating more 
complex constraints rather than just coupling and precedence. The additional 
computational complexity of this more general class of planning problems is 
addressed by a two-staged solution procedure combining the subsequent usage of 
specialized integer programming and constraint programming. 

6 Conclusion and Future Research 

Advanced service portfolio planning is a cognitively and computationally complex 
problem. We have proposed a new approach for better understanding, formulating and 
algorithmically solving the problem, which so far has often been addressed in an ad 
hoc fashion. However, with the increasing demand for continuous value delivery, a 
more systematic method is needed, one with the capability to offer optimized service 
portfolios in close to real-time.  

The Analytical Open Innovation (AOI) approach described in this paper is 
designed to address this need. AOI combines existing methods and techniques such as 
crowdsourcing, morphological analysis, data mining and optimization in a new way to 
solve this semi-wicked problem. Enlarging and improving the domain of input for 
data and information used in planning, we have a better chance to address the right 
problem. From applying advanced optimization techniques, we are able to include all 
types of dependencies between services, as well as cost and value synergies. As a 
result of the process, a set of diversified service portfolio alternatives is offered. 
Synergies result of whole portfolio costing less than when services offered 
individually. In the same way considering value synergies will result in higher 
portfolio values.  

There is sufficient room for future research in this area. A more comprehensive 
empirical analysis is needed to demonstrate the usefulness of this approach in the 
domain of software. Morphological analysis can be utilized more broadly for 
investigating decision making criteria, services and their relation, as well as 
evaluation of the entire plan. At the final stage of the process, open innovation should 
allow continuous evaluation by further qualifying the decision-making via scenario-
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playing and other forms of varying other project parameters. Finally, the scalability of 
the entire approach needs to be investigated to assess its effectiveness and efficiency. 
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Abstract. [Context & motivation] Free software is often declared to be a posi-
tive movement that makes technology accessible to those who might not other-
wise have access.  

[Problem] While the positive effects, to one degree or another, have often 
been discussed there has been relatively little discussion of the possibly nega-
tive effects of the free software movements. In general, these approaches have 
led to ever-increasing concentration of economic power in a smaller number of 
entities, the reduction of margins to the point where there is little economic in-
centive to investment and a general casino-like approach to software develop-
ment: build it, then build a customer base and then try to find a way to monetize 
the customer base rather than the product.  

[Contribution] The resulting conditioning of the customer base has led to a 
significant reduction in the availability of venture capital for software products 
and a corresponding increase in the availability of venture capital for software 
as a means to make the customer the product through data analytic approaches. 
This short paper discusses these observed effects of free software on the soft-
ware economy and possible effects on requirements engineering practice. 

Keywords: free software, requirements management, negative effects, software 
product management. 

1 Free Software 

Since the early experiments at Berkeley and MIT [4] in the 1960s and the first public 
release of the Linux kernel source in 1991 [1], free1 and open source software have 
deeply penetrated and shaped the software industry [4]. The scale of these sociologi-
cal movements has far exceeded the founding expectations. Today, many large pro-
prietary software products have a free and open source counterpart, some of which 
have been shown to deliver equal or greater customer experience than the original [2]. 
                                                           
1
 This work uses free in the context of “without fee or consideration”. This work does not ad-
dress free in the context of “free as in freedom” as is often used by organizations like the Free 
Software Foundation, http://www.fsf.org/ . 
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The Internet has reshaped many industries by enabling direct-to-consumer com-
munication and distribution. We posit that the continued practice of making software 
and software-based services available for free could have Internet-like effects upon 
the practice of requirements engineering, the software industry as a whole and upon 
the consumers of the software themselves.  

In this paper, we present and discuss our observations of the effects of free soft-
ware on investments in software development and the potential ramifications for re-
quirements engineering. 

2 Related Work  

For the purposes of this section, we shall assume that the participants being discussed 
are rational in the economic and financial sense. In other words, some form of cost-
benefit analysis is performed and the necessary investment in developing software 
delivers a return that is acceptable to the investor. The Return On Investment (ROI) is 
not necessarily monetary; for example, making a donation to an open source effort is 
not necessarily economically rational, at least from the perspective of some observers. 
But, for the individual making the donation of their time and effort there exists some 
form of return on that investment that makes the investment worthwhile to them.  

Lerner and Tirole investigated the open source movement from an economist’s 
perspective [3, 4] and found many aspects that were “economically puzzling”. They 
were able to identify that contributor ROI is dominated by career-based motivations 
and ego gratification, observing that open source projects may be more ‘cool’ to con-
tributors than their routine development tasks. On the other hand, Scacchi [5] focused 
on understanding how the development of requirements for open source software 
differs from the development of requirements for commercial software, stressing that 
open source software initiatives do not adopt modern software and requirements engi-
neering practices with the absence of formal requirements elicitation, analysis and 
specification activities. Lerner and Tirole [3] confirmed these observations, noting 
that expected project and product management practices were less stringent in non-
commercial projects. 

3 Cost of Production and Reproduction 

Determining the ROI for free software requires an understanding of the cost of pro-
duction and reproduction of software. We model the reproduction cost of software at 
zero since the incremental energy cost of transmitting a copy is very small. Typical 
production cost calculations are dominated by the developer time invested in the 
project. However, these are not the only costs that should be considered and we look 
more closely at two factors that are not often taken into consideration by software 
developers2. 

                                                           
2 The work of economists Lerner and Tirole [3, 4] does investigate some aspects of this issue. 



 Free Software on Software Development and Requirements Management 291 

Lost Opportunity Cost (LOC) is often ignored in cost analyses for software devel-
opment. Lerner and Tirole mentions that when a programmer puts time in an open 
source project is usually unable to engage in another programming activity [3]. In the 
context of a single developer, what else could that developer have been doing with the 
time that they spent working on the software? Let us assume that the developer is 
employed by a third-party that develops commercial software (software that must be 
paid for by the user). Outside of the normal work week, the developer could choose to 
develop software that will be freely distributed when completed. Or, the developer 
could choose to work extra hours for their employer and the employer’s product could 
enter the market more quickly. Which effort should the developer support? Developer 
time is typically a zero-sum game and the decision to work on one project means 
another project does not get those resources. 

Lost opportunity cost models for open-source projects can be even more complex. 
Open source projects that are commercially focused must resolve issues of shared 
intellectual property, especially when the open source license requires the sharing of 
all modifications. Deriving a custom branch from the main open source branch to 
deliver significant proprietary innovations with substantial customer value can lead to 
unexpected maintenance and bug fixing efforts – responsibility for keeping the now 
proprietary codebase current with the open source code base is no longer a shared 
effort. Only a proper analysis can determine whether the adoption of the open source 
code base is financially justified for a given project. 

Some models also consider LOC at the society level. For example, the developer 
could have been working on software for their employer rather than on free software. 
Given that the employer is a for-profit entity, this activity is expected to lead to great-
er economic activity and a probable increase in the corresponding tax base. Does the 
same effort devoted to free software lead to the corresponding increase in the tax 
base? Perhaps it leads to a reduction in costs, thereby increasing margins and deliver-
ing the same net economic benefits? Does the society-level analysis outweigh the 
personal analysis? 

Life Cycle Cost Analysis is another analysis that is often ignored in software cost 
analyses. Even if the reproduction cost for a software product is zero, the replacement 
costs for installing a new version of the same product can be very high – particularly 
when data must be migrated and users must be retrained. 

These few examples illustrate that free software is not free, there are non-trivial in-
vestments required to conceive, design and implement the software. These resources 
must come from somewhere and these resources are, of necessity, not applied to al-
ternative projects. Determining the appropriate model for calculating the cost base is 
subject to interpretation and the resulting values can vary widely. 

4 Dumping, the WTO, and Free Software  

The cost of software production is important in the context of international trade, partic-
ularly as economies attempt to diversify into the so-called knowledge economy. Interna-
tional trade is generally governed by the rules of the World Trade Organization (WTO). 
In the realm of tangible goods, those goods that consume incremental materials in the 
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production or reproduction of that good, international trade is governed in part by 
dumping rules. Simplistically, dumping is considered a form of predatory pricing that 
occurs when a supplier in one country charges consumers in another country a price that 
is either below the price charged in their home country or below the cost of production. 
Accusations of predatory pricing have been made against dominant software industry 
players such as Microsoft3 and Google4. While regulatory powers such as antitrust have 
been brought to bear upon specific instances, we are unaware of any large-scale consid-
eration being given to whether dumping constraints should also apply to intangible 
goods such as software. In other words, is there a basis for making the argument that the 
practice of giving away software for free constitutes dumping? 

We look at the mobile telephone industry to see an example of the possible com-
mercial effect of a free and open-source solution, a commercial effect that dumping 
regulations are intended to preclude in the realm of tangible goods. The introduction 
of the iPhone transformed the consumer mobile device marketplace, exerting great 
competitive pressure on traditional handset manufacturers. It also exerted great pres-
sure upon Google because Apple maintained control over consumer data generated by 
these devices. In response to this threat to its data acquisition business, Google deli-
vered the Android operating system as a free alternative to Apples proprietary operat-
ing system. Google’s decision to protect their data acquisition market through the 
release of a free handset operating system eliminated the significant barrier to market 
entry associated with handset operating system development and rendered the mas-
sive operating system investments by handset manufacturers such as Nokia and Sony-
Ericsson essentially valueless. Now almost anyone could become a handset provider – 
all they had to do was build the hardware, the operating system comes for free. This 
forced handset providers to search for differentiations in hardware and form factor.  

For software to be subject to dumping rule analysis, appropriate pricing models 
would be required. As we saw in the prior section, simple models (e.g. reproduction 
cost is zero) are unrealistic but determining the appropriate level of complexity could 
require significant negotiation (e.g. an analysis that looked only at the cost of labor 
would place all developed nations at a significant disadvantage in the sector). 

If free software was subject to dumping rules, how would this affect the practice of 
requirements engineering? Would any additional factors need to be considered or 
would RE practitioners argue that this was outside of the scope of their responsibility? 
Would this not be a regulatory compliance requirement just like safety or taxation? 

5 Observations on the Effects of Free  

The various app marketplaces for mobile devices contain millions of apps. As the 
number of available apps has increased, getting the consumers attention has become 
increasingly difficult. Many developers now give away their apps for free in the hope 

                                                           
3 http://www.theguardian.com/technology/blog/2006/ 
 jun/21/microsoftaccus 
4 https://fsfe.org/activities/policy/eu/ 
 20130729.EC.Fairsearch.letter.en.html 
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that they can obtain users, trusting that they will be able to derive revenue from the 
users once they become tied to using their apps. However, consumers have rapidly 
become acclimated to the concept of apps being free and there is now significant re-
luctance to pay for apps when they might soon become available for free – either from 
the original developer or from someone cloning the concept.  

The ability for a second or third party to simply clone the functionality of a soft-
ware application without consequence is a significant competitive market risk for the 
innovating developer. Investing in new product development usually requires signifi-
cant resources and if someone else can just copy or clone the innovation then why 
invest in that development in the first place? This is a very real threat to ongoing in-
novation in our industry and has led to a significant reduction in the placement of 
investment funds in the sector except when the project can demonstrate a significant 
barrier to competitive market.  

Significant investment is currently being placed in projects where the software fa-
cilitates the collection of unique data about the users of the software. This unique data 
has value to third parties such as marketers and entrepreneurs are monetizing this data 
to ensure their revenue stream in the presence of customer expectations for free soft-
ware. Essentially, the developer becomes a developer of software that converts data 
about the user of the software product into the item of value rather than brings value 
to the customer as features or quality attributes. 

In the Angel investment group of which the first author is a member, in the last 
three years less than 6% of all investment pitches in this sector received investment. 
In every case where an investment was placed, the investment hinged upon the extent 
to which the users were monitored and data about them gathered. Anecdotally, this 
result is typical across North America.  

The availability of free software has, therefore, had at least two impacts on the 
practice of software development. It has led to a chilling effect on investment unless 
there is some way to reduce the threat of a competitive clone of the product. And, in 
response, the industry has shifted to monetizing user data instead of monetizing the 
product itself. This makes the software business much more dependent on legislation 
bodies that may allow or prohibit collecting, monitoring and monetizing user data.  

As a result, it may be necessary that the practice of RE expand its scope. Tradition-
al RE that focusses on features is still mandatory for without the right set of features 
there will be no users. However, RE practices may now need to include RE for user 
data acquisition to support monetization efforts or there will be little or no revenue to 
sustain operations. Further, we may even see RE efforts that focus on mechanisms for 
convincing the user to give up their privacy in exchange for the service. 

Requirements engineering for data acquisition can be very technically and legally 
complex. Effective and minimally intrusive data acquisition mechanisms require sig-
nificant design of experiment and data science expertise and RE efforts may require 
the addition of subject matter experts in these fields. Ensuring compliance with priva-
cy legislation in all operating jurisdictions for a product or service is another signifi-
cant effort. Work on privacy and RE is in its nascent stages and interested readers 
should investigate the RELAW series of workshops for further information. While 
there have been mentions of privacy regulation compliance in published work, we are 
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unaware of any work that focuses on how the general practice of RE may need to 
change to accommodate these needs. 

6 Conclusions 

Despite widespread adoption of free and open source software, studies that explore 
the negative effect of this phenomenon on the software business economy are rarely 
reported in the technical literature. In this paper, we present a number of observations 
on the consequences of free software. We identify that software is generally exempted 
from international trade restrictions on predatory pricing (although some antitrust and 
monopoly actions have been taken against the largest industry members). The advent 
of a marketplace that expects software to be free has had a chilling effect on invest-
ment unless there is a substantial barrier to competitive market entry. Data collection 
about the users of the software has become the barrier to competitive market entry, 
turning the users into the main source of the revenue stream. 

We are unaware of any easy answers to the observed dilemmas. Perhaps we could 
mandate that customers have the right to opt out of this data collection by paying a 
fee. What would the value of an organization like Facebook or Google be if they had 
direct paying customers? What would happen if we applied dumping guidelines to 
software pricing? Would this approach result in a more equitable and privacy-
preserving marketplace or would this have a significant negative effect on innovation? 

In future work, we would like to further study these issues by empirically evaluat-
ing the assumptions, hypotheses and personal experiences brought forward in this 
paper. Once these observations are better grounded, we can return our attention to 
their effects on the practice of RE and potentially develop new practitioner guidance. 
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Abstract. Software product management (SPM) as a discipline in-
cludes many practices like product and release planning, market analysis,
roadmapping, and product lifecycle management. Product management
frameworks prescribe these practices but companies seldom adopt all
of them. We conducted a state-of-practice survey with the aim to in-
vestigate how companies adopt SPM practices and how this practical
experience fits together with the framework suggested by International
Software Product Management Association (ISPMA). The results of this
study showed that ISPMA SPM Framework describes core product man-
agement practices well but the impact of product management practices
to the final product success remains ambiguous.

Keywords: software product management, state of practice, survey.

1 Introduction

Software product management (SPM) unites business and technical perspectives
in the development of software products. SPM defined as business management
at the product, product line, or product portfolio level [1] in a software organiza-
tion [2] represents a model for strategizing, conceiving, developing, introducing,
managing, and marketing new products to the market.

There are several frameworks developed to address the specific features of
managing software products [2,3,4,5]. They describe the structure and content
of software product management as lists of practices that should be adopted by
companies. These lists include from 16 to 38 practices. Companies rarely adopt
all product management practices and focus on subsets of them that bring most
benefits to the business [6]. In contrast, the existing frameworks provide little
guidance on how to adopt them iteratively rather than instantly [6]. Understand-
ing and inclusion of these priorities observed in practice to frameworks would
be an important step for further development of SPM education, research, and
practice. The ISPMA SPM Framework v.1.1 [2] was chosen as a reference model
for this study because it represents a consensus between industry and research
that integrates previously known reference models.

C. Lassenius and K. Smolander (Eds.): ICSOB 2014, LNBIP 182, pp. 295–300, 2014.
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2 Background

There have been some attempts to highlight the most important practices in
product management for achieving product success. For example, Kittlaus and
Clough divide SPM practices into core and supporting practices at product and
corporate levels [3]. Core practices are major functions in which a software prod-
uct manager is involved while supporting practices are orchestrated by product
managers but not directly managed. Using the same definition of core and sup-
porting SPM practices, Maglyas et al. identified six core practices and concluded
that it is reasonable to expect an expertise in these practices from every product
managers while other skills may depend on the domain and type of product [7].

The results of these empirical works are not conclusive, however. Core product
management practices and responsibilities of product managers vary from one
study to another depending on the framework with which the assessment is done.
Such heterogeneity is not a new problem, though, and has been addressed with
industry standards that offer consolidation.

In order to consolidate the existing knowledge and experience in the field of
software product management, the International Software Product Management
Association (ISPMA) created its SPM framework [2,8].

3 Research Methodology

This study investigated product management practices with the ISPMA refer-
ence model. It aimed at understanding how SPM practices described by ISPMA
fit together with SPM practices used in real life and thereby give decision-support
for the adoption of SPM practices. Two research questions were defined as fol-
lows:

– RQ1: Does the ISPMA framework reflect software product management prac-
tice?

– RQ2: Does practice differ between junior and senior product managers?

A survey followed by a focus group discussion with software product management
experts was selected as the main research tool.

ISPMA SPM framework v.1.1 consists of 38 practices involved into devel-
opment and release of a product to the market. These practices were grouped
into several questions according to the framework structure. Each question was
related to one column of the framework and was formulated as follows:

Which of the following practices are/were performed with you feeling respon-
sible for?

The first option for answers was exclusive (not leading any XXX practice,
where XXX is the name for a group of practices in the framework). The survey
was conducted using a web-service called FluidSurveys1. Invitations to partici-
pate in the survey were distributed using the snowballing technique [9].

1 http://fluidsurveys.com

http://fluidsurveys.com
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The survey was conducted for a period of six months started in October,
2012 and finished in March, 2013. Then, the gathered results were discussed
with experienced product management professionals from industry and academia
at the ISPMA member assembly meeting in April 7, 2013. In this meeting,
additional input on how the results fit with practice was collected in the form of
meeting notes.

4 Results

The survey was answered by 100 respondents. 48 responses were incomplete, five
responses were test fillings, and one response was excluded from the analysis as
an outlier due to its ridiculous answers. The demographic information about the
respondents and companies they work for is presented in Figure 1.

Fig. 1. Demographics of the collected data

In the survey, we asked respondents to mark product management practices
that they are responsible for. In general, SPM follows some key practices but
there is variation between other practices. In more than 75% of the cases, prod-
uct managers were responsible for five SPM practices: positioning and product
definition, business case and costing, roadmapping, release planning, product
requirements engineering. In this regard, these practices represent core product
management practices observed in practice. In addition, all these practices are
included to the SPM framework as core practices as well.

Another set of five SPM practices (innovation management, product anal-
ysis, product lifecycle management, project requirements engineering, product
launches) was observed as related to product management by more than 50%
but less than 75% of the respondents. Two of these practices (product analysis
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and product lifecycle management) considered as core SPM practices by ISPMA
framework but in practice only some product managers take responsibilities of
these practices.

In our analysis we also compared how the work of SPMs differs from the work
of senior SPMs. The sample included 23 product managers and 11 senior/head
product managers. The results of two-tailed difference of proportion test are
presented in Figure 2. We used Holms step-down method [10] for limiting the
alpha error that accumulates over the repeated application of individual sta-
tistical tests. Here an alpha error is an apparent difference, which in reality is
not a difference but just represents the luck of the investigators. This approach
ensures that the total error is below the initially predetermined threshold.

Fig. 2. Differences between software product managers and senior software product
managers (two-tailed difference of proportions test, p<0.05*, p<0.1)

Our results revealed that non-senior SPMs tend to interface more with de-
velopment and operations than senior SPMs. Senior SPMs tend to be involved
in corporate strategy more than SPMs. In particular, the senior SPMs have
more often an active role in the definition of corporate strategy and portfolio
management. To support these decisions, they are more frequently involved in
market and customer analysis than SPMs. Regardless of their seniority, product
managers are heavily involved into product strategy and product planning while
their involvement in marketing, sales & distribution, and service & support is
limited. Only a few product managers marked these practices as being under
their control.
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5 Discussion

Maglyas et al. investigated core product management practices in another sur-
vey conducted worldwide and concluded that core product management prac-
tices are product analysis, roadmapping, strategic management, vision, product
lifecycle management, and internal and external collaboration [7]. Product anal-
ysis, roadmapping, and product lifecycle management practices were identified
as core practices in this survey as well. Strategic management is included in the
ISPMA framework as a set of practices consisting of other practices and there-
fore cannot be directly compared. The core practice vision is included into the
ISPMA framework as business case and costing. The results showed that 78%
of respondents were responsible for this core practices and therefore the results
fit well with the ISPMA framework and Maglyas core SPM practices. Internal
and external collaboration is not included as a separate practice in the SPM
framework but it is embedded to the framework structure through practices in
which a product manager participates or orchestrates.

Overall, the ISPMA framework structure has several misalignments with prac-
tical experience of product managers in the software industry. Some core prac-
tices like pricing, legal and IPR management that were not often implemented by
product managers as their main responsibilities represent variations in the adop-
tion of SPM. A framework like the ISPMA SPM framework should make such
differences between recommendation and practice explicit by providing ratio-
nales for the recommended infrequent practices and suggesting criteria regarding
their adoption.

The analysis of responsibilities of senior software product managers and soft-
ware product managers revealed that senior product managers tend to be respon-
sible for the practices related to strategic management like corporate strategy,
portfolio management, and market analysis while non-senior product managers
tend to be responsible for orchestration functions like engineering management,
opportunity management, and technical support.

As a unified group product managers can be seen middle managers who act
as linking pins connecting the top management with the lower-level managers
[11]. As an individual in this mediating position between strategic and opera-
tional levels, the product manager tends to move to senior product management
position.

The main limitation of this study was the size of sample that was a result
of low response rate. Increasing the sample size would help to get more sta-
tistically significant results. However, these preliminary results provide us with
some insights on how product management practices are adopted in organiza-
tions and therefore can be used for generating hypotheses for new surveys with
more focused questions on particular SPM practices.

The use of snowballing with a particular focus on the ISPMA network led to
a non-random sample but we accepted the non-random sampling as a trade-off.
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6 Conclusions

The survey results provide a general overview of how SPM is adopted in practice
and how the adoption of SPM fits together with the theoretical ISPMA SPM
framework that represents a consensus between industry and academia. However,
due to the limited number of responses, we could not identify success-correlating
practices.

The empirical validation of core product management practices described in
the ISPMA SPM Framework showed that product managers are responsible for
most of the suggested practices in their daily work. Leaving out the variations
between different companies, the SPM Framework provides a good reference
point to what product managers should be responsible for. These results are
also aligned with previously identified six core product management practices
[7].

Overall, the survey gives us insights to the state-of-practice in the field of soft-
ware product management and contributes to the product management body of
knowledge. The presented results are a basis to adapt the theoretical frameworks
to real-world practice.
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Abstract. IT functionality in companies is often delivered by a chain of 
interdependent software applications. To handle changing business demands in 
such chains, organizations increasingly employ agile methods such as Scrum. 
Usually, each Scrum team deals with a single application in the chain, 
necessitating alignment activities between the Scrum teams that jointly deliver 
IT functionality. We empirically investigate the alignment issues that occur  
in such chains of Scrum teams, and identify several that impact time to market. 
We base our observations on qualitative data from two case study 
environments. 

Keywords: Agile, Scrum, chain of Scrum teams, priority alignment, feature 
time to market. 

1 Introduction 

Most application service providers (ASP) of large companies operating in the 
information intensive industries experience rapid changing business demands. To 
handle such changing demands, ASPs increasingly adopt Agile methods, such as 
Scrum. Scrum intends to mitigate delivery risk by the use of swift feedback [1].  

Functionality in ASP environments however is delivered by a portfolio of 
interdependent applications, not by one single application. As a consequence, Scrum 
teams that deliver the applications likely need to align their activities. Each 
application in the portfolio supports a business function in the front to back business 
process. Together, the front to back business process delivers features, i.e. intentional 
distinguishing functional characteristics of the application landscape that can be used 
by a business user. When a feature needs to be added or changed, multiple 
interdependent applications need to be changed simultaneously. 

Scrum teams can be mapped in different ways onto the application landscape. 
Some prefer to have one Scrum team for the whole front to back chain. However, the 
amount of involved IT staff then easily exceeds the generally agreed upon maximum 
size of a Scrum team. Also, changes require highly specialized skills that cannot be 
easily shared, and so dedicated Scrum teams exist for (business) applications. Given 
the interdependencies in the application chain, multiple Scrum teams then need to 
jointly deliver new or changed features. Such joint delivery implies that Scrum teams 



302 J. Vlietland and H. van Vliet 

 

need to cooperate. Yet, due to the nature of Scrum teams, such cooperation might not 
happen naturally. A Scrum team is accountable for its own application, not for the 
chain of interdependent applications, likely resulting in a bounded Scrum team focus 
rather than a delivery focus of features. 

The usage of Scrum in large organizations is relatively new and academic literature 
in this area is scant, while there is a considerable need for answers in this area [2, 3]. 
In this study we empirically investigated and found four issues that exist in chains of 
codependent Scrum teams: (1) misalignment of backlog priorities, (2) alignment 
issues between teams, (3) unpredictability of committed deliveries and (4) lack of 
coordination in the chain. 

2 Related Work 

We look at the topic from two perspectives. From an Agile perspective we explain the 
social nature of a constellation of Scrum team, focusing on the intra- and inter-team 
communication issues that are relevant in our setting. As a chain of Scrum teams has 
similarities with supply chains we also look from a Supply Chain perspective. 

Scrum teams likely has a natural intra-team focus rather than inter-team focus, as 
the team focuses their software development effort on a single prioritized backlog [4]. 
The intra-team focus is enforced by the closeness of staff within a team and their 
similarities (e.g. shared goal, IT application, backlog). Leffingwell [5], author of the 
SAFe model, argues that the product backlog should be aligned by collaborating 
product owners. Operational alignment between codependent Scrum teams during the 
software development cycle is achieved by Scrum of Scrum meetings [6].  

Supply Chain Management (SCM), our second angle, is the management of 
interconnected network of businesses involved in the provision of product and service 
packages [7], which is related to a chain of Scrum teams. Workflow in supply chains 
is managed by means of collaboration rather than centralization. Chain oriented 
structures rely on collaboration, co-ordination and communication, abbreviated as 
‘Three-C’ [8]. Also other SCM research confirms the importance of Three-C in well 
performing supply chains [9-11]. Given the interdependencies in the application 
chain, we expect that Three-C practices are also needed between codependent Scrum 
teams. 

3 Case Study Results 

We performed qualitative [12] research at multinational service providers to gain an 
in-depth understanding of the issues in interdependent Scrum team chains [13].  

We performed two case studies at large multi-national organizations, one at the 
telecommunication company (9 interviews in two overlapping chains) and one at a 
retail bank (6 interviews in one chain). Each of the companies has a centralized IT 
organization with 250-1500 IT development employees who offer application services 
to front-office, operations and finance business functions.  
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We transcribed the interviews and coded them. Table 1 shows the number of codes 
in each main code category. The numbers indicate the grounding of the code category. 

Table 1. Code grounding in each code category 

Concept Case 1 Case 2 Total
Alignment 82 15 97
Coordination 84 9 93
Prioritization 56 23 79
Predictability 30 6 36

Total 252 53 305  
 
Alignment issues between Scrum teams is considered the main issue (97x 

grounded). We found evidence of misaligned definitions of done, sprint cycle 
differences (start, duration, finish), disconnected test environments and misaligned 
test scenarios between teams.  

We identify lack of coordination as the second main issue in chains of Scrum 
teams (93x grounded). In particular test coordination is considered difficult, 
notwithstanding that we found coordination issues throughout the full sprint lifecycle. 

Mismatched prioritization between teams are considered the third main issue (79x 
grounded). Priority setting mismatches are mainly caused by goal differences at 
strategic level that are cascaded to the applicable product backlogs. 

The fourth issue is unpredictability during the development lifecycle in the 
codependent Scrum teams (36x grounded). In case one of the teams is unable to 
deliver its functionality that is required for a feature, the delivery of that feature is 
delayed. Such unpredictability risk increases with the number of codependent teams. 
For instance if each team delivers the necessary functionality in 9 out of 10 cases and 
10 codependent teams exist, the overall predictability is (0.9)10 being less than 35%. 

Table 2 shows for each of the four main issue categories the percentage of quotes 
in each case study. The table shows that case study 2 mainly exhibits prioritization 
and alignment issues, while case study 1 mainly exhibits alignment and coordination 
issues. 

Table 2. Cross-case analysis of the four main issues 

Concept Case 1 Case 2 Total
Alignment 33% 28% 30%
Coordination 33% 17% 25%
Prioritization 22% 43% 33%
Predictability 12% 11% 12%

Total 100% 100% 100%  

3.1 Case Study 1: Retail Banking Front to Back Application Chain 

The retail bank has a centralized IT organization with 150 Scrum teams that deliver 
web application services to the various business lines that deliver the services to the 
banking customer. The web applications are developed by front-end Scrum teams that 
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are clustered around different channels (e.g. internet, call center). The web 
applications interact with back-office applications that are clustered around financial 
products. The back-office applications are mainly commercial of the shelf (COTS) 
packages. These packages are configured in Scrum teams. The back-office packages 
interact with finance applications that are developed by waterfall organized IT teams.   
Next to the regular Scrum-roles the organization has an integrator role for the 
coordination of new front to back feature development. 

Priority mismatches result in Front-end teams developing stories for features that 
cannot be delivered, because Finance teams develop high-priority non-related stories 
(e.g. for compliance regulation). 

“The managing directors in our board have different priority settings. The 
managing director would like to improve his business process, while the manager of 
the Internet Channel needs to resolve a number of compliance issues and the manager 
of Marketing and Sales want to develop software for new product offering. They all 
think that their objective will be achieved, however without making an explicit choice 
in priority setting”, IT development manager 

Priority mismatches have several negative consequences. Longer time to market of 
feature delivery is one. Another consequence is concurrent integrators fighting for the 
highest priority in the chain, while the product owner naturally follows priority based 
on the strategic objectives of the managing director. 

”If the product owner does not want to cooperate in delivering interdependent 
functionality I do not have any influencing authority”, Integrator 

Alignment issues exist in particular during front to back feature testing. Testing is a 
complex, labor intensive and highly interdependent exercise. During testing teams 
need to jointly prepare and execute front to back feature testing, requiring the 
alignment of the interdependent activities, definitions and terminology. 

“A lot of work needs to be redone to synchronize test data to ensure that the 
correct test data is available in the test environment that needs to be used in the 
internet channel”, Integrator 

These interdependencies require extensive coordination between teams, which is 
performed by an integrator role, in case more than 3-4 teams are involved. 

“With more than 3 to 4 codependent teams a cross-team coordination mechanism 
is needed between these teams. Until 3-4 teams, coordination is done by product 
owners.”, IT manager 

3.2 Case Study 2: Telecommunication Front to Back Application Chain 

The telecom company has a centralized IT organization having 34 Scrum teams. The 
IT organization has a cluster of front-end Scrum teams which develop applications 
that interact with Scrum teams of Operation that interact with Scrum teams for Billing 
and Finance. The involved applications are interdependent, implying that a feature 
can only be delivered by the constellation of front to back applications. We 
interviewed Product Owners, Scrum Masters, IT development managers and project 
managers. Interviewees in this case also refer to priority conflicts between 
interdependent teams: 
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“We are executing 15 programs concurrently…. Each program has its executive at 
business side which has its own profit & loss. So, who is more important when each 
executive want to have their features first”, IT manager 

For high priority features the needed stories in the interdependent teams are placed 
as highest priority items on the team backlogs. However each involved executive 
influences the priority setting of a subset of product owners in the chain, resulting in 
priority mismatches over the front to back chain. Such conflicts results in impeded 
delivery of the front to back features. 

“In team A an end to end feature has highest priority, at team B however a 
dependent story has low priority due to interdependent stories that need to be 
delivered first”, IT development manager 

Interviewees state that priority conflicts are expected to be resolved since front to 
back priority setting has been predefined by a roadmap manager for 2014. 

“From now on we have a roadmap manager at strategic level which has defined 
the top 10 strategic programs which will be executed in 2014”, IT development 
manager 

Even though at the strategic level clear priorities have been set, alignment issues 
between teams occur, such as difficulties to align the definition of done and testing 
activities: 

“Yes we have a definition of done, but try to align that over the full chain with 
clear requirements and acceptance criteria”, Product owner 

The development process in each of the teams has a certain unpredictability which 
is leveraged by the chain setting. In case one team cannot deliver, the deployed 
feature is delayed:  

“Misalignment in timing between teams happens regularly. Recently I had a 
feature which was on the list of each involved team. However one of the teams that 
had delays earlier now experienced test defects, while having a due deadline of the 
code freeze. At the end of the sprint nothing was delivered”, project manager 

4 Conclusion 

Applying Scrum in an interdependent application chain seems not an easy task. We 
found four main types of issues in chains of codependent Scrum teams: (1) issues in 
the alignment between teams, (2) mismatching backlog priorities, (3) lack of 
coordination in the chain and (4) unpredictability of committed deliveries. 

The first type concerns alignment issues between teams, mainly related to a 
different way of working. A lot of these issues express themselves during end to end 
testing, yet a lot of issues find their origin earlier in the development lifecycle.  

The second type concerns backlog priority conflicts at the strategic level which 
cascade to the operational level. As teams have an intra-team focus, each team 
develops the application in accordance with its backlog. However, given the 
application interdependencies, features are only ready to be delivered if all required 
teams deliver the necessary application changes.  
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The third type - coordination - indicates boundary spanning activities over the front 
to back chain. Such boundary spanning supports information and knowledge sharing 
between the involved teams. 

The fourth type concerns unpredictability during the lifecycle process. Feature 
delivery, involving multiple teams, can only take place in case all interdependent 
application changes are delivered. If delivery in one of the teams is impeded (e.g. 
caused by misinterpretation or unexpected work) the feature is not delivered in that 
sprint, delaying time to market. 

The results indicate that Scrum applied in application chains can result in increased 
delivery risk, despite the Scrum goal of decreasing delivery risk. 
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