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Abstract. In teacher education programmes, text-based portfolios are generally 
used to assess student-teachers’ competence as new teachers. However, striking 
discrepancies are known to exist between the competencies reflected in a  
written portfolio and the competencies observed in actual classroom practice. 
Multiple assessments should be used to provide a more valid assessment of stu-
dent-teachers’ competence as new teachers. Technology can support this kind 
of multiple and flexible ways of assessment. In a Research & Development 
project, four types of e-assessments were designed, implemented and evaluated 
in 27 interventions in 13 post-graduated teacher education programs in the 
Netherlands. Teacher educators reported positive outcomes of the interventions 
in terms of new procedures, materials and tools. No significant effects were 
found of the implementation of the four types of e-assessments on the evalua-
tion by either teacher educators or student-teachers. A possible explanation for 
this absence of effects might be teething problems of the interventions imple-
mented. 
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1 Introduction 

Assessment and evaluation are increasingly important in all educational sectors. In 
teacher education programs, text-based self-evaluations are generally used to assess 
student-teachers’ competence as new teachers [1,2]. However, this kind of written 
self-evaluation does not give valid evidence of teacher competencies that are typically 
used to guide the curriculum of teacher education programs. Consequently, observa-
tion of student-teachers’ performance are increasingly used for assessment, such as 
class observations, teaching materials and tests. Simultaneously, assessment is used 
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for both formative and summative purposes: assessments are not only used to measure 
student-teachers’ competencies, but also to feed back student-teachers which compe-
tencies they already possess, in what phase of development they are and how they can 
acquire teacher competencies. Technology can support this kind of multiple and flex-
ible ways of assessment. The objective of this paper is to provide insight into how 
multiple e-assessments of student-teachers’ competence as new teachers can be de-
signed in an efficient and effective way.  

1.1 Student-Teachers’ Competence as New Teachers 

In 2005, in response to national and international calls for improved teacher education 
and greater educational accountability, the Dutch Ministry of Education decided to 
develop a standard for all teachers in secondary education. Subsequently, a standard 
was developed resembling the Professional Standards for Teachers in England 
(http://www.tda.gov.uk/), the National Professional Standard for Teachers in Austral-
ia (see http://www.nsw.gov.au/), and the Professional Teaching Standards in the  
United States (see http://www.nbpts.org/). The Dutch Teacher Standard includes pe-
dagogical, interpersonal, organizational, methodological, relational (colleagues, 
community), and reflective competencies (see the Association for the Professional 
Quality of Teachers, http://www.lerarenweb.nl/). The first four competencies (i.e., 
pedagogical, interpersonal, organizational, and methodological competencies) can be 
assessed on the basis of teacher performance in the classroom. While the relational 
competencies that pertain to colleagues and the community are important, student-
teachers usually gain only limited experience with these competencies during their 
training. All six competencies refer to the professional role of the teacher in three 
types of situations: working with students, working with colleagues, and working in 
the school. The seventh competence is reflection, which is seen as important for a 
teacher’s ongoing personal and professional development [3,4,5]. All of the seven 
competencies of the Dutch standard are described according to rubrics of key know-
ledge, skills and attitudes that teachers must have at various levels. Teacher education 
programs typically use the competencies outlined in the national standard to guide 
their curriculum design and assessment. The problem, of course, is how to assess the 
competencies and thereby demonstrate that teachers meet the required standards. 

1.2 Assessment of Student-Teacher Competence 

In the 1980s, written teaching portfolios were introduced into teacher education to 
stimulate student-teachers to think more carefully about their teaching practices and 
subject matter [1,2], [6,7,8,9]. Portfolios are argued to be suited not only for learning 
purposes but also for assessment purposes as they represent: "a way to define, display, 
and store evidence of a teacher’s knowledge and skills that is based on multiple 
sources of evidence collected over time in authentic settings" (p. 58) [10]. Student 
teachers can include, for instance, the following in assessment portfolios: their ideas 
regarding teaching, summaries of relevant theories, samples of lesson plans, observa-
tional notes on their teaching, and reflections upon their teaching practices. While 
such documents cover a wide range of knowledge and competence, striking discrep-
ancies are known to exist between the competencies reflected in a written portfolio 
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and the competencies observed in actual classroom practice. That is, student-teachers 
can sometimes present excellent written portfolios while their teaching performance is 
evaluated by school and university supervisors as rather weak [7] and vice versa 
[11,12]. 

When Delandshere and Arens [10] analyzed the written portfolios submitted to 
three teacher education programs in the USA, they encountered major problems with 
the evidence submitted for assessment purposes. Most of the written portfolios con-
sisted of meta-data (e.g., statements of beliefs, lesson plans, mentor observations, 
reflections on teaching experiences). In other words, the data was removed from ac-
tual practice and thus indirect; the portfolios showed the student teachers’ views on 
classroom events and their beliefs about teaching. As Delandshere and Arens point 
out, however, the assessment of teaching performance requires direct evidence and 
thus data on the teacher’s actual work in the classroom. 

In contrast to such indirect sources of data, video recording allows direct teaching 
evidence to be included in an assessment portfolio. The use of video recordings al-
lows direct evidence of teaching to be included in a narrative. Compared to written or 
oral accounts, video narratives are likely to provide information on a wider variety of 
teacher competencies and more specific information on the contexts in which the 
competencies are demonstrated. This rich picture of teacher competencies and prac-
tices obtained in specific contexts can be assumed not only to provide highly valid 
information but also can be used for analytic and varied reflection.  

There is much empirical work on the use of video for learning, mostly in teacher 
education [11,12] and in professional development programs with (experienced) 
teachers [15,16]. For example, in their evaluation study of the use of video in web-
based computer-mediated communication in teacher education, Lee and Wu [17] 
found that student-teachers reflect more thoroughly on their teaching, pinpointing the 
areas of required improvement better, compared to situations in which student-
teachers had to rely on their recall of their practices only. Likewise, these authors 
showed that student-teachers were also willing to share their experiences with and 
learn from their peers. Moreover, the authors found that – compared to micro-
teaching sessions in which student-teachers had to rely on their recall only - peer 
feedback became more concrete and associated with specific points in the video clips. 
This feedback was also appreciated more by student-teachers. Finally, watching, ana-
lyzing and reflecting upon the video-taped practices of others enabled the student-
teachers to learn from good teaching models and guard against bad ones. Experiences 
with how the use of video clips can be further integrated into the professional devel-
opment of teachers confirm these findings (e.g., Video Clubs in [18]). 

However, due to the lack of empirical studies on video portfolios with teachers or 
student-teachers for assessment purposes, it is still unclear if the inclusion of direct 
evidence about the functioning of student-teachers in the classroom facilitates a valid 
assessment of student-teachers’ competence. 

1.3 e-Assessment of Student-Teachers’ Competence 

The licensing and certification of teachers today is performance-based and thus re-
cognizes teaching as a highly complex, highly contextual, and highly personal activity 
[7], [19,20]. In teacher education programs, performance-based assessment is often 
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supplemented with other information from portfolios, which can include lesson plans, 
reflections, feedback from students, and feedback from supervisors, superiors and 
colleagues [21]. A portfolio should show not only that the student-teacher knows and 
understands theory but also that the student-teacher can act in accordance with theory 
and detect discrepancies between what is taught in theory and what occurs in actual 
practice. 

This complex combination of teacher competencies asks for multiple assessment 
procedures in teacher education. Technology might support these new, complex ways 
of assessment. Recent years have been characterized by extensive growth in the use of 
technology in education, such as virtual learning environments, simulation software, 
virtual experiments, visualization of complex models as well as tools which enables 
students and teachers to communicate and collaborate through email, electronic fo-
rums, and instant-messaging systems. However, the use of technology in assessment 
procedure (i.e., e-assessment) is an under-researched area. e-Assessments convey 
practical benefits such as accessibility of practices, flexibility in updating information, 
and incorporating multimedia resources [22], in addition to efficiency for both teacher 
educators and student-teachers. As teaching has been recognized as a highly complex, 
highly contextual, and highly personal activity, e-assessments might be helpful in 
order to assess student-teachers’ competence as new teachers in an efficient and effec-
tive way. 

1.4 Problem of This Study 

The problem of the present study was how multiple e-assessments of student-
teachers’ competence as new teachers could be designed in such a way that these 
could be carried out in an efficient and effective way and provide a valid assessment 
of student-teachers’ competence as new teachers. Research questions were: 

1. How do interventions on e-assessment affect the use and evaluation of these e-
assessments by teacher educators? 

2. How do interventions on e-assessment affect the evaluation of these e-assessments 
by student teachers? 

3. How do teacher educators perceive the implementation of the interventions on  
e-assessment? 

2 Methods 

2.1 Research Context 

Teacher preparation includes certification at three levels: primary education, lower 
secondary education (pre-vocational secondary education and the three lower grades 
of senior general secondary education and pre-university education) and all levels of 
secondary education. The latter programs are mainly based in research universities 
and the former two programs are mainly organized by universities of applied sciences. 

The context of this study is the post-graduate teaching education program in the 
Netherlands. Students who graduate are licensed to teach at all levels of secondary 
education in the Netherlands. Teacher preparation for certification to teach at all  
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levels of secondary education usually takes a one-year full time (or two-years 50% 
part-time) master program as a follow-up of a master program in a particular school 
subject (e.g. mathematics or a foreign language). This means that teachers who are 
licensed to teach at all levels of secondary education have two Masters: one in a 
school subject or related domain and one in teaching this school subject. The curricula 
of these teacher education programs exist of 50% courses at the teacher education 
institution and 50% teaching in school. The common goal of these master programs is 
to connect theory and practice of teaching in secondary education. 

In a Dutch national Research & Development project, Non satis scire (funded by 
the SURF foundation, http://www.surf.nl/), teacher educators and master students of 
teacher education programs of all 13 Dutch research universities participated. Teacher 
educators collaboratively design, implement, and evaluate both formative and summa-
tive assessments of student-teachers’ competence as new teachers. Four e-assessment 
types have been addressed: 1) knowledge tests on learning and instruction, 2) provid-
ing feedback on students’ plans for research on teaching practice, 3) providing  
feedback on students’ web-based video clips of teaching practice and 4) digital self-
assessments of student-teachers’ reflection. 

2.2 Design of the Study 

In a multiple-case study research design, 27 interventions were carried out, spread 
over 13 teacher education programs and the four forms of e-assessment (see Table 1). 
In order to answer research questions 1 and 2, for each type of e-assessment teacher 
educators and students from the experimental condition (programs that carried out the 
particular type of e-assessment) were compared with teacher educators and students 
from the control condition (i.e., programs that were not part of the experimental con-
ditions). In order to answer research question 3, a multiple case study design was used 
[23] using multiple data sets about each of the programs. 

Table 1. Overview of the design 

 Participating TE programs 
Intervention Experimental 

condition 
Control 

condition 
1. Knowledge tests 4 9 
2. Feedback on students’ research plans 9 4 
3. Feedback on students’ video clips 11 2 
4. Digital self-assessment 4 9 

2.3 Data and Procedures 

Data were collected of 115 teacher educators and 644 master students from 13 univer-
sities. A digital pre-test and post-test questionnaire was administered to teacher  
educators to evaluate the four interventions on two aspects: 1) the extent to which 
different forms of e-assessments were used and 2) the extent to which these forms 
were valued. A similar pre- and post-test questionnaire was administered (on paper) to 
students from the 13 universities. In addition, observations of work meetings and 
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evaluation reports were used to map teacher-trainers’ experiences with the various 
forms of e-assessment. Finally, all educational materials (study guides, readers, tests, 
video clips, student reflections, research plan, feedback forms and completed assess-
ment rubrics) were collected and analyzed to support or contradict interpretations 
from the questionnaire data and work meetings. 

Questionnaire for Teacher Educators. In addition to their gender, age, teaching 
experience and teaching position, teacher educators were asked to evaluate the use of 
1) a corpus of shared items of a knowledge test on learning and instruction; 2) digital 
knowledge tests; 3) peer feedback on research plans; 4) peer assessment on research 
plans; 5) digital rubrics to support the assessment of research plans; 6) video record-
ing of student-teachers’ practices and 7) self-evaluations. 

First, we asked teacher educators to indicate the variety of their use of the assess-
ment types. The frequency of use was measured by 2 to 5 yes/no items, with items 
like, “Did you use the digital corpus of knowledge items?” (Shared test items), “Did 
students provide written feedback on their research plans?”(Peer feedback) or “Did 
you provide feedback on the basis of students’ video clips of their teaching practice?” 
(Video). 

Second, the evaluation of each of the assessment types was measured using a series 
of 4 to 7 similar Likert-type scale statements, with 1= completely disagree to 5= com-
pletely agree. Example items are “The use of digital tests has a positive effect on the 
time that is needed to feed back the test results (Digital knowledge test), “Peer feed-
back has a positive effect on the time teachers spend on providing feedback” (Peer 
feedback), or “The use of web-based video clips of students’ teaching practice has a 
positive effect on students’ insight into their own teaching competence” (Video). 

In Table 2, the descriptive statistics are presented for the frequency of use and for 
the evaluation of each of the assessment types. Of the 115 teacher educators, 60 com-
pleted both the pre-test and the post-test. The reliability of the seven evaluation scales 
met our norm of 0.70, for the first scale with only 4 items after using the Spearman-
Brown correction for test length. 

Table 2. Descriptive statistics teacher-educator questionnaire 

 Frequency 
scale* 

Evaluation 
scale 

Cronbach’s α Exp cond 
N 

Contr cond 
N 

Shared test items** 0 – 3 1-5 .58 26 34 
Dig. knowl. tests 0 – 2 1-5 .72 26 34 
Peer feedback 0 – 5 1-5 .74 52 8 
Peer assessment 0 – 3 1-5 .77 52 8 
Rubrics 0 – 4 1-5 .82 52 8 
Video 0 – 5 1-5 .77 52 8 
Self-assessment 0 – 3 1-5 .78 13 37 

* 0 = assessment instrument is not used; 2/5 = instrument is used in various ways 
** this scale included only 4 items 
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Questionnaire for Students. In addition to their university, gender and age, students 
were asked to report their evaluation of 1) digital knowledge tests; 2) peer feedback 
on research plans; 3) peer assessment on research plans; 4) digital rubrics to support 
the assessment of research plans; 5) video recording of student-teachers’ practices and 
6) self-evaluations. 

The items of this part of the student questionnaire were similar to those in the 
teacher questionnaire. For each of the e-assessments types, a series of 4 or 5 state-
ments were used to measure students’ evaluation. These statements were answered on 
a Likert-type scale, with 1= completely disagree to 5= completely agree. Example 
items are “I receive feedback about my test results more timely in the case of a digital 
test compared to a paper-and-pencil test” (Digital knowledge test), “I can learn a lot 
from provide providing peer feedback on research proposals” (Peer feedback), or 
“Supervision using a web-based video clips of my teaching practice is better than 
supervision on the basis of life observation of my supervisor” (Video). 

In Table 3, the descriptive statistics are presented for the evaluation of each of the 
seven assessment types. The reliability of five evaluation scales met our norm of 0.70. 
The first scale was excluded from the analyses as the reliability appeared to be low. 
As shown in Table 2, the distribution of participants in both conditions is strongly 
skewed, which lowers the chance to find any significant differences between both 
conditions. 

Table 3. Descriptive statistics student questionnaire 

 Evaluation 
scale 

Cronbachs α Exp cond. 
N 

Control cond. 
N 

Dig. knowl tests* 1-5 -- -- -- 
5 
5 
5 

Peer feedback 1-5 .79 131 
126 
130 

Peer assessment 1-5 .76 
Rubrics 1-5 .84 
Video 1-5 .78 109 

5 
25 

125 Self-assessment 1-5 .78 

* this scale is excluded because the reliability was too low 

Work Meetings and Evaluation Reports. During the project period of two years 
two or three teacher educators per teacher education program that participated in the 
four types of e-assessment interventions attended three work meetings and completed 
evaluation reports which were used as input for these meetings. The information from 
the meetings and reports was summarized. 

2.4 Analyses 

A mix-method analysis procedure was used. For the questionnaire data, repeated 
measures analyses were used to examine possible differences in evaluation before and 
after the interventions. In these analyses, each intervention condition was compared 
with the three other forms of e-assessment (which form the control condition).  
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The qualitative data in the written protocols of the work meetings and evaluation  
reports were combined into a thick description [24 of each of the 27 interventions 
indicating teacher educators’ self-reported experiences with the particular form of e-
assessment.  

3 Results 

3.1 Use and Evaluation by Teacher Educators 

The results of the repeated measures analyses of variance for teacher educators are 
summarized in Table 4 (frequency of use) and Table 5 (evaluation). 

The analyses did not show a significant increase in teacher educators’ use of the 
particular assessment procedure, compared to the control condition (consisting of 
programs that did not use the particular e-assessment form). As shown in Table 4, 
teacher educators in the intervention condition did generally differ in their use of the 
particular assessment form from the control condition, but these differences already 
existed a priori (with all Fs< 1.71 and all ps>.20). It appears that teacher educators 
apparently decided to participate in the interventions that included the assessment 
form they already used in their regular practice. A marginal trend was found for the 
use of a digital knowledge test (F(1,58)= 3.50; p= 0.06) indicating that teacher educa-
tors in the experimental condition tended to increase their use of a digital knowledge 
test after the intervention, compared to teacher educators from the control condition. 

Table 4. Results for teacher educators: frequency of use of assessment procedure (means and 
standard deviations between brackets) 

 Experimental condition Control condition 
 Pre-test Post-test Pre-test Post-test 

Shared test items 1.6 (1.4) 1.4 (1.4) 0.8 (1.2) 1.1 (1.4) 
Dig. knowl. tests 0.2 (0.5) 0.3 (0.6) 0.1 (0.2) 0.1 (0.2) 
Peer feedback 2.2 (1.8) 2.3 (1.8) 0.1 (0.4) 0.6 (1.2) 
Peer assessesment 0.4 (0.9) 0.4 (1.0) 0.0 (0.0) 0.0 (0.0) 
Rubrics 2.2 (1.7) 2.2 (1.7) 0.1 (0.4) 1.0 (1.9) 
Video 1.8 (1.5) 2.0 (1.5) 0.5 (0.5) 1.3 (1.6) 
Self-assessment 0.8 (0.4) 0.8 (0.4) 0.8 (0.8) 0.9 (0.7) 

In Table 5, the results are summarized for the evaluation of the e-assessment types 
by teacher educators. Again, no differences were found between the experimental and 
control conditions, indicating that teacher educators from the intervention condition 
generally did not evaluate the e-assessment forms differently, compared to the other 
teacher educators (with all Fs <0.25 and all ps >.62). Finally, no significant correla-
tions were found between the use of the assessment types by teacher educators and 
their evaluations of the particular form of e-assessment (with all rs < .25). 
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Table 5. Results for teacher educators: evaluation of assessment procedure  (means and 
standard deviations between brackets) 

 Experimental condition Control condition 
 Pre-test Post-test Pre-test Post-test 
Shared test items 3.6 (0.6) 3.3 (0.6) 3.5 (0.5) 3.2 (0.5) 
Dig. knowl. test 3.2 (0.3) 3.1 (0.7) 3.1 (0.6) 3.0 (0.5) 
Peer feedback 3.6 (0.5) 3.4 (0.5) 3.8 (0.3) 3.5 (0.5) 
Peer assessment 3.2 (0.6) 3.2 (0.4) 3.7 (0.4) 3.5 (0.5) 
Rubrics 3.5 (0.5) 3.5 (0.6) 3.9 (0.1) 4.0 (0.3) 
Video 3.2 (0.6) 3.2 (0.6) 3.1 (0.4) 3.1 (0.6) 
Self-assessment 3.6 (0.4) 3.6 (0.6) 3.4 (0.5) 3.4 (0.5) 

Note. Scale is 1 =totally disagree, 5 =totally agree that the particular e-assessment has a beneficial 
effect 

3.2 Evaluation by Student-Teachers 

In Table 6, the results of the repeated measures analyses on the data of the master 
students are summarized. No significant differences were found between students 
from the experimental and control condition on the evaluation of the e-assessment 
types (all Fs < 1.85 and all ps >18). A marginal trend was found for the evaluation of 
peer feedback (F(1,134)= 3.35; p= 0.07) indicating that students in the experimental 
condition generally tended to report a negative evaluation of peer feedback after the 
intervention, compared to students from the control condition. Generally, students 
from the experimental condition tended to show lower evaluation scores after the 
intervention with respect to all types of assessment, compared to the pre-test and 
compared to students from the control condition. It should be noted that the distribu-
tion of numbers of students in the experimental and in the control conditions is 
strongly skewed. In order to decrease this skewedness, students’ practice of the par-
ticular e-assessment (yes/no) was used to define the experimental en control condi-
tion. Although this increased the number of students in the control condition (i.e. 
students who were part of an intervention, but did not practice the particular assess-
ment), similar results were found as shown in Table 6. 

Table 6. Results for master students: evaluation of assessment procedures (means and standard 
deviations between brackets) 

 Experimental condition Control condition 
 Pre-test Post-test Pre-test Post-test 
Peer feedback 3.5 (0.5) 3.3 (0.6) 3.6 (0.3) 3.9 (0.6) 
Peer assessment 3.4 (0.6) 3.2 (0.7) 3.3 (0.9) 3.6 (0.7) 
Rubrics 3.6 (0.7) 3.4 (0.8) 3.5 (1.1) 3.8 (0.6) 
Video 4.0 (0.5) 3.8 (0.7) 3.9 (0.4) 3.7 (0.7) 
Self-assessment 3.8 (0.2) 3.6 (1.2) 3.5 (0.6) 3.8 (0.6) 

Note. Scale is 1 =totally disagree, 5 =totally agree that instrument has a beneficial effect 
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3.3 Teacher-Educators’ Perceptions of the e-Assessment Interventions 

In Table 7, the results of the qualitative analyses of the work meetings and evaluation 
reports of the teacher educators are summarized. These analyses show the particulari-
ties of using the four forms of assessments. One of the results from the analysis of the 
educational materials was that teacher educators used the assessments in a formative 
way, instead of or in addition to summative assessments. This result aligns with ob-
servations from Admiraal, Van Duin, Hoeksma, and Van de Kamp [25] that teacher 
educators strongly prefer the role of mentor or coach, guiding students during their 
learning process, instead of the role of assessor, which includes judging the quality of 
students’ competence. Moreover, many educational and procedural outcomes can be 
distinguished such as the setup of a digital repository of test items, quality improve-
ment of knowledge tests, and procedures and rubrics for peer feedback on research 
plans and for feedback and assessment of web-based video of teaching practices. 

Table 7. Results from the qualitative analyses of the work meetings and evaluation reports 

Shared tests 
and test items 

Sharing the knowledge tests - used in the various training institutes - was 
evaluated positively by all participants. Participants reported that they 
reflected more on good ways of testing and how to improve test items  

Digital 
knowledge 
tests 

Participants indicated that they wished to experiment further with digital 
testing. Digital testing appeared to be especially advantageous for larger 
training institutes. 
However, within these institutes organizational hindrances (i.e. lack of 
large enough computer rooms) were also reported. 

Peer feedback One participant reported that the developed peer feedback procedure had 
helped to diminish the workload of teacher-trainers in evaluating research 
plans written by students. 
Two other participants indicated that the procedure had a beneficial effect 
on students’ study progress. 
All participants agreed that peer feedback had an added value for the as-
sessment of research plans. 

Peer assess-
ment 

Participants agreed that (summative) peer assessment of students’ research 
plans was not feasible, because of the extra workload for students and 
teacher-trainers. Participants also doubted the quality of students’ assess-
ments.  

Rubrics Participants agreed that using rubrics for peer feedback helped to make the 
assessment criteria more transparent for students and teacher-trainers, and 
helped to improve the quality of the feedback. 

Video Three findings were reported, on which participants agreed: 
- Much attention needs to be paid to the technological and organizational 
aspects before video can be adequately used as an instrument to assess 
students’ classroom practices.  
- According to participants video cannot replace live observation of class-
room practice; rather, video is seen as complementary.  Usually, video is 
used for formative and not for summative assessment.  
- Discussions of video recordings and feedback on classroom practice should 
take place in a safe environment (teacher-student, or in small groups) 
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Table 7. (continued) 

Self-
assessments 

According to participants students need help to be able to reflect on their 
classroom practice and competencies as new teachers. (Digital) self-
assessment instruments can be used, but need to be properly “framed” in 
the curriculum.  

4 Discussion and Conclusion 

Assessment procedures and criteria were developed and evaluated for testing student-
teachers’ knowledge of teaching, for assessing a written research proposal using peer 
feedback, peer assessment and rubrics, for judging video clips of teaching practices 
and student-teachers’ self-evaluations. Although teacher educators reported positive 
outcomes of the interventions in terms of e-assessment procedures and tools (research 
question 3), no significant effects were found of the implementation and the evalua-
tion of these procedures and tools (research question 1). 

Teacher educators did use a particular type of assessment significantly more in the 
experimental condition than in the control condition, but these differences already 
existed a priori. So, it seems that teacher educators participated more in the type of 
assessment they already used before the intervention started. Student-teachers showed 
a less positive evaluation of the assessment type after the intervention than at the be-
ginning and compared to the students in the control condition, although differences 
were not significant (research question 2). It might be that most interventions in the 
teacher education programs involved in this study were in a so-called experimental 
phase, showing teething problems in the implementation of the assessment proce-
dures, materials and tools. This would explain why teacher educators are quite posi-
tive about the educational outcomes of the study reporting new procedures, materials 
and tools that were absent before. 

4.1 Limitations 

As this project was carried out as a Research & Development project aimed at the 
implementation of e-assessments in teacher education, some limitations of the re-
search design should be mentioned here. Firstly, there might be a bias of self-
selection. Teacher education institutes chose to implement two to three interventions 
with e-assessment in their programs, which means that all teacher educators and stu-
dents of a particular program participated in the experimental condition that was con-
nected to the particular e-assessment form of their institute. So, the self-selection was 
on the program level instead of the individual level, and therefore we think that poten-
tial confounding effects are quite minimal. Secondly, due to this self-selection of 
teacher education programs, the distribution of participants in the experimental and 
control condition was highly skewed, except for the self-assessment intervention. This 
considerably decreased the power of our analyses and might therefore explain why no 
significant differences were found between participants of the experimental and con-
trol conditions. Thirdly, self-reports of implementations and evaluations were used 
instead of registration measures such as observation or performance tests. Teacher 
educators could have under- or over-estimated their use of a particular e-assessment 
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form, although no differences were found in their evaluation of the e-assessment 
forms. It might be that teacher educators over-estimated their implementation of e-
assessment forms as most of them knew they were part of a R&D project that had the 
aim of stimulating the use of particular e-assessment forms. 

4.2 Implications for Teacher Education 

In the next years, the procedures and criteria that were designed, implemented and 
evaluated in the current project should be re-designed and re-tested in order to be used 
as input for curriculum changes in teacher training programs. As we mentioned earli-
er, teething problems might have explained why the interventions were not evaluated 
positively. Some interventions were not fully developed at the time of the evaluations 
and in some programs the infrastructure did not fully support the interventions (ab-
sence of a web-video server or no large computer rooms to administer the digital 
tests). Recent research on the technical infrastructure of teacher education program in 
the Netherlands [26] showed a quite conventional picture: basic technology such as 
computers, WiFi, electronic whiteboards, virtual learning environments and presenta-
tion software was available, but not commonly used, and more advanced or innova-
tive technology was less available. So, future pedagogical interventions in the domain 
of e-assessment in teacher education should concur with a supportive technological 
infrastructure. 
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