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Abstract. Tailored text input methods for visually impaired and blind users are 
needed on touchscreen devices to support their accessibility. Therefore, we de-
veloped a new Braille-based text input method named EdgeBraille, which al-
lows entering Braille characters by swiping one finger along the edges of the 
touchscreen. The approach was compared with the current standard method of a 
talking keyboard, first in a short-term lab study (14 participants) and then dur-
ing two weeks of daily training (7 participants). Overall EdgeBraille was per-
ceived well by the users. In terms of user performance we found no significant 
differences between the two methods. Based on the evaluation results and the 
feedback of our participants, we discuss advantages and disadvantages of 
Braille-based methods in general and EdgeBraille in particular, as well as pos-
sibilities for improvements. 
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1 Introduction 

Many visually impaired and blind (VIB) people are intense technology users and use 
mobile devices regularly. With the emerging era of smartphones, touchscreen devices 
without keypads are becoming increasingly common, thus the improvement of touch-
screen accessibility is an important issue to address.  

An important aspect of interaction with smartphones is the ability to enter text, for 
example in order to write short messages or emails. The common way of making soft 
keyboards accessible for VIB users is based on the “talking fingertip technique” [1]. 
VoiceOver for iOS and TalkBack for Android are commercial products using this 
technique, which allows the device to read onscreen elements (such as letters of the 
keyboard) to the users, when they touch them with their fingers. A disadvantage of 
using a soft keyboard for entering text on touch devices is that the entire alphabet has 
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to fit on the screen, which hampers the selection process. This is why a number of 
alternative solutions for non-visual text input have been presented in the scientific 
literature (e.g. pie-menu-based [2], gesture-based [3] and Braille-based text input [4]), 
aiming to reduce the number of elements on the screen. 

In this paper, we present the design of a new Braille-based text input method for 
touchscreens named EdgeBraille and reflect on Braille-based methods in general as 
well as possibilities for improvement. 

2 Related Work 

Braille-based text input for blind people, which in the basic version uses six dots for 
one letter, was presented as a promising possibility in accessibility research. Previous 
Braille-based input methods can be differentiated into those who allow entering a 
Braille letter in one single step, and those who split the entry into several steps.  

With TypeInBraille [4] three steps are needed to enter one Braille letter. For each 
row, users can select no, one or both dots. Perkinput [5] supports entering a Braille 
letter in one or two steps. For small screens such as smartphones, characters can be 
entered in two steps with three fingers. When using two small screens or one larger 
screen such as a tablet, two hands can be used simultaneously in order to input both 
columns of a Braille character in a single step. 

Input of Braille letters in one step is used in BrailleType [6] and BrailleTouch [7]. 
Both approaches use six targets on the screen that represent the six dots of a Braille 
character. In the BrailleType system, target dots can be selected successively by 
touching them. BrailleTouch uses a multi-touch paradigm. Therefore the mobile 
phone is used with the screen facing away from the user, with three fingers of each 
hand resting over one of the six targets (three on each side).  

Table 1. Summary of evaluation results reported by previous work on Braille-based methods 
(N = the number of participants, # = the number of sessions, wpm = the measured words per 
minute). BrailleTouch [7] reported the performance values captured in the last of 5 sessions. 
For the remaining methods the reported value is the average over all sessions conducted. 
TypeInBraille [8] calculated the error rate by dividing all errors through the length of the text. 
The rest of the methods used metrics proposed by [9]. BrailleType [6] reported the old MSD 
error-rate, Perkinput [5] the uncorrected error-rate and BrailleTouch [7] the total error-rate. 

Method N # wpm error rate 
TypeInBraille [8]  

7 1 
6.30 3.00 % 

VoiceOver 5.20 4.00 % 
BrailleType [6] 

13 1 
1.49 7.00 % 

VoiceOver 2.10 14.12 % 
Perkinput [5]  

8 7 
6.05 3.52 % 

VoiceOver 3.99 6.43 % 
BrailleTouch [7] Expert performance 6 5 23.20 14.50 % 
BrailleTouch [7] Moderate performance 3 5 21.00 33.10 % 
BrailleTouch [7] Poor performance  2 5 9.40 39.30 % 
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For users with residual vision also visual feedback is provided, as the dots are hig-
hlighted green when activated and grey when deactivated. When the finger is lifted, 
the activated dots are registered and the letter is spoken to the user and displayed on 
the screen. To prevent accidentally writing a letter, a threshold of 75 milliseconds for 
lifting the finger was defined.  

The edges of the touchscreen are used as guardrails by marking them with a me-
chanical frame. Thus, we assume that this will ease orientation for the VIB people and 
speed up the process. This assumption is supported by Kane et al. [11], who reported 
that blind people preferred gestures that used screen edges and corners. For the short-
term evaluation we built a cardboard frame to provide physical guidance. For the 
longer-term evaluation we used a commercial cover (Griffin GB01902 Survivor  
Cover) as shown in Fig. 1. 

4 Short-Term Evaluation 

In a short-term evaluation we compared the participants’ performance and opinion 
towards EdgeBraille along with Android’s talking keyboard method TalkBack. We 
did this for two reasons: first talking keyboards still are the standard accessible meth-
od for text input on touchscreens provided by mobile operating systems and secondly, 
the Braille-based approaches presented in the related work were not available for 
comparison at the time we conducted our research. For the short-term evaluation we 
used a HTC Desire S with Android 2.2.3. 

For the evaluation 14 VIB participants (9 male, 5 female) with a mean age of 33.00 
years (standard deviation = 12.22) were invited to participate. All participants were 
able to read and write Braille letters and five of them already had a lot of experience 
with touch-based mobile phones and the talking fingertip method. They were pro-
vided with a short description and five minutes of training with each method. To as-
sess the training effect throughout usage, participants had to enter 16 two-word texts 
successively with each input method. Participants were told to enter the text as quick-
ly and accurately as possible and they could not correct incorrectly entered characters. 
We measured the words per minute (wpm = number of correct characters per minute 
divided by five) and MSD error rate [9] for the methods and compared the beginning 
(i.e. first four tasks) with the end (i.e. last four tasks) of the test, to analyze the train-
ing effect. 

The results show that EdgeBraille achieves the same performance as TalkBack at 
the end of the test (wpm: EdgeBraille=3.97±1.00, TalkBack=3.64±1.35, F1,13=0.793, 
p=.389; error rate (in percent): EdgeBraille=8.43±5.21, TalkBack=10.58±9.99, 
F1,13=0.46, p=.512). Regarding the training progress, it is not surprising that the 
wpm rates are significantly higher (p<.000) in the last four tasks (mean=2.94±1.03) 
than in the first four tasks (mean=3.81±1.18). The further data analysis showed a 
significant increase for EdgeBraille (t13=-6.14, p<.000), as well as for TalkBack 
(t13=-2.76, p=.016). The results are also shown in Fig. 2 (left figure). Regarding the 
participants’ preference, we found that EdgeBraille was preferred by eight users, 
while TalkBack was only preferred by four (and two were indecisive).  



654 E. Mattheiss et al. 

 

5 Longer-Term Evaluation 

To understand how the users’ performance and opinions evolve over time, a two-
week evaluation with a subset of seven users of the first evaluation was conducted. 
Five men and two women with a mean age of 38.86 years (standard deviation = 
14.29) participated; two of them were users of the talking fingertip method.  

For the longer-term evaluation we used the iPhone 4 (with iOS 5.1.1), which was 
configured to work exactly in the same way as TalkBack in the short-term evaluation. 
Participants had to enter given texts (92 to 99 characters per method) in a specific 
sequence every day with EdgeBraille and VoiceOver. The input was logged to ensure 
participants conducted all training sessions. At the beginning, the 8th and the 15th day 
of the study, a lab session was organized to assess the participants’ performance and 
opinion.  

At the end of the two-week training, participants were able to enter text at an aver-
age with 7.17 (±2.14) wpm with EdgeBraille and 6.29 wpm (±2.60) with VoiceOver 
(F1,6=1.92, p=.215). The data analysis shows a significant trainings effect 
(F2,5=12.76, p=.011), and a significant difference in wpm between the first and the 
third test for EdgeBraille (t6=-3.72, p=.010) as well as VoiceOver (t6=-4.86, p=.003). 
Regarding the preferences, we allowed the participants to state multiple preferences. 
We found a clear preference for VoiceOver in the first session (five participants pre-
ferred Voice-Over, one EdgeBraille, and two were indecisive). This changed in the 
second session, where EdgeBraille was the most preferred input method (five pre-
ferred EdgeBraille, two VoiceOver and one was indecisive). In the last session the 
preference for Edge-Braille and VoiceOver was balanced (four preferred EdgeBraille, 
four VoiceOver, and one was indecisive). 

 

Fig. 2. Text input rate (wpm) in short-term (left) and longer-term (right) evaluation 
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6 Discussion 

With regard to performance measures, our results show that there is no difference 
between EdgeBraille and the talking keyboard approaches. Also, looking at reported 
results from related work, EdgeBraille has a comparable input speed as TypeInBraille 
and Perkinput, but seems to be faster than BrailleType and slower than BrailleTouch. 

In our research, participants stated that Braille-based methods are especially suita-
ble for people who do not know the QWERTY keyboard layout very well. On the 
other hand for people familiar with the keyboard it is easy to find specific letters. Two 
disadvantages of Braille-based methods compared to keyboard-based methods are the 
need to know all Braille characters by heart and that it is not clear, which characters 
exist, as they cannot be directly accessed with the talking fingertip technique. Regard-
ing the prototypical implementation of EdgeBraille, participants were missing some 
control characters such as delete, enter, cursor back and cursor forward. These could 
be implemented by assigning unused Braille combinations, although those are not 
standardized and therefore could decrease learnability. 

However, our participants appreciated that with EdgeBraille there are fewer ele-
ments on the screen compared to talking keyboard and that the elements are larger. 
Due to the lower number of target elements in Braille-based approaches (typically six 
elements) compared to keyboard implementations (typically more than 26 elements) 
the Braille-based interfaces can be designed much smaller. This concurs with the 
feedback obtained from participants, that they would prefer a smaller version of Ed-
geBraille and expected it to be faster than the full-screen version.  

Another aspect worth noticing is that the currently used 6-point Braille version could 
be extended to improve text input performance. By the implementation of Grade-2 
Braille, contractions and abbreviations could be entered instead of whole words. 

Based on these insights, EdgeBraille offers specific possibilities of further im-
provement of Braille-based methods. EdgeBraille could be used in scaled down ver-
sions, which do not occupy the whole screen’s real estate. Therefore it could better be 
integrated with applications, because text input is no goal in its own but typically used 
in combination with other interface elements. This applies also to TypeInBraille and 
BrailleType but not to Perkinput and BrailleTouch as the size of the interface is di-
rectly related to the user’s hand size and could not be scaled down to very small con-
figurations.  

Finally, all Braille-based methods discussed in this paper – including EdgeBraille – 
use 6-point Braille. Though it seems that for text written with a mobile phone 6-point 
Braille is sufficient, participants of our research activities call for the 8-point version 
to have a greater repertoire of characters. EdgeBraille (as well as Perkinput, TypeIn-
Braille and BrailleType) could be easily extended to an 8-point version. In the case of 
BrailleTouch an extension to 8-point would be problematic, as users will en-counter 
difficulties in handling the device in a stable manner. 

7 Improvements and Future Work 

To analyze the identified improvement potential – smaller size and 8-point Braille – 
we developed a version of EdgeBraille allowing input of 8-point Braille, which was 
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scalable to different sizes. We created two versions of 8-point EdgeBraille, one scaled 
by the factor 0.5 (occupying a quarter of the screen, see Fig. 3) and one scaled by 
factor 0.3 (occupying a ninth of the screen). These smaller versions could seamlessly 
be used as alternative text input method instead of the talking keyboard, by integrat-
ing it with typical smart phone use cases (e.g. writing emails). 

To provide tactile feedback, we used regular screen protection foil where the area 
occupied by 8-point EdgeBraille was cut out, to create a perceptible edge for guidance 
of the input finger. This approach for providing tactile feedback is similar to the one 
presented by [12]. The authors found that that haptic structures can serve as additional 
feedback in non-visual situations (demonstrated for an in-vehicle application). 

In the 8-point version of EdgeBraille we also extended the range of functions. We 
added the possibility to delete characters and to search for unknown characters, by 
assigning unused Braille combinations. For example, to delete a character the unas-
signed dot 7 (down, left corner) was used. Moreover the text written so far could be 
spoken to the user by the text to speech engine. A double tap anywhere on the screen 
triggers the text to speech engine. By these means the text input method could be used 
in a more realistic manner than before. 

 

Fig. 3. 8-point Braille version of EdgeBraille (scale 0.5), guidance with display protection foil 

A first proof-of-concept user study with 7 participants revealed that users are able 
to enter text including special characters using the 8-point version of EdgeBraille in 
both sizes (0.5 and 0.3). Input speed and error rate differed widely depending on the 
experience with Braille-based input in general and knowledge of 8-point Braille in 
particular. However, from the initial results we see that the 8-point version of Edge-
Braille is a promising approach for entering special characters, which is cumbersome 
to do with the talking keyboard approaches.  

Moreover we could show, that it is possible to use a scaled down version of Edge-
Braille with a perceptible edge provided by cut out screen protection foil. All partici-
pants stated that the guidance by screen protection foil was helpful, although two 
participants stated that in real life they would only use it if possible without foil, as 
the edges provided by the foil may be distracting when performing other tasks than 
text input. Regarding size the 0.5 version was perceived well, the 0.3 version was 
perceived as too small by five participants. Providing the user the possibility to tailor 
the size of the input element to their preferences might be a suitable option.  

In future work we plan to examine the optimal size that balances speed and error, 
and analyse text input performance of the 8-point EdgeBraille approach in detail.  
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8 Conclusions 

In this paper we presented a new Braille-based text entry method and discussed dif-
ferent approaches of text entry for VIB people on touchscreen devices. Braille-based 
text entry mechanisms are an important possibility to complement current text input 
paradigms based on talking keyboard.  

Overall EdgeBraille was perceived well by the users, possesses favourable han-
dling characteristics, and performed comparable to talking keyboard. Especially when 
considering the improvements, EdgeBraille has potential to become a convenient 
form of text input for Braille literate users.  
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