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Preface

Welcome to the ICCHP 2014 Proceedings!

Twenty-five years ago, after an in-
tense state-of-the-art analysis, a group
of computer science experts from the
Austrian Computer Society, led by Prof.
Roland Wagner and Prof. A Min Tjoa,
started this conference. ICCHP is proud
of this history and to this day it provides one of the few comprehensive and com-
plete collections of scientific work in the field of assistive technologies (AT) and
eAccessibility. All 19 volumes of past proceedings, covering more than 2,200
reviewed articles,1 are a unique source for learning and understanding the theo-
retical, methodological, and pragmatic specializations of our field. This collection
of work, with its unique user focus, offers a significant body of evidence for the
enormous but often neglected impact on usability for all users regardless of their
abilities.

In 2014, the proceedings of the 14th conference are delivered to you as a com-
pendium of new and exciting scholarly and practical work going on in our field.
The Call for Papers received 362 submissions. Each submission was carefully
reviewed by at least three members of the international Program Committee,
comprising 136 experts from all over the world listed in these proceedings. The
panel of 18 conference chairs analyzed the review results and prepared the final
decisions. Based on this intense and careful analysis, ICCHP 2014 accepted 132
submissions as full papers (36%) and 55 (15%) as short papers. As evidenced by
these data, the proceedings and the conference are based on a highly competitive
process guaranteeing the scientific quality.

As in the past, we welcomed over 500 participants from more than 50 coun-
tries in Paris at Université Paris 8 – Vincennes-St. Denis. The modern campus
and, in particular, the team of researchers and teachers running a master’s pro-
gram in assistive technologies and the experienced team of service provision for
students with disabilities at the university guaranteed an accessible, inclusive,
and enjoyable event.

The program covered a broad spectrum of users of AT as well as domains
where eAccessibility must be implemented. The concept of organizing “Special
Thematic Sessions” again helped to structure the proceedings and the program
in order to support a deep focus on highly desirable selected topics in the field
as well as to bring new and interesting topics to the attention of the research
community. One particular emphasis of this year’s conference was on inclusive

1 Due to the increasing interest in ICCHP, the five conferences published their pro-
ceedings in two volumes.



VI Preface

education and was based on the co-operation with Masaryk University Brno in
organizing one track under the umbrella of “Universal Learning Design.” The
second focus was given to media accessibility (television, video, and animated
content) using the unique occasion of co-locating the Media4D conference. The
ICCHP Roland Wagner Award, the European finals of the SS12 Coding Com-
petition, the Young Researchers Consortium, the ICCHP Summer University
on Math and Science, and a series of parallel workshops and meetings again
made ICCHP a unique meeting place for promoting assistive technologies and
eAccessibility.

ICCHP 2014 was proud to once again be held – after 2010 and 2012 –
under the patronage of the United Nations Educational, Scientific and Cultural
Organization (UNESCO).

We thank all those who helped in putting together ICCHP and thereby
supporting the AT field and a better quality of life for people with disabilities.
Special thanks go to all our supporters and sponsors, displayed at:
http://www.icchp.org/sponsors.

July 2014 Klaus Miesenberger
Deborah Fels

Dominique Archambault
Petr Peňáz

Wolfgang Zagler
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Pavel Hamř́ık, Ivan Kopeček, Radek Ošleǰsek, and Jaromı́r Plhák

25 Years of the Web: Weaving Accessibility

Annotation Tool for the Smart Web Accessibility Platform . . . . . . . . . . . . 93
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Löıc Mart́ınez-Normand

Checking Web Accessibility with the Content Accessibility
Checker (CAC) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

Eduard Klein, Anton Bolfing, and Markus Riesch

AdaptNow – A Revamped Look for the Web: An Online Web
Enhancement Tool for the Elderly . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

Roberto Dias and Sergi Bermúdez i Badia
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People with Motor and Mobility Disabilities: AT and
Accessibility

Accessible 4D-Joystick for Remote Controlled Models . . . . . . . . . . . . . . . . . 218
David Thaller, Gerhard Nussbaum, and Stefan Parker

Development of a Personal Mobility Vehicle to Improve the Quality of
Life . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

Yoshiyuki Takahashi and Masamichi Miura

Automated Configuration of Applications for People with Specific
Needs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234

Peter Heumader, Reinhard Koutny, Klaus Miesenberger, and
Karl Kaser

Visualizing Motion History for Investigating the Voluntary
Movement and Cognition of People with Severe and Multiple
Disabilities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 238

Mamoru Iwabuchi, Guang Yang, Kimihiko Taniguchi,
Syoudai Sano, Takamitsu Aoki, and Kenryu Nakamura

A Virtual Reality Training System for Helping Disabled Children to
Acquire Skills in Activities of Daily Living . . . . . . . . . . . . . . . . . . . . . . . . . . 244

Kup-Sze Choi and King-Hung Lo

The Possibilities of Kinect as an Access Device for People with Cerebral
Palsy: A Preliminary Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
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Accessible Media 

Introduction to the Special Thematic Session  

Deborah I. Fels 

Ryerson University, Toronto, Ontario, Canada 
dfels@ryerson.ca 

Abstract. The Special Thematic Session of ICCHP 2014 entitled Accessible 
Media promises to yield exciting research and development from around the 
world in the areas of access to television and audio-video content, eBooks, and 
social media. The scholarly works in this session report on and discuss a wide 
range of activities under the umbrella of this important theme, which are all 
working towards the United Nations specified goal of providing more equal 
access to the cultural environment for person with disabilities. 

1 Introduction 

Inclusive design refers to design methodology and practices as well as business mod-
els that account for a wide range of users, abilities and functionalities at the outset of 
the design process [1]. It is not something that is an afterthought to the process but 
rather infused into design thinking, user analysis, business strategy and resulting 
products or service provisions. When new features or upgrades are considered, inclu-
sive design should also be part of the process. 

Inclusive media is a term that describes techniques, methods and theories for mak-
ing media, in its many forms, more accessible to persons with disabilities. However, it 
also implies that as many people as possible are included in the efforts to produce 
more inclusive media. In general, inclusive media objects refers to closed caption-
ing/subtitles for the hard of hearing (CC), audio description (AD) for blind/low vision 
audiences, alternative access to print-based media, and low literacy tracks for various 
media. Specifically, CC refers to the verbatim translation of spoken dialogue from 
television, film and video content and AD is “a second audio track produced in con-
junction with the original audio track, to provide descriptions of important visual 
elements” [2, pg 1] of that content.  

The United Nations Convention on the Rights of Persons with Disabilities [3]  
“recognizes the importance of accessibility to the physical, social, economic and cul-
tural environment…” (para 1). The cultural environment includes media and other 
cultural artefacts and providing access in alternative formats makes them more inclu-
sive of a wide range of audiences. Many different signatory countries in the world 
have introduced regulations and legislation that attempt to operationalize these rec-
ommendations. For example, the Canadian Radio-television and Telecommunications 
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Commission has regulations that govern the quantity of closed captioning/subtitling 
and audio description required by Canadian Broadcasters. By 2016, all Finnish broad-
casters will be required to have 100% of their Finnish and Swedish language  
programming captioned. Alternative access to print-based media is considered an 
allowable exception to copyright legislation in many countries. What is important to 
recognize is that most of the regulations and standards do not mention the notions of 
quality, engagement, entertainment or understanding when specifying the need for 
access to media. However, whenever there is a translation/interpretation from one 
medium to a second one, meaning can be lost because contextual cues are missing. 
This is compounded by the fact that most inclusive media is produced by a third party 
after the original is finished rather than by the people responsible for creating that 
original so much of the context or purpose for specific elements is unavailable. As a 
result, there is usually no supervision or approval of the inclusive form even though it 
is for the consumption of that media by audiences. 

As the world goes through change and upgrading driven by technology, particular-
ly in the media industries, there are incredible opportunities to bring in inclusive  
design thinking to address missing or new elements that are enabled by the new tech-
nologies. For instance, CC has always been static text with limited font properties and 
styles due to the limitations of the television technology that could display it. Televi-
sion and production technologies have changed dramatically as have consumption and 
viewing models. CC, however, has not changed much even though the limitations 
imposed by the television technologies of the 1970s no longer exist. Innovation for 
CC is needed because it is incomplete in its current form and thus it could convey 
more of the content (e.g., techniques for conveying non-dialogue sound could be de-
veloped and provided with new digital technologies). The inclusive media domain is 
ripe with opportunity for research, development and new ways of thinking about 
access to media. 

In this special thematic session, there are three short papers and four long papers 
that focus on the broad theme of inclusive media from a diverse group of international 
researchers from the United States to Europe to Japan. Authors will be presenting 
research related to subtitles for the hard of hearing/captioning, audio description, 
access to social media and ebooks. Specifically, papers will describe: a three-
dimensional framework describing eInclusion opportunities and elements for social 
media; a novel technique for expressing non-speech audio using tactile captions; a 
method for generating real-time remote captions for mathematical formulae; attitudes 
of and desires for subtitling for the hard of hearing or captioning in Japan; an analysis 
technique to determine non-dialogue spaces for more efficient production of audio 
description; LIA, a project that involves providing ebook publishers with a simple 
method for integrating accessibility features into mainstream production flows; and 
Synote allows teachers and students to annotate video using a second mobile technol-
ogy and then make it available to others. 
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The Case of LIA – Libri Italiani Accessibili 

Cristina Mussinelli 

Associazione Italiana Editori, Milan, Italy 
cristina.mussinelli@aie.it 

Abstract. The paper present the case study of the LIA services aimed at provid-
ing accessible e-books for blind and visual impaired readers in the mainstream 
publishing distribution channels. The service had been launched in June 2013 
and the catalogue offers at the time of the publication of the paper more than 
6.000 accessible e-books of fiction and non fiction, mainly new titles and best 
sellers. More than 400 titles are added every month thanks to the collaboration 
of more than 65 Italian publishers. 

Keywords: e-Book, Accessible, Accessibility, e-Pub, Mainstream, Visually 
Impaired, Interoperability. 

1 Introduction 

LIA is a service carried out by the Italian Publishers Association (AIE) – through its 
subsidiary Ediser – in collaboration with the Italian Union of the Blind and Visually 
Impaired. The project was started in January 2011 by a partnership among Ediser (the 
service company owned by AIE – Associazione Italiana Editori), AIE and mEDRA 
srl (a joint venture between AIE and the University Consortium CINECA). Such part-
ners had obtained the contribution to be allocated under the fund created by the Min-
istry for Culture. The development stage has been preceded by the analysis of the 
reading habits of blind readers as well as of the publishing production workflows 
(along with the ICT company Cefriel) and international standards (activity developed 
with IDPF - International Digital Publishing Forum and EDItEUR, the two main in-
ternational standard setting organizations of the publishing sector)1. 

2 The Service 

After two years of preliminary studies and activities, whose steps are available for con-
sultation in the project website www.progettolia.it/en, the project eventually resulted in 
a service available from June 2013 at the address www.libriitalianiaccessibili.it, with 
more than 6,000 Italian e-books in EPUB format accessible to blind and partially 
sighted readers, offering a wide variety of titles: from classics to best sellers, literary 

                                                           
1 A detailed description of the preliminary stages of the project was published in ICCHP 2012, 

LNCS 7382, part I, pp 550 – 553, Springer Berlin Heidelberg (2012). 
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prizes and books for kids. The website, developed for traditional and mobile devices, 
can be navigated in full autonomy also by visually impaired users and offers different 
sections: the catalogue section displays accessible e-book titles, each going with a rich 
description of content and the accessibility features of the single e-book file; the guide 
to digital reading section includes a large data base of tested reading devices and soft-
ware, classified on the basis of visual impairment; a support section includes FAQs and 
a dedicated telephone and e-mail help desk to provide users with real time assistance; an 
on demand section allows users to require e-book titles not included in the catalogue.  

Users with visual impairments can access mainstream on line bookstores or digital 
libraries directly from the LIA website to purchase or lend chosen e-books and get 
them on their reading devices, in the same channels and ways as any other reader.  

Thanks to the efforts of some 65 Italian publishers and publishing groups that 
joined LIA, the accessibility features of e-books, whose provision LIA included in 
mainstream e-book metadata flows, have been progressively integrated into main-
stream production flows, and presently allow the on line catalogue to expand of a 
couple hundred titles per month.  

3 From Design to Implementation of the Service 

Two keywords characterize the approach adopted by LIA: digital and interoperability. 
The first, without the second, does not allow reaching real equal opportunities, since it 
may bind visually impaired readers in a narrow fence of dedicated services. 

Interoperability means standards: for both formats and description. Standard also 
means international. Therefore, accessible e-books are in EPUB format, as they al-
ready are in most cases both in Italy and abroad. The EPUB 3 version incorporates the 
accessibility features of the DAISY format, the main standard for blind and visually 
impaired. LIA has been working in tight cooperation with IDPF, the international 
body that rules the standard, with the LIA scientific director in its Board. The theme 
of accessibility enters in publishing production processes as an integrating element, 
no longer as a feature to add ex post. 

When an e-book is put in commerce, it goes with a series of descriptive metadata 
on the accessibility features provided. The standard used worldwide to spread them is 
ONIX, managed by Editeur, in particular the 196 code list. This grants the interopera-
bility among the information systems of all the actors of book e-commerce. The work 
flows between publishers and LIA have been shaped into a dedicated technological 
platform, called VCC (Verification, Conversion and Certification) designed and im-
plemented by LIA in collaboration with the project partners mEDRA and Cefriel. The 
files are collected, converted and/or certified by the LIA staff and, once checked, 
returned to publishers with additional metadata on their compliance with the LIA 
accessibility requirements for distribution in mainstream distribution platforms.  

The LIA website works first of all as a display with all the LIA certified titles 
available for sale or digital lending in mainstream digital book stores and libraries. To 
now, there are no Italian bookstores that offer such opportunity to blind and VIPs, 
thus the need to create an environment fitting to their needs. The LIA display site 
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allows users to purchase chosen titles, each presented with a rich info sheet including 
accessibility features in detail, in the bookstores that joined the project and changed 
their purchase section into an accessible one.  

Other on line stores display the LIA accessible e-books, thanks to an electronic la-
bel that goes with each certified title, a clickable tag including details on its accessi-
bility features. This is possible because info on accessibility has been included in the 
national books in print catalogue. 

4 User Involvement  

Since the very beginning, a distinctive characteristic of LIA has been the steady in-
volvement of visually impaired users, directly or through their advocacy organiza-
tions, to define and test the different steps and developments of the project.  

Starting from the preliminary analyses carried out in 2011 to properly shape the 
project design activities, blind and visually impaired users advocacy organizations, 
namely UICI (the Italian Blind and Visually Impaired Union) and CNUDD (National 
Conference of University Representatives of Disabilities) were involved to sketch a 
survey on blind and visually impaired reading habits and use of technologies. The 
results of the survey provided relevant indications on the key needs to meet for a ser-
vice valuable in terms of users’ satisfaction as well as from a scientific perspective. 

The introductory definition of digital contents requirements was also shared with a 
group of final users, thanks to the collaboration of the Institute for the blind “F. Ca-
vazza” of Bologna and its long expertise in technology and visual disabilities. The 
Institute engineers also played a relevant role in the design and implementation of the 
front end of the technological infrastructure developed to display the project informa-
tion website and the website with the catalogue of the LIA accessible titles, in com-
pliance with domestic ruling legislation (Legge 9 gennaio 2004, n. 4, or “Stanca Act”) 
as well as international accessibility and usability protocols (W3C). 

Users have been also constantly involved in two main testing activities: first, the 
screening of the accessibility features of reading devices, software and applications, 
resulting in a series of evaluation charts available for consultation in the dedicated 
section of the catalogue website, second, the analysis of the interaction of the best 
performing technologies resulting from the screening with the accessible EPUBs pro-
duced by publishers under the guidance of LIA. As regards reading applications, a 
group of selected testers has worked specifically on their usability and accessible 
shaping in order to grant a satisfactory reading experience with mobile devices, con-
sidering their growing diffusion among users. 

Furthermore two cycles of training modules have been carried out, involving train-
ers of local sections of the Italian Union of the Blind and Visually Impaired and of the 
Cavazza Institute, with further sessions to come in 2014. 

A dedicated help desk service is active, offering support via e-mail and a toll free 
phone number to LIA service users. The catalogue website features a section dedicat-
ed to digital reading, with FAQs and interactive pages for requests, suggestions and 
comments. The involvement of final users provides a valuable evaluation and support 
instrument to optimize the LIA service in terms of actual usability. 
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5 Planned Activities 

The project life span of LIA under the funding of the Ministry expired on February 
28th, 2014; to grant sustainability for the development of the activities included in the 
service, the involvement of new partners and funding channels will play a key role in 
the short and medium term. The highly innovative value of the LIA approach and 
solutions has been acknowledged at domestic and international level – organizations 
like Daisy Consortium, BISG Book Industry Study Group, Editeur and FEP Federa-
tion of European Publishers have expressed their support in this sense – while some 
European countries show interest in the possible replication of the LIA model. 

6 Results and Perspectives 

Significant results in terms of opportunities and difficulties for the actual accessibility 
of the whole e-reading eco-system, sometimes in broader perspective for e-commerce 
at large (as in the case of accessible electronic payment forms) emerged from the test 
activities with final users, and are at the core of the ongoing work for the next future.  

On the one hand lots of opportunities are rising from the ongoing technological de-
velopment and the diffusion of digital devices, and significant progress has already 
been made by forward-looking companies which pay attention to the issue of accessi-
bility in the design of their products and services.  

On the other hand there are still several issues with the end-to-end accessibility of 
the chain that need to take further actions which will have a positive impact in im-
proving the experience of partially sighted end users. Activities such as the joint letter 
written in 2013 by Daisy Consortium, IDPF, EDItEUR and AIE to the Big Player 
Apple aim to encourage the deployment of accessibility features to serve the needs of 
the widest possible consumer market, through all the links in the digital publishing 
value chain. Further international joint actions at all levels would be highly beneficial 
to raise awareness to the theme of accessible reading and to go on from the starting 
point outlined by the LIA experience.  
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Abstract. Descriptive video service (DVS) is the main method of making pro-
grams accessible to those with seeing disabilities, but only a few of convention-
al broadcasting programs have been reproduced in the form of DVS contents 
because of practical limitations. It takes much of the time and professional 
manpower to produce the DVS contents so it is quite costly. In this paper, we 
propose semi-automatic DVS authoring method. Non-dialog sections detected 
through audio/subtitles analysis are recommended and then the author is able to 
insert appropriate audio description (AD) scripts and to produce their synthe-
sized AD using TTS easily. Currently we have completed a basic study and de-
veloped the trial version of the proposed. 

Keywords: the Blind, Descriptive Video Service, Non-dialog Section Detec-
tion, Text-to-Speech. 

1 Introduction 

Since the broadcasting environments are developed, the digital divide is increased 
more. Especially, the disabled have trouble in access to the media normally so that 
this imbalance has been shifted from social and welfare issues to human rights. In 
order to reduce a gap between the handicapped and healthy people, various kinds  
of media service have been provided for the disabled. A typical example is DVS  
(Descriptive Video Service) which makes visual media more accessible to those with 
seeing disabilities [1]. It provides audio descriptions which explain what is happening 
visually in the picture with video. Though social requirement, only a few of conven-
tional broadcasting programs have been reproduced in the form of DVS contents so 
that the actual organization ratio of the DVS program has been insignificant. Because 
it takes much of the time (for example, generally over 24 hours/program for a soap 
opera) and professional manpower to produce the DVS contents so it is quite costly. 
In this paper, we propose a semi-automatic DVS authoring method as a solution. It 
features the non-dialog section detection based on audio and subtitles analysis, which 
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Fig. 2. Block diagram of the proposed semi-automatic DVS authoring method 

In proposed method, the audio and subtitles analysis are performed to detect the 
non-dialog section. For audio analysis, the STE (Short-Time Energy) and the ZCR 
(Zero Crossing Rate) as audio features are extracted for each 50ms (frame length) of 
an audio data. The STE is calculated as the normalized sum of squares of samples for 
each frame, as given by 
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where N  is the frame length and )(nxi  is the audio sample at time n of i -th frame.  

It is classic audio feature to indicate speech activities. The STE value of the speech is 
generally more than that of silence in the case of small background noise. 

The ZCR measures the number of times that the time domain signal changes its 
sign and is given by  
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which usually has low STE. Through the comparison between these values and their 
thresholds, the segmentation is performed and then the non-dialog section is detected.  

For the subtitles analysis, the information related to subtitles such as text and its 
presentation time are extracted from broadcasting stream. For example, the terrestrial 
digital broadcasting services with MPEG-2 TS (Transport Stream) in Korea and its 
subtitles text data is contained inside the Picture User Data area of ES (Elementary 
Stream) of Video TS (Transport Stream) Packet [4, 5]. For subtitles analysis, the  
subtitles text is first extracted. It performed with a sentence as a unit. In order to rec-
ognize one sentence, it detects the punctuation marks which indicate the end of the 
sentence such as a period ‘.’, an exclamation mark ‘!’ and a question mark ‘?’. If one 
of them exists in the text buffer, two PTS (Presentation Time Stamp) values are out-
putted. One is the PTS of TS packets including first character and the other is the PTS  
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of the TS packet including the punctuation mark which indicates the end of the  
sentence, respectively. They are utilized as inverse time information of non-dialog 
section. 

4 Implementation 

Fig. 3 shows the GUI (Graphic User Interface) of the proposed semi-automatic DVS 
authoring tool. The media contents captured from the real broadcasting with subtitles, 
whose format is MPEG-2 TS was imported and its video and audio waveform dis-
played on the ‘Preview’ and the ‘Audio Track’ window, respectively. 

If the author clicks the ‘analysis’ icon on the top of the authoring tool, both audio 
and subtitles analysis are performed and the non-dialog sections are detected. Their 
results are displayed on the ‘DVS Audio’ located in the bottom of the authoring tool. 
Non-dialog sections through audio and subtitles analysis are indicated by red and blue 
respectively. Also overlapped sections of two results are indicated by violet. Watch-
ing the media, the author is able to find an appropriate timing to entering the AD with 
these recommended non-dialog sections. AD scripts are able to be written in the 
‘DVS Card’ located in the center of the authoring tool. After entering the AD script, 
the author can listen and make the TTS audio by clicking the ‘Play’ and ‘Make’ but-
ton on the each ‘DVS Card’, respectively. In this implementation, the Power TTS of 
Diotek was used [6]. Waveforms of generated TTS audio are displayed on the ‘DVS 
audio’ and edges of the box where the audio waveform of focused ‘DVS Card’ is 
displayed are highlighted by yellow bold lines.  

Fig. 3. An example of the proposed semi-automatic DVS authoring tool’s GUI 
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After inserting and editing the AD, the DVS audio to mix an original mater audio 
with related synthesized ADs is generated by ‘export’ function, whose format is 
‘wav’. It also supports to re-generate the video with DVS audio in the form of the 
‘wmv' (window media video) file. 

5 Summary and Future Work 

This paper described a semi-automatic DVS authoring method. In this method, non-
dialog sections based on the audio/subtitles analysis are recommended as candidate 
sections where ADs can be entered. Referring to the suggestions, the author can make 
appropriate AD scripts and its synthesized AD using TTS more easily so that the DVS 
contents can be semi-automatically produced by one-author. 

Currently we have developed the trial version of the proposed and we proceed with 
adding more advanced functions and making its UI more convenient. Through fruitful 
tries such as the proposed method to improve the practical problem, it is expected that 
more services and contents for the blind will be distributed so that the blind will be 
able to access the media service like sighted people. 

Acknowledgments. This research was funded by the MSIP (Ministry of Science, ICT 
& Future Planning), Korea in the ICT R&D Program 2014. 
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Abstract. In this study, questionnaire surveys were conducted with film pro-
ducers/directors and deaf and hard-of-hearing people to consider the issues sur-
rounding subtitling of films for people with hearing impairment in Japan. The 
results show that only a small number of film producers taking part in this study 
have engaged in subtitling, and a majority pointed out the low profitability of 
producing subtitles under circumstances where the actual movie-viewing de-
mand of hearing-impaired people is unclear. On the other hand, the survey of 
deaf and hard-of-hearing people revealed the actual movie-viewing tendencies 
of people with hearing impairment equal to that of hearing people and their high 
expectations regarding subtitles, despite limited opportunities to watch Japanese 
films in movie theaters. These results suggest possibilities of creating new eco-
nomic models for increasing production and access to subtitles for hearing-
impaired people sustainably. 

Keywords: Subtitle, Deaf People, Hard-of-hearing People, Film Producer, Film 
Director, Film, Cinema, Audio-Visual Media. 

1 Introduction 

Audio and visual media play a crucial role in our daily lives—not only in securing 
information, but also in our cultural lives. However, subtitling and the equipment for 
presenting subtitles for hearing-impaired people are insufficient. The percentage of 
audio-visual media that are subtitled in Japan is rather low: the rate for films was 11% 
in 2012, for DVD & Bluray 4% in 2011, and for television broadcast hours 48.4% in 
2012 (according to a survey by the Media Access Support Center, MASC). In the 
field of television broadcasting, the Japanese government has established a policy 
aiming to ensure that 100% of programs are subtitled by 2017. Furthermore, with the 
2013 decision of Japan’s National Diet to ratify the UN Convention on the Rights of 
Persons with Disabilities and the establishment last year of the Parliamentary League 



14 S. Nakajima et al. 

 

of Art and Culture for Persons with Disabilities, it can be forecast that Japan’s various 
government agencies will be forced to follow suit in undertaking efforts to ensure not 
only TV programs but also movies are more accessible, and thus that the need for 
subtitles will increase in the future. In parallel with these political developments, pro-
fessional training of subtitle producers has commenced in the private sector, and a 
robust movement has started to ensure television, films, and commercials are fully 
accessible. Meanwhile, with regard to subtitle display technology, we have witnessed 
the spread of second screens (mobile-phone, tablet PC, etc.) and the development of 
compact head-mounted displays (HMD), as well as the introduction of advanced sub-
title presentation apps using audio watermarking in movie theaters; thus the mechan-
isms are beginning to be put into place that will enable hearing-impaired people to 
watch the films they want to watch at any time (developed by MASC). In addition, a 
variety of research regarding subtitles for hearing-impaired people has been con-
ducted, including studies on the effects of caption rates and text reduction on compre-
hension [1] and methods for expressing emotions using animated text captions [2].  

Despite this social context, in which awareness and understanding of subtitles for 
the hearing-impaired people have spread while technical development has advanced, 
neither demand nor supply has kept pace. One reason for this is that film/television 
producers tend not to consider subtitling for people with hearing impairment as 
work—in fact, there is a lingering association with volunteer activities or welfare. In 
this study, surveys of film directors/producers and of people with hearing impairment 
were conducted to clarify current issues surrounding subtitling and the potential mov-
ie-going population of people with hearing impairment. 

2 Survey on the Current Issues of Subtitling for the Film 
Directors/Producers 

First, a survey of 52 film producers and 6 film directors was conducted in 2012, with 
the cooperation of the Motion Picture Producers Association of Japan. The survey 
showed that only 19.2% of these film producers had engaged in the production of 
subtitles for people with hearing impairment, either at the time of the movie’s theatri-
cal release or its release on DVD. These producers covered the costs of the subtitles 
from their production or distribution budgets, but they noted the difficulty of doing so 
at a time when these budgets are decreasing, and nearly all of them indicated the 
problem of cost-effectiveness, given the small number of screenings and low levels of 
utilization of the subtitled films after their release. Noting that government support  
is provided for the subtitling of foreign-language editions of Japanese films, the pro-
ducers (regardless of whether they had engaged in producing subtitles) requested 
government funding support for subtitling. In this way, the present lack of cost-
effectiveness serves as a barrier for film producers to actively embrace subtitle  
production for deaf and hard-of-hearing people. However, a number of comments 
reflected a positive orientation; for example, “I would like the opportunity to actually 
observe the effective process of production,” and “I would like to know the extent of 
the movie-going population of hearing-impaired people and the level of demand for 
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the subtitles.” Further, the survey of film directors generated the following comments: 
“People with hearing impairments should be involved in reviewing the subtitles be-
fore they are completed,” and “I want to know techniques for subtitling that express 
the style of each film.” These comments suggested a positive orientation toward sub-
titling for people with hearing impairments, and a desire to make the process more 
creative and expressive. 

3 Survey on the Expectations Regarding Film Subtitles of 
People with Hearing Impairment 

Next, a questionnaire survey of 100 hearing-impaired people was conducted in 2012. 
The subjects were 48 deaf people (mean [±SD] age, 54.1±13.3 years; 19 males, 29 
females) and 52 hard-of-hearing (HOH) people (mean [±SD] age, 61.2±15.2 years; 17 
males, 35 females) which were classified on self-identification.  

Figure 1 shows the responses of deaf and HOH people to the question “How many 
films have you watched in movie theaters in the past year?” The results show that 
46.8% of deaf and 59.6% of HOH people had watched a film at a movie theater at least 
once in the past year. According to research carried out by a private-sector re-search 
institute on about 2600 people living within 30 kilometers of Tokyo, 55.9% had at-
tended a theatrical movie screening in 2012 [3]. This rate of movie attendance is about 
the same as that of the hearing-impaired people of relatively advanced age that com-
prised our study. However, when it came to Japanese films (based on the numbers of 
films viewed at movie theaters in the past year), it was found that the average percen-
tage having watched Japanese films was 22.0% across both deaf and HOH people 
(23.9% for deaf and 20.8% for HOH people), which was 43.7% lower than the national 
average for the Japanese movie-going population of 65.7%, estimated from nationwide 
box office takings in 2012 [4]. Further, when asked whether they had decided against 
viewing movies at the cinema that were not supported by subtitles, 40.4% of deaf and 
51.0% of HOH respondents answered “many times,” 48.9% of deaf and 31.4% of 
HOH respondents answered “several times,” while 10.6% of deaf and 17.7% of HOH 
respondents answered that they had never decided against viewing such a movie. On 
the other hand, in regard to the possibility of increased opportunities to view movies 
with subtitles, when asked "If more Japanese films were subtitled, would the frequency 
of watching Japanese movies in the theater increase?”, the responses “Would increase 
a lot,” “Would increase somewhat,” “Would not change,” and “Other” accounted for 
36.2%, 29.8%, 29.8% and 4.3% of responses of deaf people, and 54.2%, 33.3%, 10.4% 
and 2.1% of responses of HOH people, respectively. 

These results suggest that, in the same manner as hearing people, people with hear-
ing impairments do visit movie theaters and enjoy watching movies at theaters. If an 
environment can be established in which subtitling is promoted and people with hear-
ing impairments can thus appreciate Japanese movies with subtitles, there would be a 
shift toward viewing Japanese movies (which they had previously decided against 
viewing). Even if this was not extremely lucrative, it would be expected to produce 
enough profit to partially cover the costs of subtitling. 
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Fig. 1. Results of film attendance including both Japanese and foreign films per year of people 
with hearing impairments obtained from this study in 2012 and of general public living within 
30 km of Tokyo obtained from the previous research in 2012 [3] 

4 Conclusion 

One of the main findings of this research is that despite missing opportunities to enjoy 
Japanese films in the movie theaters, the movie-going tendencies of people with hear-
ing impairments is equal  to that of hearing people. On the other hand, while the pro-
duction of subtitles for hearing-impaired people cannot at present be expected to bring 
much profit from a business perspective, it is clear that some producers and directors 
of films, in addition to understanding the significance and the enjoyment of subtitles, 
are also eager to know their societal effects. As national policy favoring the produc-
tion of subtitles and technical support for this effort increase, the potential for hear-
ing-impaired people to watch movies in theaters perceived in this study enables us to 
draw the details of a path toward a sustainable system for subtitling that goes beyond 
the issue of cost-effectiveness to facilitate new media experiences. 
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Abstract. The paper differentiates three dimensions of access for eInclusion  
instruments: Firstly, digital media are understood as environments that offer 
multiple channels for interaction between persons with disabilities and their en-
vironment. This dimension is challenged by barriers that hinder people to use 
digital media. Peer support could be understood as a second dimension: Social 
media can empower people to act as social innovators and help people with dis-
abilities. Barriers are identified in the effort that has to be done or in unsuitable 
ICT-applications. On a third dimension, the advantages of “space” are explored: 
Public internet access points can be understood as a “space” that offers ICT 
access, support for individual needs and competences, facilitated by specialized 
staff. The high costs, missing political backing and need for competences could 
be understood as main barriers here. The paper suggests to capitalize on social 
innovation approaches to design new support instruments for eInclusion. 

Keywords: Digital Media, Social Media, Public Access Point, People with 
Disability, Empowerment, eInclusion, Telecentre. 

1 The Digital Society – Potentials and Barriers for People with 
Disabilities 

Computers are widely accepted as instruments for people with disabilities supporting 
their ADL (activities of daily living) tasks at home and at work. This is very much 
supported by the institutional support setting and accepted by people with disabilities. 
Digital media are entering the everyday life tasks of people with disabilities at two 
sides: Firstly, digital media are offering support for traditional offline tasks. Examples 
are digital devices that support communication or orientation. Secondly, with the 
ubiquity of digital media in every single social sub system (education, politics, eco-
nomics, health etc), digital media establish a new access mode to societal offers and 
discourses [1]. The education system strongly builds on ICT mediated learning envi-
ronments [2], political decision making is increasingly affected by online discourses 
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and economic procedures are widely transferred into online booking, shopping and 
selling. This transfer of social routines into digital net-works is supporting the partici-
pation of people with disabilities, as certain restrictions are decreased. At the same 
time, new barriers (accessibility, demand for new competences etc) arise and are 
about to dig new cleavages between mainstream and disadvantaged persons. It is an 
information society challenge to shape these environments in a way that persons with 
disabilities can exercise their rights in the same way than other people [3]. Against 
this backdrop, this article discusses three access dimensions for instruments aiming at 
empowering disabled people to use digital media and participate in the digital society. 

2 Three Dimensions of Support 

2.1 Networking Dimension: Social Media 

Besides pure information retrieval from the web and communication by means of 
telephones combined platforms create new options for information, communication, 
shared interests, expression of opinions, gaming, entertainment, business etc. Al-
though there exist profound skepticism and criticism with regard to security and pri-
vacy of such platforms, they are well accepted and part of the daily lives of very many 
people. The published numbers of users of the most common networks underpin the 
widespread acceptance (e.g. Facebook is accessed by 1.19 billion active users every 
month as of September 30, 2013 [4]). In Germany for example 46% of the people 
who go online maintain a profile in social networks, 89% of those on Facebook [5]. 
So, obviously for many people advantages of social networks outbalance the reserva-
tions. It is interesting to note that technical accessibility of social networks is still an 
issue which is not fully solved. An approach following the concept of universal de-
sign and computers [6] seems to be necessary. A particular problem occurs in Web 
2.0 applications, where users create content which does often not address accessibility 
at all. In user generated content, frequently used media like pictures and videos re-
main inaccessible. In this respect ATAG 2.01 Part B (candidate recommendation) 
introduces guidelines how to support authors to produce accessible content.  

Generally incomplete accessibility in user generated content seems to be more  
accepted compared to accessibility problems of the platforms and content of the pro-
viders. Therefore, the accessibility of the platforms and its content need to follow 
WCAG 2.02.  

Unfortunately, further non-technical barriers can be observed for people with re-
strictions in cognition [7]. Among those barriers range financing combined with the 
living situation (e.g. in nursing homes), but also related to the content e.g. complexity, 
difficult language, orientation and navigation options, mass of information, etc. [7]. 
Part of the problems are obviously related to the online content: the used language is 
too difficult and not easy to read; controls are ambiguous and inconsistent; websites 
provide too much content and too many operation options at a time; advertisements 

                                                           
1 http://www.w3.org/TR/ATAG20/#part_b 
2 http://www.w3.org/TR/WCAG20/ 
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attract the users’ focus; captchas, pop-ups, unexpected content change on the page, 
timed response requirements irritate and distract the users. Many of those problems 
can be avoided following WCAG 2.0. However, additional measures seem to be ne-
cessary. The use of easy to read, plain language are very relevant in this context, but 
also new ways of presenting the various options of platforms combine with online 
tutorials and online-help systems are required.  

Another part of the problems is connected to the users’ settings. As long as the 
problems with the content and operation are recognized a general hesitation to go 
online can be observed. Users miss appropriate support (“it is anyway too compli-
cated”) or are kept on special private platforms for smaller “safe” communities (“we 
need to protect against improper and offensive content and economic online traps”). 
Hence people with learning difficulties and people with cognition problems seem to 
some extend being excluded from the online development and the inherent potential. 
Thinking in inclusive terms, it is necessary to investigate, how this kind of exclusion 
can be overcome. Remaining technical barriers (WCAG 2.0, ATAG 2.0) need to be 
removed but also content related issues solved. Appropriate assistance, access through 
simplified/ individualized interfaces, increase of media competence through training 
and courses, online resources are some of the measures to further investigate. A com-
bination of training in secure environments, online help and assistance in groups is 
one promising approach. On the other hand, the idea of simplification the interface to 
access mainstream platforms as in principle proposed in GPII3 is very much needed.  

2.2 Peer Dimension: Peer Support Platforms 

Peer support is a principle employed as self-help mechanism in many areas especially 
in the disability field. It follows the motto of the European Disability Forum (EDF 
“Nothing about us without us”) and constitutes a powerful instrument unlocking the 
valuable experience of the peers with high credibility. Of course a direct contact face 
to face is often desired and also supporting the peer support process. However, nowa-
days peer support is no longer limited to face to face situations but has already entered 
the Web with several resulting advantages: First of all it is not restricted to a local 
community and hence possible to reach many more peers with a request, in principle 
world-wide. So one can address many peers or in case of orphan diseases/ disabilities 
at least some of the few existing. Secondly, it makes particular sense in Web and 
technology related issues, such as software problems, accessibility requirements, use 
of assistive technology or services. Blogs, FAQ, Fora, groups, Wikis, example videos, 
special websites provide a lot of options and huge potential for online peer support. A 
very special form of peer support is based on crowd sourcing where voluntary contri-
butions either very small or maybe bigger are combined with a very profound result. 
Very good examples in the area of disability are “Universal Subtitles”4 for provision 
of subtitles, “Meldestelle Digitale Barrieren”5 handling access problems to digital 

                                                           
3 www.gpii.net 
4 Subtitling with Universalsubtitles: http://universalsubtitlesorg.html 
5 Meldestelle für digitale Barrieren: http://www.meldestelle.di-ji.de 
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media, “Wheelmap”6 for documenting low barrier locations for wheelchair users, 
“Selfpedia”7 responding to individual requests, “Knoffit”8 [8] providing an online 
glossary. Many of those are mainly based on voluntary contributions, but also fi-
nanced peer support. More informal peer information can be found within the social 
networks by direct contacts or search e.g. in groups or channels. A difficult issue for 
the many good ideas is the wide dissemination and the sustainability on the one hand 
and the quality of the service e.g. correctness, thematic coverage, response time on the 
other. It further needs to be combined in a synergetic way with existing more tradi-
tional services by the self-help communities and professional providers. It needs to be 
understood as a complement of service structures rather than a replacement. Of course 
restricted capacity leads to the question of the most effective and efficient way of 
spending the available resources or raise further ones.  

2.3 Organizational Dimension: Public Internet Access Points and the “Space” 
Concept 

Next to help found on networks or from peers, we can distinguish a third dimension 
of support for digital competences in actual existing “brick and mortar” welfare insti-
tutions (like senior residences, nurseries or community welfare centers). Among 
these, the possibilities and demands of the information society have been scrutinized 
during the recent years and several forms of actual offline support institutions for the 
online world have been developed. More and more public institutions (like libraries, 
cultural centres and youth clubs for example) and welfare organizations offer free IT 
infrastructure, internet access, courses and individual support for disadvantaged per-
sons on their way to the digital society as part of their empowerment services. South 
American and Mediterranean countries have shown a strong movement towards 
founding special dedicated spaces for eInclusion: the “Telecentre”, which is defining 
itself primarily as an eInclusion actor. In other countries, public internet access points 
are part of existing welfare institutions and foster eInclusion empowerment as one 
branch among other welfare services. Libraries for example have recently strongly 
adopted their role as mediators of digital skills throughout Europe. Both types – dedi-
cated “telecentres” or public internet access points as parts of existing welfare institu-
tions with a broad variety of offers – could be understood as a third dimension of 
support for eInclusion which is using “space” and “proximity” as means of a low 
threshold target group approach. “Proximity” in this context does not only refer to 
geographical proximity, but also includes Boschma’s understanding of cognitive, 
organizational, social and institutional proximity as supporting ingredients of learning 
[9]. In this sense, telecentres combine different facets of proximity in order to style 
eInclusion offers that suit best for their specific target groups, acknowledging the high 
demand of a target group specific approach of eInclusion. The physical space of a 

                                                           
6 Wheelmap: http://wheelmap.org/en/ 
7 Selfpedia: http://selfpedia.de 
8 Das Mitmach Wörterbuch: http://www.knoffit.de 
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telecentre is therefore used as a means to establish proximity to persons that are not 
profiting from ICT mediated forms of proximity (cf chapter 2.2).  

Rissola/Garrido estimate that there are “almost 250,000 eInclusion organizations in 
the EU27, or an average of one eInclusion organization for every 2,000 inhabitants” 
[10]. More than a quarter of these institutions (25.8 % of the public and 28.4 % of the 
third sector funded institutions) are targeting individuals with physical disabilities 
18.8 % of the public and 24.1 % of the third sector funded organizations are targeting 
individuals with mental disabilities ([10]: 59). These institutions, predominantly pub-
licly funded, operate with mostly less than 10 employees and a budget of less than 
100,000 EUR per year [10] – shaping the “physical” eInclusion support structure in 
Europe as widely spread, but consisting of small institutions. The individual public 
internet access point (may it be a dedicated telecentre or a branch of a library, cultural 
club or senior residence) can be distinguished by the support it offers and the proximi-
ty to its target group. A four level pattern can be developed [2] that is reflecting 
Boschma’s five layers of proximity by referencing to geographical, social, organiza-
tional, cognitive and institutional proximity between telecentre and users: 

 

Fig. 1. Telecentre - Four levels of telecentres 

Ongoing research [11,12,13] indicates that albeit public internet access centers are 
well spread in Europe, there is a need to raise the competences of their staff in ad-
dressing disadvantaged persons’ digital needs adequately. It is difficult to estimate the 
number of persons working with end users in the field of eInclusion, but taking 
250,000 organisations as a basis, it seems safe to argue that around 250,000-375,000 
persons in the EU are working on digital competences of disadvantaged persons. Only 
tentative research has been done on the socio demographic characteristics of this field 
of employment 9 , but it seems to prevail a young, female and highly educated  
workforce with a high diversity of educational profiles. This staff can be regarded as  

                                                           
9 Cf.: http://www.efacilitator.eu/wordpress/wp-zontent/uploads/ 
2010/12/VET4e-i_Multi-Country_Context_AnalysisDEF.pdf 
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persons with high interest in social innovation and strong links between this person 
group and social innovators could be traced through different social entrepreneurship 
organizations. This staff is in need of constant training and issues such as means to 
initiate and sustain fundraising, certification of competences and a high crew change 
rate have to be tackled. Recent re-search and development activities are aiming at 
these issues by developing customized and certifiable curricula for telecentres’ staff 
(see http://www.trans-efacilitator.eu). The aim of this ongoing research 
and development activities is to support and secure professionalization within this 
new arising working field in order to make it more efficient for end users and more 
attractive for staff working on eInclusion issues.  

3 Conclusion 

Support structures for digital empowerment and eInclusion show a broad variety of 
approaches – digital, social or institutional; but mostly have just recently started. The 
short overview provided in this paper illustrates the pioneer status of many approach-
es and challenges their impact and sustainability. Web 2.0 and interactive social net-
works seem to provide very good potential to increase participation. But they also 
create new threats. Inaccessible user generated content and complexity issues create 
problems. People with intellectual problems are not sufficiently supported in this 
context. More effort as well online as in offline settings is required. To some extent 
online peer support and crowd-sourcing can be of help. Research has to show which 
concepts work and how existing concepts of care for people with disabilities might be 
connected to the eInclusion question. Many activities in this field are driven by indi-
viduals or small organizations, while traditional welfare is organized within large 
institutions with long established practices and strong connections to policy. The  
eInclusion scene at the moment is catalyzed by “social innovations” – new social 
practices and/or social configurations that are aiming at providing better solutions for 
societal challenges [14], whose origins, rules, behavior patterns, economic underpin-
nings and sustainability are widely unknown. Actual research has to explain how 
social innovation works for empowerment of digitally disadvantaged persons, which 
mechanism work and how policy could use social innovation as a pillar of its eInclu-
sion activities (e.g. the “Digital Agenda Flagship initiative” under the “Europe 2020” 
strategy). Again, research is only on tentative level by now. But some suggestions 
from the field of social innovation research include (cf. [15]): The micro layer of in-
novation – the individual innovator and the individual process of up taking something 
new – seems to be of important for the “success” of a social innovation. Social inno-
vations seem to rather occur in a stream of small innovations that being introduced as 
one big new idea. The preparedness of society and its willingness to co-construct an 
innovation is for social innovations much more important than for technological inno-
vations. Imitating social practices seems to be the heart chamber of social innovation. 
Seeing these preliminary findings of recent research on social innovation as a binding 
element of the three support dimensions of empowerment by digital media of people 
with disabilities, the role of innovative individuals and their networks for providing 
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digital inclusion should be valued highly. To this extend, eInclusion instruments could 
profit from social innovation research results and scrutinize the process of bringing 
social ideas to practice. But in contrast to national innovation systems for technologi-
cal innovations, there is no innovation supporting frame for social innovations. Crowd 
funding and social media based cooperation seem to fill a gap at the moment, but 
policy will have to design their role within the context of social innovation for digital 
inclusion. One way could be to include social entrepreneurs and a combination of 
“new” and “small” eInclusion approaches with the practice of “old” and “powerful” 
welfare organizations that are step by step discovering the field of digital inclusion. 
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Tactile Captions: Augmenting Visual Captions
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Abstract. We explore the efficacy of tactile captions as a supplement
to online captioned video. Closed captions are not fully accessible, be-
cause many auditory signals are not easily represented by words, e.g.,
the sound of the ball being hit by a bat, or to describe a ring tone.
The goal is to explore whether audiovisual information can be effectively
represented through an equivalent tactile-visual interface. We compare
viewers preferences between viewing video with captions alone, and cap-
tions plus tactile captions. Our study showed that viewers significantly
preferred tactile captions to captions.

Keywords: Accessible Technology, Educational Technology, Deaf and
Hard of Hearing Users, Dual Tasks.

1 Introduction

Modern user interfaces increasingly mirror physical and social interaction, as
this leverages existing human interactive knowledge. However, the range and
experience of this interaction, such as gesture and speech is incredibly diverse
and can be a barrier for users with different abilities and cultures. It is difficult to
represent all auditory information through captions. First, many environmental
sounds are not easily expressed in text, as they are perceptually meaningful, but
semantically vague. Even if these sounds are expressed as onamatoepic wprds,
different cultures use different words to represent these sounds [8]. Second, it is
hard to read captions at normal to fast speech, especially deaf viewers who are
likely to be less fluent readers [7]. Third, viewers have to split their attention
between the video and the captions and this reduces the amount of time they
can spend on each [4],[6]. We explore viewers preferences of tactile captions that
enhance auditory information, such as a phone ring. We use the Pebble Smart-
watch to provide the tactile feedback via vibrations. The pattern of vibration is
programmed into the watch and synchronized with the video and captions so as
to ensure that the vibration occurs at the same time as the video events.

By varying the various frequencies and intensities of vibrations, it becomes
possible to interpolate and simulate environmental sounds in everyday activities
through vibrations; for example a phone ring, wake-up-alarm, and so on.

2 Related Work

Tactile feedback, also called haptics, conveys information through the sense of
touch through vibrations or motions. There is scant prior research on combining
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Fig. 1. A viewer watching a video with the pebble watch strapped on

video captions with tactile feedback for videos. One line of research has focused
on simulating the hearing experience by providing a rich, whole body tactile
experience. Prior research has explored sensory substituion via a tactile chair.
The tactile chair provided a tactile sensory system to provide sensory substi-
tution for music. It provided a high-resolution audio-tactile version of music to
the body [2,3]. The system uses eight separate audio-tactile channels to deliver
sound to the body, and provides an opportunity to experience a broad range
of musical elements as physical vibrations. The other line of research has fo-
cused on augmentation of audio or visual information with tactile information.
For example, Apostolopoulos et al. [1] and Khoo et al. [5] used the vibration
function of smart phones to provide tactile information in parallel with auditory
information for navigation for blind and low vision users.

We used a Pebble smart-watch as shown in Figure 1 to convey vibrations syn-
chronized with the captions. The watch can receive notifications from a personal
phone and transmit tactile feedback.

3 Design Criteria

Based on feedback from deaf and hard of hearing consumers, we tried to satisfy
the following criteria:



Tactile Captions: Augmenting Visual Captions 27

Fig. 2. An example of an environmental sound: a warning sign falling over

1. The tactile information should correlate with the auditory information.
2. The choice of words in the captions that describe the auditory event to

be translated to tactile information should occur slightly after the tactile
information for best clarity.

3. The hardware and software requirements must not minimize cost and intru-
siveness.

4 Tactile Captions Evaluation

For deaf or hard of hearing people the captions provide a way to understand the
scene in place. Video-tactile vibration can provide perception and understanding
of a scene that is more in depth when just reading a caption along with the video.

4.1 System

We recorded a video that included several routine activities that have associated
environmental sounds. For example, we developed a specific vibration pattern
to mimic the feel of the thud when an object falls, as shown in Figure 2.

Next, we programmed corresponding vibrations for each environmental sound
in the video. Finally, we created two versions of the video: one with tactile
captions and the other without tactile feedback.

The experimental system had three components: a computer, watch and a
tablet. There are two connections between the computer and the watch. The
first connection is between the computer and the Pebble Application over the
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Fig. 3. An example of an environmental sound: crumpling up a paper sheet

network. So it is essential that the application and the computer be on the
same network for it to function smoothly. The second connection is between the
application and the smart watch over a Bluetooth connection. The smart watch
needs to have its Bluetooth interface enabled and paired with the device that is
hosting the application.

4.2 Programming

The vibration of the watch can be programmed and thus controlled by appropri-
ate programming. The video with captions is analyzed and the synchronization
of the video and the vibration is done. The video and the vibrations are loosely
coupled i.e. manually synchronized and the vibrations occur at the occurrence
of a particular event in the video, for example when the actor crumples up his
homework and throws it away, as shown in Figure 3.

This time synchronization is achieved by manually programming it to vibrate
at a particular time or at regular time intervals. Although we do not have direct
control over the intensity of the vibration, we can simulate varying levels of
intensity and patterns by setting the gap between individual vibrations and the
total duration of each vibration.

5 Study

We evaluated whether adding tactile feedback would increase deaf and hard of
hearing consumer satisfaction in following audiovisuals with captions.



Tactile Captions: Augmenting Visual Captions 29

Fig. 4. An example of an environmental sound: large printer running a print job

We recorded a 4-minute long captioned video that followed a student’s activi-
ties on campus. There were ten aural events that were supplemented with tactile
captions. In Figure 4, the viewer will feel vibrations that suggest “whirring.”

The usual way to caption this environmental sound: “(printer whirring)” is
not onamatopic, nor does it carry any information about the noise itself. In the
absence of sound, when the video is viewed with captions alone, a viewer who
merely reads ”whirring”, does not have a clear idea of what is being shown on
TV. On the other hand, when the viewer experiences the tactile vibration of
whirring, while watching this particular event, the viewer will be able to relate
to the feeling a hearing person gets when they hear the whirring.

5.1 Participants

We recruited 20 subjects (12 male, 8 female, ages 18-29). All participants typ-
ically watched videos with captions. We recruited through flyers and word of
mouth on the campus. We asked students to contact and schedule through email
appointment. All of them were reimbursed for their participation. Each person
was directed to an online web page that explained the purpose of the study. Next,
the students were asked to complete a short demographic questionnaire in order
to determine eligibility for the test and asked for informed consent. Before the
start of the study, the participants viewed a 30-second introduction video that
enabled them to familiarize themselves and get comfortable with the experience
of tactile captions. We picked the sound of water running as shown in Figure 5.
It has mostly high frequency components, yet is something that is often felt.
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Fig. 5. An example of an environmental sound: water running

It is hard for most deaf and hard of hearing people to hear it as it is common
to be more deaf at higher frequencies rather than lower frequencies.

The participants then answered a user preference questionnaire after watching
each video. The questionnaire measured user preferences using Likert scale and
open-ended questions.

Half of the viewers watched the captioned video and then the tactile-captioned
video; the other half watched the tactile captioned video first and then the cap-
tioned video. The total time for the study was about 20 minutes. We measured
user preferences using Likert scale and open-ended questions.

After the participant completed watching the sequence of segments, they were
asked to complete a questionnaire. Then they were asked to answer in their own
words in response to the questions that asked for their thoughts.

The Likert rating questionnaire asked the following questions on a scale of
1-5:

1. “The [tactile captions/captions] was easy to use.”
2. “I like the [tactile captions/captions].”
3. “How helpful were the [tactile-captions/captions] in understanding the en-

vironmental sounds in the video?”
4. “I would recommend [tactile captions/captions] for use by other deaf/hard-

of-hearing students.”
5. “I am confident in using [tactile captions/captions] in class.”



Tactile Captions: Augmenting Visual Captions 31

6 Results

The [tactile captions/captions] was easy to use I like the [tactile cap-
tions/captions]. I would recommend [tactile captions/captions] for use by other
deaf/hard-of-hearing students. I am confident in using [tactile captions/captions]
in class. How helpful were the [tactile-captions/captions] in understanding the
environmental sounds in the video?

The participants rated captions and tactile captions equally in terms of ease of
use: The average rating of captions was 4.3 (SD=0.3), while the average rating
of tactile captions was 4.2 (SD=0.4). Next, the participants liked the tactile
captions more than the captions: the average rating for tactile captions was 4.5
(SD=0.4) whereas the rating for plain captions was only 3.9 (SD=0.3). Similarly,
the participants rated the tactile captions as more helpful at 4.7 (SD=0.5), while
their average rating for captions was 4.0 (SD=0.5). The participants also were
more willing to recommend the tactile captions for others to use: the average
rating for captions was 4.2 (SD=0.5), while the average rating for tactile captions
for 4.3 (SD=0.5). Finally, participants rated tactile captions very highly in terms
of understanding the caption sounds as compared to the captions: the average
rating for understanding events based on tactile captions was 4.8 (SD=0.2),
while the average rating for captions was 4.2 (SD=0.3).

These findings are supported by participant comments. For example, one par-
ticipant noted: “Tactile captions let me feel the doorbell rather than just looking
at the description: “doorbell ringing””. Another participant commented: “videos
and labs would be good, and field trips. lectures are possible but if its entirely
verbal, I am not sure how it would be useful.” On the other hand, some students
felt it was too distracting: “I like the vibration to get my attention, but at the
same time, it was distracting when trying to watch the video.”

7 Future Work

There is great potential for further work with the tactile caption paradigm. We
will do evaluation studies in which viewers will be asked to describe what they
saw and felt. We will rate these descriptions for accuracy in relation to the actual
auditory events, such as different phone ringtones, or a car turn signal versus
a seat-belt signal. The current research work has laid a foundation for taking
the idea behind the research to the next level. In terms of accuracy, a more
accurate vibration motor than the pebble watch could be used. The aim is to
explore more and more patterns and intensities of vibrations in order to build a
continuous vibration system rather than the current discrete vibration system.
Further exploration leads us towards custom-built vibration products rather than
using the pebble smart-watch. Use of custom-built product will provide us the
freedom to explore the various intensities and patterns of vibrations as well as
control them more efficiently.

The future prospect is to build a system that not only conveys broad range
of everyday activities but also a deeper range of vibrations that are able to
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communicate the emotions in the video to the user. The current product that
we have used, i.e. pebble smart watch is tied on to the wrist of the user. The
extent of impact it creates on the users senses is a point of consideration. Hence,
one other important feature that needs to be kept in mind is the type of product
that is built. It is important that the sensitive points of the user are stimulated
to the maximum extent so that the desired results are achieved and the user is
satisfied completely.
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Abstract. We propose a captioning system with a function of inserting
mathematical formula images. [We match/The system matches?] math-
ematical formulas presented orally during a lecture with those simulta-
neously projected on a screen in the lecture room. We then manually
extract the mathematical formula images from the screen for display-
ing on the monitor of the system. A captionist can input mathematical
formulas by pressing a corresponding function key. This is much easier
than inputting mathematical formulas by typing. We conducted an ex-
periment in which participants evaluated the usefulness of the proposed
captioning system. Experimental results showed that 14 of the 22 partic-
ipants could input more sentences when using the function of inserting
mathematical formula images than when not using it. Furthermore, from
the results of a questionnaire, we could confirm that the proposed system
is effective.

1 Introduction

Hearing-impaired students go to university and attend lectures with hearing-able
students. They cannot listen to lecturers, so they need complementary technolo-
gies, such as sign-language interpretation and PC captioning, which is already
used at several universities, and a system is being developed that will remotely
transcribe a lecturer’s speech.

Kato et al. investigated information required by a remote transcriber and
methods of displaying that information on a transcriber’s monitor [1]. With this
approach, content keywords are displayed on the monitor, and the transcriber
can use these keywords to input the summarized text of the lecture. Miyoshi
et al. developed a remote real-time captioning system [2] that sends audiovisual
signals from a classroom to a remote location where captionists type captions in
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real time. Miyoshi et al. also developed a support system for real-time captioning
by using automatic speech recognition software [3]. This system uses the “re-
speak” method, in which a captionist listens to the instructor and then repeats
what the instructor said into the system. The acoustic model of the automatic
speech recognition system is trained on the captionist’s speech, so the recogni-
tion rate is high. The output text of the system is then checked and modified
with modifiers, and the system creates a complete caption. Another technology
that has captured much interest is real-time speech recognition. Wald and Bain
proposed an automatic speech recognition system for universal access to com-
munication and learning [7]. Takeuchi et al. proposed a system to extract an
object such as a mathematical formula in a screen of a classroom[4]. The system
uses automatic speech recognition to extract the demonstrative speech phrase[5]
and pointing gesture recognition to extract the pointing object on the slide. The
system then matches the pointing object with the demonstrative speech phrase
and extracts the object pointed to by the lecturer along with the correspond-
ing demonstrative phrase. The extracted object is displayed on the transcriber’s
screen to help the transcription. Takeuchi et al. reported on the effectiveness of
this system[6].

An even more difficult task is the transcription of mathematical formulas.
Complex mathematical formulas are often presented in a lecture. It is quite
difficult to transcribe complex mathematical formulas by using a PC keyboard;
therefore, transcribers need an easy mathematical-formula input method.

Takeuchi et al. are developing a system for matching mathematical formulas
presented orally during a lecture with those simultaneously projected on the
lecture room screen [8]. The system recognizes the utterance of mathematical
formulas by automatic speech recognition and the pointing gesture of the lecturer
by analyzing the locus of the pointing stick. It then integrates the utterance and
pointing gesture and extracts the pointed mathematical formulas on the slide
with a corresponding utterance. The extracted and matched formulas are then
shown to the transcriber to help him or her transcribe the formulas correctly.

We propose a captioning system that enables the easy input of mathematical
formulas. Mathematical formulas are extracted from the screen in the lecture
room and presented on the computer screen for the captionist. The captionist
can input the mathematical formulas by pressing the corresponding function key
assigned to the extracted mathematical formula.

2 Captioning System with a Function of Inserting
Mathematical Formula

Figure 1 shows the screen of the captioning system. The bottom part of the screen
is for text input and top is for displaying mathematical formulas. Mathematical
formulas are displayed with the corresponding function key such as ‘F1’ and ‘F2.’
We match mathematical formulas presented orally during a lecture with those
simultaneously projected on the screen in the lecture room. We then manually
extract the mathematical formula images from the screen for display on the
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Fig. 1. Screen of captioning system: Sentences are translated into English. Original
sentences were in Japanese.

mathematical formula display part of the captioning system. When the first
mathematical formula image is extracted, it is displayed in the area labeled
‘F1’. Then, the next image is displayed in the area labeled ‘F2’, and so on until
‘F5’. After the image is displayed on ‘F5’, it goes back to ‘F1’. The color of the
newly displayed label turns yellow. Therefore, the captionist can be aware which
mathematical formula is the most newly extracted. The captionist can input the
mathematical formula by pressing the corresponding function key. This is much
easier than inputting mathematical formulas by typing. We call this function
“easy insertion” for short.

Figure 2 shows an example scene of a lecture. This image is just after the
lecturer pointed to the mathematical formula 3x2+7x+2 with a corresponding
utterance. We are currently developing a system that extracts the mathemat-
ical formula images with the corresponding utterance automatically. However,
in the system proposed for this research, the image is extracted manually. Af-
ter the lecturer points to the mathematical formula shown in Fig. 2, we extract
the mathematical formula image, as shown in Fig. 3. The extracted mathe-
matical formula image is copied to a particular shared folder that the system
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Fig. 2. Example scene of lecture

Fig. 3. Example of extracted mathematical formula

monitors. Once the new mathematical formula image is copied to this folder, the
system shows this image on the mathematical formula display part. The input
summary text with the mathematical formula image can be saved as a rich-text
format text document.

3 Experimental Results

We conducted an experiment in which participants evaluated the usefulness of
our captioning system. We created short scenes of a mathematics lecture, as
shown in Fig. 2. The lecturer always points to mathematical formulas on the
screen, each with a corresponding demonstrative word.

We showed the participants these lecture scenes. When the lecturer pointed
a mathematical formula on the screen, we extracted and displayed it on the
screen for the participants. We showed them two scenes. The details of the
scenes are summarized in Table 1. The scenes were almost the same length and
same difficulty level in captioning. We recruited 22 graduate and undergraduate
students who could type very quickly and who would understand the content of
the lecture.
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Table 1. Two scenes used for captioning evaluation

scene A scene B

duration 3m 30s 3m 8s

no. of sentences to be written 15 15

Table 2. Grouping for captioning evaluation

group 1st experiment 2nd experiment

A scene A without easy insertion scene B with easy insertion

B scene A with easy insertion scene B without easy insertion

C scene B without easy insertion scene A with easy insertion

D scene B with easy insertion scene A without easy insertion

We grouped the participants into four groups. Each group viewed the scenes in
a different order and with or without the easy insertion. Table 2 lists the details
of each group. We gave the participants a practice lecture scene and allowed them
about two minutes to study it before each captioning experiment. Figure 4 shows
the arrangement of the experiment. The left monitor displayed the screen of the
proposed system and right monitor displayed the lecture clip. This situation
simulated remote captioning. The participants watched the lecture through the
monitor from a distant location and typed a summary text.

We selected the important sentences in the lecture that should be written as
captions in advance. The number of sentences to be written is shown in Table 1.
We counted the number of important sentences that appeared in the sentences
the participants input. The number of input sentences by each participant is
given in Table 3.

After a participant finished captioning, we asked about the usefulness of the
system. We asked two questions. One was about the easiness of captioning, and
the other was about the usefulness of the easy insertion. Figures 5 and 6 show
the histograms of each answer, respectively.

Table 3. Number of input sentences

group A B

participant 1 2 3 4 5 6 7 8 9 10 11

with easy insertion 8 10 9 9 10 8 14 8 10 10 12

without easy insertion 4 5 7 9 12 8 8 0 4 3 3

group C D

participant 12 13 14 15 16 17 18 19 20 21 22

with easy insertion 7 2 3 5 4 4 3 4 4 9 6

without easy insertion 2 5 4 5 4 3 5 3 2 6 2
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Fig. 4. Arrangement of captioning experiment

4 Discussion

In Table 3, 14 of the 22 participants could input more sentences when using the
easy insertion than when not using it. Four participants input the same sentences,
and 4 participants could not input more sentences when using the easy insertion.
A Wilcoxon signed-rank test showed that both results were significant at the 1%
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Fig. 5. Histogram of easiness: 1-hard, 2-somewhat hard, 3-moderate, 4-somewhat easy
and 5-easy
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level. These results show that the proposed system can help captionists easily
input captions with mathematical formulas.

In Fig. 5, the average score of easiness increased to 3.5 when using the easy inser-
tion from 1.5 when not using it. Captioning of mathematical formulas is difficult;
however, it becomes easywhen the captionist uses the proposed system. Six partic-
ipants answered that captioning was somewhat difficult even when they used the
easy insertion. Each participants typing skills were different; therefore, the task of
inputting summary text was somewhat difficult for those who did not have good
typing skills even when they used this function. All participants answered that the
proposed system is useful or somewhat useful, as shown in Fig. 6.
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Fig. 6. Histogram of usefulness: 1-not useful, 2-somewhat not useful, 3-moderate, 4-
somewhat useful and 5-useful

5 Conclusion

We proposed a captioning system with the function of inserting mathematical
formula images. With this system, a captionist can easily input mathematical
formulas into the text by pressing the corresponding function key.

Experimental results show that a captionist can input more sentences when
using the easy insertion than when not using it. The results from the ques-
tionnaire show that the system makes it easy to input caption mathematical
formulas.

Further work should be done to automatically extract mathematical formula
images, and experiments during an actual lecture should be conducted. We
should also consider a display method of inputting summary text with mathe-
matical formula images for hearing impaired students.

This work was supported by JSPS KAKENHI Grant Number 24500642.
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Abstract. This paper describes a new important enhancement to Synote, the 
freely available, award winning, open source, web based application that makes 
web hosted recordings easier to access, search, manage, and exploit for learners, 
teachers and other users. The feature supports ‘flipped’ classrooms and allows 
students to ask questions through annotations on their personal mobile devices 
while also being able to remotely control and play relevant video fragments. 

Keywords: Second Screen, Recorded Lectures, Learning, Flipping Classroom. 

1 Introduction 

In their study of eLearning tools Rohani and Yazdani [1] identified several issues 
including a lack of social networking, a failure to use tags to categorise resources and 
an inability to raise questions or share comments. The award winning web application 
Synote helps address these issues as captioned video can be tagged and users can add 
comments as accessible synchronised annotations [2]. Text, audio, images, annotation 
and video can enhance the effectiveness of conveying information through eLearning 
[3] and a recorded lecture allows a student to decide when and where they wish to 
study.  At home students can work at their own pace taking regular breaks to reduce 
fatigue and can play a video with their preferred screen size, audio volume, lighting 
and assistive technologies, pausing or rewinding when necessary to make it easier for 
them to take notes. ‘Flipping the Classroom’ (3) means teachers can ask students to 
watch videos at home and then discuss them in class afterwards. Students finding 
some of the content difficult to understand may not actually ask the questions in class 
that they had prepared at home due to communication difficulties, lack of confidence, 
or time pressures. Synote Second Screening helps address these issues by allowing 
students to ask questions through annotations on their personal devices while also 
being able to remotely control and play the relevant video fragments. The lecturer or 
the other students in the room can use media fragment annotations to respond to these 
questions or post additional information about the video. Kam et al. [4] showed that 
66% of users preferred collaborative to independent note taking and Synote Second 
Screening could help facilitate this.   
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Laura signs out on the main screen an alert box on John’s second screen shows that 
the session has ended.  

3 Testing and Evaluation 

The final version of Synote Second Screening was developed following evaluation 
and comment on an initial prototype by a focus group of seven students. PowerMap-
per and Webaim’s Wave toolbar for Firefox  and The Paciello Group Coour Contrast 
Analyser were used to help confirm accessibility. Testing and user evaluations took 
place through 10 participants simulating real classroom tasks using keyboard and 
mouse input on laptops and touchscreen input on tablets and smartphones. The tasks 
were: Joining a session; Adding an annotation;  Adding a media fragment; Marking a 
new annotation as a question; Deleting a personal annotation; Controlling the video 
playback;  Playing a media fragment; Viewing session comments only and Creating a 
session. Analysis of results showed that Synote Second Screening was accessible, 
effective and intuitive to use and 80% of participants agreed the system would help 
aid in collaborative note taking and 90% of participants said that they would want to 
use the system in classes.  

4 Conclusion and Future Work 

Students would welcome the use of Synote Second Screening in classrooms and it 
would help improve accessibility, engagement and learning.  Planned future work 
includes: the addition of a `one-click' button to notify a lecturer that something in the 
video was confusing; a more advanced, permission-based authorisation system to 
enable the teacher to allow only certain participants to control playback from their 
second screen device; providing a text box to search for a timecode rather than only 
moving the timeline slider to a specific location in a video; and classrooms trials. 
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Abstract. This Special Thematic Session (STS) on Digital Content and Media 
Accessibility is intended to provide a focus on activities related to making digi-
tal content and audio-visual media accessible for people with sensory impaire-
ments. The eACCESS+ Thematic Network (eACCESS+) was established to 
bring together different stakeholders in the eAccessibility chain and foster the 
take-up of accessibility by mainstream players. It has largely concentrated on 
these issues and produced a large pool of resources dealing with eAccessibility-
related information. The Technology and Innovation for Smart Publishing 
Thematic Network (TISP) aims to bring together publishing companies and ICT 
enterprises, in order to stimulate new partnerships and business models. This 
short paper introduces the STS on Digital Content and Media Accessibility and 
the related papers. 

Keywords: eAccessibility, Audio-Visual Media, Digital Content, Publishing, 
Accessible Services. 

1 Introduction 

Digital content accessibility refers to the inclusive practice of making digital contents 
usable by people of all abilities and disabilities. This is closely linked to the wider 
issue of web accessibility, where significant progress has been made to improve the 
accessibility of digital content.  

Reading technologies offer such an opportunity to create a more inclusive society 
and the Publishers Association, the Society of Authors, the Association of Authors‘ 
Agents and the Right to Read Alliance have recommended that publishers routinely 
enable text to speech on all eBooks.  

Nowadays, if a large portion of top-selling titles is available as braille, audio and 
large print, this proportion falls dramatically when talking about less popular titles. 
Readers who have to rely on specialist provision have therefore a very restricted 
choice. [1] 

From the user perspective, the more a document is adaptable for diverse needs  
(e.g. legibility, readability, use paradigms, a possibility to annotate, enrich, convert 
and translate) the more it is accessible. Despite some encouraging moves in the Inter-
national legislation regarding the cross-border circulation of books in an accessible 
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formats (as with the recently adopted WIPO Marrakesh Treaty to Facilitate Access to 
Published Works for Persons Who Are Blind, Visually Impaired, or Otherwise Print 
Disabled and the European ETIN initiative) obstacles however still exist when it 
comes to the mere possibility to edit the published content.  

In the publishing sector the evolution of electronic formats has created new oppor-
tunities to produce and deliver digital contents accessible from scratch, needing less 
additional processing or adaptation.  

Yet digital reading is a complex process that involves not only formats, but also in-
struments (reading software, apps and devices) and containers (websites, e-commerce 
channels). As new technologies emerge, innovative approaches and solutions offer 
impaired people new ways of delivering and interacting with content. All the stake-
holders across the value chain should be involved in this dialogue, as promoted by the 
TISP Network that brings together publishers and ICT providers. [2] 

(Audio-visual) Media provide an efficient way of gaining access to information 
and entertainment and over recent years new technologies have emerged with a great 
potential for increased accessibility raising high expectations from people with sen-
sory disabilities. At the dawn of the 21st century television is an almost universally 
used technology. For this reason and for many years, solutions, standards and legisla-
tion have been developed in order to enhance the accessibility of audio-visual media. 
The convergence of digital media offer both opportunities and challenges to media 
accessibility in a field that is evolving at an ever-increasing pace.  

As the digital switch-over is being completed in Europe, the hopes for an increased 
accessibility of AV media have been poorly met while the up-and-coming technolo-
gies in the media arena bring along new accessibility challenges and fears that the 
progress done so far may be forgotten. Limitations and barriers preventing AV media 
accessibility from becoming a mainstream reality now lie in various broader issues 
and are no-longer limited to technological problems. These are related to usability, 
interoperability and standards issues as well as lack of business-case for take-up by 
mainstream actors, legal barriers (for example for the transnational reuse of accessible 
content), difficulties in the reuse of accessible content over time and across different 
platforms as AV content is longer viewed on television only and the life-time of con-
tent is often longer than that of the delivery platform etc [1], [3,4]. 

2 Areas Covered by This STS 

In their paper Fume et al. present an innovative system and propose a new translitera-
tion method of Text-to-speech DAISY content creation. DaisyRings features versatili-
ty of input document (by making use of plain text and not making use of preventive 
document formats), limited edit functions at reduced costs and presents the advantage 
of being compatible with current working processes. It can convert plain text to 
DAISY content including formatted HTML and audio data via automatic Text-to-
Speech Technology. The approach to DAISY Content creation proposed by Fume et 
al. will facilitate the work of transliteration workers who will be able to make and edit 
content more easily and dramatically more quickly than is currently possible with the 
conventional method.  
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This paper presented by Sorin et al. deals with an ongoing experiment aiming at 
improving structural information accessibility by blind people, using text-to-speech 
along with audio cues. Their approach consists of looking closely at textual objects in 
a text. Textual objects have different properties and the relationships among them and 
are of crucial importance to the readers but hardly accessible and comprehensible for 
blind readers using screen readers or a braille document. Despite this importance and 
despite the fact that most of the digital documents have a very rich layout and many 
visual properties, only a few initiatives try to restore part of this structural information 
to blind users. The approach suggested in this research is to annotate the different 
textual objects along with their properties in XML and to restore them during docu-
ment presentation with a Text-to-Speech software using prosody variation, audio cues 
and discursive descriptions of the properties. In the longer term, Sorin and al. intend 
to explore further restitution modalities such as specialized audio or haptic feedback.  

In their research, Argyroploulos et al. present the results of a series of experiments 
in the field of haptic representation of typographic meta-information embedded in rich 
texts documents. The study aimed at studying patterns and characteristics of hand 
movements of blind readers when they receive typographic metadata (bold and italic) 
by touch through a braille display. The results from the experiments depict the types 
of participants' phonological errors and the performance of usage of six-dot and eight-
dot braille codes. The paper discuss the educational implication of their results and 
the importance of the development of a suitable design of tactile rendition of typo-
graphic signals metadata through six or eight-dot braille code in favor of a better per-
ception and comprehension. 

In their paper, Lee et al. present the results of a series of comparative studies of lis-
ten-ing speed of Korean Text-to-Speech technologies for blind users based on their 
screen reader experience.  

The paper presented by Ošlejšek et al. discusses the concept of "communicative 
images" and aims to provide graphical information by means of dialogue interaction, 
which is suitable for people with various disabilities. This paper deals with the utiliza-
tion of formal ontologies for the process of image annotation and dialogue-based 
investigation of images in the context of assistive technologies. 

Petrie et al. present the results of a series of experiments of crowd sourcing de-
scriptions of images available on museum websites for visually impaired visitors. 
These experiments were conducted with the support of Museum Victoria and were 
based on the observation that despite the fact that guidelines advocate describing im-
ages on the Web for visually impaired Web users, there are very few guidelines avail-
able on how to write images description. Based on their study, Petrie et al. propose a 
refined version of the guidelines and examples of good practice.  

The paper presented by Lim et al. deal with the closed captions for hearing im-
paired viewers and proposes an approach making use of dynamic subtitles to convey 
non-verbal emotional information to the viewers. The approach suggested by Lim et 
al. analyses pitch and speech energy as a kind of emotional information and suggest to 
use of dynamic captioning scheme to render these emotional information to the view-
ers in the form of variation in colors (color) and font size and thickness (voice level). 
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Abstract. The purpose of this study was to examine the listening speed of the 
Korean TTS for the blind based on their screen reader experiences. Among ten 
participants, five people have used a screen reader and the other five had few 
experiences of using a screen reader. Participants were asked to recall what they 
heard after they listened to the same sentences for ten repeated sentence sets, 
and they were asked to recall what they heard after they heard different sen-
tences for the five random sentence sets. For all sentence sets, sentences were 
provided with fifteen differentiated speeds ranged from 0.8 to 3.6. The results 
showed that there were positive correlations between participants’ screen reader 
experiences and their listening speed of the Korean TTS, and between the fami-
liarity of sentences and the differences in the listening speed.  

Keywords: The Blind, Screen Reader, TTS, Listening Speed. 

1 Introduction 

With the help of rapid development of technology, nowadays, many people who are 
blind can access a lot of information by using a screen reader. A screen reader is a 
useful tool for the blind to gain access to various educational opportunities, employ-
ments, and social interactions. Many people think that the blind will process auditory 
stimuli much faster than ordinary people. However, there are few research studies 
regarding the listening speed of the blind.  

The purpose of this study is to examine the maximum and the best listening speed of 
the Korean TTS (Text-to-Speech) for the blind in order to provide screen reader devel-
opers meaningful information by comparing the Korean TTS listening speeds among 
the individuals with screen reader experiences and those without the experiences. 

2 Related Works 

Not many studies have been conducted regarding the listening speed of the screen 
reader for the blind. Asakawa and Ino [1] examined the fastest and the most suitable 
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listening speed of the Japanese TTS for the blind using the objective and subjective 
test procedures. The results presented that (1) advanced participants recognized the 
spoken test sentences 1.6 times faster than the fastest speed of TTS engine used for 
the test, so they suggested that Japanese TTS should support faster speeds, and (2) 
participants’ listening speed was affected by the familiarity of the test sentences. 

In the previous study [3], we found that (1) participants’ recall accuracy tended to 
increase as the TTS speed decreases, (2) participants’ subjective recall accuracy was 
higher than objective recall accuracy in the repeated tests and vice versa in the ran-
dom tests. 

3 Methodology 

In order to apply Asakawa and Ino [1]’s study to the Korean TTS, we developed Ko-
rean sentence sets [2]. Most sentence sets consist of 7 chunks (words) considering 
participants’ recall capabilities. In order to examine the effect of the sentence fami-
liarity on the listening speed, sentence sets were classified as familiar sentences and 
unfamiliar sentences [2,3]. Familiar sentences were chosen from the websites where 
the blind has been frequently visiting and from the final report of the 21st century 
Sejong project [4] which contains familiar Korean idiomatic expressions. Unfamiliar 
sentences were selected from the websites with academic jargons and unfamiliar Ko-
rean idiomatic expressions.  

A total of 10 people who were blind (three females/seven males, aged from 23 to 
63) participated in this study. Five of them have used a screen reader in their daily 
lives (an advanced group), and the other five people have few experiences of using a 
screen reader (a novice group).  

In a repeated test, participants were asked to recall what they heard after they heard 
the same sentences from the fastest to the slowest speed (15 differentiated speeds, 
Range=0.8-3.6, SD=0.2) for the ten sentence sets. The standard speed 1.0 means 
285.96 syllables per minute which is similar to the Korean’s ordinary communication 
speed of 300.00 syllables per minute. In a random test, participants were asked to 
recall what they heard after they heard the different sentences for the five sentence 
sets. Participants’ objective listening accuracy was calculated by the number of cor-
rectly recalled syllables out of the total number of syllables in a sentence. Each partic-
ipant’s maximum listening speed was defined as at least 50% correctly recalled speed 
and the best listening speed was defined as at least 90% correctly recalled speed. Each 
participant’s maximum and best listening speed were calculated by objective recall 
accuracy. 

4 Results 

Figure 1 present the maximum and the best listening speeds in the repeated test. As 
shown in Figure 1, the advanced group’s listening speeds were faster than the novice 
group’s listening speeds for all of the repeated sentence sets. Differences in the max-
imum speeds between two groups ranged from 0.48 to 0.86, and those in the best 
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listening speeds ranged from 0.36 to 0.88 (See the dotted lines in Figure 1). The aver-
age difference of the maximum listening speeds was 0.59 and that of the best listening 
speeds was 0.61.  

In the repeated test, the biggest difference of the maximum and the best listening 
speeds between two groups was found at the sentence set number 7 and the smallest 
difference was found at the sentence set number 10. The sentence set number 7 was 
an unfamiliar sentence containing English words. The sentence set number 10 was a 
familiar Korean proverb. In the sentence set number 9, even participants in the ad-
vanced group showed slow listening speeds compared to their listening speeds in the 
other sentence sets, and those in the novice group did not reach the best listening 
speed even at the slowest listening speed (see Figure 1). The sentence set number 9 
was too difficult for participants to recall, so it was excluded from the analysis.  

 

Fig. 1. The listening speed in the repeated test 

Figure 2 presents the maximum and the best listening speeds in the random test. As 
shown in Figure 2, the advanced group’s listening speeds were faster than the novice 
group’s listening speeds for all of the random sentences sets. Differences in the max-
imum listening speeds between two groups ranged from 0.32 to 0.68, and those in the 
best listening speeds ranged from 0.24 to 0.96 (See the dotted lines in Figure 2). The 
average difference of the maximum listening speeds was 0.54 and that of the best 
listening speeds was 0.50. 

 

Fig. 2. The listening speed in the random test 

In the random test, the biggest difference of the maximum listening speeds be-
tween two groups was found at the sentence set number 2 and 4, and the smallest 
difference was found at the sentence set number 1. The biggest difference of the best 
listening speeds between two groups was found at the sentence set number 5, and the 
smallest difference was found at the sentence set number 1. The sentence set number 
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2 consisted of unfamiliar Korean proverbs, and the sentence set number 4 and 5 con-
tained academic jargons, abbreviation of English words or numbers. The sentence set 
number 1 consisted of familiar Korean proverbs. 

These results presented that the differences in the listening speeds between two 
groups for the familiar sentences were larger than those for the unfamiliar sentences 
in both the random and repeated test. 

5 Conclusion and Future Work 

In this study, we found out that there were positive correlations between participants’ 
screen reader experiences and their listening speeds of the Korean TTS. The result 
also showed that, in both the random and repeated test, the difference in the listening 
speeds between the advanced group and the novice group was related to the familiari-
ty of sentences. This finding provides TTS developers and special educators meaning-
ful information on the auditory information processing abilities of the blind with a 
variety of TTS experiences.  

In this study, we have used the sentence sets consisted of 7 chunks (words) consi-
dering participants’ recall abilities. However, there is a limitation of not controlling 
the number of syllables in each sentence. Therefore, in further studies, it is recom-
mended to use the sentences with the same number of syllables. 
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Abstract. The broadcasting and the Internet are important parts of modern so-
ciety that a life without media is now unimaginable. However, hearing impaired 
people have difficulty in understanding media content due to the loss of audio 
information. If subtitles are available, subtitling with video can be helpful. In 
this paper, we propose a dynamic subtitle authoring method based on audio 
analysis for the hearing impaired. We analyze the audio signal and explore a set 
of audio features that include STE, ZCR, Pitch and MFCC. Using these fea-
tures, we align the subtitle with the speech and match extracted speech features 
to subtitle as different text colors, sizes and thicknesses. Furthermore, it high-
lights the text via aligning them with the voice and tagging the speaker ID using 
the speaker recognition.  

Keywords: The Hearing Impaired, Media Accessibility, Dynamic Subtitle, 
Speaker Recognition. 

1 Introduction 

Media technologies for the broadcasting and the Internet have been widely increasing 
and now enable viewers what they want to select among a variety of video contents 
according to their personal taste. However such an environment evolves, digital di-
vide of the people with disabilities is increasing.  

Today, there are 650 million people with disabilities in the world and their number 
and proportion is growing as humanity lives longer. Especially, there are more than 
66 million people suffering from hearing impairment and it brings them difficulty in 
video content understanding due to the loss of audio information [1]. The main me-
thod to make media programs accessible to them is providing subtitles with the video. 
A typical example is broadcasting with subtitles, which is now a common media ser-
vice. However, the general media service with subtitle provides only a basic function 
to display the actor’s dialogue in the form of text, so hearing impaired people are 
limited to understand not only the context but also the atmosphere. 

In this paper, new dynamic subtitle authoring method based on the audio analysis 
is proposed. It supports to analyze the audio signals contained in the media contents 
and to display the subtitles dynamically according to the analysis results so that hear-
ing impairment users are able to understand the media content more readily. 



54 W. Lim, I. Jang, and C. Ahn 

 

2 Background 

In this section, we introduce subtitles in the media for the hearing impaired and re-
view the related works for this field. 

2.1 Subtitles in Media 

Subtitles are typically used to transcribe the speech and additional information for the 
hearing impaired, which are provided primarily for them. Viewers with normal hear-
ing can easily experience this if they ever attempt to watch TV without sound. Fig. 1 
shows examples of the many type of subtitles used with video content. 

 

Fig. 1. Examples of the many type of subtitles used with video content 

For the television, the line 21 in the vertical blanking interval has been allocated to 
carry subtitle information. At a television station, a subtitle encoder is used to put the 
data onto line 21. At home, either a recent model television or set-top box may be 
used to decode the subtitles and display the text on the screen [2]. Online video 
streaming and media content also offer subtitle formats for video. The video can be 
played with a SAMI (*.smi), SubViewer (*.sub), SubRip (*.srt) or Advanced Substa-
tion Alpha (*.ass) file. 

2.2 Related Works 

Many researchers have developed methods for subtitling in various ways. Adjusting 
the subtitle to a suitable speech level and speed can improve the understanding of 
content for hearing impaired was proved in [3]. A dynamic subtitling scheme to en-
hance the accessibility of content for the hearing impaired was proposed in [4]. This 
method suggests synchronous highlighting of the script by aligning it with the speech 
signal to help the hearing impaired audience keep better track and to perceive the 
scripts. It also locates the subtitle in a suitable region by applying face detection and 
tracking algorithms. This method, however, requires the heavy algorithm and the 
database because of the face recognition and the dictionary based script-speech 
alignment. Another study has proposed an ambient font technique for visualizing the 
non-verbal information for the hearing impaired through adjustments of font size, 
color, and so on [5]. This method has a drawback of using only sound level and pitch 
features. Therefore, a simple method to reduce complexity while maintaining the 
quality of the dynamic subtitle is required. 



Dynamic Subtitle Authoring Method Based on Audio Analysis for the Hearing Impaired 55 

 

3 The Proposed Dynamic Subtitle Authoring Method 

Our major goal is to enhance the video accessibility for the hearing impaired. Fig. 2 
demonstrates the schematic of our proposed dynamic subtitle authoring method. 

 

Fig. 2. The schematic illustration of the dynamic subtitle authoring method 

3.1 Speech Feature Extraction 

Short Time Energy. The short time energy (STE) indicates the magnitude of each 
signal frame. Let   (where n=1, … ,N) represents the audio samples of the i-th 
frame whose length is N. Then, for each frame energy is calculated according to the 
following equation: 

 E i ∑ | |  (1) 

In addition, some studies reveal that variations in voice volume impart important in-
formation about human emotions [6].  Therefore, in the proposed, we symbolize the 
speech energy as a form of emotional information to obtain more cues about the di-
alogue. 

Zero-Crossing Rate. Zero-Crossing Rate (ZCR) refers to the number of zero cross-
ings in a given frame. Sequential samples in a speech signal have different algebraic 
signs. ZCR is a measurement of frequency composition in signals. In general, voiced 
segments have lower ZCR compared to unvoiced segments [7]. 

 Z i ∑ | 1 | (2) 

Pitch. Pitch is the fundamental frequency in a speech, musical note or tone. Detection of 
the pitch from monophonic music or speech signals has been studied [8]. Current study 
indicates that the voice pitch frequency is related to human emotional states [6]. There-
fore, in our study, we used a pitch characteristic to represent the speaker’s feelings. 

MFCC. Mel-frequency cepstral coefficients (MFCCs) are commonly used as a valid 
feature in speech signal processing such as speech/speaker recognition. This feature  
is based on the known characteristic of the human ear’s critical bandwidth with  
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frequency. The MFCC makes use of two types of filter based on human ear characte-
ristics: linearly spaced filters and logarithmically spaced filters. The phonetically 
important characteristics of speech are captured by expressing the signal in the Mel 
frequency scale. As shown in Fig. 3, this scale has linear frequency spacing below 
1000 Hz and a logarithmic spacing above 1000 Hz [9]. 

 

 

Fig. 3. Mel-scale filter bank 

 
After conducting Mel-frequency filter wrapping, the log mel-spectrum has to be 

converted back to time domain. This result is called the MFCC which provides a good 
representation of the spectral properties of the signal for the given frame. The MFCCs 
can be converted to a time domain using the Discrete Cosine Transform (DCT). A 
block diagram of the MFCC extraction process is given in Fig. 4 [9], [10]. 

 

 

Fig. 4. A block diagram of MFCC extraction process 

3.2 Speech-Subtitle Alignment 

The speech and the subtitle in a broadcasting system tend to be unsynchronized due to 
the program production process. When subtitling is done during a live broadcast, 
synchronization is not possible due to manufacturing and transmission delays. For 
multimedia applications, we extract the subtitle data from MPEG-2 Transport Stream 
of the ATSC-based digital TV signal and generate a subtitle file using the extracted 
subtitle data and time information [11]. The extracted subtitle data time is compen-
sated using the default value and Voice Activity Detection (VAD) algorithm. The ITU 
Making TV Accessible Group recommends a subtitle delay between on-screen speech 
and the subtitles being displayed from 5 to 14 seconds in the case of live subtitling 
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[12]. In South Korea, the delay time in DTV broadcasting is recommended as 2-4 
seconds, so the time delay must be compensated uniformly [11].  After that, we con-
duct the VAD algorithm for more elaborate time synchronization. Use of the VAD 
method categorizes the signal frames into Voiced/Unvoiced frames. In this paper, we 
simply implement the VAD using STE and ZCR. 

In other cases, a pre-authored subtitle with video content that has a start/end point 
that is created manually can be also used for dynamic subtitling. 

 

 

Fig. 5. Example of VAD using STE and ZCR 

3.3 Speech Feature-Subtitle Matching 

The fundamental frequency of speech can vary from 40 Hz for male voices to 600 Hz 
for children or female voices. Based on it, human voice tone-color matching method 
was proposed in [13]. In our research, we match the high-pitched voice to red color 
and low-pitched voice to violet color, as shown in Fig. 6. This method was devised by 
proportionally connecting the relationship between the wavelength of light and the 
frequency of sound. 
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Fig. 6. Color-tone matching method based on color wavelength and voice pitch 

 
The signal energy is one of the important features that represent the speaker’s emo-

tions, as previously mentioned. Therefore, in this study we match the speech energy 
level and energy variation to the text size and thickness of the letters. 

3.4 Speaker Recognition 

For speaker recognition, the Gaussian Mixture Model (GMM) was trained using the 
extracted MFCCs. GMM is a parametric probability density function represented as a 
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Abstract. This paper presents the results of an experiment conducted with nine 
blind subjects for the evaluation of two audio restitution methods for headings, 
using Text-To-Speech. We used specialized audio and two voices to demarcate 
headings. This work is part of a research project which focuses on structural in-
formation accessibility for the blind in digital documents. 

Keywords: Accessibility of Digital Documents, Blind People, Document Struc-
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1 Introduction 

Accessibility of information contained in digital documents is a crucial challenge for 
visually impaired people, especially for blind users. Indeed, blind users should be in 
the center of design issues since Internet and new technologies are an unprecedented 
opportunity for them to perform tasks that they can hardly do without [1]. Even 
though there has been much effort on designing assistive technologies and accessible 
information, the situation often remains frustrating for blind users [2], [3]. Indeed, 
digital documents in general (web pages, text-documents, spreadsheets, etc.) are pri-
marily designed to be visually displayed, so that the expressive means offered by a 
spatial layout are often intensively used to create complex objects like tables, graphs, 
outlines, menus, etc. In this context, our project aims at allowing blind users to access 
a document’s visual properties and logical structure and at designing new reading 
tools. 

In the frame of our project, we focus on documents “textual objects”, i.e. every 
block or portion of the text visually distinct from the rest via its disposition and typo-
graphy, which we could call the “contrast” principle. The Textual Architecture Model 
[4], a linguistics model, states that every salient block (or textual object) in a docu-
ment was created by the author in order to structure his message. The different types 
of textual objects in a document each have different properties and relationships  
between them. This structural information coming from the visual properties of a 
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document is crucial for the understanding of its content from a sighted reader point of 
view (see [5] for a review). 

Most of the digital documents have a very rich layout and many visual properties. 
Yet, only few existing projects try to restore part of this structural information to blind 
users: for instance [6] focuses on HTML tables and frames, whereas [7] focuses on 
enumerations (lists of items in a document) and [8] focuses on hierarchical structures 
in general. Our global approach in this research project is to annotate the different 
textual objects along with their properties (as described by the Textual Architecture 
Model and SARA), and to restore them during document presentation with a Text-To-
Speech software. The aim is to restore the multi-level logical structure of the docu-
ments, for instance local emphasis and global structure.  

In this paper we present our results about the restitution of headings properties to 
blind people using Text-To-Speech, in order to validate our global approach. We 
made the hypothesis that providing blind users with headings properties will help 
them build a better mental representation of the document.  

In the first part we describe what structural information is and why we want to 
make it accessible. The second part describes the methodology used to test our hy-
pothesis. Finally, we present and discuss the obtained results. 

2 Structural Information Restitution to Blind People 

As mentioned before, logical information about documents structure conveyed by the 
text formatting and layout is crucial in order to comprehend the text content. We 
chose to focus on the restitution of headings because of their important role in text 
comprehension. Indeed, according to [9], headings help (sighted) readers to build a 
global representation of the text topic structure, which improves memorization in 
general and also activates the reader’s relevant prior knowledge.  

However, blind people almost never have access to this information while using a 
Text-To-Speech (TTS) software (for instance via a screen-reader) on a computer. In 
fact, TTS still struggle to render text objects like headings [10]. Indeed, with a screen-
reader a heading is signaled with the sentence “Heading Level N”, either on a braille 
terminal or orally with a TTS. This restitution method doesn’t emphasize the heading 
over the rest of the content, so that the headings are not as distinct from the rest of the 
text in the audio modality as compared to the printed text. It may consequently ham-
per the identification of the different text headings by the blind people, what could 
impair text processing. Indeed, [10] showed that it is easier for sighted readers to 
catch the text structure when a text containing headings is printed than in an auditory 
presentation via a TTS. In their second experiment, they also showed that it is possi-
ble to improve text structure processing in an auditory presentation by systematically 
restoring the headings information functions. Our goal in the present study is to assess 
the efficiency of different restitution methods with blind people. We conducted an 
experiment with blind volunteers who were instructed to listen to a text oralized by a 
TTS and then, to answer questions about the text structure.  
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In order to make the headings more salient, we compare three different restitution 
methods. The first is the basic restitution provided by a TTS. The second is to use two 
different voices, one to enunciate the headings and the other one for the rest of the 
text. The third chosen method is to use spatialized audio to simulate one enunciation 
location on the left of the participant and another on his right, at head level. We used 
the left location to enunciate the headings and the right location to enunciate the rest 
of the text. The principle was to enrich the text presentation by restoring structural 
information through voice modifications without adding any discursive content to 
avoid cognitive overload for the listeners.  . 

The main hypothesis was that enriching the auditory presentation with voice modi-
fication to signal headings results in a better comprehension of the text structure than 
the basic restitution. 

3 Methodology 

The global principle of the experimentation was to present several documents to par-
ticipants using different restitution methods, and to measure the general compre-
hension of the documents contents along with the outline retention. 

3.1 Experimental Design 

Nine legally blind volunteers participated in our study, without particular hearing 
problems, all using synthetic voices on everyday basis. We used a synthetic voice 
reading text at about 175 words per minute, which is far slower than maximum listen-
ing speed for blind people using Text-To-Speech [11]. Three different conditions 
were defined for documents reading.  

The first was the control condition which was equivalent to what a screen-reader 
would read of a web page containing headings and raw text, that is to say a discursive 
segment indicating “Heading level N” before the heading oralization. The text in this 
condition was read using a male voice. The second condition used a female voice to 
enunciate the headings and a male voice for the documents contents. Note that we 
used free voices from the MRBOLA Project.1 Finally, the third condition used spatia-
lized audio and defined two “reading” locations: one on the left in front of the listener 
and one on the right, both at head level. We chose those particular locations since it 
appears that the left/right arc in front of the listener is where the locations discrimina-
tion works best [12], [13]. In every condition headings were announced by saying 
“Heading level N” (and “Main title” for the first title of each document). Subjects had 
the possibility to pause the reading using the space-bar, but couldn’t play it back so 
that each subject listened one time to every part of every text. 

We used five documents in total. Three of them contained about 875 words  
(5 minutes of listening) and were used to test each of the three conditions. They were 
expository texts which topics were chose so the subjects would have enough basic 

                                                           
1 Mbrola page : http://tcts.fpms.ac.be/synthesis/mbrola.htmll 
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knowledge to understand them, but were unlikely experts of the concerned fields; the 
topics of those three documents were energy problems, firefighting and energy solu-
tions. Each of those three texts had 3 levels of headings: main title, headings level 1 
and headings level 2. Two other short documents containing about 450 words 
(3minutes of listening) were used as distractors during the experiment, and dealt with 
random topics, namely Brazil and French Louisiana. 

In order to avoid a possible rank bias, each condition and each text were played in 
total three times at each rank (i.e. three times in first position, three times in second 
and three times in third position during the different tests). 

The procedure was the following one: after signing a consent form, we asked sub-
jects few questions about themselves. Then, the three long texts were read, each in a 
different condition, either in control, dual-voices or spatialized audio condition. After 
each text we asked the subject to recall the outline of the text, ideally the headings 
with their level in the hierarchy, along with a self-evaluation of the difficulty they had 
to comprehend and memorize it, on a scale ranging from 1 to 7, 7 being very difficult 
and 1 very easy. After that, comprehension questions about the text were asked, each 
question being related to one or several text sections. 

The two “distracting” texts were read after text 1 and text 2. Once the subject heard 
them, we asked them three questions about details of each text. The aim of the distrac-
tors was to prevent subjects from over-focusing on the text headings and to try to 
understand the whole texts.  

Finally, after all the text readings, subjects would give us feedback about the  
experiment. 

3.2 Measures  

We measured mainly two variables: outline recall and comprehension (through the 
questions asked after each reading).  

Three scores were extracted from the outline recall. First we evaluated the number 
of topics recalled over the total number of topics, each topic corresponding to a head-
ing, which gave us a score between 0 (no topic recalled) and 1 (all the topics re-
called).  A second score concerned the recalled hierarchy: we computed the distance 
between the recalled outline and the original outline, using the absolute difference 
between the level of recalled headings and the level of the corresponding headings in 
the documents. Score ranged between 0 (recalled hierarchy identical to the original) 
and 1 (recalled hierarchy completely different). Finally, we computed a third score 
corresponding to the correlation between the recalled order of the headings and the 
original order (normalized between 0 and 1). 

Lastly, we rated each of the answers to comprehension questions. The constructed 
questions dealt with the text macrostructure and the correct answers were the head-
ings contents (e.g. what are the consequences of dwindling fuel resources? correct 
answer: hazardous productions methods, increasing costs of fuel resources). For each 
expected topic, we calculated a correctness score to the total of the question, each 
score ranging between 0 and 4 (0: topic not recalled, 1-3: more or less semantic 
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Fig. 2. Comprehension scores 

5 Discussion 

This experiment conducted to assess the efficiency of different methods to restore 
headings structural information gave mixed results. We note a very important varia-
bility in all our measures, which may be explained by a heterogeneous sample.  

It is possible that subjects mainly relied on the discursive segment “Heading level 
N” to process the text structure, just as they usually do when reading web pages with 
their screen readers, all of them being everyday users of screen readers with a Text-
To-Speech software. Consequently, our manipulation had no effect on the topic  
structure identification. However, text comprehension was slightly improved by our 
restitution methods.  Moreover, the post-test results showed some individual prefe-
rences. A deeper analysis of data showed that subjects who preferred the spatialized 
audio condition performed better in this condition than in the control condition, and at 
the same time had worse performance in the dual-voices condition than in the control 
condition. The same trend occurred for 3 of the 5 subjects who preferred the dual-
voices condition (they performed better in this condition than in the control condition, 
and worse in the spatialized audio condition than in the control condition). This anal-
ysis is also consistent with the post-test questions which showed that subjects who 
preferred spatialized audio disliked the dual-voices condition. At the same time, sub-
jects who preferred the dual-voices condition disliked the spatialized audio condition. 
This could mean that blind users have preferences on how to contrast synthesized 
speech. This fact might also explain why we haven’t any global trend on the overall 
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data, since some of the subjects preferred one tested method over the other and per-
formed better in the preferred method. 

We also had positive qualitative feedback from all the subjects who reported that “I 
felt the demarcation” (subject 5), “it draws attention” (subject 6), “I had an idea of 
what the next section will deal with” (subject 7), “I can see the structure well” (sub-
ject 8), “it is an interesting idea” (subject 9), etc.  

One last interesting fact is that even though the two tested restitution methods 
don’t induce more mental effort than the control condition, there is a trend in the spa-
tialized audio condition showing an increase of mental effort. This increase of mental 
effort could be due to the lack of familiarity with spatialized audio. 

6 Conclusion 

Even though the results don’t show statistical evidences that either the dual-voices 
method or the spatialized audio method has better performance than current TTS ora-
lization, we found that blind users may have preferences on which methods to use. 
Here, those preferences may have impacted performance.  

The feedback from the users encourages us to pursue our research. Future work 
will focus on creating a new reading system which combines the tested restitution 
methods (spatialized audio and voice change) with intra-document navigation tech-
niques. This system should be able to take into account individuals preferences. We 
will also study other textual objects than headings, and possible ways for blind people 
to access their properties.  
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Abstract. Digital Accessible Information System (DAISY) content is
expected to gain popularity gradually among the visually impaired ac-
cording to the prevalence of e-book reading devices and the develop-
ment of text-to-speech (TTS) technology. However, the development of
DAISY-formatted e-books, which is undertaken by volunteers, is a time-
consuming process, making it difficult to meet end user requirements. In
this report, we propose a content transliteration system that can con-
vert plain text to DAISY content including formatted HTML and audio
data via automatic TTS technology. Furthermore, using the graphic user
interface of the proposed system, users can correct text and accent infor-
mation by inputting ruby-type data. Through this functionality, we aim
to target support for transliteration workers such as volunteers, teachers,
and parents to make and edit contents easily and quickly for the visu-
ally impaired. Finally, we present the results of a preliminary evaluation
using the proposed method in order to compare it with the conventional
method.

Keywords: Transliteration, Text-to-speech, DAISY, Accessibility,
Visual disability, Dyslexia.

1 Introduction

The popularity of e-books has increased recently, leading to the development
and availability of some unique applications and functions related to e-books.
Obviously, users have benefited from the Internet and cloud services for content
distribution and management. They can enjoy listening to audio versions of e-
books using TTS or customize the font size or font type as per their choice.
However, audiobook CDs and tapes are created by volunteers at the Braille
Library or at public libraries. Recently, these audiobooks provided not only
audio data but also DAISY formatted data that includes text and index data
for synchronous play [10].
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2 Related Work

2.1 Immediacy Prioritized Approach

Considering the need for quick reporting, exploiting TTS in reading applications
and devices is a practical mothod for visually impaired and for people with
reading disabilties [2],[8],[13]. To make the content more accesible, an interactive
approach that targets graphics information is poposed by [3]. [14],[21] focuses
on the document logical structure approaches are done, and [17] proposes a
real-time document-handling approach and skimming approach for information
acquisition [1]. Another proposal to improve accessibility for dyslexics is made
by [15], who presents layout guidlines for online text.

2.2 Accuracy Prioritized Approach

At the same time, other approaches that involve adding metadata or annotation
to contents in advance serve as helpful reading guidelines. A few useful meta-
data editing or annotation applications [6],[9],[12],[16],[18] are already in the
market. Many tools and plugins for DAISY content creation have recently been
made available, such as those described in [4,5],[7],[19]. Using “Daisy pipeline”
[4], users are able to convert various documents to a DAISY related format.
The “Daisy Producer”[7] supports time-consuming and corporative workflow of
creating DAISY contents.

3 Background and Problem

While recently introduced mobile devices are much more useful than their pre-
decessors for persons with disabilities, and while some visually impaired people
enjoy reading, or writing blogs or tweets on these, current methods are insuffi-
cient on the whole to cater to disabled end-users.

Considering in terms of information utilization, the transliteration contents
are categorized into three types:

– Flow information: As in email messages, blog articles and tweets, immediate
perusal is prioritized, and a few grammatical errors or incorrect pronounci-
ation are considered negligible.

– Stock information: Reuseable documents, like important lists, schedules and
memos, and some public documents that the authors are expected to verify
only cursorily.

– Archive information: Library books and textbooks that many people frequen-
try refer to. The contents of these are meticulously verified by publishers.

Our target contents are those of stock and archive information. These are ex-
pected to contain a higher quality of audible content than the flow information,
depending upon the cost of reading and accent correction.

However we will focus on limiting information types. Content creation pro-
cesses in general take anywhere from two to three months to a year from receiving
a request to deliver DAISY contents (Fig.1).
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4 Concept

Considering the above issues, we propose a system that emphasizes the following:

– To meet the various demands of readers regardless of document genre or
categories (Versatility of input document).

– To enable users to create content as quickly as they want through a simple
operation (Limitation of edit function).

– To reduce the requisite computer literacy to accommodate volunteers (Min-
imize initial cost and maximize ease of use).

– To design the system to be used seamlessly in currently common scenar-
ios, such as face-to-face readings and transliterations (Compatibility with
current working processes).

DaisyRings™ user

DAISY

validation

TTS
authoring

correction

authoring

recording

editorreciter(reader)

plain text converted from
scanned text using OCR

text

audio file

validationcorrection

DAISY

correction

rehearsal

™

plain text converted from
scanned text using OCR

Conventional method Proposed method

Fig. 1. Content creation process

4.1 Approach

Considering the above-mentioned limitations with the conventional method of
DAISY content creation, our proposed system has following features:

– Versatility of input document: Regardless of document genre or type,
to meet the users reading requirements, we support not preemptive docu-
ment format but plain text that can easily be converted from scanned text
using optical character recognition, email messages, or other documents. In
addition, we employ our TTS system. The advantages of TTS are that it
negates the need for recording equipment, and it allows for easy correction
of reading and pronounciation.

– Limitation of edit function: The system realizes quick and simple user-
demanded contents creation. We adopt a ruby-based format input graphic
user interface (GUI) and limit the edit operations as follows:
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Fig. 2. System architecture

• Correction of input text
• Insertion of pause information (three types)
• Input of ruby-type formatted data

∗ Addition of reading (with Kanji or Kana)
∗ Addition of reading and accent information (with Kana and special
notation)

• Addition of DAISY-level metadata
• Selection of TTS talker

In addition, we provide simple keyboard operations such as play or stop
reading, using the Enter key, or move to another line using cursor keys.
Editors can define key assignments as per their choice, which enables them
to efficiently edit DAISY content.

– Minimize initial cost and maximize ease of use: For volunteers, to
maintain PC skill requirements and initial costs to a minimum and comply
with needs, we implemented the system as a Web application as shown in
Fig.2.

– Compatibility with current working processes: For volunteers, the
proposed system should not detract from their usual working processes but
should support or replace sub process. Our proposed transliteration processes
would have some characteristic steps as stated below:

1. Extract plain text from books or digital contents.
2. Generate audio data from text by TTS.
3. Generate synchronized data between audio and text.
4. Combine mid-output data, add extra metadata, and build targeting e-

book format.

Our proposed system mainly supports step 2 and 3, and a part of step 4 as
DAISY output.
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5 Overview of DaisyRingsTM

Our proposed system, DaisyRingsTM, provides a content creation environment.
The basic edit GUI is shown in Fig.3.

Fig. 3. Edit view in DaisyRingsTM

5.1 Details

The following are the details of our system. A main feature is the edit function
and GUI incorporating with TTS. In paticular, using the ruby-based input GUI
shown in Fig.4, editors can change input modes between the ruby-format and
plain text using a toggle key such as Ctrl<space>. In general, ruby is used for
reading or description with Hiragana or Katakana. We expand this notation,

Ruby-Format input

Correct reading

Correct pronunciation

Long pause insertion

Short pause insertion

Pause deletion

Pause input
Change input modes

Fig. 4. Ruby-format and pause input method
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and therefore, our system can accept Kanji or accent symbols from the ruby-
formatted input. Further, our system supports the insertion of three types of
pauses with simple key combinations shown in Fig.4. Owing to our previous
survey, one of the most frequently corrected data types is pause-related data.

6 Experiments and Results

Previously, we implemented a prototype system and studied the efficiency of
our concept using content from Japanese open e-book repository Aozora Bunko
(blue-sky library) as input data.

6.1 Required Working Time Using the Prototype System

Required steps for each content item are shown in Table.1. From the results, we
can approximately estimate the lengths of the content items, and the required
working steps can be coorrelated. Further, we estimated the required steps that
are described as follows (1):

Required working steps = 1.89× (the number of input lines) (1)

This represents the average number of keystorokes used by editors, which is
precisely the number of focus-in and focus-out for each line.

Table 1. Preliminary experimantal results

Book Title Author The number of lines Working steps

Gon-Gitsune Niimi Nankichi 213 508
Wagahaiwa Nekodearu Natsume Soseki 290 699
Ho-ro-ki Hayashi Fumiko 398 940
Show White Grim brothers 379 84
Oiteke-bori Tanaka Kotaro 93 137
The Wolf and the Kids Grim brothers 156 149
Amenimo Makezu Miyazawa Kenji 62 119
Enpitsu-no Shin Yumeno Kyusaku 26 26

6.2 Estimated Required Time for a DAISY Content Creation

We also conducted an experimental transliteration of a 15-page children’s book
using DaisyRingsTM.

Table.2 shows a comparison between the estimated woking cost of our method
based on the results and that of conventional transliteration according to the
Japanese Ministry of Education [11]. These results are then extrapolated to a
150-page book, that is, a book having ten times the number of pages of the book
used in our evaluation. In advance, we conduct the optional character recognition
(OCR) preprocess, and the plain text is ready for input.
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Our results show that whereas conventional book transliteration takes 44 days,
we are successfully able to reduce the time taken to seven days using our proposed
method. There are various factors to be considered in actual scenario; however,
because editors can use our system in parallel, the actual required time can be
further reduced.

Table 2. Estimated required working time using DaisyRingsTM

Working contents Preparation DAISY level Recording Page metadata Correction Building book Total

Conventional method 8 days 8 days 600min
(≈3weeks)
= 21 days

1 day 5 days 1 day 44 days

Proposed method 1 day 6 days 7 days

6.3 Future Work

This system has been available free of charge at a demonstration site in Japan
[20], particularly to the public library or Braille library staff and volunteers.
In consultation with such users, we intend to develop additional functions such
as utilizing edit history and indicating correction to candidates and preparing
a framework for sharing the editors’ knowledge such as a glossary or domain-
constrained dictionary.

7 Conclusions

We developed the TTS-based transliteration system, DaisyRingsTM. This system
provides:

– An environment for content creation using TTS and web-based applications.
– The capability to correct misreading or mispronunciation through a direct

ruby-format input.
– Support for DAISY output, so that users can directly exploit it by using

other tools with the imported data.

Our system is currently being used by a growing number of library staff or
volunteers, and we continue to collect and analyze correction data.
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Abstract. The main focus of the present study lies on patterns and characteris-
tics of hand movements when participants with blindness receive typographic 
meta-data (bold and italic) by touch through a braille display. Patterns and cha-
racteristics were investigated by the use of six-dot braille and eight-dot braille 
code in conjunction with types of reading errors. The results depicted that the 
participants’ reading errors (phonological type) were similar in both braille 
codes. In addition, the participants performed more fluid hand movements when 
they used the six-dot braille code, whereas they spent less time when they were 
reading through eight-dot braille. The focus of the discussion was placed on the 
importance of the development of a suitable design of tactile rendition of typo-
graphic signals through six or eight-dot braille code in favor of better percep-
tion and comprehension. 

Keywords: Typographic Signals, 6-dot Braille, 8-dot Braille, Braille Display, 
Blindness, Patterns of Hand Movements, Reading Errors.  

1 Introduction 

This paper reports on the results from a series of experiments in the field of haptic 
representation of typographic meta-information embedded in rich texts documents. 
Typographic signals [1] is the information that sighted readers get from the docu-
ments at the typographic layer (such as, type, size, color, background color, etc.) 
or/and font style such as bold, italics, underline [2,3]. These attributes play a crucial 
role in text reading comprehension.  

The way blind people’s hands are moved while reading has been considered a crit-
ical parameter in Braille reading and comprehension [4]. The Braille reading process 
is considered to be a complex one because the readers need to: a. decode with the tips 
of their fingers each symbol-letter of each word of the text, b. extract the meaning of 
the text, and c. combine the movements of the fingers with the cognitive reading 
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process [5]. In addition to this, the evolution of assistive technology in braille tech-
nology has opened up new possibilities to interact with computers and specialized 
hardware such as braille displays (i.e. electro-mechanical devices for displaying 
braille characters in real time [6]. Hence, investigating patterns and characteristics of 
hand movements of tactile reading position on a Braille display in real-time, when 
people with blindness attempt to figure out typographic meta-information, constitutes 
a challenge and promising approach for educational implications. 

Thus, the main focus of the present study lies on patterns and characteristics of 
hand movements when participants with blindness receive typographic meta-data 
(bold and italic) by touch through a braille display. Patterns and characteristics will be 
investigated by the use of six-dot braille and eight-dot braille code. It is characteristic 
that the six-dot braille code has limited number of characters-symbols (64 combina-
tions), resulting in an overlap in the use of symbols and meanings. The advantage of 
eight-dot braille code is the increase in number of combinations of dots from 64 to 
256 extremely facilitating the use of symbols in scientific fields such as the Nemeth 
Code for Mathematics and Science Notation [7]. In essence, the research objectives of 
the present study are the following:  

1. to compare the type of reading errors when braille readers use six-dot braille and 
eight-dot braille respectively through a braille display, and  

2. to investigate the hand movements that braille readers conduct when use six-dot 
braille and eight-dot braille respectively through braille display.  

Both research objectives refer to typographic meta-data and specifically to bold and 
italic. The reason of choosing these specific typographic signals is their frequency of 
use: a total of 2,927 entities, of which 1,866 were occurrences of “bold” and 1,061 of 
“italics” were manually identified and labeled in a corpus of 2,000 articles of a Greek 
newspaper [8].  

2 Method 

2.1 Participants 

Twelve individuals with blindness participated in haptic tests. All participants had a 
visual acuity of no better than light perception, they were all braillists and they  
lack additional diagnosed disabilities. Their age range was from 20 to 40 years 
(mean= 31.58, SD= 4.79). 

2.2 The Research Design 

The research design of the study had a strict structure similar to that of experiments 
[9]. All participants were asked to read from a braille display different scripts within 
which meta-information was included such as bold and italic. The scripts were di-
vided into two categories. The first one comprised sentences in which bold and italic 
were rendered by the eight-dot braille code, by the use of the seventh and eighth dot 
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of the expanded braille cell and the second one consisted of an equivalent number of 
sentences in which bold and italic were rendered by the six-dot code, by the use of 
tags [10]. The participants were invited to read aloud every single script and mention 
all the meta-information (bold and italic) they met.  

All experiments were conducted with the same braille display and a training period 
preceded the experimental procedure to assure that all participants had the same base-
line regarding renderings for bold and italic by a braille display. Additionally, the 
participants were informed that the whole process would be video-recorded and that 
the camera shot would focus only on their hands. The camera was positioned on a 
tripod behind the participants’ right shoulder after some recording trials. In this way it 
was feasible to describe all participants’ hand movements on the braille display when 
they were reading in six-dot and the eight-dot braille code respectively. 

2.3 Data Analysis 

The data analysis for the first research objective was the following: The authors were 
interested only at errors of phonological type. For this they based their analysis on a 
classification system which met the peculiarities of the Greek language. The error 
pattern used in this research was a synthesis of other similar patterns [11,12] and con-
sists of two broad categories. The first refers to errors of phonological type and the 
second to errors of non-phonological type.  

Errors of phonological type are considered those which change the acoustic image 
of the word (e.g., fin for fine). This type of error can be organized into many subtypes 
such as: omission of needed letters, addition of unneeded letters, reversal of whole 
words, addition of syllables, omission of syllables and so on (Table 1).  

Table 1. Errors of Phonological Type 

Category of Errors of Phonological Type Abbreviations 
Addition of Letters 
Omission of Letters 
Letter Transpositions 
Letter Substitutions 
Addition of Syllables 
Omission of Syllables 
Syllable Transpositions (e. g. reversals) 
Syllable Substitutions 

AL 
OL 
LT 
LS 
AS 
OS 
ST 
SS 

On the contrary, errors of non-phonological type do not alter the auditory representa-
tion of the word (e.g., night for knight); instead, this type refers to errors which are op-
posed: a. to the correct spelling of the word in terms of the historical evolution of the 
language (historical type), and b. to common spelling rules (morphological type) [13].  
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Regarding the analysis of the second research objective, the authors used the find-
ings of Wormsley’s study [14] where she distinguishes six main characteristics of 
blind persons’ hand movements when they read braille:  

1. Scrubbing (Sc), involves the motion that the finger makes when it moves up and 
down over a braille character,  

2. Regression (R), involves motions such when the finger(s) is/are moving back 
across the page to reread or check something,  

3. Searching (Se), when the hands are looking for information but without reading,  
4. Pausing (P), when the hand rests on the page,  
5. Erratic movements (EM), when the movements include all type of motions except 

reading, and  
6. Normal Braille Reading (NBR), when fluid movements take place on the paper by 

the user’s hands. 

3 Results 

3.1 First Research Objective: Type of Reading Errors  

Figure 1 provides a description of the phonological errors that the participants made 
while reading the General informative text (G) by the 8-dot (8d) and the 6-dot (6d) 
Braille code.  Based on the data it was noticed that the participants’ Phonological 
Errors (PE) were similar in both Braille codes. The only noticeable divergence that 
was found between the two Braille codes was in the category Syllable Substitution 
(SS) (min.PE6dGSS=19 & max.PE8dGSS=28). 

 

Fig. 1. Phonological Errors in General informative text (G) by 8-dot & 6-dot Braille code 

The same analysis took place regarding the texts with the scientific content. In par-
ticular, all participants seemed to perform the same quality of phonological type of 
errors and at the same analogy when they read the Scientific text (S) by the 8-dot (8d) 
and the 6-dot (6d) respectively (Figure 2). In general, the number of the PEs with the 
8-dot Braille code is bigger than that of the 6-dot Braille code (total PE6dSLS=4 & 
total PE8dSLS=7, total PE6dSAS=5 & total PE8dSAS=8, total PE6dSOS=2 & total 
PE8dSOS=6, and total PE6dSSS=15 & total PE8dSSS=17). 
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Fig. 2. Phonological Errors in Science content (S) by 8-dot & 6-dot Braille code 

3.2 Second Research Objective: Patterns of Hand Movements 

The second research question was confronted by a detailed description of the partici-
pants’ hand movements when receiving typographic meta-data (bold and italic) by 
touch through a braille display. As mentioned in the “data analysis section” the au-
thors adopted the categorization of Wormsley’s study [14] where she distinguishes six 
main characteristics of blind persons’ hand movements when they read braille. 

Table 2 shows all types of the participants’ hand movements when they read texts 
with General informative content (G) and Science content (S) respectively. The read-
ing procedure was conducted through 6-dot braille (6dG & 6dS) and 8-dot braille 
code (8dG & 8dS). The findings indicated that the participants spent less time to read  
 
Table 2. Types of the participants’ hand movements in General informative content (G) and 
Science content (S) by 6-dot and 8-dot Braille Code 

 Braille Code and Content 

 6dG 8dG 6dS 8dS 
Partici-
pants 

    

A 6R 6R 1R, 5R-Sc 5R, 1NBR 

B 4R, 2NBR 5R, 1NBR 5R, 1NBR 3R, 3R-Sc 

C 4R, 1NBR, 1R-Sc 5R, 1R-Sc 3R, 3Sc 4R, 2R-Sc 

D 2R, 1Sc, 3R-Sc 1R, 5R-Sc 1R, 1Sc,  
2R-Sc, 2NBR 

3R, 1R-Sc, 
1Sc, 1NBR 

E 6R 1R, 1Sc, 2NBR, 2R-
Sc 

5R, 1R-Sc 4R, 2R-Sc 

F 4R, 1R-Sc, 1NBR 4R-Sc, 1Sc, 1NBR 3R, 2R-Sc, 1Sc 3R, 1Sc, 2NBR 

G 5R, 1NBR 6R-Sc 6R, 4NBR 4R, 2NBR 

H 2R, 4NBR 5R, 1NBR 2R, 5NBR 1R, 5NBR 

I 4R 4R, 2NBR 1R, 4R-Sc 4R, 1NBR 

J 4R, 1NBR 3R, 1NBR 3R, 2NBR 1R, 3R-Sc 

K 4R, 1NBR 5R-Sc 4R, 2NBR 3R, 1NBR 

L 2R, 3NBR 4R, 1NBR 2R, 4NBR 1R, 4NBR 
 

TOTALS 47R, 5R-Sc, 1Sc, 
14NBR 

34R, 23R-Sc, 2Sc, 
9NBR 

36R, 14R-Sc, 
5Sc, 20NBR 

37R, 8R-Sc, 
2Sc, 17NBR 
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through the 8-dot Braille code in both general informative and science texts. Thus, a 
comparison between the 6dG and 8dG leaves out that the participants performed more 
fluid movements when they used the 6-dot Braille code (14NBR) compared to the 8-
dot Braille code (9NBR). The same “situation” took place in the Science content (6dS 
and 8dS); 20NBR for the 6-dot Braille and 17NBR for the 8-dot Braille.  

Also it is worth noting that the pattern of regression was found to be more frequent 
in the General informative texts (47R and 5R-Sc) when the participants used the 8-dot 
Braille code compared to the 6-dot Braille code (34R and 23R-Sc). The “picture” 
regarding the Science content is slightly the opposite without significant variations. In 
specific, the pattern of regression was found to be a little more frequent in the Science 
content (36R and 14R-Sc) when the participants used the 6-dot Braille code compared 
to the 8-dot Braille code (37R and 8R-Sc). 

4 Discussion and Conclusions 

This paper addresses issues of Braille reading accuracy and patterns of hand move-
ments, when blind users receive typographic meta-data (bold and italic) by touch 
through a braille display in 6-dot Braille and 8-dot Braille code in matched texts  
(general content and scientific content).  

Based on the results, it was found that the participants’ Phonological Errors (PE) 
did not differ significantly in both Braille codes and for both type of content (G & S).  
Hence, it may be argued that the different renderings of the specific typographic me-
ta-data (bold & italic) by 6-dot and 8-dot Braille code respectively did not have an 
impact on the participants’ Braille reading accuracy. Instead, it seems that the preva-
lent PE type was captured by the category Syllable Substitution (SS). Vakali and 
Evans [15] also indicated the prevalence of this PE type in their own research. In sum, 
it seems that the type of reading errors may be attributed to the specific location of the 
dots as well as their density in the braille cell (6-dot or 8-dot Braille cell) and the  
different renderings of the meta-data occupy a neutral role in the reading process. 

Regarding the results which referred to the second research objective, participants’ 
hand movements were more fluid with the 6-dot Braille, but less time was spent read-
ing by the 8-dot Braille. These two results seem somewhat contradictory. In specific, 
the participants performed in total more “regression” movements with the 8-dot 
Braille code (84R) and less “Normal Braille Reading” movements (26NBR) com-
pared to the 6-dot Braille code (70R and 34NBR). This situation was unsatisfactory to 
the participants and may led them to a. ineffective reading scanning, and b. the trend 
to predict the word instead of decoding it [16]. In this way they could manage to 
finish the task earlier, whereas the Normal Braille Reading movement might offer 
satisfaction and a normal rate of reading which helped the braille readers to: a. decode 
with the tips of their fingers each symbol-letter of each word of the text, b. to extract 
the meaning of the text, and c. to combine the movements of the fingers with the  
cognitive reading process [5]. 
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To conclude, typographic signals [17-19] is the information that readers get from 
the documents at the typographic layer which includes font (type, size, color, back-
ground color, etc.), and font style such as bold, italics, underline [18-21]. These 
attributes play a crucial role in comprehension. Young readers may not be able to 
distinguish what is associated with a particular task, since they have not fully devel-
oped the metacognitive process. Therefore, typographic signals act as a kind of signal 
to structure the argument of text and eventually facilitate comprehension [19]. Hence, 
it is suggested that the focus of research should be placed on the educational implica-
tions of the results developing a suitable design of tactile rendition of typographic 
signals meta-data through six or eight-dot braille code in favor of better perception 
and comprehension. 
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Abstract. Our concept of communicative images aims to provide graph-
ical information by means of dialogue interaction, which is suitable for
people with various disabilities. Communicative images are graphical ob-
jects integrated with a dialogue interface and linked to an associated
knowledge database which stores the semantics of the objects depicted.
This paper deals with the utilization of formal ontologies for the process
of image annotation and dialogue-based investigation in the context of
assistive technologies.

Keywords: Ontologies, Picture Semantics, Dialogue Systems.

1 Introduction and Related Work

This paper deals with the utilization of formal ontologies for the process of image
annotation and dialogue-based investigation. The role of ontology in relation to
information systems is described in [5]. The paper [11] thoroughly describes
the process of building user and expert models, as well as the Web Ontology
Language and its use. A system for ontology based annotation and indexing
biomedical data is studied in [15] and [4]. The paper [14] introduces medical
ontology. Paper [17] describes how CHIP and iCITY systems communicate and
exchange user data to obtain a more exact view of the users’ interests.

A “communicative image”, originally introduced and discussed in [9], is a
graphical object integrated with a dialogue interface and linked to an associated
knowledge database which stores the semantics of the objects depicted.

The interface between natural language and a formalized ontology frame-
work provides an engine that transforms natural language into corresponding
formal schemes. Typically, we can restrict ourselves to a small fragment of nat-
ural language, so that the engine can be based on relatively simple grammars
in combination with the frames technology and standard techniques for misun-
derstanding solving. For instance, the question “How far is it from this hotel to
the nearest beach?” is resolved using the template “How far is it from SLOT1 to
SLOT2?”. The system expects both the SLOT1 and the SLOT2 to be filled by
the specific entries from the ontology. Main principles and details of the dialogue
management have been discussed in [7].
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A single communicative image consists of three data structures: (a) graphical
data, (b) identification of objects in the image and (c) their semantic data, i.e.
picture annotations and their associated knowledge base. In our approach we ex-
ploit the SVG format [3] to encode all these data structures in a single file. The
semantics are encoded as OWL ontologies [10]. Formal ontologies present the key
feature of communicative images because they define and structure the vocabu-
lary that is shared across different pictures with similar content. Moreover, they
provide a suitable formalism for information retrieval and machine-generated
dialogues.

Because users can communicate with standard images, either on the Inter-
net or locally, it is necessary to provide an automatic conversion of common
images into a communicative form. The necessary infrastructure is cloud-based,
with thin clients and a shared server. The role of the clients is to handle a
user’s interactions with the image, whether mouse clicking, keyboard typing or
voice recognition, and to redirect these interactions to a remote server which con-
tains the core application logic. It is responsible for semantic analysis, reasoning,
knowledge storing, management and sharing, and dialogue management.

At the beginning of the communication the client sends the original image to
the server. The server acquires as much information about the image as possible
using image archives, auto-detection and image recognition algorithms, EXIF
data extraction, inspection of shared knowledge database, etc. Then it drives the
communication, generates dialogues, searches and filters semantic data stored in
the knowledge database, learns from the dialogue and updates the knowledge
database.

The cloud-based server approach allows the development of variable thin
clients. These clients can be either specialized such as those adapted to the
specific needs of people with disabilities, or at the other extreme, generic, such
as plug-ins to web browsers which permit interaction with common images on
the web via a dialogue interface.

2 Experimental Implementation

The whole concept of communication images is implemented within the GATE
project – Graphics Accessible To Everyone [8]. The server is designed as a modu-
lar component-based Java enterprise application which provides session-oriented
remote services available through SOAP and RESTfull APIs. It consists of the
following three modules, as shown on the UML component diagram in Fig. 1.

The SVG Module enables the user to upload an image and to inspect its
graphical data by going through the SVG DOM tree. Either SVG or raster
images can be uploaded. Raster images are automatically wrapped with initial
SVG content. The suggested Image Recognition interface is used to extend the
abilities of the module with automatic image recognition, which is very useful
especially in the case of ordinary images, e.g. photos, that have no semantic data
embedded so far. Image recognition algorithms must be provided by external
component and connected to the SVG Module. Although the image recognition
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Fig. 1. Component architecture of GATE server

and auto detection techniques are still far from being able to fully describe
an analyzed picture in general, specific domains, e.g. face recognition [2,13] or
similarity search algorithms in large image collections [6,1] are applicable for the
initial image content retrieval and can be integrated to our system.

The OWL Module provides semantic-related services. This module cooper-
ates with the SVG module to get annotation data stored directly in the image
and to associate them with the available knowledge database. Both the annota-
tion data and the knowledge database are described by OWL. The implemented
services cover the ontology management, low-level traversal of the OWL DOM
tree, ontology reasoning and information filtering.

The DLG Module is responsible for the dialogue subsystem, i.e. parsing
and understanding questions in natural language and then composing answers.
This module cooperates closely with the OWL Module to analyze the meaning
of words. At present, a simplified version of this module is implemented. This
version supports questions in What-Where Language, WWL [8], having the for-
mat “where is what”, “what is where” or “what some object is”. Moreover, the
engine can be configured for domain-specific utterances enabling the user to ask
picture-specific questions, e.g. questions on family relationships.

Several ontologies have been proposed and integrated to the GATE project
so far. Graphical ontology [12], for instance, prescribes important global visual
characteristics of the objects such as their unusual size, dominant color or sig-
nificant shape, enabling the dialogue module to express significant or unusual
visual features of the objects depicted. The graphical ontology also supports the
description of location and mutual position of objects (e.g. “at the upper left
corner”, “on the right side of another object”, etc.).

Graphical ontology represents upper ontology (also known as a top-level on-
tology or foundation ontology [16]) describing general concepts that are the same
across different knowledge domains. However, it does not handle the non-visual
information required to understand the meaning of the individual depicted ob-
jects. This kind of information is supported by the domain ontologies defining
vocabulary and knowledge base for concrete knowledge domain. We have devel-
oped several domain ontologies. For example, Family ontology can be used to
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classify people by their family relationships as well as infer implicit relationships.
Sights ontology provides vocabulary and background knowledge to describe
interests, historical buildings, monuments.

3 Communicative Images in Assistive Technologies

A dialogue with the image held in natural language makes the graphical data
accessible especially to visually impaired people. The users are not limited to a
simple summary of the image’s content. Since the data is structured and related
to different parts, objects and aspects of the image, a complex dialogue can be
undertaken, ultimately leading to a more natural and fulfilling experience of the
users.

The nature of spoken dialogue is also suitable for improving the accessibility
for other groups of users with special needs. Elderly people and people with lower
technological literacy would benefit from the ease of access to the information in
and about the image provided by the dialogue system. The desired information
does not have to be obtained manually, which might prove to be difficult for
them, but on the basis of a simple request in natural language. This is also
useful to motor-impaired people, people with dyslexia and some other cognitive
disorders.

Moreover, a cloud-based solution enables the integration of communicative im-
ages into social media sites. These technologies support easy information sharing
and on-line user collaboration, which helps to manage the knowledge in a de-
centralized way. The activity of one user publishing some historical facts about
a monument, for example, can be utilized by other users to improve their explo-
ration of a photo downloaded from the web. For communicative images, this kind
of crowdsourcing presents an efficient way of building up knowledge bases with
a long term perspective and making graphical data more accessible to everyone.

Another aspect of a collaborative structure is the social element – commu-
nication over images of mutual interest offers sharing knowledge, avocations,
contacts, relations and leads to increase in a general social cohesiveness rather
than the typical social inadequacy and exclusion.

These functions utilizing the ontology based information not only fulfill the
user’s need for information, but they also help them to exercise their memory,
perception and other cognitive functions. The users with neurological or cogni-
tive dysfunction can browse family pictures while being reminded of the age and
names of the people in the photos, their birthdays, names of family pets, the time
and occasion the picture was taken. Therefore, apart from the advantages con-
cerning the access to information, communicative images can play inconsiderable
role in the development of the psycho-social domain.

4 Evaluation

To evaluate the usability of the concept of communicative images, we prepared
a simple experiment, where the users was aimed at exploring a given photo
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Fig. 2. Annotated painting: Last Supper by Leonardo da Vinci

by means of What-Where Language. We chose the Last Supper by Leonardo
da Vinci as the reference picture, as shown in Fig. 2. This picture was precisely
annotated by hand and then inspected by users via the GATE system. Da Vinci’s
Last Supper is one of the world’s most famous paintings capturing the final
meal that Jesus shared with his Apostles in Jerusalem before his crucifixion.
The picture consists of several dominant objects: Jesus, 12 Apostles and a table.
These objects was linked with thorough semantic data. The annotation data
include historical facts about Jesus and his Apostles, their position in the picture,
mutual position of the figures and the table, dominant colors of clothes, activities
of figures (e.g. sitting, talking, etc.) as well as expression on their faces (e.g.
curious, angry, etc.). The annotation of important figures, namely Jesus, Judas
and Peter, went into more details. Their annotation was supplemented with the
position of hands, for instance. Besides the annotation of picture content, the
facts about the painting itself is included, e.g. when the painting was completed,
its size, etc. The experiment was attended by several students of the Masaryk
University with different IT skills. All the participants was sighted, therefore we
hide the picture from them. Before the testing, they have been informed about
the principles of communicative images. To help us understand the nature of the
interaction, they have been requested to speak aloud as they communicate with
the image, which enables us to record their intents, expectations or things that
surprise them. After the testing, the participants filled in a questionnaire which
provided us with quantitative as well as subjective evaluation.

During the experiments we used two modes, with and without guidance. With-
out guidance, the participants had no idea what is depicted. They communicated
with the picture in any way they liked without any support. On the contrary,
users with guidance was instructed what pieces of information are present and
how they are structured.
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Following fragment of dialogue was recorded during the free communication
without guidance. This example represents a typical questions, answers and limi-
tations in the communication (our comments are surrounded by square brackets):
User: What is in the picture?
System: In the picture, there are Andrew, Table, Philip, Peter, ... [A long list
of all objects depicted follows. The user would prefer a brief description instead.]
User: What is in the top left corner?
System: In the top left corner there is no object.
User: What is in the middle?
System: In the middle there are James Major, Jesus, Thomas, Peter, Philip,
John and Judas. [User asked for various locations one by one. Then he was won-
dering about the exact order of figures. Some questions failed at this moment.]
User: What is on the left side of Jesus?
System: On the left side of the Jesus are Andrew, Peter, Bartholomew, Judas,
Right Hand of Judas, James Minor and John.
User: Is Peter on the left side of Andrew?
System: The position ”left side of andrew” is not valid for searching for object
Peter. Please, re-type your query.
User: Is Peter in the left of Andrew?
System: The position ”left of andrew” is not valid for searching for object Pe-
ter. Please, re-type your query. [Several attempts continued.]
User: Describe Table.
System: The table around which are Jesus and all the Apostles sitting. [This
is misunderstanding. In fact, the user was interested in objects on the table, not
description of the table.]
User: Describe Jesus.
System: Jesus (72 BC to 3033 AD), also referred to as Jesus of Nazareth, is
the central figure of Christianity, whom the teachings of most Christian denom-
inations hold to be the Son of God. Christianity regards Jesus as the awaited
Messiah of the Old Testament and refers to him as Jesus Christ, a name that is
also used in non-Christian contexts. He is also a major figure in Islam. In the
painting, Jesus appears to be calm, tranquil. [Another misunderstanding. The
user would prefer to put emphasis to the last sentence, i.e. it would be better to
distinguish between “Describe Jesus” and “Who is Jesus”.]

In what follows, there is a transcription of guided dialogue, i.e. the user knew
what kind of information is available:
User: Describe the picture.
System: Object cannot be recognized. Please, re-type your query.
User: Detailed information about picture.
System: This photo presents the painting called ”The Last Supper”, which
portrays the reaction given by each apostle when Jesus said one of them would
betray him.
User: Who painted the picture?
System: This painting was created by Leonardo da Vinci.
User: What people are in the picture?



Dialogue-Based Information Retrieval from Images 91

System: Sorry, I don’t understand your query. Please, enter another query.
User: Who is in the picture?
System: In the picture, there are Andrew, Philip, Peter, Bartholomew, James
Major, Judas, Thomas, Thaddeus, Simon, Matthew, James Minor, John and
Jesus.
User: Where is Judas?
System: Judas is in the middle.

Subjective impression of all the participants was very positive. All the people
were able to recognize the painting, reconstruct the layout in their mind and
imagine the scene. However, we have to point out that the sighted people par-
ticipating in the experiment were probably familiar with this popular painting.
For blind users this task could be more difficult.

Users usually assessed the interaction with the image as funny, quite easy
and natural. On the contrary, effectiveness of the dialogue based interaction
varied from “very effective” to “not very effective”. Users frequently criticized
weak misunderstanding solving, the lack of hints and missing support of general
questions that do not belong to the scope of WWL.

5 Conclusions and Future Work

In this paper, we have outlined basic principles of communicative images as well
as the general architecture of the system. The aim of the performed experiment
was to make sure that the concept is viable, implementable and useful. The
implementation is still very simplified and the concept of communicative images
has many open problems. For instance, there is the gap between semantic models
and dialogue strategies. At the moment, we have to carefully prepare and fine-
tune the dialogue subsystem for each concrete domain ontology by hand instead
of generating dialogue strategies automatically from the internal structure of
provided ontology. Also continual enhancement and enlargement of knowledge
base as well as automatic learning from dialogues pose a big challenge.

The preliminary results show that this approach promises valuable utilization
in many application domains like e-learning, smart management of large photo
collections or assistive technologies. However, more experiments especially with
visually impaired people have to be performed to verify feasibility of communi-
cation images.
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Abstract. Active and passive accessibility are two manner to improve
web accessibility. While active accessibility mostly relies on norms and
recommendations, it is practically proved that it is not sufficient. Pas-
sive accessibility is achieved by a posteriori content transformations. The
Smart Web Accessibility Platform (SWAP) is a set of open source tools
designed to tackle the passive accessibility problem of web contents. This
article presents the goals and aims of SWAP through its main compo-
nents: the proxy, the server and the annotation tool. The annotation tool
is built using the proxy of SWAP. We explain how such design allows the
annotation tool to be maintainable, independent of the browser and very
flexible compared to other design.

Keywords: Web Accessibility, Annotation Tool, Proxy, Smart Web
Accessibility Platform, Web Page Transformation.

1 Introduction

Web accessibility means that people can access contents of web pages whichever
disabilities they suffer (aging, impairment. . . ). Active and passive web accessi-
bility are two ways to achieve such universal access. Active accessibility relies
on norms, recommendations1 and laws [1] to enforce a proper structuring and
tagging of documents during their creation by webmasters. Tools2 and method-
ologies [2] complete the set to easy achievement. Besides lobbies strongly en-
courage on active web accessibility, it is not sufficient. A great part of the web
remains not accessible for many reasons: “it costs too much”, “constraints are
too high”, lots of web sites are not maintained anymore, lots of web sites are
not professional works, web sites evolve, enforcing laws are country specific and
have various requirements. . . A fully accessible web is not for tomorrow. Pas-
sive accessibility is a complementary approach which can handle those flaws. It
mainly consists in using assistive technologies (zoom, speech synthesis. . . ) or in
transforming web pages contents a posteriori when pages are already available

1 http://www.w3.org/TR/WCAG10/, http://www.w3.org/TR/WCAG20/
2 http://achecker.ca/checker, http://www.binaryblue.com.au/access_wizard. . .

K. Miesenberger et al. (Eds.): ICCHP 2014, Part I, LNCS 8547, pp. 93–100, 2014.
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on the Internet . Web pages transformation is what we are concerned here. Many
tools3 and authors tried to handle the problem [3,4,5,6,7,8,9,10,11]. Those tools
can be categorized by the location where the transformation occurs: on the web
site, on a dedicated web site or on the user computer. Each location has pros
and cons. On the web site or on a dedicated server, specific data can be used
(database, templates. . . ) but the server must be stronger to handle more tasks,
webmasters must provide all what is necessary for the transformation and ac-
cessibility features can not be personalized for a user’s disabilities. On the user
computer, the tool can do specific transformations for the user and webmaster
help is not required (if he cooperates, it is better). The main concern is that the
tool does neither have access to the data used, nor to the templates to built the
page. On user computer, the tool can be a specific process or an extension of
a browser (plugins). Plugins have access to all the features of the browser but
are highly dependent of the browser, of its evolution, of its support and of how
web technologies advances through time. Dedicated processes are usually proxy
software. The main advantage is that a proxy does neither enforce the user to
a specific browser, nor to change his current assistive technologies. Moreover,
the proxy evolution is independent of the browser and its evolution. The only
requirement is that access to the web is made through the proxy. The main dis-
advantage is that some processing are done by both the proxy and the browser
(e.g. document parsing and analysis).

The Smart Web Accessibility Platform (SWAP)4 developed by the computer
science laboratory of Université François Rabelais Tours aims to provide tools for
passive accessibility using a client side proxy transformation approach. SWAP
is an open source modular and extensible set of tools. Previous works on web
accessibility demonstrated how SWAP can be used for textual color improve-
ment [10,11,12,13]. To develop smarter transformations of the contents, we are
faced with the problem of annotating contents for pattern recognition and au-
tomatic assessments of the results. A flexible annotation tool is required. In the
following, we discuss the SWAP platform and demonstrate why and how the
annotation tool can be defined as a specific component of the platform.

2 Smart Web Accessibility Platform for Passive
Accessibility

SWAP is both a research tool, an experimentation tool and a final user tool.
SWAP is built to be portable, easily extensible and modular allowing the as-
sembling of any custom applications. It is written in Java using components, a
design patterns approach and the Spring framework5 for the Inversion of Con-
trol (IoC) part. Maven6 is used to manage dependencies and to create specific

3 http://www.bbc.co.uk/education/betsie,
http://apache.webthing.com/mod_accessibility/, http://muffin.doit.org/,
http://rabbit-proxy.sourceforge.net/. . .

4 https://projectsforge.org/projects/swap
5 http://www.springsource.org/
6 http://maven.apache.org/

http://www.bbc.co.uk/education/betsie
http://apache.webthing.com/mod_accessibility/
http://muffin.doit.org/
http://rabbit-proxy.sourceforge.net/
https://projectsforge.org/projects/swap
http://www.springsource.org/
http://maven.apache.org/
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custom assembly of components. The SWAP platform is currently composed of
three high level applications: the proxy, the server and the annotation tool. Each
application relies on a set of common components (the core) and specific com-
ponents. A Java Virtual Machine (JVM) can be bundled with the applications
removing the need of administrator privileges on a computer to use the appli-
cations. Consequently, the tools can be used even on very software standardized
or constrained computers (bank. . . ). The one and only constraint is that access-
ing the web is made through the proxy by both the browser and the assistive
technologies.

2.1 The Core Components

The core components provide a simplified self expressive management of the com-
ponents, of the dependencies (IoC) and of the database. This is mostly achieved
using Java annotations with Spring, Hibernate7 and Java Persistence API (JPA)8

using Spring JPA. Core components provide HTTP protocol support, request
and response caching, HTML Document Object Model (DOM) facilities and
Cascading Style Sheets (CSS) facilities.

2.2 The Proxy Tool

The proxy tool is composed of the core components and of specific ones. The main
specific component is the one handling the communication with the browser. It
is realized using the Jetty web server9. Depending on which domain is accessed,
the component does either the proxying of the request or forwards the request
to the internal HTTP server (see Fig. 1). The internal HTTP server allows
either the communication between a page in the browser and the proxy using
Javascript (see section 3), or the configuration of the tool. This internal server
is managed by the Web MVC (Model View Controller) component of Spring.
To proxy a request, the component forwards the request to the web site. The
obtained response can then be transformed if needed. The original or transformed
response is finally sent to the browser. Since the proxy tool is executed on the
user computer, HTTPS requests (secured contents) can also be transformed.

7 http://hibernate.org/
8 https://www.jcp.org/en/jsr/detail?id=317
9 http://www.eclipse.org/jetty/
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http://www.eclipse.org/jetty/


96 S. Aupetit and V. Rouillé
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To not compromise security, a man-in-the-middle approach (see Fig 2) is used.
Two internal Certification Authorities (CA) are used (self signed CA). The valid
CA is used to create fake certificates for servers having valid certificates. The
invalid CA is used in the other cases. The CA certificate of the valid CA is
exported by SWAP and imported by the browser. Consequently, any certificate
emitted by the valid CA is recognized as a valid certificate by the browser.
Security is maintained while secured contents can be transformed if needed.

Multiple transformations can be applied on a web page. The proxy handles the
proper parallel execution of all the transforming components using read/write
locks and components synchronization. Transformations can be done at low level
(bytes) or at high level (DOM). [10,11,12,13] shows the use of specific transfor-
mation components with the proxy tool. The annotation tool is another example
of the use of the proxy tool with specific components (see section 3).

2.3 The Server Tool

The server tool includes the core components. One specific component allow
a simple communication protocol between the proxy tool and the server tool
(Remote Procedure Call). Another component handle database storage. For now,
the server tool is only used for global knowledge storage. It is planned to use the
server to do some learning calculus when pattern recognition will be used.

3 The Annotation Tool

The annotation tool is the proxy tool for which specific components are added
(see below). The tool aims to collect data on web pages and to store them on
the server as global knowledge.

3.1 The Problem

To create smart transformations, it becomes necessary to have a database of
knowledge on web pages samples to tackle web variability. Such knowledge can be
gathered using experts (paid service, volunteers. . . ) and a dedicated annotation
tool. The knowledge database allows the use of machine learning, the use of
pattern recognition methods or automated validations of transformations.
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3.2 Which Form for the Annotation Tool?

The annotation tool can take many forms such as a dedicated software, a plugins
for a browser or a set of components for SWAP. By integrating a web browser into
a dedicated software, it is possible to have access to all features of the browser al-
most without limits (internal representation, interaction. . . ). However, browsers
and technologies evolve rapidly increasing the risk on durability and maintain-
ability of the tool. Browser plugins have similar pros and cons as the dedicated
software. They are highly dependent on the API (Application Programming In-
terface) of the browser. The plugins API are browser specific and evolve rarely
with an ascending compatibility. In both cases, the integration of the annotation
tool with the page requires the interactive parts (selection, marking. . . ) to be
linked to the DOM of the page. A simpler way to integrate the interactive part
can be done using injection of scripts in the page like a transformation using
SWAP. In this case, the annotation tool is independent of the browser, of the
browser API and of the evolution of the browser. Moreover, as being integrated
in the page, the scripts have access to all features of the pages without limits.
The main drawback is that the injection can lead eventually to a breakage of
the page structure, of the aspect or of the behavior. A proper handling of the
isolation of the DOM, of the styles and of the scripts of the annotation tool and
of the page is necessary.

3.3 Isolation

The Document Object Model (DOM) is a hierarchical representation of the ele-
ments of a web page. Any element must be in the DOM to be visible. Javascript
allow to manipulate and interact with the DOM to do things. There is not per-
missions for accessing the DOM: any script can modify the DOM. Consequently,
the scripts of the page and the injected scripts both have access to the same
content. Moreover, when an unexpected element is inserted in the DOM, it can
lead to lots of consequences such as script errors or styles breakage. To reduce
the consequence of the annotation tool on the page, scripts isolation, DOM iso-
lation and styles isolation must be done. We identified three ways to isolate the
DOM (see Fig. 3).

One way to isolate the DOM consists in creating a specific page containing
all what is necessary for the annotations (scripts, CSS) and in embedding an
iframe containing the web page to annotate. The contained DOM is isolated
from the containing DOM by the iframe but the scripts of the containing page
can access the content of the annotated web page. This approach seems simple
but to interact with the annotated page, a complex Javascript API must be
used and some features of the browsers can conflict with the annotation process.
For example, popup or windows opening create new tab/window which does not
contain the annotation tool. As a solution, we can consider that an injected script
checks for the presence of the annotation tool and, if not, reload the annotation
tool with the page as a parameter. This is not usable since the reloading of a
page does not guarantee to obtain an identical page. It is even less the case
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Fig. 3. The three ways to isolate the DOM. Parts of the original document are repre-
sented in grey. (a) Original DOM, (b) Specific iframe isolation, (c) The DOM is moved
as a child of an iframe, (d) A root node is added at the end.

when POST request are used. Then this approach is not appropriated for the
annotation tool.

The second way to isolate is similar to the previous but without a dedicated
web page for the annotation. A script is injected in every page passing by the
proxy. On page loading, the script copies the DOM of the document, replaces
the current DOM by a simpler one containing an iframe and puts the copied
DOM in the iframe. In this case, the DOM of the annotated page is isolated
from the annotation tool and browser features does not interfere with the tool.
This approach seems miraculous but it suffers major drawbacks. An important
latency is introduced for the annotation tool since the complete DOM needs
to be loaded before being copied and replaced. Since the complete DOM of
the page is loaded, the embedded scripts of the page can not be unloaded or
blocked leading in frequent cases to infinite loops or errors. Moreover, ours tests
with recent browsers showed important stability and performance issues. This
approach is appropriated only for simple static contents.

The third and also the simplest way to isolate consists in adding an element to
the DOM. This element is used as a root node for any element added to the page
for the annotation tool. It is simple and browser performances are preserved. The
main drawbacks is that the DOM is modified. By regrouping the changes under
an unique root node at the end of the document, we experimentally devised that
it provokes no breakage on lots of page. Theoretically, it can lead to breakage
of scripts or of styles but it is very infrequent. This approach is the most suited
for the injection of the annotation tool in the page. To limit the influence of the
page on the tool, styles isolation and scripts isolation must be performed.

Styles isolation is performed by marking the root element of the annotation
tool with an unique class identifier and by resetting the style properties for
any child element. The properties are marked as important to take precedence
over any defined style in the annotated web page. Element properties evolve
with standards and can sometimes be specific to the used browser. To increase
maintainability and durability of the tool, we defined a script which compare the
styles of the element with a neutral element outside the DOM (then not affected
by styles of the page). If properties differ then they are reset to the neutral
values. Performance degradation introduced by this script is insignificant.
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Fig. 4. A screenshot of the annotation tool on a web page with the Zone component

Scripts isolation is achieved through methodology. The scripts are injected at
the highest location in the DOM (first child of head). It implies that ours scripts
are the first to be executed in the page, whichever the page’s scripts, when the
Javascript execution environment is clean. To eliminate any conflict between the
annotation tool scripts and the page’s scripts, ours scripts never create or modify
global variables. Scripts are made anonymous and not callable by others scripts
using anonymous function. Those functions and theirs local variables are not vis-
ible to the other scripts. We use: (function() {/* isolated code */})();.

3.4 Annotation Tool Components

SWAP is designed to be modular. The scripts of the annotation tool follows the
same principles. The annotation tool is mainly composed of Javascript scripts de-
signed like components having dependencies. The main component is the Loader.
It provides an API for the components allowing to describe their names, their
dependencies and theirs implementations. The loader is the first executed script
on the page. It loads the required components using the isolation principle de-
scribed above and the described dependencies. Many components are actually
implemented. The Communication component defines an API simplifying the
exchange between the page and the internal web server of the proxy. It relies on
jQuery10 to be browser neutral. The EventEmitter component implements the
Observer pattern (subscription and emission of signals) to simplify the communi-
cation between the isolated components and to handle events. In the current im-
plementation, those components are completed with the Zone component whose
aim is to allow the marking, the identification and the annotation of zones in
the page. It handles the transmissions of information on the zones to the proxy
(type, anonymized DOM, Xpath. . . ). The proxy forwards the information to the
server for storage in the knowledge database. Figure 4 presents a screenshot of
the annotation tool with the Zone component.

4 Conclusion

In this work, we extend the modular platform SWAP with components dedicated
to the creation of an annotation tool. We discussed how it can be implemented
using the proxy tool of the project and how the isolation problem can be resolved

10 http://jquery.com/

http://jquery.com/
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efficiently. The modular feature of SWAP is applied even for the Javascript
code providing a flexible annotation tool. An example of specific components for
zones annotation is presented but the tool can easily be extended with others
kind of annotations by creating new components. The isolation principle and
infrastructure are used for the annotation tool. They can also be reused for the
injection of scripts in web page, for example, for nagivation assistance or for any
interactive assistive task.
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Abstract. The web content accessibility guidelines (WCAG) were first pub-
lished 15 years ago. Since then, there has been a lot of progress in web accessi-
bility, but much work is still needed to reach good levels of accessibility. It is 
therefore important to measure the degree of accessibility of current websites 
and the rate of improvement. There have been several studies on the implemen-
tation of web accessibility in Europe and the world, but such studies are unsta-
ble, with a methodology and sample that changes from year to year. The  
Iberoamerican Observatory presented in this paper aims to correct this situation, 
coordinating the work of the observatories of the different participating coun-
tries, so that all use the same methodology and a consistent sampling and data 
structure. Thus, results can be compared within the same country and with the 
other countries of the region.  

Keywords: Web Accessibility, Review, Benchmarking, Monitoring.  

1 Introduction 

In 2014 we celebrate 25 years of the web, and 15 of the publication of WCAG 1.0 
(Web Content Accessibility Guidelines) [1] that indicate how web content has to be to 
provide equal access to all users, including persons with disabilities. 

The WCAG have become an internationally accepted standard as the basis of ac-
cessibility legislation in most countries [2] and version 2 (WCAG 2.0) [3], published 
in 2008, has also been published as the ISO / IEC 40500:2012 standard [4]. However, 
evidence indicates that neither the regulations nor the existing standards are being 
properly implemented in most websites, which still present significant barriers for 
users with and without disabilities. 

Studies on the implementation of web accessibility criteria in Europe and the world 
are published regularly (i.e. [5,6]), but such studies are partial and unstable, with  
methodologies and sampling changing from year to year. The Iberoamerican Observa-
tory aims to correct this situation, coordinating the work of observatories of the  
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participating countries, so that all use the same methodology and consistent sampling 
and data structures. Thus, results can be compared within the same country and with the 
other countries of the region. In addition, the evolution over time can also be measured. 

The Observatory will serve a dual purpose. On the one hand, it will provide clear 
and precise information about the evolution over time of the conformance to the sub-
set of success criteria and sufficient techniques that can be automatically checked (not 
only showing accessibility errors but also highlighting good practices). On the other 
hand, it will fulfil a pedagogical function, as it will provide those in charge of each 
country’s websites with specific guidelines on how to check for and repair the errors 
found, based on the combination of an internal communication system and outreach 
public activities.  

2 Related Work 

In America’s Spanish-speaking and Portuguese-speaking countries, large scale acces-
sibility monitoring projects are hard to find. In Spain, there are various observatories 
for IT [7], disability [8] and Public Administration [9]. One example is the e-
Government Website Accessibility Observatory, set up in 2010 by the General Direc-
torate for the Promotion of e-Government. The activity of this Observatory ended in 
2011 and its reinstatement for 2014 is currently being considered. Unfortunately, most 
of the observatories do not publish information enough about their investigations, or 
they publish sector-specific studies that do not have continuity over time. 

In Portugal, Unidade Acesso of Fundação para a Ciência e a Tecnologia [10] has 
been monitoring Public Administration websites since 2006, but without releasing the 
benchmarking directories. This activity has resulted in the publication of four reports 
about the Portuguese Central Public Administration in 2002, 2003, 2008 and 2010.  

Out of the Iberoamerican area, the most immediate antecedent is the European In-
ternet Accessibility Observatory (EIAO), founded in September 2004 and active until 
2008. In that year they published a report with their results [11]. EIAO was part of a 
cluster of European projects on web accessibility, WAB CLUSTER [12]. After EIAO, 
the eGovMon [13] project was carried out in the Nordic countries, and it is intended 
to be continued in the European Internet Inclusion Initiative project (EIII) [14].   

Some other projects have been carried out, such as SMART 2008-0066 "Monitor-
ing eAccessibility in Europe" [15]. This activity was commissioned by the European 
Commission as a follow-up to the study "Measuring Progress of eAccessiblity in Eu-
rope" (MeAC) [16], developed during the period 2006 - 2008. One of the goals of the 
SMART 2008-0066 activity is to draw up an annual report, taking as a starting point 
the data provided by the MEAC study. The results have been two reports published in 
2010 and 2011.  

Recently, a Study on Assessing and Promoting E-Accessibility [6] was published. 
It is a study prepared for the European Commission DG Communications Networks, 
Content & Technology, whose main aims were to describe the extent of  
e-accessibility across the EU27 countries and some third countries, as well as the 
policy efforts that have emerged in this area. 
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At present, the main problem is that there are no means of obtaining accurate data 
on the evolution of web accessibility, neither in Europe nor the rest of the world. This 
is due to various reasons: documentation and databases disappear; reports do not 
compile all the desired and necessary information to make a follow-up; samples are 
not constant; methodologies and criteria change from one report to the next, etc.  

The conclusion of the analysis of related work is that the existing projects of large-
scale web accessibility benchmarking have so far failed to reach the goal of showing 
the evolution of web accessibility in a region, given the difficulties of comparing 
different reports that do not share sampling nor evaluation methodologies. We believe 
that part of the problem is the need of a large amount of resources for launching and 
maintaining the activity of transnational web accessibility observatories. That is the 
reason why our proposal distributes the workload into national observatories that are 
coordinated in Spain by the Sidar Foundation. 

3 Observatory Needs and Objectives 

The publication of WCAG 1.0 in 1999 [1] leaded to many changes. Proof of those 
changes are the large number of legislation’s modifications adopted across the Latin 
American countries [2] that intend to enforce compliance to WCAG 1.0 regulations. 
Even so, the advances over the region in WCAG conformance are partial and uneven. 
And, as described above, there is no reliable data collected in Latin America, Europe 
or globally, that allows an objective vision.  

The sporadic publication of lack-of-compliance reports is not enough; to really  
en-courage improvements in WCAG compliance, it is necessary the publication of 
regulated and standardized reports on a regular basis. Such publications should be on 
publicly accessible media, not only on specialized magazines.  

In addition, if such an observatory is to become an advocacy tool and an educa-
tional instrument for more and better accessibility, it is necessary to complement the 
information on the degree of accessibility compliance with qualitative identification 
of problems found to enable point solutions. It is important to know the current degree 
of accessibility, but it is even more important to know how to correct the situation and 
exit the non-compliance status.  

Over the 15 years of the WCAG 1.0 history, many attempts were made to explain 
the difficulties of a wide adoption of the regulations. Given the uneven format and 
periodicity of the reports, it is not possible to obtain a conclusion based on them. A 
regularity on publication as well as a standard methodology of the tests performed 
would mean the feasibility of benchmarks among different sectors, countries or  
in-country organizations.  

Therefore, the main aims of this Observatory are: (1) to preserve regularity in the 
methodology, sampling and periodicity of the evaluations; (2) to enable the creation 
of reports with manual revisions by experts to achieve more detailed results; (3) to 
enable the creation of reports with usability tests with people with disabilities of some 
pieces of content and technologies of Web content contributing to arise of new tech-
niques of accessibility design; (4) to create culture about good practices in the evalua-
tion and repair of accessibility problems; and (5) to make public campaigns about the 
most common errors and their resolution. 
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4 OIA’s Methodology 

The Iberoamerican Observatory of Accessibility (Observatorio Iberoamericano de la 
Accessibilidad - OIA) has established a network of autonomous observatories that 
apply a common methodology, using an even set of data collection and producing an 
even set of measurements and reports.  

Each national observatory is responsible on the selection of statistical marks over 
its own country, and the resulting data is collected and grouped on predetermined 
categories named following the European Network for Administrative Nomenclature 
(ADNOM) [17].  

National observatories have to follow a common approach: they have to report the 
result of the test performed; the test has to include all the sub-categories of the 10 
categories previously defined; the test is performed on at least 10 pages on every site; 
the test has to include the HTML source to enable comparing automatic results and 
making complementary studies. This way, the results obtained can be compared,  
measurements are consistent and reports are meaningful. 

To guaranty the uniformity of calculations, the observatories are spread among dif-
ferent web servers while every one of them makes use of a specifically designed ap-
plication that produces a metric (or accessibility score). Reports are updated on a 
monthly basis and every single observatory produces its own statistical results to be 
collected on the OIA so as to produce global statistics. 

4.1 Metric 

The calculations are performed using an automatic evaluation tool specifically created 
for OIA, based on a previous tool called eXaminator [18]. The tool uses a quantitative 
metric that indicates a ratio of successful tests. This metric is an indication of the 
degree of accessibility that users will experience on a site. The metric obtained, quan-
tified on a 1 to 10 scale, is used to compare the results and variations of tests, and to 
record the variations upon time. 

The evaluation algorithm of eXaminator is based on 96 individual tests related to 
techniques or failures of WCAG 2.0. The results of each test are then averaged to 
obtain a general score for each page. Out of those 96 tests, 60 are known to offer a 
large accuracy upon automatic evaluation test, and are used to identify errors that, 
along with the page’s evaluation score, constitute the main source of statistical data.  

4.2 Categorization 

The OIA presents the challenge to obtain comparable reports from public administra-
tion websites of different Latin American countries. There is a lot of diversity in the 
structure of national governments, the terminology of public functions and even the 
political way of governments. Even the concept of public administration differs from 
one country to another. For instance, in Argentina, neither the legislative power nor 
the justice power are included as part of public administration. In addition, we have 
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found significant differences in the organization of public administration websites, 
complicating the search for equivalent sites for comparison. 

Such remarkable differences, lead us to define a common glossary and a common 
classification system that enables a proper classification of the web pages that are part 
of the sample in each country. 

For these purposes, OIA has adapted the nomenclature system specified at the 
CWA 15526 European Network for Administrative Nomenclature (ADNOM) [17], 
which is based on the COFOG (Classification of the Functions of Government) [19] 
that was developed in 1999 the United Nations. 

OIA can describe websites based on function, organism and jurisdiction. The val-
ues for function and organism are based on the ADNOM terms and the terminology 
for jurisdiction has been specifically developed for OIA. A document has been pro-
duced to explain the terminology and its application to 3 different Iberoamerican 
countries with different government forms. 

In addition to a common nomenclature, OIA also includes a definition of a com-
mon set of websites to be monitored, so that results can be compared. Also, each 
country can freely select additional sites to be tested and monitored for their own 
needs. 

5 From eXaminator to OIA: Lessons Learned 

Since 2006, the eXaminator tool has been widely used on large-scale monitoring 
projects and its inner algorithm has been modified according to such direct expe-
riences. The first version of eXaminator was based on WCAG 1.0 and was used in 
Portugal. And updated version, AccessMonitor, was based on WCAG 2.0. 

AccessMonitor can evaluate single pages, but its main capacity is to perform large-
scale benchmarking of Portugal’s public administration sites. The test results are pub-
lished only among the responsible individuals (site owners) of the evaluated sites; the 
reports are then incorporated to fill the reports published by Unidade Acesso. 

The authors of AccessMonitor published in 2010 the Web Accessibility Frame-
Work [20], a demonstration tool that intends to demonstrate how large-scale bench-
marking could be applied to improve the accessibility on the web. 

In 2012, based on the idea of the Web Accessibility FrameWork, the first two na-
tional observatories were created in Argentina [21] and Mexico [22]. Both of those 
projects were the launching platform for recommendations and improvements to the 
system later used by the OIA. 

Even though there were operational issues on those two attempts that forced the 
discontinuation of the projects, the experience was valuable and helped to confirm the 
real usefulness of continuous evaluation that appears after continued work. 

A hard lesson learned was that an observatory is an ongoing project that takes its 
time to shows its benefits. In addition, it requires a large amount of economic and 
technical resources to be run. The authors expect to take advantage of these previous 
experiences to avoid the difficulties in reaching the full potential of OIA. 



106 C. Benavidez et al. 

 

6 Expected Impact and Contributions to the Accessibility Field 

There have been several attempts to define metrics that represent the degree of con-
formance to WCAG ([11], [23,24,25,26,27,28,29]). In addition the latest Working 
Draft of the Website Accessibility Conformance Evaluation Methodology (WCAG-
EM) [30] prompts for the use of a score card on manual revisions.  

OIA uses a new metrics similar to the one used by the AccessMonitor [31], but im-
proved to facilitate large scale comparisons and without the intention to provide  
relationships between the obtained score and the accessibility level compliance. 

OIA can contribute to the creation of better instruments to observe and compare 
accessibility, which is one of the main issues on proposed new European Directive on 
the accessibility of public sector bodies' websites [32] that could be enforced during 
2014. 

The Observatory has recently appeared and it is soon to talk about its impact. 
However, the experiences of the Sidar Foundation and the Portuguese government on 
accessibility awareness campaigns point to expecting a strong positive impact of OIA. 

As an example of the results of the performed tests we have observed that some 
pages frequently disappear because of URL changes. This is an issue for the user and 
for the Observatory. Hence, the observatory will contribute to eliminate such a bad 
practice by informing its members about content negotiation as a way to ensure the 
localization of resources both to the general public and to the Observatory itself, so 
that stable analysis can be generated and data comparison can be achieved over the 
years. The Observatory will also allow addressing other studies, performing analysis 
of global data, developing joint projects in all countries involved and measuring the 
impact of these projects.  

An especially attractive feature of OIA is that the results are shown in a graphical 
way, making easy to understand the statistical data. Even more, information is offered 
about which type of user results positively or negatively affected for any particular 
result and to what extent. This will end up on a better comprehension of the impact 
that a particular -easy to solve- failure can have. Our hope then is that this helps to 
increase awareness and help developers to increase the accessibility of their websites. 

7 Conclusions and Future Work 

After 15 years of the WCAG 1.0 publication, no global wide data can be obtained 
regarding accessibility conformance. There only have been some isolated and non-
constant reports. The lack of consistent and stable data makes it difficult to assess the 
validity of the reports about web content compliance, thus reducing their reliability 
and impact. 

An observatory such as OIA is not able to perform a complete measurement of 
conformance (as manual evaluation is required for that), but it can provide a reasona-
bly good knowledge of the current and future state. 

It is still uncertain what the actual contribution of OIA will be in the general  
improvement of accessibility, mainly because never before this information was 
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available in a standardized and constant form. However it is expected to become a 
platform that will enable new projects and research that propose specific actions in 
favor of accessibility. 

As per future work on the Observatory, we are currently working on the generation 
of machine-readable reports, using the EARL format [33], as was already available on 
the sister tool HERA [34]. We are also working on a system for offering information 
related to the implementation of good practices when creating mobile applications 
that overlap general accessibility guidelines. 
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Abstract. The internet has become an indispensable tool for the access of in-
formation. However, most websites are not sufficiently accessible for people 
with disabilities. Accessibility problems originate from either the underlying 
CMS systems or from content authors disregarding fundamental accessibility 
requirements. With the Content Accessibility Checker CAC we give a tool at 
hand to specifically red-flag possible accessibility issues to authors. The check-
ing criteria form a subset of the WCAG 2.0 standard and are published as a 
checklist for authors and publishers. CAC is available as a browser plugin and 
is published as open source on github. It is based on JavaScript and can be ex-
tended with specific checking rules. In checking mode it detects accessibility is-
sues on a website, highlights it with an overlay in the web browser and gives 
hints and recommendations on improving web accessibility. 

Keywords: Web Accessibility, E-Inclusion, Design for All. 

1 Introduction 

The World Wide Web is an essential tool for people when accessing information, 
using web applications, shopping on the internet, and participating in communication 
and social networks. For users with disabilities the user experience is very poor on 
most websites [1]. Even assistive technologies such as screen readers do not improve 
the situation because of poor semantic website structure or multimedia content with-
out alternative representation. Conservative estimates suggest that 15-20% of internet 
users have sensory, motor or cognitive limitations. Taking into account demographic 
shifts with the first internet user generations entering more advanced ages, the propor-
tion of people with various limitations surfing the internet must be expected to quick-
ly rise in the near future. 

As part of the EU funded TAO project (thirdageonline.eu), the German Wikipedia 
web site was assessed according to the WCAG accessibility guidelines (w3.org). The 
assessment was performed according to the three levels mentioned in the WAI (Web 
Accessibility Initiative) recommendations: expert based evaluation, conformity analy-
sis, and user studies with people with disabilities. The resulting study [2] contains 
recommendations for improvement, which is published as part of a MediaWiki  
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Accessibility Tracking Group1 for the developer community, indicating the state of 
implementation. 

The paper is structured as follows: after the problem description, a motivation for 
tool development is given, presenting requirements and evaluation of existing check-
ing tools. Afterwards we explain the usage of CAC, its architecture and results 
achieved so far. The conclusion also suggests areas of possible further improvement. 

2 Checking Web Accessibility 

The Access for all foundation is campaigning for accessible ICT in Switzerland. It has 
established the most respected national website accessibility certification scheme and 
conducts expert reviews, WCAG 2.0 conformity tests and user tests with blind and 
multiply disabled people. From its studies2, we could deduce that only about one  
percent of the most important websites to be WCAG2.0 accessible. 

Typical accessibility issues are missing keyboard support and clean semantic site 
structure, where assistive technologies are further reliant on. Moreover, inappropriate 
contrasting color schemes and unclear heading structures in articles are a problem. 
Paragraphs and lists ought to be tagged as such; tables must be set up semantically 
correctly; table dimensions must be stated in the table headers. Alternative text for 
images must be provided. An extensive list and explanations are given in [3]. 

3 Comparison with Other Tools 

We selected five popular tools (WAVE, Web Accessibility Inspector, Web Thing, 
Cynthia Says, Accessibility Toolbar) from an extensive set3, of tools for evaluation 
against the following functionalities: 

• Checking during development: e.g. during editing or in preview mode 
• Environment independence: analysis is HTML based (not CMS dependent) 
• Category of messages: the tool shows messages on specific page elements, and 

gives recommendations which are valid for the whole website 
• User experience: messages are shown as an overlay for better error localization 
• Extendibility: user defined rules can be integrated 

It turned out that none of these tools fulfilled all the requirements mentioned above; in 
particular none of them met the extendibility requirement. This led to the decision to 
implement the CAC tool. 

                                                           
1 https://www.mediawiki.org/wiki/Groups/Proposals/ 
  Accessibility_Tracking 
2 http://access-for-all.ch/ch/publikationen.html 
3 http://www.w3.org/WAI/ER/tools 
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4 The CAC Content Accessibility Checker 

CAC indicates accessibility issues which are caused by authors, and not by the CMS. 
The tool is based on the Accessibility Checklist for authors and publishers4, compris-
ing a subset of WCAG 2.0 criteria, which can be split in three categories: 

• automatic test: based on the structure of the web page it can be decided if a crite-
rion fails. Example: check hierarchical properness of heading levels. 

• heuristic test: based on experience, the system makes a guess about failing of a 
criterion. E.g. for a download link (indicated through file suffix analysis), CAC  
recommends adding file size and format information. 

• not testable (by a tool): it cannot be determined, if the description of an image  
sufficiently explains its contents. In this case, CAC gives a warning. 

 

Fig. 1. CAC in action 

CAC can be turned on/off as a browser plugin (see blue button in navigation bar in 
figure 1). If activated, the accessibility issues are presented as clickable overlay icons, 
at the bottom of the window the respective issues are explained in more detail. From 
the platform analysis in [3], it turned out that the realization in JavaScript promised 
the most benefits such as easy integration in web browsers and independence from a 
CMS. The checking process is solely based on HTML code. 

The JavaScript code analyzes the structure of the web page based on its DOM by 
help of the popular jQuery library. It implements the checking rules, each of which 
consists of a pattern and an action. When a pattern is matched in a web page, i.e. the 
respective accessibility issue has occurred, an information item containing the loca-
tion on the page and the error category is added to an intermediate storage in a  

                                                           
4 http://access-for-all.ch/barrierefreiheit/ 
 barrierefreies-webdesign/checklist-2.html 
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de-fined format. This storage is realized as a set of DOM nodes which are rendered by 
the popular pageguide library. 

CAC is open source (github.com/Access4all/ContentAccessibilityChecker) for fur-
ther development. It comes in several distribution versions: as a Firefox plugin or as 
pure JavaScript code which can be integrated e.g. in a web page or a CMS. 

5 Conclusion and Further Activities 

CAC is to date the only tool providing accessibility error warnings to authors using 
accessible CMS. The approach to clearly differentiate between CMS and content 
regarding accessibility is novel. CAC helps authors identify possible and actual acces-
sibility errors and helps raise awareness of accessibility issues. Moreover, it is helpful 
to prevent these issues by raising them on a strategic level for web projects. 

Ongoing research and development on CAC are twofold. First, the evaluation of 
the tool with respect to quality of test results and implications on users/authors. It 
comprises the definition of evaluation criteria, their application to a set of representa-
tive web pages, and the implications of the evaluation.  

Second, optimization and extension of functionality is ongoing at the time of writ-
ing, such as localization, the de-/selection of specific criteria, and optimizing the 
keyword list by which the CAC analysis is operated. Optimization of the heuristics 
for detecting possible accessibility issues is also planned. Concerning pattern based 
issue recognition, the use of a declarative pattern language has proven successful in 
many other tools and thus will also be integrated.  

The information presented on the respective issues at the bottom of the page is 
planned to contain links with detailed information on the specific issues. Finally, the 
upcoming version of CAC will be available on the Mozilla Firefox Add-ons platform. 
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Abstract. Elderly population will become the largest age group of our society 
in the next twenty years. Consequently, we need to be able to accommodate 
technologies to the needs of this population. AdaptNow is a web-based applica-
tion that allows users to adapt existing webpages and turn them more accessible 
and user friendly. Users can do so directly from any web browser thanks to 
AdaptNow's user personalization and automatic adaptation artificial intelligence 
algorithms. In this paper we present the design and implementation of Adapt-
Now, a solution that improves navigation on the web for elderly users. 
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1 Introduction 

A recent study predicts that elderly population will become the largest age group of 
our society in the next twenty years [1]. Consequently, we need to be able to accom-
modate technologies to the needs of this population. Policy makers are already work-
ing in accessibility and inclusive design methods in an attempt to provide a barrier 
free society with initiatives like [2,3]. Universal design aggregates a wide group of 
ideas that have the objective of producing buildings, products and environments that 
are built to be usable to the greatest extent possible by everyone, regardless of their 
age, ability, or status in life [4]. The difficulty in using computer systems by people 
with impairments is a well know problem. Despite the current efforts in accessibility, 
computer interfaces are still an accessibility barrier for elderly users. Interfaces are 
typically designed with the assumptions that 1) they are going to be used by able-
bodied individuals; 2) using an typical set of input/output devices and; 3) that users 
will be in a static environment [5]. Further, elderly users are generally associated with 
impairment due to the loss of motor and visual capabilities due to the ageing process 
[6]. Hence, complex and multi-functional systems may present substantial cognitive 
challenges for elderly. In an attempt to make the usage of technology more comforta-
ble some applications have been developed to aid in the interaction with technology 
[7]. These are divided in two groups, hardware and software. For the first there are 
devices such as special computer mice that increase the user’s control, and  
larger screen monitors that ease the reading. As for software, there exist client-side 
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applications that enhance the font size, colour and font family of the operation system 
[8]. Unfortunately, many of these approaches have been discontinued either by lack of 
funds, their complexity, expensive maintenance, or because the target audience is a 
minority with low resources [9]. 

One particular case in point is that of web pages. Web 2.0 technologies are quickly 
gaining popularity due to their power in terms of design, flexibility but also because 
of their tremendous reach. Unfortunately, there is still a poor adherence to accessibili-
ty standards. Consequently, people with disabilities meet barriers of all types while 
navigating the web that make it hard for them to understand what they should do [10]. 
These barriers come in form of confused webpages, abundance of misleading ads, 
unnecessary videos, moving information, etc. Moreover, the abilities of elderly users 
can fluctuate throughout the day due to several factors (fatigue or medication), or 
evolve across days or months following longer-terms age related changes [5]. This 
makes it hard to create general purpose interfaces that can be a best fit to everyone. 
Hence, the ideal solution needs to be adapted according to the environment and the 
specific needs of the user. 

With all this in mind, the goal of AdaptNow is to provide a web enhancement na-
vigation tool that simplifies and eases web experience. AdaptNow is a web platform 
that dynamically enhances the original webpages through an artificial intelligence 
(AI) system trained with elderly user data. By using AdaptNow to enhance navigation 
and remove all undesired noise around the desired action we want to provide a simple 
and adaptable solution for web navigation. AdaptNow provides users with a simple 
way to configure enhancement settings. Further, AdapNow improves its AI by track-
ing user behaviour and extrapolating settings from similarly designed websites. 

2 Methods 

AdaptNow is a web based enhancement system for elderly and impaired users. 
AdaptNow was designed after several field studies and development iterations in an 
attempt to understand how to improve web experience and minimize the effect of age 
related conditions and/or the lack of web experience.  

2.1 Web Enhancements and Artificial Intelligence (AI) Modelling 

To understand what elderly would do to enhance usability of webpages we performed 
a first experiment with a system that was able to modify several features of web pag-
es, such as 1) highlighting (box/underline) clickable objects with user defined colours; 
change the mouse pointer 2) size and 3) visual aspect; modify 4) zoom as well as 5) 
font sizes; and 6) page scrolling mode (Fig. 1). We interviewed and evaluated the 
prototype with 12 users with ages between 51 and 63 years old to understand how 
elderly users would adapt the above mentioned features in web pages to improve na-
vigation. For that purpose we tested 10 different web page examples in several  
domains such as social, news, travel, mail and search engines. 
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Fig. 1. Some of the features present during the first user experiment. a) Mouse cursor sizes; b) 
Mouse cursor over links; c) Available cursor colours; d) Link enhancement colours; e) Link 
enhanced with box/underline; f) Webpage with high zoom and low font size; g) Page with low 
zoom and high font size. 
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Next, we used the data to quantify and model the relationship between webpage 
characteristics (website dimensions; number of images, buttons, heading tags, divi-
sions, scripts, and links; flash content; image sizes; and screen resolution) and the 
corresponding adaptations made by users. We used a multi linear modelling approach, 
using step-wise regression, to create a model of users preferences based on web page 
characteristics. Using each user’s enhancement choices the model will provide an 
adaptive yet personalized set of enhancements. Based on this procedure, we obtained 
equation 1, which is used to provide the values for the automatic enhancements.   …   1  

2.2 Enhanced History and Bookmark Visualization and Navigation 

To build a revamped history view and a dynamic bookmark navigation we inter-
viewed 17 additional people of two age groups (>40 (A) and <40 (B) years old). The 
average age was 47.8 and 22.6 years old for A and B respectively. We also considered 
the younger group (B) because of their large web experience. Information provided by 
B could bring in interesting insights and can acts as a control group for A. We asked 
users about what information they value more in a history view (time spent on a web 
page, number of visits, type of content), how to highlight pages they visit the most (icon 
size, colour, contrast, total visits counter), and how to present the information (all pages 
at once, showing the order of navigation, grouping pages of the same domain). 

2.3 Implementation 

The system is a fully web based application in order to make it accessible from eve-
rywhere, designed to work on any modern browser and from any device without the 
need of any installation. AdaptNow uses a combination of 1) html and css technology 
to define webpage enhancements; 2) a server-side php and SQL database to imple-
ment AdaptNow’s AI, create user profiles, store user settings, and history; 3) a client-
side Javascript/JQuery to modify the original webpages in real-time by injecting the 
html/css enhancements in order to make navigation smother and more intuitive to the 
user; and 4) a server-side transformation proxy that allows a web page to appear to 
come from a local server to overcome cross-site scripting restrictions using the open 
source WebAnywhere framework [10]. AdaptNow records all the enhancements ap-
plied by the user to visited webpages and creates both a personal and global website 
adaptation models to best fit the learnt preferences. 

3 Results 

The first experiment allowed us to define the core AI that models each web enhance-
ment (zoom factor, font size, mouse cursor, etc) as a multivariate linear regression of 
the variables that define the web page characteristics (resolution, page height, number 
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of words, etc). Interestingly, our modelling approach allows us to identify and quanti-
fy to what extent web site features do determine the enhancement choices made by 
elderly (Table 1). From these results we were able to fully model zoom and text en-
hancements with an average error of 6-7% (Table 2). The border and button  
enhancements could also be satisfactorily modelled using the multivariate approach. 
Some of the enhancements could not be satisfactorily modelled with a linear approach 
due to their underlying bimodal nature. 

All statistically significant enhancement models were implemented in AdaptNow 
to enable the system to learn from the data collected from the user and automatically 
build adaptation model for each user, making the automatic adaptations system a best 
fit for each one (Fig. 2). 

Table 1. Web page characteristics and their corresponding web enhancement AI model. The 
used web page characteristics are a) Screen Width, b) Page Height, c) Number of words, d) 
Biggest image Width, e) Average image width, f) Number of scripts, g) Number of H1 tags, h) 
Number of H2 tags, i) number of divisions. 

Propriety a) b) c) d) e) f) g) h) i) 

Zoom (0-100) 0,0001 - - - 0,0088 - 0,0005 0,0237 - 

Text Size (0-100) - 0,0001 0,0008 - - - 0,0001 - 0,0001 

Link 
Enhance-

ment 

Box  
(0-1) 

- - - - - - - - - 

Underline  
(0-1) 

- - - - - - - - - 

Colour  - - - - - - 0,0108 - - 

Border 
Size  

(0-100) 
- 0,0001 - - - - - - 0,0001 

Button 

Enhanced 
(0-1) 

- - - - - - - - - 

Colour - - - - - 0,0003 - - - 

Border 
Size 

- - - 0,0003 - - - - - 

From the second inquiry, the feature that was chosen as the most important for au-
tomatically adding a bookmark to a webpage was the number of visits. Group B, the 
more experienced group, classified the amount of time spent on a page also as very 
important. Therefore, both time spent on the webpage and number of visits is used for 
dynamically adding a page to the “most visited” section. To avoid a history of visited 
pages that current web browsers use containing long lists of redundant information 
that are very difficult to search we asked users about how they would prefer informa-
tion to be presented. Interestingly, users preferred grouping all pages of the same 
domain, what is the opposite of what current browsers do. Users also reported the 
importance of showing the navigation order of the visited pages. Finally, we pre-
sented users with three models of possible history views and asked them about what 
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they would do in order to identify the most visited ones. The most consensual answer 
was showing the number of visits to each website, following the icon size and the 
contrast of the displayed icon (Fig. 3). 

Table 2. Web page characteristics and their corresponding model significance and error.  
* p<0.05, ** p<0.01, and *** p<0.001. 

Propriety P-VAL Model significance. Mean Error  

Zoom (0-100) 2,61E-10 *** 5,5739% 

Text Size (0-100) 3,06E-18 *** 6,6132% 

Link Enhancement

Box  
(0-1) 

0,4264 - 42,07% 

Underline  
(0-1) 

0,4264 - 42,07% 

Colour  0,1851 - 70,08% 

Border Size  
(0-100) 

0,0034 ** 7,8799% 

Button 

Enhanced 
(0-1) 

3,60E-173 *** 0,23% 

Colour 0,0356 * 58,33% 

Border Size 
(0-100) 

1,38E-09 *** 5,5729% 

 

Fig. 2. AdaptNow interface visualization of an enhanced webpage 

After 2 field studies, we implemented the beta version of AdaptNow. AdaptNow is 
currently composed of 3 main visual components: navigation, adaptation, and web-
page. The first component presents the user with: 1) an address bar to choose where to 
navigate, and a back, forward and refresh buttons; 2) A login button/functionality is 
also available where the user can access and modify his/her settings and default in-
formation; and 3) a button to the history view. The second component shows the 
complete list of feeds (RSS) that a specific website is broadcasting to visualize the 
feeds in AdaptNow’s own web enhanced RSS reader. In addition, direct buttons to 
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web page enhancement options such as zoom and text alterations can be used at any 
time. The third and most important component is a large frame containing the en-
hanced web pages and where all the adaptations take place (both web page and mouse 
cursor and scrolling enhancements) (Fig. 2). With this design we want to achieve a 
layout similar to a regular web browser window in an attempt to reduce the amount of 
changes from what is expected by users. 

 

Fig. 3. AdaptNow visualization of the history visits of a webpage 

4 Conclusion 

We believe that AdaptNow provides useful insights as how simple alterations on reg-
ular web pages can make the web more accessible to elderly. Further, the AdaptNow 
tool is web based, making it worldwide accessible though all computer platforms that 
support a modern web browser. AdaptNow is developed after 2 field studies that in-
formed us on how enhancements are used depending on the characteristics of each 
web page, and how we can improve history visualization and bookmark navigation 
with contextual information. An interesting feature of the system is that the more we 
use the system the more data we collect, consequently making our AI more accurate 
and personalized to each user to deliver more accurate enhancement.  

A similar web enhancement was done by [11] where they proposed an adaptation 
of the a particular web page by decomposing it in its different divisions and reorder-
ing them to create a new navigation experience. Our approach differs from previews 
because AdaptNow is completely web-based and does not require any installation and 
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the user profile and data is available everywhere. Another aspect that differs is our 
automatic enhancement system that changes the web page based on the learnt prefe-
rences and web page characteristic. Something similar can be achieved in more gener-
ic terms for a larger group of webpages if the new tag system from HTML5 is used. 
With this in mind we think that a deeper study of HTML5 and CSS3 functionalities is 
necessary to determine what can be achieved once most web pages start using these 
standards. These types of enhancements work well in responsive webpages because 
these pages adapt the content to the view and reorganize themselves automatically.  

As we continue the development of AdaptNow we hope to achieve a full integra-
tion with WebAnywhere allowing us to use speech technologies to provide additional 
information through speech that could be relevant to users. AdaptNow currently does 
not support pages like Facebook that explicitly prevent their pages to be rebuilt local-
ly. Local rebuilding needs to be done in order to overcome cross domain restrictions, 
so a new approach needs to be explored to solve this issue. 
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Abstract. We report the results of a detailed analysis of the problems
encountered by blind or vision-impaired persons when accessing web sites
which use technologies like, for example, flash animation, JavaScript,
HTML 5. We also examine typical accessibility problems found in e-
commerce websites, especially in on-line shopping. We check our find-
ings against the WCAG 2.0 accessibility guidelines and provide detailed
recommendations for changes or additions to these guidelines.
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1 The Issue

For persons with vision disabilities, computers and the internet can offer easy
access to information and to activities like communication, learning, banking,
shopping and so on; on the other hand, many features offered in computer inter-
faces and on web pages turn into hardly surmountable obstacles. In this paper
we analyse, in detail, the sources of access problems. We focus on websites,
mainly those for e-commerce. We compare our findings with the Web Content
Accessibility Guidelines (WCAG 2.0) [18] and recommend concrete changes or
additions to these. The modifications, if implemented and adhered to, would
make such pages significantly easier to use. While our work concerns web access
for vision-impaired persons in general, our main focus is on problems encoun-
tered by blind persons. In the sequel, when we mention only the latter group,
we imply that many of the findings would also apply to the larger group when
properly adjusted.

Our present paper is based on the thesis [2] by the first author. In that thesis
additional details of the analysis and many examples of unusable or hard to use
websites are provided.

A detailed survey of methods and devices used for presenting information to
vision-impaired persons as of 2010 is given in [11]. For dynamic access to informa-
tion like browsing the web, the list of suitable techniques reduces to: refreshable
tactile media like Braille displays, screen readers or special web browsers – and,
for input, keyboard or voice.

Screen readers are the popular choice among the three output media [19].
Among these, some of the options are: JAWS, NVDA (Non Visual Desktop Ac-
cess), Window Eyes, VoiceOver, SpeakUp and Thunder – to be installed locally
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– or web-based WebAnywhere [1]. When web pages are accessed, screen readers
have severe limitations as illustrated by the WebAIM screen reader simulation1.
Navigation, reading out the content exactly according to the page layout, con-
veying image and graphic contents, accessing dynamic content or special text
like formulæ, reading tables, providing a page overview – these are some of the
challenges. Some screen readers can handle dynamic content to some extent;
some cannot. A major reason for such limitations is that syntactic and semantic
information is lost when content is linearised for a screen reader [15],[23].

Many blind people use Braille displays along with screen readers. There are
also planar tactile displays like the BrailleDis 9000 and its predecessor, the
DMD 120060, which can display text, tables, graphics and diagrams by rais-
ing, lowering or vibrating the pins in a 60× 120 matrix; finger position feedback
is available on these devices (see [14],[17]). Tactile web browsing is discussed
in [13], for instance. A rendering technique for tables on such a device is pro-
posed in [3]. Many further related studies have been or are being conducted.

Special web browsers and browser extensions exist, which provide access to
web pages for vision-impaired persons. Some of them convert the web content
into a format which is better suitable for a screen reader, while other ones have
special built-in screen readers with an improved interpretation of the HTML
objects. Some such web browsers offer improved navigation or support formulæ.
Examples include WebbIE [5], MozBraille [10] and ChromeVox [12].

WebbIE distinguishes the main content and the navigation links. The user
interface present the web pages as plain text using Internet Explorer control
objects. Each component in the HTML Document Object Model structure is
presented with an appropriate title.

ChromeVox conveys the page overview as a hierarchy of groups, objects, sen-
tences, words and characters [12]. The user can navigate within this hierarchy.

A web browser, based on Mozilla Firefox, for a planar tactile display is de-
scribed in [13]. It can handle small tables, certain static graphical contents and
mathematical formulæ written in MathML.

WAB (World-wide-web Access for Blind and visually impaired computer
users) [4] deals with page overview and navigation problems. WAB implements a
proxy server which acts between the web browser and the web server. It modifies
the web document by adding a list of titles and links to facilitate navigation.
There is no mechanism to deal with dynamic or graphic web content.

A web browser described in [9] is reported to provide features which make
multimedia contents accessible to screen readers.

Modern web pages use many new techniques to present the information in a
more flashy way than before, presumably with the intent to gain the readers’
attention, for instance graphics, images, videos, animations. Often accessibility
is not or only superficially considered when such pages are designed. A study
of popular websites showed that around 82% of those considered were partly or

1 The simulation, to be found at http://webaim.org/simulations/, shows typical
cognitive issues; admittedly, it is old and, hence, not representative of the current
state of screen reader technology.
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completely inaccessible [16]. According to a survey of 2012, almost 65% of the
participants stated that websites have become less accessible or that not much
improvement has been noticed [21]. Another survey had Flash-based websites
and shopping websites at the top of the list of websites to be avoided [20]. Many
studies point out that non-standard page layout, embedded graphical elements
and dynamic HTML, especially JavaScript and Flash animation, make web con-
tent inaccessible [5],[11],[13]. Our paper presents the results of a detailed study
of web accessibility problems and leads to recommendations for improved web
design.

Accessibility guidelines exist. The WCAG are developed as a part of the
Web Accessibility Initiative (WAI) by the World Wide Web Consortium (W3C).
WCAG 1.0 was finalized in 1999. These earlier guidelines have been superseded
by WCAG 2.0. There are four basic principles: perceivability, operability, un-
derstandability and robustness. An overview is given in [22], and the details
are found in [18]. Below we recommend modifications and additions to these
guidelines to address issues found in our study.

To arrive at this report, we proceeded as follows: After consultation with
a highly experienced blind person, the former head of the accessibility centre
of Western University, popular websites were analysed from the perspective of
a screen reader user to identify the accessibility problems. Experiments were
conducted using the screen readers NVDA and WebAnywhere (and, occasionally,
also JAWS). With a combination of screen readers and computer monitors the
various accessibility problems were identified and grouped according to the four
categories listed above. This allowed us to identify even the logical problems
behind the accessibility issues.

2 Problem Identifications and Recommendations

We list accessibility problems on websites in general according to the four cat-
egories and our respective recommendations regarding WCAG 2.0. Following
that, we list accessibility problems specific to e-commerce websites and recom-
mendations for these cases.

2.1 Inaccessible Dynamic Content

Problems. 1. Graphic links and buttons do not have alternate text. 2. Some
graphic buttons cannot be invoked using the enter key. 3. The actions of some
buttons are different on mouse hover and enter key. 4. Information about the
landing page, not even its title, is conveyed before the animation starts. 5. Screen
reader audio is masked by the audio on the page. 6. Lack of control over anima-
tion including when it starts. 7. The screen reader user is not aware of the
presence of animation. 8. No indication about flashing content and periodic
updates. 9. It is difficult to manoeuvre dynamic contents like slide shows.
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Recommendations. Problems 1,2,3 and 5 can be solved to a great extent
by following the relevant guidelines. However, conformance to the highest level
(AAA) may not suffice for a basic level of accessibility in case of dynamic con-
tents. Guideline 1.1.1 on non-text content: A recommendation should be added
that page descriptions provide an overview of dynamic content for pages having
animations. A recommendation to implement slide shows by grouping images
and hyperlinks together and providing descriptions of both in the alternate text
should be added. Guideline 2.4.4 on link purpose should include: A recommen-
dation on implementing graphic links by providing details of hyperlinks and
their associated images in the alternate text and by conveying the purpose and
context of interactive buttons through alternate text.

Guideline 2.1.1 on accessing functionalities through the keyboard can be im-
proved: a list of keys and their purposes along with audio descriptions should
be given when mouse events are replaced by keystrokes. Implementing auto-
updating content using lists and providing an indication that the content will be
auto-updated will offer better accessibility of such contents. A suggestion to add
appropriate audio descriptions to informative animations played in the back-
ground has to be attached to guideline 1.2.1. Guideline 3.2.1 should be modified
to include audio alert to inform about page content change. Problems 5 and 6
can be solved by ensuring that audio and animation both can be controlled using
the buttons provided for interaction and by following guideline 2.1.1.

2.2 Confusing Page Layout

Problems. 1. Tables are used for storing layout information. 2. Main content
is not recognizable. 3. Tabular data structure presented without using HTML
tables. 4. Frames used to store values of hyperlinks for JavaScript functions
and using frames dynamically by JavaScript. 5. Use of HTML elements like
hyperlinks as column values in tables. 6. Title and labels missing for HTML
elements like tables, forms, frames. 7. No alternative text for graphs and charts.

Recommendations. Problems 2 and 6 can be solved by adhering to the rel-
evant guidelines. Guideline 1.1.1 on non-text content should provide a clear
definition of non-text content. Frames used to store JavaScript functions can be
tagged to be ignored by assistive technology if such frames are identified as dec-
orative content as per this guideline. This guideline should also include a precise
specification that charts and graphs must be presented as one entity without
any text or numbers floating outside. The content required in the alternative
text should be specified. Guideline 1.3.1 on information and relationship should
include: The restriction to using HTML tables only for tabular data; that ta-
ble should not be used to store layout information; that HTML elements like
hyperlinks should not be used as column values in a table; that there not be
unnecessary blank lines inside a table. A recommendation enforcing a summary
attribute giving an overview of tables with more than 2 dimensions should be
added to Guideline 1.3.1. The conformance level of Guideline 2.4.6 for descrip-
tive title and label should be raised to A. Section headings specified by Guideline
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2.4.10 and skip functionality by Guideline 2.4.1 should be made mandatory for
pages having vertical scroll and a listing of h1, h2 headings should be enforced
to ensure easy access to the main contents.

2.3 Complicated Navigation

Problems. 1. Navigation menus require mouse specific events. 2. Main menu
and corresponding submenu conveyed as two separate lists. 3. Submenu space
contains text and even images rather than essential hyperlinks. 4. Unable to
identify a particular table during navigation. 5. Only limited navigation possible
in a table. 6. Unable to identify particular frames or overview of their contents
during navigation. 7. Numerous headings in web page. 8. Hyperlinks do not
convey their purpose. 9. User is not aware of which web page he has landed on
during navigation.

Recommendations. Problems 1 and 4 can be solved by making menus key-
board accessible by adhering to Guideline 2.1.1 and by providing descriptive
title labels based on Guideline 2.4.6. A new section solely for navigation menus
should be added to WCAG. Recommendations to implement navigation menus
using ordered and unordered lists, providing short secondary menus of navi-
gation menus containing numerous items, restricting the content of navigation
menus only to hyperlinks, preserving the relationship between a main menu and
its submenus in all pages in a website and indicating start and end of navigation
menus to differentiate hyperlinks associated with navigation menus should be
included in this new section. Guideline 1.1.1 (non-text content) should include
a recommendation to provide titles for frames and iframes when necessary and
to ignore iframes which are used for alignment purposes. Guideline 2.4.6 regard-
ing headings and labels should be modified to accommodate the restriction that
headings can be shown as hyperlinks as well only under necessary conditions
and also only h1, h2, h3 tags should be used to show the main headings and
section headers in a web page. Guideline 2.4.10 dealing with section headings
should include the suggestion to present section headers with h2 or h3 headings
and that all the headings under the section should take a heading level below
h3. The conformance level of Guideline 2.4.9 on link purpose should bee raised
to A from AAA. The recommendations for Guideline 1.3.1 in Section 2.2 above
are also necessary to reduce navigation difficulties.

2.4 Difficulty to Get Page Overview

Problems. 1. To recognize the category of a web page one needs to read numer-
ous headings or hyperlinks. 2. The presence of different types of content becomes
known only after encountering them. 3. To get at least some kind of information
about the overview of a page, one has to go through numerous headings or hy-
perlinks. 4. It is difficult to assess the amount of information in a page. 5. It is
difficult to identify the presence of structures like a navigation menu.
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Recommendations. Web pages should be designed according to W3C stan-
dards to gain at least a basic level of page overview information. Problem 3
can be solved by adhering to the modifications proposed for Guidelines 2.4.6
and 2.4.10 as discussed in Section 2.3 above. A recommendation to add tags to
indicate a navigation menu as discussed in Section 2.3 above is also relevant to
solve the problems in this category. Guideline 2.4.2 regarding page titles should
be modified to provide overview information as a textual or audio description
concerning the page organisation, type of contents etc.

2.5 E-Commerce Websites

As discussed earlier, E-commerce websites, especially on-line shopping websites,
are far less accessible than others. It is interesting to know that in the study of
50 popular websites only one on-line shopping website was found to be highly
accessible [16].

Problems with the Navigation Menu. 1. Complex navigation menu with
numerous items in the main menu and submenu. 2. Navigation menu inaccessible
using keyboard.

Recommendations. By following Guideline 2.4.1 regarding bypassing blocks
and implementing menus using HTML lists as mentioned in Section 2.3 above,
Problem 2 can be solved. To avoid the complication with numerous items in the
navigation menu, a recommendation to add textual or audio descriptions to the
main menu items explaining the list of items and products under its submenu
should be included in the new guideline section for navigation.

Problems with Information Searches. 1. To check complete list of items
in the search result one has to traverse through different pages. 2. No shortcuts
available to access detailed information on the product. 3. The search result set
is large. 4. Many hyperlinks and contents are read out before reading out the
search result.

Recommendations. No proper guidelines were found in WCAG 2.0 which will
provide an efficient solution for search complexity. We recommend adding a new
section to WCAG 2.0 to deal with search complexities addressing the following
points:

The search option should appear right after the page title with the ’skip
to’ functionality implemented following Guideline 2.4.1 which deals with bypass
blocks to access search results readily. Advanced sort and filter options should
be provided and easily accessible. To avoid traversing through different pages,
our suggestion is to display the entire result set in one page and remove images
if necessary.
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Problems with Images and Graphics. 1. Images and graphics do not have
alternate text. 2. Graphic links cannot be accessed using the keyboard. 3. Slide
shows are difficult to manoeuvre. 4. Buttons or links in slide shows do not have
informative alternate text. 5. The whole text displayed on the image is not
conveyed through its alternate text.

Recommendations. Not much discussion is required on the solutions for the
above mentioned problems since they are already discussed in the Sections 2.1
and 2.2. By following Guidelines 1.1.1, 2.1.1 and our recommendations to these
guidelines, Problems 1–4 can be solved. Adding a new recommendation which
enforces the textual content on the image to be present in the alternate text as
well to Guideline 1.1.1 deals with Problem 5.

3 Solutions?

One cannot expect that guidelines like WCAG 2.0 with our recommendations
included will change web page design unless there is some pressure, commercial
or political, according to which the guidelines could not be circumvented. Nev-
ertheless the guidelines can serve a purpose in the presence of formal validation
methods. Clearly, lazy or careless designers can easily evade such evaluations.
But, optimistically, a badly designed web page will have few customers.

On another note, design of web pages for visually impaired persons may profit
from the necessity to put large amounts of information onto the very small
screens of mobile devices. The problems are not quite the same, but sufficiently
related.

Guidelines cannot change anything unless they are adhered to, not just in words,
but in the spirit. Much education will be required to make web designers aware
of the issues – not just to follow the guidelines, but also to anticipate potential
accessibility problems even before guidelines for them have been drawn up.

Currently we are looking at more sophisticated solutions to the kind of prob-
lems presented here. We are still uncertain what a good approach would be.
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14. Schiewe, M., Köhlmann, W., Nadig, O., Weber, G.: What you feel is what you get:
Mapping GUIs on planar tactile displays. In: Stephanidis, C. (ed.) UAHCI 2009,
Part II. LNCS, vol. 5615, pp. 564–573. Springer, Heidelberg (2009)

15. Spiliotopoulos, D., Xydas, G., Kouroupetroglou, G., Argyropoulos, V.: Experimen-
tation on Spoken Format of Tables in Auditory User Interfaces. In: Smith, M.J.,
et al. (eds.) 11th HCI International, pp. 22–27. Lawrence Erlbaum Associates,
Mahwah (2005)

16. Sullivan, T., Matson, R.: Barriers to Use: Usability and Content Accessibility on
the Web’s Most Popular Sites. In: Thomas, J. (ed.) ACM Conference on Universal
Usability, pp. 139–144. ACM Press, New York (2000)

17. Völkel, T., Weber, G., Baumann, U.: Tactile graphics revised: The novel BrailleDis
9000 pin-matrix device with multitouch input. In: Miesenberger, K., Klaus, J.,
Zagler, W.L., Karshmer, A.I. (eds.) ICCHP 2008. LNCS, vol. 5105, pp. 835–842.
Springer, Heidelberg (2008)

18. W3C: Web Content Accessibility Guidelines (WCAG) Overview (October 2012),
http://www.w3.org/WAI/intro/wcag.php

19. WebAIM: Visual Disabilities, Blindness. Web Accessibilit. In: Mind (August 2013),
http://webaim.org/articles/visual/blind

20. WebAIM: Survey of Preferences of Screen Readers Users. Web Accessibility in
Mind (January 2009), http://webaim.org/projects/screenreadersurvey/

21. WebAIM: Screen Reader User Survey 4 Results. WebAIM: Web Accessibility in
Mind (May 2012), http://webaim.org/projects/screenreadersurvey4

22. WebAIM: Web Content Accessibility Guidelines. Web Accessibility in Mind (Au-
gust 2013), http://webaim.org/standards/wcag

23. Yesilada, Y., Stevens, R., Goble, C., Hussein, S.: Rendering Tables in Audio: The
Interaction of Structure and Reading Styles. In: Jacko, J.A., Sears, A. (eds.) Proc.
ASSETS 2004, pp. 16–23. ACM Press, New York (2004)

http://mozbraille.mozdev.org/index.html
http://www.w3.org/WAI/intro/wcag.php
http://webaim.org/articles/visual/blind
http://webaim.org/projects/screenreadersurvey/
http://webaim.org/projects/screenreadersurvey4
http://webaim.org/standards/wcag


jCAPTCHA: Accessible Human Validation

Matthew Davidson1, Karen Renaud2, and Shujun Li3

1 BT, London, UK
matthew.davidson@bt.com

2 School of Computing Science, University of Glasgow, UK
karen.renaud@glasgow.ac.uk

3 Department of Computing, University of Surrey, UK
shujun.li@surrey.ac.uk

Abstract. CAPTCHAs are a widely deployed mechanism for ensuring
that a web site user is a human, and not a software agent. They ought
to be relatively easy for a human to solve, but hard for software to
interpret. Most CAPTCHAs are visual, and this marginalises users with
visual impairments. A variety of audible CAPTCHAs have been trialled
but these have not been very successful, largely because they are easily
interpreted by automated tools and, at the same time, tend to be too
challenging for the very humans they are supposed to verify. In this paper
an alternative audio CAPTCHA, jCAPTCHA (Jumbled Words CAPT-
CHA), is presented. We report on the evaluation of jCAPTCHA by 272
human users, of whom 169 used screen readers, both in terms of usability
and resistance to software interpretation.

1 Introduction

One of the blights on the web is the pervasiveness of automated software agents
that masquerade as humans to attack websites [8]. To counteract this, the
Completely Automated Public Turing tests are used to tell Computers and
Humans Apart (CAPTCHA) [16]. These are interactive tests that human users
can pass but which are difficult for software attackers to solve. We will refer to
this metric as the Easy 4 Humans, Hard 4 Software (E4H-H4S) test.

Generally CAPTCHAs are visual and consist of distorted text that users are
required to decipher. Sometimes the shape and positioning of letters are changed
(Figure 1) or background noise is added [12]. Such CAPTCHAs are often difficult
to read or easy to break using specially designed crackers, failing the E4H-H4S
test [4],[11].

Fig. 1. Example of letter shape distortion CAPTCHAS (Google & Yahoo)
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Offering only visual CAPTCHAs ignores a sizeable portion of the online com-
munity. Hence audio CAPTCHAs have been introduced: users transcribe the
characters that they hear, instead of those they see. Many have, thus far, failed
the E4H-H4S test [13,10].

The World Wide Web Consortium lists CAPTCHAs as one of the greatest
security-related problems for users who “have low vision, or have a learning
disability such as dyslexia” [2] and accommodating these users is a legal require-
ment in the UK [1]. Accordingly, we have developed a novel audio CAPTCHA
that our user study shows is usable and accessible.

The rest of the paper is structured as follows. Section 2 reviews the current
state of play with respect to audio CAPTCHAs. Section 3 then presents the
jCAPTCHA solution, and explains how it was evaluated. Section 4 reflects on
the results and Section 5 concludes.

2 Background

Suggested success rates for human users of CAPTCHAs should be around 90%
and 0.01% for automated systems [5]. Achieving this is non-trivial. Bigham et al.
[3] found that an audio CAPTCHA used to secure a high school course website
was impenetrable by any of his 15 blind students. A 2008 study into the usability
of the 8 digit audio CAPTCHA reported only a 46% pass rate. Based on a review
of the literature, three particular design aspects are pertinent: content, timing
and accessibility.

2.1 Content

Most audio CAPTCHAs require a user to hear, recognise and transcribe what
they hear. As a first step, CAPTCHAs have to make sure that the articulated
words are relatively common and easy to spell, then that the accent is easily un-
derstandable. In reality, most audio CAPTCHAs exclusively use digits to avoid
spelling errors.

Similarly to visual CAPTCHAs, audio CAPTCHAs have to resist automated
attacks. Often the digits are distorted, or background noise added, to resist
automated recognition efforts. A popular resistance method is to add format-
ted human speech, perhaps played backwards or at a different volume to the
characters of the actual CAPTCHA. This is supposed to make it harder for
automated attacks to segment the digits. Unfortunately attackers have quickly
found a way to strip this from the CAPTCHAs [6]. Moreover, composing audio
CAPTCHA clips of digits, a very limited vocabulary, weakens the CAPTCHA
unacceptably [15].

Using words increases the size of the vocabulary which makes CAPTCHAs
harder to decipher automatically [15]. Language-based speech recognition tools
have adapted by making use of contextual clues to ease the attacking process.
They examine articulated words in context and identify a word by using both
the audio characteristics of the word itself and the probability of such a word
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occurring, given the surrounding words. Contextual clues within phrases ease
recognition for humans too [14].

Using words unfortunately re-introduces the spelling issue. One way of ad-
dressing this is to relax the exactness requirement. Non-exact matching will
assist humans but not necessarily improve the success rates of automated at-
tacking systems [15] so this is a technique that would be worth considering to
improve E4H.

2.2 Timing

The duration of audio CAPTCHA clips usually ranges from 3 to 25.1 seconds.
Solving may well require multiple replays of the clip. The previously reported
solve time is 65.64s [10]. Using radio clips to form the audio CAPTCHA could
reduce the solve time to only 35.75s . Using words instead of nonsense characters
also decreases the solve time since the context assists recognition [10],[14].

2.3 Accessibility

CAPTCHAs require the user to enter an answer in a text box. Screen reader
users are disadvantaged as they do not have access to their problem source whilst
entering their answer, ergo, the answer must be entered from memory. Screen
reader users have likened this to having visual CAPTCHAs with the problem
image and answer text box on different webpages. Playing the audio clip also
usually requires leaving the text entry field. The screen reader will normally
narrate the page contents as the user navigates to the playback controls, and
can then can talk over the audio CAPTCHA, inadvertently confusing the user.

3 jCAPTCHA Evaluation

In proposing a new kind of CAPTCHA we have attempted to address content
and timing by using words derived from public media (to improve usability),
and to design specifically to accommodate screen readers.

jCAPTCHA is an audio CAPTCHA that uses words as content out of context.
As such, they rely on grammatical noise to fool language model-based speech
recognition tools. The presence of grammatical noise avoids the need for further
noise to be added to the audio clip. Therefore the answer can be ‘hidden in
plain sight’ allowing humans to have a pleasant and straightforward experience
in solving the jCAPTCHA but rendering current automated speech recognition
tools unreliable.

The jCAPTCHAs were generated by manually concatenating audio clips from
publicly available media to construct unusual phrases. The text used for the
jCAPTCHAs can be viewed in Table 1.
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Table 1. jCAPTCHA ID with the expected answer text

ID jCAPTCHA text ID jCAPTCHA text

1 very impressive helping hand 2 in britain vanilla look like

3 move on completely silent 4 into the water slightly forward

5 silent industry lift days 6 lift dinner push beauty

7 prize electric car ages 8 push food list guests

9 prize days screw push 10 bone fitness age glorious

An evaluation webpage that allowed users to solve the ten jCAPTCHAs was
implemented. High contrast colours were used and extraneous html elements
removed to improve screen reader navigation and control. Bespoke user controls
were offered to visually impaired users allowing them to transcribe jCAPTCHAs
without needing to switch back and forth between media controls and the text
entry field. Screen reader users use the ‘full stop’ key to play the audio file while
the text field is active, and use the standard alphanumeric keys to enter their
answer during or while the audio is playing.

The evaluation follows a design very similar to other studies assessing the
usability of CAPTCHAs [7],[10],[13]. To accommodate human error or spelling
mistakes, a Levenshtein distance [7] of two was allowed when judging the cor-
rectness of an answer. For the purpose of this experiment a distance of one was
allowed for each word, with a possibility of one word being completely incorrect,
whilst the answer as a whole still being judged as correct. Therefore in the an-
swer to a 5-word jCAPTCHA 4 of the words must have at most a Levenshtein
edit distance of one. The edit distance was chosen to allow for differences in
pluralisation of words and typos, without accepting majorly different phrases.
By evaluating, we wanted to answer the following questions:

– What is the success rate of jCAPTCHAs (i.e. can users comprehend them?)
– Is the experience more enjoyable for users compared to other audio CAPT-

CHAs?
– How long does it take to solve?
– Do the embedded controls ease the process?

The evaluation involved the following steps:

1. Demographic Questionnaire, to collect name, email address, age range, visual
impairments, use of screen reader, IT expertise, hearing problems, other
disabilities and spoken languages.

2. An initial training was given to allow participants to familiarise themselves
with use of the site and solving jCAPTCHA.

3. Ten jCAPTCHAs were presented, one at a time. The users listened to an
audio clip and attempted to type the words that they heard. Participants
were then given the expected answer along with their own answer, as well
as an indication of whether their answer was deemed close enough to the
expected answer to have been accepted.

4. An exit questionnaire to gather satisfaction ratings and to collect additional
comments.
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After obtaining ethical approval, participants were recruited using social me-
dia and advertisements within the visually impaired community (talking newspa-
pers and blind institutions). Respondents used the website with their traditional
web-browsing set up, with or without screen readers.

3.1 Evaluating E4H (Easy 4 Humans)

272 individuals (173 Male, 96 Female, 3 Undisclosed) participated (138 aged
between 18 and 30, 72 between 31 and 50 and 55 were 51 or over; 7 participants
chose to not disclose their age range). 169 participants used a screen reader
whereas 103 did not.

A number of user behaviours were monitored on the answer pages of the
experiment. Time taken to submit an answer to each jCAPTCHA 1, key presses
on input box and number of plays of jCAPTCHA audio were recorded. These
measurements can be used to determine the process the user went through when
typing their answer (multiple changes to words, misspellings, multiple plays,
etc.).

Figure 2 shows the time taken to submit an answer for each jCAPTCHA with
and without a screen reader. The mean time was 27.12 seconds. This measure-
ment includes the time taken to load the page, listen to the audio at least once
and to submit an answer. The graph also shows the success rate for users with
and without a screen reader.

89 of the 103 non-screen reader users found jCAPTCHA easy to use. One
non-screen reader user reported that they ‘were frustrating to use, would rather
use normal way of doing it’. Luckily this was the only participant to express a
purely negative opinion on the jCAPTCHA system.

139 of 169 screen reader users felt that jCAPTCHA was easy to use. Most
users went on to say that the idea was much easier than alternatives. 22 of
169 users commented negatively about the clarity of the words in the audio
clips. Common problems were the rate of the words in the audio or the pitch.
A small number wanted the word segmentation improved, or wanted the speech
rate slowed down. The general consensus from participants was mostly positive
except for these issues.

3.2 Evaluating H4C (Hard 4 Computers)

Traditionally a paper that introduces a new security mechanism would include a
summary of its resiliency against attacks. The robustness of the technique could
be demonstrated by showing an expression of the entropy of possible solutions or
by attacking the CAPTCHA. The results of a brief evaluation of freely available
ASR tools is offered but these do not simulate a motivated CAPTCHA breaking
attempt.

1 The time used in the calculation is measured server side. It is a measure of the time
(in seconds) from the page being sent until the answer is received.
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Fig. 2. Timings and Pass Rates

Two popular dictation programs (Dragon: Naturally Speaking2 and iSpeech3)
were used to test the resilience of jCAPTCHAs to automated software interpre-
tation. The dictation software was first calibrated using clips of the same speaker
for 31 words or phrases. The dictation software then attempted to interpret each
jCAPTCHA. The responding transcription was manually recorded and evaluated
for correctness using the same metric as used for participants.

Two of the 10 jCAPTCHAs were correctly interpreted: jCAPTCHA 4 was
a perfect match. jCAPTCHA 5 was partially solved, with two words correctly
identified and the Levenshtein edit distance [9] permitted the word ‘gift’ instead
of the expected ‘lift’.

jCAPTCHA 4 is, in hindsight, a suboptimal phrase since the word order could
feasibly be used in normal conversation. It thus fails to meet the intended design
goals. In the case of jCAPTCHA 5, the software submitted five words for the four
word jCAPTCHA. Future heuristics for judging the correctness of the jCAPT-
CHAs should limit the number of possible words submitted in given answers,
else multiple homonyms could be entered and used to break the jCAPTCHA.

4 Discussion

jCAPTCHAs approach the desired 90% pass rate [5]. However, it should be
acknowledged that these jCAPTCHAs only use one speaker, and the results

2 http://www.nuance.co.uk/dragon/index.htm
3 www.ispeech.org
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may well differ if multiple speakers, accents and languages are employed in the
audio clip formation stage.

The pass rate for all visually impaired users is 83.78% which is a remarkable
improvement on the 46% pass rate given in [13]. It should be noted that Sauer’s
experiment [13] used a much smaller sample size (6) and ages were between 28
and 54, so the results may well be a worst-case scenario. The pass rate for reCAP-
TCHA is 70% [15] but for this study no demographic information was reported.
The mean answer submission time for screen reader users (31.46 seconds) is
slightly faster than the reported time of 35.75 seconds in [10]. Only 10 screen
reader users participated in the Lazar study whereas 169 participated in this
study, making it difficult to conclude definitively which is the faster. Moreover,
Lazar does not describe the method for recording answer times, it may only have
measured time spent between the page having loaded and the answer message
being sent to the server which would shorten the given time compared to the
timings collected in our study. The mean answer submission time for non-screen
reader users is 20.35 seconds, similar to the reported time of 22.8 seconds in [10].
It is likely that jCAPTCHAs do not offer significant improvements in answer
submission time compared to radio clip based CAPTCHAs [10].

Before jCAPTCHA can be advanced as a viable alternative CAPTCHA a
system needs to be created that can generate jCAPTCHAs automatically. To
do this a corpus of audio clips and a reverse language model need to be created.
The system should be tested with specially configured audio recognition toolkits
to ensure that the words and ordering are resilient to more rigorous attacks.

5 Conclusion

The concept of a CAPTCHA was introduced and the accessibility issues ex-
plored. We then proposed a new, more accessible CAPTCHA called jCAPTCHA.
We presented the results of our evaluation, which included participants using
screen readers as well as those without visual impairments.

The results show that jCAPTCHAs are moderately resistant to recognition
by off-the-shelf audio recognition programs. The jCAPTCHAs should be tested
more rigorously with use of a toolkit that has been customised to recognise
the types of clips used in the CAPTCHA. These jCAPTCHAs utilised only
one speaker. Future jCAPTCHAs should use multiple speakers, accents and
languages in order to diversify the vocabulary and thwart automated attacks.

The CAPTCHAs were created by hand, and, as such, it is not possible to
give the entropy of all possible generated jCAPTCHAs. Given an automated
system we would need to carefully consider how likely a training based attack
can be developed. At this point we could then express the limits of the generation
algorithm. If jCAPTCHA were ever deployed in the wild, it is predictable that
attackers and defenders would enter a cat and mouse game of creating, updating
and breaking the language models employed.
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Abstract. The European Internet Inclusion Initiative (EIII) presents a
new approach by combining the benefits of automated and user testing in
order to improve both the quality and the coverage of evaluation results.
This paper provides an overview of the challenges posed by online acces-
sibility assessment and outlines the initial steps towards the combination
of automated and user testing in the form of crowd sourcing.

1 Introduction

The Internet has been a great success over the last 25 years. In the beginning,
it seemed hard to believe that people with disabilities would use the Web but
Accessibility soon emerged as a mainstream topic.

The formation of the W3C Web Accessibility Initiative (WAI) led to the cre-
ation of the Web Content Accessibility Guidelines (WCAG) 1.0 in 1999. Soon
afterwards the first automated tools (such as Bobby approved or Cynthia says)
emerged. Although the tools could identify only a fraction of all potential acces-
sibility issues in a web site, they became quite popular as they met the need to
develop a big picture of web accessibility with less effort than expert evaluation.

As the Web grew, policies like legal obligation to create accessible (public) web
sites and regular monitoring were introduced. With more content, new devices
and technologies, the guidelines and approaches for evaluation and monitoring
have also evolved. Algorithms are more sophisticated so that automated tools
can check more aspects. WCAG 2.0 offers a clearer understanding of good prac-
tices and common failures. Computing power and bandwidth allow large scale
monitoring. Manual evaluation schemes have also evolved, such as the Unified
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Web Evaluation Methodology (UWEM)[6] and the W3C Website Accessibility
Conformance Evaluation Methodology (WCAG-EM) 1.0 [7]. There also exist
several national evaluation methodologies, such as the Dutch Webrichtlijnen,
the Norwegian Kvalitet p̊a nett, or the German BITV-Test.

Both the automated and manual approach have their advantages and limi-
tations. While automated testing can process many pages in a short time and
yield repeatable results, manual evaluation can produce detailed and accurate
reports for a small number of pages and instances. Building on the advantages
of both approaches, the EIII project is developing a methodology and an im-
plementation that will allow user input to complement automated accessibility
evaluations. Thus reaching a broader coverage of web sites as well as a deeper
insight.

2 Related Work

The idea of combining automated and user testing has been suggested before.
A first simple approach was the presentation of “warnings”: The tools highlight
areas that might contain an accessibility problem and leave the decision to the
user. Later on, tools (such asWalidator [5]) prompted users to enter their findings
and presented them together with the automated WCAG 1.0 evaluation results
for the web page. Naftali and Clúa [2] discuss the general challenges arising
when combining evaluation results from different sources including false positives
in tools results, variability among results produced by (different) humans, and
noise introduced by less experienced evaluators. But to our knowledge there are
currently no tools that combine automated and user testing results based on
WCAG 2.0.

For automated accessibility testing EIII builds on the experience from the
European Internet Accessibility Observatory (EIAO) project [1], which delivered
the first open source application for large scale web site evaluation and the
eGovMon project [3] which implemented large scale WCAG 2.0 evaluation. These
applications provide a system architecture to handle a large number of web sites,
including the sampling and downloading of the individual web pages and the
storage and retrieval of the collected accessibility data.

Methodologies for expert evaluation describe procedures to produce reliable
and repeatable results. EIII draws on the lessons learned from UWEM, a first
harmonised methodology for web accessibility evaluations according to WCAG
1.0 and experiences from national evaluation methodologies. The currently de-
veloped WCAG-EM also provides helpful input on sampling and reporting,
although individual tests are not covered.

3 The EIII Approach

EIII is developing a methodology to combine results from different sources to
overcome the shortcomings of the individual evaluation approaches.
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Fig. 1. Tool supported user testing of images

3.1 Challenges and Potential Solutions

Automated checks can run quickly and produce a large volume of evaluation
results. The combination with human input poses theoretical challenges: How can
different types of results be combined so that the human input is well represented
in the overall results? And practical challenges: How can people be empowered
and motivated to carry out manual checks of web accessibility?

The EIII User Testing Tool (UTT) is designed with a low threshold for partic-
ipation. Users don’t need to be accessibility experts as they are guided through
the testing procedure. The UTT directs their attention to objects to be exam-
ined and provides clear and easy to understand questions. The UTT also takes
care of the sampling of web pages and the selection of elements that require
human judgement.

The mission of EIII is to work not only for persons with disabilities but
with them. The UTT interface is designed to be accessible so that many people
can contribute. This will help assure a reasonable coverage of devices, assistive
technologies, and client software. In this way crowd-sourcing techniques can be
used to collect input from users. EIII will draw on previous experiences from
crowd-sourcing, for instance the Norwegian Rett fram project, which focuses on
making public services accessible for families with disabled children, and the
project Lavterskel IKT for eldre which offers ICT training for the elderly.

3.2 Towards an Implementation of the EIII User Testing Tool

When the automated accessibility checker is applied to a web page, the tests can
produce three different results, namely: pass, fail or to be verified . The to be
verified results are the input to the UTT.

Figure 1 illustrates how images and their corresponding texts can be assessed.
First the tool determines the applicability and extracts the relevant information
from the page. In this case, it identifies the images and extracts any existing
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alternative text. A missing text alternative – in this case on an image that
is the only content of a link – will lead to a fail report without further user
interaction. The tool can also apply heuristics [4]. In the example a suspicious
text alternative is detected (text starting with “Foto:”). The user has the option
to revise the heuristic results. The main task of the user is to answer questions
about instances that automated checking can not decide. In this case the user is
asked to verify if the alternative text describes the corresponding image.

4 Outlook

The EIII system and UTT described in this paper will be used to collect and
compare accessibility data for public web sites in three European countries:
Norway, the Netherlands, and Italy. Coverage of countries will be extended as
the approach is refined. The first results will be published in fall 2014.

Plans for future development include adding different perspectives to the UTT
interface: the expert evaluator, the visitor, the evaluation commissioner, or the
web developer. The EIII system will not only support user testing but will also
provide an API to import test results from other tools or even integrate other
accessibility evaluation tools directly.

Acknowledgements. The EIII project (http://eiii.eu) is co-funded by the
European Commission under FP7 Project no.: 609667.
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Abstract. The paper gives a short overview on the topic of Massive Open On-
line Courses and providers of MOOC infrastructure. Selected MOOC-platforms 
are reviewed for accessibility with different set-ups of common screen-reading 
software and browsers. No platform was fully accessible, most lacked correct 
language markers and an accessible design. The results show that accessibility 
was not in focus when the platforms where built, thus excluding impaired 
people and not fulfilling the claim that MOOCs are open to everyone. 

Keywords: Accessibility, MOOCs.  

1 Introduction 

The term “MOOC” is an acronym for Massive Open Online Courses. Extensive pub-
lications, often with an enthusiastic undertone, described MOOCs as “a revolution” 
and “the future of learning” [1]. The New York Times declared 2012 to “The year of 
the MOOCs“[2]. The idea which fascinated the authors was the availability and easy 
access to lectures. Knowledge, open and accessible to everyone, is an alluring idea? If 
MOOCs are really meant to be open for everyone, they have to fulfill many different 
requirements, even in terms of accessibility. The subject of the scientific research on 
MOOCs was mainly the didactic methods (or their absence thereof) [3]. Sanchez-
Gordon and Luján-Mora investigated the accessibility of MOOC for elderly students 
[4], but until the time this paper was written, no publication on the accessibility of 
MOOCs for disabled persons has been released.  

2 Definition and History of MOOCS 

The term MOOC was introduced by Dave Cormier in 2008 as a response to an online 
course, in which the massive number 2,200 participants from the general public 
enrolled [5,6]. A typical MOOC has no on-site attendance and is solely held online. It 
consists of a mix of video lecturing and online tests. In 2011 Stanford Professor Se-
bastian Thrun held an open online course on artificial intelligence. 160,000 people 
enrolled, triggering extensive media coverage. Within a few weeks, two more 
MOOCs were launched by Daphne Koller and Andrew Ng. Due to the high number of 
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participants, Thrun, Ng and Koller suspected a broader demand for knowledge. They 
founded the companies “Udacity” and “Coursera”, which act as providers for infra-
structure and aspire to partnerships with universities, which are to deliver the content. 
Media started an extensive coverage on MOOCs in 2012. In Germany and other  
European countries media coverage started with a delay in early 2013, when other 
companies started to provide platforms for MOOCs and searched for partnership with 
universities. Examples are “P2PU” (UK), “Iversity” (GER), “Open MOOC” (Spain) 
or “Futurelearn” (UK). Potential revenue sources are fees for participation or certifi-
cation, applicant screening, employee recruitment or sponsorships.  

3 Methodology 

In our research, we attempted to examine whether a MOOC-platform is accessible in 
real life, or if there are “show stoppers”. We intentionally did not check the platforms 
against the W3C-catalogue with recommendations for accessibility. We opted for 
protocol observation as our research design. A blind test person familiar with our test-
setup was given the URLs of the MOOC. The assignment was to register to the plat-
form, then select and enroll to a random course. The experiment was stopped the 
moment the person ran into a situation in which proceeding without help by a non-
impaired person would have been impossible. The tests took place on November 5th, 
2013. Our intent was to examine the most successful platforms both in the US and in 
Germany. Since the numbers of active users were and still are hard to obtain, we 
opted for the number of courses offered as criteria. This led to the choice of Udacity, 
Coursera, edX (USA) and OpenCourseWorld and Iversity (Germany). 

For our research we chose two setups of hard- and software. The configurations 
represent the most widespread aids for blind people, which means Microsoft Win-
dows, the screen reading software JAWS and Internet Explorer as browser [7]. Alter-
native browsers, such as Mozilla Firefox, suffer from incompatibilities with JAWS. 
Our test setup consisted of two computers with common, every day configurations 
derived from the survey: 

• Configuration 1: Notebook running Windows XP, Internet Explorer 8, Java 7 and 
JAWS 11.0 

• Configuration 2: Notebook running Windows Vista, Internet Explorer 8, Java 7 
and JAWS 9.0 

4 Results 

4.1 Coursera1 

The start page identified Internet Explorer 8 as outdated. It displayed a message with 
the recommendation to update to an actual browser. Even though this is a good  

                                                           
1 https://www.coursera.org 
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advice, it was not possible for technical reasons. We were unable to access the  
platform and had to stop the experiment at this point. 

4.2 Udacity2 

The start page lacks the tags which sets the screen reader software to the appropriate 
language. Since our test setup was running in another language, the JAWS started to 
read English texts using German pronunciation. The result was incomprehensible, 
thus making the platform inaccessible for the visual impaired. 

4.3 edX3 

The start page contained the correct mark-up for English speech. All graphics were 
provided with correct descriptions. The registration page contained an invisible but, 
with a screen reader, accessible message indicating that the installation of a special 
plug-in for rendering formulas could be useful – a thoughtful hint. The learning con-
tent in our sample course consisted of inaccessible PDFs. With Configuration 2, it 
was impossible to log out.  

4.4 OpenCourseWorld4 

The landing page included three landmark roles for the banner, the main and the con-
tent area. Unnecessary was a constantly changing element which did nothing more 
than rotate banners, but delivered a massive distraction to the screen reader in confi-
guration 1. The course directory was hard to understand because all metadata were 
condensed into one, long link. After completing the user profile, the platform led to a 
page with half a dozen frames and many unnamed buttons. Further navigation was not 
possible. 

4.5 Iversity5 

The home page of iversity lacked correct language markers, which made test configu-
ration 1 read the German text with English pronunciation, rendering the page almost 
unusable. Test configuration 2, with the older version of JAWS, read and spoke Ger-
man text correctly, but English words in a German text were not marked as such and 
thus pronounced as German. Pictures did not have a meaningful description. The 
registration via mail and password did not work for the duration of our test. 

                                                           
2 https://www.udacity.com 
3 https://www.edx.org 
4 http://opencourseworld.de 
5 http://iversity.org 
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5 Conclusion 

From the five examined MOOC-platforms only one was accessible with our real-life 
test-configurations for visually disabled persons. Nearly every platform tested suf-
fered from technological shortcomings. The only platform which proofed accessible 
was edX, which was also the only open source software in our test sample. During an 
extended post-test in February 2014, the outcome was the same, despite the fact that 
iversity and Open Course World had been relaunched in the meantime. Even with 
Windows 7, JAWS 13.0 and Internet Explorer 11 the problems remained. This leads 
to the conclusion that MOOCs, despite their promise to be open to everyone [8], cur-
rently exclude visually impaired people. This finding is backed in December 2013 by 
Professor Wenju Wu of Beijing University, who claimed “Regarding accessibility, we 
think most MOOC framework hasn´t given consideration to that” [9].  
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Abstract. Since the inception of Massive Open Online Courses (MOOCs), mil-
lions of people have benefitted from their provided content. Yet, the question 
we need to ask is: how accessible are MOOCs especially to the Visually Im-
paired People (VIP)? In this paper we look thoroughly into the accessibility 
problems VIP face while using one of the well-know MOOCs environments 
(Coursera.org) and provide some recommendations to improve its accessibility. 

Keywords: Accessibility, WCAG, MOOCs, e-Learning, Screen readers, 
Blinds.  

1 Background and Related Work 

According to World Health Organization (WHO), there are about 39 million people 
who are totally blind among 285 million people with visual impairment. Visual im-
pairment people (VIP) use different assistive technologies (ATs) especially screen 
readers and screen magnifiers that help them access the web. However, there are still 
a number of difficulties a VIP faces when using such ATs to browse the web; these 
problems might come from the ATs or from the website itself. The studies in [2,3] 
compared the time visually impaired and non-visually impaired need to complete a 
task. The results showed that VIP using screen readers needed triple amount of time 
in comparison to non-impaired people. In both cases the VIP have faced difficulty 
accessing an application and its content.  

In educational environments, such as Learning Content Management Systems 
(LCMS), VIP often encounter difficulties when accessing courses' websites. Both 
ATs and resources need to be accessible, thus VIP can overcome the accessibility 
problems they face to reach the required learning content [4]. 

For VIP, distance learning, e-learning and MOOCs are considered good choices to 
improve one's education. They have opened the doors for learning to many people 
around the world, even VIP; they offer courses which can elevate one's knowledge in 
many ways. MOOCs are like any other online courses; they have syllabi, resource 
materials, activities, assessment quizzes, and discussion forums. All of these compo-
nents need to be accessible for VIP, which raise the importance of implementing  
accessibility in such systems by web developers.  
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Accessibility of Learning Management Systems (LMS) for people with disabilities 
was discussed in few research. For instance, [7] evaluated accessibility of four LMSs: 
Blackboard 4, Blackboard 5, Prometheus 4, and WebCT 3.0 using W3C/WAI guide-
lines. Its findings indicate that LMSs are continually improving, but they still need 
more work to comply with Priority 1 of the W3C/WAI guidelines. Moreover, [8] 
evaluated the accessibility of LMSs' tools. The results showed that there is no one 
correct application that complies with WCAG guidelines and specifications; thus it is 
important to adopt a design for all methodology which can make tools adaptable to 
each user separately.  

From this brief overview, we can see that MOOCs accessibility have not been stu-
died before for VIP. Therefore, in our paper we aim at contributing to this domain by 
conducting accessibility evaluation of MOOCs. The MOOC environment we choose 
for this case study is Coursera.org. Coursera1, with about 4.4 million students and 420 
courses presented by about 84 universities around the world, is considered one of the 
leading MOOCs environments nowadays [5]. 

2 Evaluation Design 

This section describes the two evaluation approaches we used with Coursera.org, 
namely: user testing and heuristic evaluation. At first we explain the evaluation objec-
tives for each approach, followed by the evaluation environment, the selected courses, 
and the evaluation method for each. 

2.1 Evaluation Objective 

This study aims to evaluate Coursera accessibility, using two methods: (a) VIP evalu-
ation with the assistance of screen readers. This approach focuses on accessibility in 
general and tries to analyze problems VIP face when performing and completing 
mundane tasks e.g. course enrollment. (b) Heuristic evaluation, which is a test per-
formed by experts to evaluate the interface of a website according to a recognizable 
set of principles [9]. Therefore this study aims at assessing the compliance of Course-
ra’s different courses with W3C and WCAG 2.0 through manual examination which 
helps to assure that web content is more accessible to people with disabilities. 

2.2 Evaluation Environment 

This study was conducted on Courseras’ English interface and carried out on devices 
running Microsoft Windows 7, Mac OS X 10.8.5, and iOS7. As for the web browsers: 
IE9, Mozilla Firefox, and Safari were used with two screen readers: Window’s  
NonVisual Desktop Access (NVDA)2 and Mac's OS preinstalled VoiceOver.  

                                                           
1 https://www.coursera.org/about 
2 http://www.nvaccess.org/ 
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In this experiment, NVDA was used with IE on a desktop that runs Microsoft 
Windows 7. VoiceOver was used with Safari on an iPhone, which runs iOS7 operat-
ing system. The expert evaluation was carried out on Firefox with the help of several 
accessibility add-ons to facilitate the process of conforming to specific guidelines. 
The add-ons include: WAVE Toolbar 1.1.63, WCAG Contrast checker 1.4.34 and 
Accessibility Evaluator Toolbar 1.5.7.15. 

2.3 Evaluation Methods 

For a sufficient user evaluation, an expert as well as user experience must be taken 
into consideration. So, our method of evaluation tried to combine these two angles 
together. Based on W3C evaluation methodology, and using other evaluation studies 
[10,11], we first chose a set of essential tasks to be evaluated. These tasks are  
important in joining a course in MOOCs.  The tasks evaluated are presented in Fig 1. 

As for the heuristic evaluation, two accessibility experts used WCAG guidelines 
checklist and semi-automated tools to perform the evaluation. 

 

Fig. 1. Tasks Evaluated 

2.4 Heuristic Evaluation Method 

In this evaluation we selected 10 different Coursera courses from different universi-
ties that were open for enrollment at the time of the study. All the courses were in 
English and cover variety of subjects including: information, technology & design, 
business & management, engineering, arts, humanities, medicine, biology & life 
sciences, education and physics. In the evaluation process, each course in the dataset 
was manually checked in order to confirm its compliance with WCAG 2.0 guidelines. 
The used checklist inspects 105 accessibility problematic issues within 12 guidelines, 
which are classified under four main principles: perceivable, operable, understanda-
ble, and robust. Each guideline has a set of Success Criteria (SC) or requirements to 
be fulfilled with different priority levels: lowest A to the highest AAA6. 

                                                           
3 http://wave.webaim.org/ 
4 https://addons.mozilla.org/en-us/firefox/addon/ 
 wcag-contrast-checker/ 
5 https://code.google.com/p/accessext/ 
6 http://www.w3.org/WAI/intro/wcag.php 
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However, some SC needs the assistance of a semi-automated tool to determine the 
contrast level between foreground and background of different elements in the web 
page like the SC 1.4.3 Contrast (Minimum): “The visual presentation of text and im-
ages of text has a contrast ratio of at least 4.5:1 (Level AA)”. Moreover, accessibility 
toolbars were used to help facilitate confirming other SC by: (1) listing different com-
ponents and their properties or (2) disabling the stylesheet to determine the text  
sequence within the page. 

2.5 User Evaluation Method 

In this experiment, two blind females and one male took part in the evaluation. All of 
them are good at English and use computers efficiently. The first female and male 
have been totally blind since they were born. The second female is an accessibility 
and IT expert who is not blind but was blind-folded and turned the computer screen 
off to simulate blindness.  The two blind participants have been chosen as representa-
tive of any blind individual who needs a screen reader to use Internet applications. 
The main criteria we focused on when choosing the participants to test MOOCs ac-
cessibility, where knowledge of English and ability to use screen readers to browse 
the web. 

The experiment aimed at testing how VIP can complete a predetermined set of 
specific tasks on MOOCs by using screen readers independently and identify prob-
lems they face. The accessibility and compatibility issues participants faced have been 
recorded. 

Each participant was given a list of previously set tasks which are essential for 
enrolling in Coursera courses and browsing the course content. The tasks are shown 
in Figure 1. To conduct the experiment in the best way, participants fulfilled the tasks 
independently without any help of technicians or accessibility experts. Then, each of 
the participants commented on the success of the tasks completion and on any  
difficulty faced while performing the tasks. 

3 Evaluation Results 

3.1 Heuristic Evaluation 

The results of the heuristic evaluation of ten Coursera courses with respect to WCAG 
2.0 showed that all the courses failed to confirm with all priority levels (A-AA-AAA). 
Table 1 shows the number of open issues in each course along with the level of confor-
mity for each priority level. The open issues rates varies between 23 and 34 out of 105 
testable SC. Whereas the level of conformity of level A was the highest among other 
levels (70%-84%), showing that the minimum level of conformance is highly achieved 
compared to other levels. Whereas level AAA is the lowest in conformance with a rate 
between (56%-69%), since it depends on the conformance of level A and AA. 
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Table 1. Number of Open Issues in Coursera Courses 

Course / University A AA AAA Open issues 

Online Games: Literature, New Media, and Narra-
tive / Vanderbilt University 

78% 78% 56% 30 

Plagues, Witches, and War: The Worlds of Histori-
cal Fiction / University of Virginia 

76% 69.6% 59% 32 

Design: Creation of Artifacts in Society / Universi-
ty of Pennsylvania 

82% 74% 68.75% 25 

Bioelectricity: A Quantitative Approach / Duke 
University 

78% 74% 62.5% 29 

Synapses, Neurons and Brains / Hebrew University 
of Jerusalem 

82% 74% 68.75% 25 

Drug Discovery, Development & Commercializa-
tion / University of California, San Diego 

78% 82.6% 68.75% 25 

Experimental Genome Science / University of 
Pennsylvania 

78% 74% 59% 30 

Neural Networks for Machine Learning / Universi-
ty of Torronto 

84% 78% 69% 23 

Blended Learning: Personalizing Education for 
Students / New Teacher Center 

70% 74% 59% 34 

Writing in the Sciences / Stanford University 80% 74% 62.5% 28 

Average 79% 75% 63% 28.1 

In the following, we present the most common failed SC found in the evaluation 
among courses based on their priority level. 

Level A. One of Coursera's fundamental features is its video lectures. However, even 
with all the courses providing text transcripts of their videos, they have failed to fol-
low guideline 1.2.3, which assures that time-based media must have written text or 
audio description to allow VIP to understand audio-visual material. This failure is 
extended to guidelines 1.2.5(AA), 1.2.7(AAA) and 1.2.8(AAA) that deal with  
extended audio description. 

Another commonly failed guideline is 1.3.1 that focuses on presenting information, 
structure and relationships of a content programmatically. It was noticed that some of 
the authors would neglect marking up appropriate headings and use instead other 
properties such as underline or bold HTML tags, while others would not use appro-
priate HTML tags when creating lists, instead they would add a dash or a number to a 
list item. On the other hand, special texts e.g. citations or long quotations are not 
marked up with their appropriate HTML elements which make reading long lists of 
syllables a hard task for a VIP. Moreover, most of data tables have missing titles and 
summaries. 

The evaluation showed that Coursera’s video lectures page violate 2.1.2 guideline 
that assures a user cannot be trapped when using the keyboard only. However, our 
tester has found that the video lecture captures the keyboard focus without advising 
the user in advance about a way to exit such a situation.  
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Skip links for repetitive blocks of information were absent in the evaluated 
courses, which did not fulfill the guideline 2.4.1 that aims at facilitating user naviga-
tion within a web page. It was also noted that some courses' authors fail to provide 
titles of web pages that describe the topic presented (SC 2.4.2). 

Furthermore, in concern with web pages readability, none of the courses had a  
correct language declaration in every page which fails to fulfill guideline 3.1.1. 

Level AA. According to guideline 1.4.3, the contrast ratio between the front and the 
background colors should be at least 4.5:1 that applies to all text, borders around input 
fields and texts in information graphics. However, having a button in the courses 
would violate this guideline along with its enhanced version in guideline 1.4.6 
(AAA). 

With respect to guideline 1.4.4 about defining font sizes in the CSS in terms of % 
or em, results showed that all the courses failed to use such measurements which are 
important to implement, in order to assist VIP’s readability that depends on the  
enlargement functions of the browser. 

Some courses did not fulfill guideline 2.4.5, regards providing multiple ways to 
access an element of content either by a search function or a sitemap. The search 
function was present in most of the courses, but none provided a sitemap. 

Level AAA. Concerning guideline 1.4.8 related to the visual presentation of blocks of 
texts, Coursera platform fails to provide a mechanism for the user to select foreground 
and background colors in this case. Moreover, it was noticed that the width of text 
blocks are more than 80 characters and line spacing within paragraphs are larger than 
1.5. It also failed this SC by the inability to scale-up these texts to read them without 
the need of horizontal scrolling. 

Another noticeable issue found from some course providers is that links' texts 
alone do not identify the purpose of these links. For example, some uses the URL as a 
text of the label, or use a single word that is insufficient to convey the content of the 
link, which defies guideline 2.4.9. 

Moreover, in readability of the text content, observations showed that courses 
lacked an explanation of unusual words presented in the content. Unusual words such 
as technical terms were not linked to a glossary or other mechanism to describe their 
meanings which defies guideline 3.1.3. Additionally, abbreviations were not  
explained in a glossary or were marked-up with appropriate tags such as <abbr>. 

3.2 User Evaluation 

The users, as mentioned previously, were two blinds and a sighted person who was 
blind-folded. The blindfolded test subject was added to confirm whether the barriers 
faced by the other subjects exist due to accessibility problems rather than language 
barrier.  The accessibility problems participants faced when using MOOCs were 
analyzed and the results from the three participants were compared. All the users  
have reflected on their general satisfaction with MOOCs; however, the accessibility 



 A First Look into MOOCs Accessibility 151 

 

difficulties they all faced are similar. Although tasks were fulfilled, the participants 
identified specific accessibility problems when completing the tasks.  

The problems are as follows: 

1. No assistance was available for the VIP in the text input control; 
2. Pages refresh and new pages open with no notification; 
3. Instructions for registering in a new course were difficult to understand by the  

participants; 
4. Text alternatives did not include well described text or were read incorrectly by the 

screen reader; 
5. When there is an error, no messages are given for correction or termination; 
6. There was no alt text in the images linked to other websites; 
7. Using keyboard was difficult to reach some functions; 
8. Using heading inappropriately conflicted with screen readers; 
9. It was not compatible with mobile browsers. 

In one hand, we have to highlight the fact that most of the required tasks were  
fulfilled. Nevertheless, there were yet some accessibility problems that faced the users 
and impeded the use of Coursera. 

4 Recommendation and Conclusion 

In this study, we evaluated the accessibility of one of the well-know MOOCs envi-
ronments from two different perspectives: users as well as experts. We have resolved 
that Coursera still have limitations regarding accessibility to screen readers' users. 
Also, it failed to conform to WCAG 2.0 guidelines. 

Based on the outcomes of our evaluation, we suggest a set of recommendations to 
enhance Coursera accessibility and reduce the difficulty faced by visually impaired 
when using its courses. The recommendations target courses’ authors as well as  
Coursera platform. The following suggestions are aimed at the course author: 

1. Information presented needs to be divided into small and easily understandable 
pieces using appropriate layout elements, such as headings. 

2. Text alternatives must be available for any non-text content, whether an audio or 
text description. 

3. Form input labels in quizzes and assignments should have descriptive labels for 
easier understanding by VIP. 

4. In quizzes, authors should indicate fill-in blanks in a question instead of using mul-
tiple underscores (__), otherwise the screen-reader will not notify the user about 
them. 

5. Links, tables and images are among content elements that need to have descriptive 
alternatives. 

On the other hand, the following are recommendations for Coursera platform to take 
into consideration for more accessible content: 
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1. The platform should provide an authoring tool to ensure that the content is  
compatible with A, AA, or AAA levels of WCAG 2.0 guidelines. 

2. The student should be able to change some interface features regarding  
auto-saving, colors, font size, etc. 

3. There should be Input Assistance tools to help VIP correct mistakes and avoid 
them. 

4. There should be substitutions for time-based media. 
5. Search options in headings, lists, and tables should be allowed. 
6. Keyboard focus indicator should be visible. 
7. There should be a mobile version that fits the mobile screen size. 
8. The platform should provide a mechanism or help to allow the user to perform the 

quiz within a video lecture, as a sighted person would do. 
9. The platform should provide help to users when starting a video lecture, since the 

help option when clicked will take the user to a new window while the video is still 
playing in the previous page. 
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Abstract. This paper discusses why the inverted foreground and background 
colors should also be considered when calculating contrast with regard to acces-
sibility. It is even possible to achieve an enhanced contrast for a pair of inverted 
colors while the pair of non-inverted colors meets the minimum contrast ac-
cording to the WCAG 2.0. Implementing this benefit would support users with 
low vision, especially those who need high contrast. 

Keywords: Luminance contrast, High contrast, Color inversion, Inverted Color.  

1 Introduction 

It can definitely be assumed that users with low vision in combination with severe 
light sensitivity prefer bright text on a dark background, for example, white text on a 
black background, to reduce brightness and increase readability. When working with 
a personal computer or an electronic device, these users might choose a theme called 
“High Contrast Black”, which includes a black background color and a white fore-
ground color [4]. The operating system Windows 7, for example, enables users to 
switch to High Contrast [10], and it offers different themes with a black background.  

Unfortunately, there are web pages which are not accessible to this kind of user 
setting. Hard-coded black text or UI elements will not be visible on the black back-
ground of the High Contrast Black theme. In the worst case the user sees just a black 
page without any text or UI elements, because all texts and UI elements are also 
black. This can especially cause trouble when filling in forms. A workaround in this 
case would be to use the default theme (or another theme with white background col-
or) and to invert the screen colors with a screen magnifier tool. Most screen magnifier 
tools offer color inversion [3]. 

Some operating systems do not offer any High Contrast Black themes by default, 
rather a function to invert the colors on the screen. Apple Mac OS X and Apple iOS, 
for example, include color inversion [1,2]. Pictures and videos are obviously not 
viewable with color inversion. But apart from that, text and UI elements can be per-
ceived well with color inversion as long as the contrast is also sufficient for the in-
verted colors. Contrast is usually measured in the non-inverted mode, and not in the 
inverted mode. Thus, how can sufficient contrast be ensured for the inverted mode? 
Furthermore, is it possible to increase the contrast in the inverted mode? It seems that 
neither of these questions have been discussed yet. 
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2 Basics 

A color in the standard RGB color space is usually indicated by three integer values 
(r, g, b) where “r” is the standard red value, “g” the standard green value, and “b” the 
standard blue value. For example, (0, 255, 0) produces the standard green value. An 
integer value in the range from 0 to 255 requires one byte of memory. As one byte has 
eight bits, the binary values for the standard green color are (0000 0000, 1111 1111, 
0000 0000). Another way to indicate an RGB color is to use a preceding “#” and three 
two-digit hexadecimal color values for red, green, and blue. For example, #00FF00 
stands for Red = 00, Green = FF, and Blue = 00. [5,6], [8] 

In this paper, the term “inverted color” is used to mean a bit inversion of the RGB 
color values, for example: The standard blue color has the binary RGB values 
(0000 0000, 0000 0000, 1111 1111). A bit inversion of these values produces the 
RGB values (1111 1111, 1111 1111, 0000 0000), which is known as yellow [5]. 

From an accessibility perspective, the visual presentation of a webpage should 
support the minimum contrast based on the requirement 1.4.3 of the Web Content 
Accessibility Guidelines (WCAG) 2.0.[9] But even if the minimum contrast require-
ment is given for a pair of colors, what about the contrast ratio of the pair of inverted 
colors? As a matter of fact, the contrast ratio of the foreground color to the back-
ground color is not necessarily equal to the contrast ratio of the inverted foreground 
color to the inverted background color. For example, a blue foreground (#0000FF) on 
a white background (#FFFFFF) has a contrast ratio of 8.6:1.1 With inverted colors the 
blue foreground becomes yellow, and the white background becomes black. A yellow 
foreground (#FFFF00) on a black background (#000000) has a contrast ratio of 
19.6:1. 

3 Solution 

Inverted colors will only support users with low vision if the combination of the in-
verted foreground color and the inverted background color has sufficient contrast. 
Users with low vision may desire an enhanced contrast based on the requirement 1.4.6 
of WCAG 2.0. Minimum contrast requires a contrast ratio of at least 4.5:1 (3:1 for a 
large text), while enhanced contrast requires a contrast ratio of at least 7:1 (4.5:1 for a 
large text). 

One approach is to provide users who are visually impaired with enhanced contrast 
on an inverted screen presentation, while providing all users with minimum contrast 
on the normal (non-inverted) screen presentation. This is possible because there are 
pairs of foreground colors and background colors, which provide a contrast ratio of 

1. at least 4.5:1 in normal presentation and  
2. at least 7:1 in inverted presentation. 

Table 1 lists some pairs of colors (Color 1, Color 2) which support these two  
conditions. 

                                                           
1 All contrast ratios in this article are calculated by the Color Contrast Analyzer tool from The 

Paciello Group, which is based on the algorithm in WCAG 2.0.[7][9]. 
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Table 1. Pairs of colors which support at least 4.5:1 in normal mode and 7:1 in inverted mode 

Color 1 Color 2 Contrast 
ratio color 1 
/ color 2 

Color 2 
inverted 

Color 1 
inverted 

Contrast 
ratio of in-
verted colors 

White 
#FFFFFF 

Black 
#000000 

21:1 
White 
#FFFFFF 

Black 
#000000 

21:1 

White 
#FFFFFF 

Blue 
#0000FF 

8.6:1 
Yellow 
#FFFF00 

Black 
#000000 

19.6:1 

White 
#FFFFFF 

(darker) 
gray 
#666666 

5.7:1 
(brighter) 
gray 
#999999 

Black 
#000000 

7.4:1 

Of course, not all pairs support these conditions. For users with low vision those 
pairs which fulfill the minimum contrast in normal presentation, but not in inverted 
presentation, are the worst. Table 2 shows four of these color combinations.  
(Although these pairs can be considered as rare combinations, they were chosen since 
their inverted colors are easy to calculate.) The combination of red text color on a 
black background color, for example, fulfills the minimum contrast of 4.5:1. But this 
combination will have a bad impact on the inverted presentation, because the contrast 
ratio of the inverted colors (cyan text on a white background) is 1.3:1 only. 

Table 2. Pairs of colors which support at least 4.5:1 in normal mode, but not in inverted mode 

Color 1 Color 2 Contrast 
ratio color 1 
/ color 2 

Color 2 
inverted 

Color 1 
inverted 

Contrast 
ratio of in-
verted colors 

Red 
#FF0000 

Black 
#000000 

5.3:1 
White 
#FFFFFF 

Cyan 
#00FFFF 

1.3:1 

Green 
#00FF00 

Black 
#000000 

15.3:1 
White 
#FFFFFF 

Magenta 
#FF00FF 

3.1:1 

Cyan 
#00FFFF 

Black 
#000000 

16.7:1 
White 
#FFFFFF 

Red 
#FF0000 

4.0:1 

Yellow 
#FFFF00 

(darker) 
gray 
#666666 

5.3:1 
(brighter) 
gray 
#999999 

Blue 
#0000FF 

3.0:1 

Provided that the minimum contrast ratio of at least 4.5:1 is fulfilled for given pairs 
of colors in default presentation, there are three categories for the inverted presenta-
tion of these given pairs: 

• A pair of inverted colors supports the enhanced contrast of at least 7:1. 
• A pair of inverted colors does not support the enhanced contrast of at least 7:1, but 

does support the minimum contrast of at least 4.5:1. 
• A pair of inverted colors does not support the minimum contrast of at least 4.5:1. 
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It is obvious that the third category in the list will not support users with low vision, 
but it can be assumed that the first category in the list will optimally support users 
with low vision. Thus, color pairs of the third category should be avoided while color 
pairs of the first category should be preferred. 

4 Conclusion 

If software designers want to support users with low vision who use color inversion, 
they should consider the described aspects and use color pairs which fulfill a contrast 
ratio of at least 4.5:1 in normal presentation and optimally of at least 7:1 in inverted 
presentation. They will also support users with light sensitivity if they use white 
background for the normal presentation, because the inverted presentation results in a 
black background and can be compared to a “High Contrast Black” theme. 
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Abstract. Special needs of intellectually and mentally challenged people are 
generally not considered in ICT, not even in exemplary accessible websites. In 
this paper we reveal our scientific approach on how to develop guidelines clos-
ing this gap. We describe the process of extracting relevant and easy-to-
understand directives from scientific literature addressing different aspects of 
user interfaces and different cognitive abilities. Considerations on how to fur-
ther develop and improve these beta guidelines and on how to implement the 
gained insights in the World Wide Web are discussed. 

Keywords: Intellectual Disability, Learning Disability, Guidelines, Projects, 
Development, E-Inclusion, Evaluation, Accessible Websites, Need for Devel-
opment and Research.  

1 Introduction 

Compared to normal population, persons with intellectual and learning disabilities are 
detained from getting web access in many ways. We suppose that they have restricted 
access to devices with internet access (i.e. no wifi in residential accommodation, re-
stricted personal budget with no or little means for electronic devices); little media 
competence (i.e. lack of media education and experience, lack of peer support) problems 
to handle the devices; problems to use the information available in the internet because 
of illiteracy, problems with navigation and problems with display of information.  

The internet demands a lot of prerequisites to participate. People with intellectual 
and learning disabilities are disadvantaged due to reduced financial means, reduced 
intellectual abilities, insufficient education and a lack of websites optimized and 
adapted for this target group. (Matausch et al. 2012, Einfach für alle 2011, Berger  
et al. 2010; Bohman 2007).  



158 G. Antener, A. Bolfing, and S. Calabrese 

 

2 The Project 

Easy-to-Surf lays a foundation for continuing initiatives and projects in Switzerland. 
Need for research, action and development are subjects of the project. Therefore the 
project is split in two parts.  

A systematic capture of the issue allows the definition of relevant aspects and fu-
ture work to be done. The review of scientific findings und publications leads to an 
overview about planned, ongoing and finished research, projects and initiatives in 
Switzerland and abroad. These findings are used to develop guidelines for accessible 
websites and to define the need for further research and development. 

2.1 Literature Research 

At the moment, there are almost no guidelines nor instructions available for organiza-
tions intending to provide accessible websites for people with intellectual and learning 
disabilities. The WCAG 2.0 guidelines do not, or only marginally, take into account 
the special demands and needs of these people and are therefore not sufficient for this 
target group. There is a necessity to develop relatively simple and clear guidelines for 
website suppliers and webmasters in order to make their websites accessible and the-
reby enhance the participation of people with intellectual disabilities in the inter-net. 
(Einfach für alle 2011; Karreman et al. 2007; Bohman 2007).  

These guidelines must consider not only the users functional characteristics  
(i.e. problems or differences in perception and processing of information, literacy, 
language comprehension, visual comprehension, memory, problem solving, action 
planning, attention, communication and interaction with others). But they must also 
take into account different kinds of using the internet and different types of barriers 
(i.e. technical, editorial, content, design, organizational). (Einfach für alle 2011, Ellies 
and Kent 2011, Inclusion Europe n.d.; Karreman et al. 2007).  

2.2 The Guidelines 

As a scientific fundament for the first prototype of our guidelines we come back to the 
literature studies presented in the previous section. The findings regarding functional 
characteristics of the users have mainly been used for identifying the most relevant 
cognitive aspects for ICT-consumption and interaction: thinking, memory, attention, 
perception, language and communication. Here, it turned out that all aspects of  
perceiving and interacting with websites can be subsumed by nine user interface cate-
gories: language/text, font design, content area design, navigation/orientation, interac-
tion/forms, layout design, images/multimedia, help/assistance and privacy protection. 

Each relevant text passage from the literature studies was now assigned to one or 
more of the six and nine categories identified. Following this approach we managed to 
represent the whole complex of problems as a matrix of the two dimensions ‘cognitive 
abilities’ and ‘user interface aspects’. This representation as a matrix allows narrowing 
down the search regarding special needs, being a web developer, a content author or a 
caretaker who wants to know what solution fits best the needs of the target group.  
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Fig. 1. Schematic presentation of the 20 guideline recommendations assigned to the two  
dimensions Cognitive Aspects and user Interface Aspects 

The Guidelines exist in a preliminary beta version which is in evaluation now. The 
evaluation encompasses the implementation of at least three test websites and the 
feedback from the responsible webmasters according to the comprehensibility and 
applicability of the guidelines. It also includes user tests with people belonging to the 
target group. The testing will be conducted by means of the thinking-aloud-method 
and TalkingMats – an AAC communication framework that enables people with 
communication or intellectual disabilities to express their views (Murphy/Cameron 
2005).The evaluation results in a revised version of the easy-to-surf guidelines which 
are planned to be published and spread in late 2014.  

3 Exploitation 

Accessibility requirements after WCAG 2.0 generally affect html source code and, 
with the exception of minimum contrast ratios, have no implications on web design 
flexibility. As it can be seen in our guidelines, this does not apply to accessibility 
requirements regarding cognitive impairments. 

Any strategy to spread our findings in the World Wide Web must distinguish be-
tween essential requirements for general low-threshold, easy-to-use interaction and 
specific requirements for different specific and usually more severely cognitive im-
paired people. The first requirements apply to all websites including online shops, e-
banking etc. and are addressing people with foreign language, poor literacy skills or 
learning disabilities as well as elderly people. The last more specific requirements 
apply to specific target groups such as community platforms of services and facilities 
for people with more severe impairments. For these groups our guidelines will cover 
the most important aspects, but it is indispensable to adapt and optimize them for 
specific groups together with the future users and their caretakers. However, both 
aspects can be included in ICT accessibility consulting. 
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4 Conclusion 

We suggest that people with learning and intellectual disabilities are highly de-
pendent on other people who enable and assist them in getting along with the web. 
There are structural or institutional barriers that hinder web-access to the target group. 
Even organizations for people with intellectual disabilities do not perceive their 
clients as users of their websites or think internet-access is a standard included in the 
service package. Therefore we think that there should be a triple effort in a) sensitiz-
ing for the necessity of e-inclusion for people with intellectual and learning disabili-
ties, b) enhancing specific and adapted education for people of the target group 
(youths and adults) and for assistants and peers and c) creating more websites that are 
interesting and accessible for the target-group.  
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Abstract. In this paper, we present results from work done within the project 
WAI-Act and an online-symposium [1] initiated and put in place by the 
W3C/WAI RDWG (Research and Development Working Group) aiming at 
raising awareness and collecting / de-riving concise and up-to-date recommen-
dations, guidelines, standards and tools for enhancing the web experience for 
users with cognitive disabilities and other groups facing problems with "stan-
dard" information on the Web and its applications. 
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1 Introduction 

Research on "Easy to Read on the Web" addresses the needs of user groups whose 
needs are beyond requirements more related to the accessibility of the technical infra-
structure and “legibility” in terms of being able to reach and get hold of information. 
Over the last decades (as W3C/WAI will celebrate 25 years of web accessibility in 
2014), the needs of users with physical or sensory disabilities formed the foundation 
of most research and development activities in web accessibility leading to a profound 
body of knowledge in web accessibility including recommendations, guidelines,  
standards, legislation and tools. 

The last years, aspects like content design, structure, wording in use and "Easy-to-
Read on the Web" became more important. Aspects supporting readability, legibility, 
understandability and “memorability” for people with cognitive disabilities, people 
with learning disabilities and other user groups facing problems with standard word-
ing and information design became more important. 

As our daily lives get more and more globalized with a growing number of citizens 
on the move and/or with migration background, these aspects became important also 
for a more mainstream audience – as well as considerations concerning the usability 
of information outside someone´s expertise. “Easy to Read on the Web” is understood 
as a key factor to make oneself informed, understood and getting/staying in touch 
with people, clients and customers. 

2 State of the Art 

Even without this opening to the mainstream audience, the definition of 'the' target 
group benefitting from “Easy to Read on the Web” is a complex, if not impossible 
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task due to the broad variety of reasons which might lead to reduced reading and  
understanding skills and the diverse needs resulting from them: 

• People with cognitive disabilities related to functionality such as [2] 
─ Memory / Problem solving (conceptualizing, planning, sequencing, reasoning 

and judging thoughts and actions) 
─ Attention (Attention-Deficit / Hyperactivity Disorder - ADHD) and awareness 
─ Reading, linguistic, and verbal comprehension (Dyslexia) 
─ Visual Perception and Comprehension 
─ Mental health disorders 

• People with low language skills incl. people who are not fluent in a language [3] 
• People with auditory disabilities impacting reading / perception of written content [3] 

There is common understanding that besides for these primary groups, Easy to Read 
significantly contributes to the more general concept of usability in terms of ISO 
9241-11 [4] "the extent to which a product can be used by specified users to achieve 
specified goals with effectiveness, efficiency, and satisfaction in a specified context of 
use.", dealing with learnability, memorability, error prevention and handling, guessa-
bility, trust, safety, security, privacy and satisfaction. 

Common denominator of all these concepts is the importance of language use and 
thereby recommendations and guidelines contributing to an increased general usabil-
ity, whereas Plain Language is a concept and area addressing these aspects in a more 
mainstream oriented Web usability context. 

The more ICT becomes part of our everyday lives, the more the impact of usability 
has to be taken into account. There is evidence that Plain Language and Easy to Read 
significantly contribute to usability in general and impact on users much beyond the 
primary groups outlined above. 

Concerning persons depending on Easy to Read or Plain Language, international 
studies outline that in most (also highly industrialized) countries every fourth adult 
does not reach the reading skills expected after nine years of formal education. In 
several countries, this figure is as high as 40-50 percent [5]. 

Combined with the globalization aspects from before, this demands for information 
that is usable and readable cross borders and cultures as well as understood by the 
biggest possible user group. Political initiatives and according legislation aiming at 
fostering the equal participation of people with disabilities and the aging population 
and beyond are other drivers for increased accessibility and usability and in particular 
for better readability for all user groups. "Easy-to-Read on the Web" matches with 
this demand and expands it towards the requirements for people with cognitive dis-
abilities and other user groups experiencing problems with the language in use and 
information presentation on the Web in a globalised context – underlined by the UN-
Convention on the Rights of People with Disabilities [6] and a growing number of 
international and national legislation. 
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3 Methodology and Results 

Web Accessibility provides a profound body of knowledge emphasizing a more tech-
nical focus allowing people to adapt the display and interaction on standard and assis-
tive devices. Quality aspects in terms of a content´s readability, understandability, 
memorability and usability seemed to be postponed, even if general statements under-
line the key role of “Easy to Read on the Web”, but this is not accordingly reflected in 
the recommendations, guidelines, standards and tools. [7] 

Furthermore, the development follows a possible natural trend which is not specific 
to web accessibility for people with disabilities following Looms [8] presenting a 
hierarchical structure of domains in his "inclusion pyramid of digital media" amongst 

1. Availability 
2. Accessibility 
3. Usability 
4. Digital literacy 

Although all aspects have to be addressed to reach accessibility and usability in a 
holistic and not only technical sense, availability and accessibility, what matches with 
the mentioned aspect of access in a more technical sense of getting hold of the infor-
mation, is prior, as the later can only be based on prior ones. Following this the main-
stream term and concept of usability, includes and puts emphasis on aspects like [27]: 

• Effectiveness, 
• Efficiency, 
• Learnability / guessability (intuitive use), 
• Memorability, 
• Error rates, 
• Safety, security, privacy, trust, 
• Reliability, 
• Satisfaction, 

going beyond a pure technical level of access to content and questions if users are 
enabled to reach their goals in an easy and appropriate manner. It is evident that the 
focus on usability followed the basic attempts to provide access in a more technical 
sense. In particular today when ICT and the Web are a global phenomenon and are of 
importance for almost anybody and in almost any context of our lives. 

Taking up this broader sense of accessibility in terms of also implementing usabili-
ty, W3C/WAI went beyond a primarily technical access to content and interface ele-
ments with the concept of “usable accessibility” [9]. Furthermore. WCAG2.0 demand 
for making content and Web pages understandable as the third of four principles - 
further detailed in guidelines and techniques for making content readable and  
understandable. 
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4 Conclusions and Next Steps 

Activities follow the line of distinguishing and separating between the two concepts 
of Plain Language and Easy to Read in terms of what can be asked from any author or 
content provider and what has to be done by specialized services. The analysis pro-
vided is seen as a first step to come to more targeted recommendations, guidelines, 
standards and tools for both domains of practice concerning: [27] 

4.1 Awareness 

Experience and research on the state of the art reveal the necessity of increased 
awareness for the importance and need for both: Plain Language for a more general 
understandability and usability and Easy to Read as a specialized and individualized 
adaptation service for specific user groups. Benefits for users, service providers, busi-
ness and society have to be quantified and need specific attention to come up with 
more compelling arguments for the implementation of Easy to Read on the Web. 

4.2 User Needs 

Both Plain Language and Easy to Read are sets of recommendations and guidelines 
supporting authors or translators based on a sound understanding of "the user" in 
terms of "the reader". For both domains it becomes evident that there is a strong need 
for tools supporting practice (end users as well as service providers publishing infor-
mation and authors, designers, developers, owners and also providers of specialized 
services - translators). [9] 

4.3 Guidelines 

First sets of elaborated rules, guidelines and recommendations on Plain Language and 
Easy to Read exist. Some first approaches, tools, and heuristics are available. 
[10,11,12,13].  

Multimedia elements get more important – also because of the availability of flexi-
ble and affordable end user devices – enriching the quality and understandability of 
content and interaction for Easy to Read as well as Plain language. First sets of rec-
ommendations and guidelines to support the integration of multimedia elements into 
text to enrich usability and user experience are available. [14] 

Mainstream research areas share similar goals or include complementary develop-
ment efforts. For example, research in Web usability contributed considerably to the 
concept of Plain Language and the development of different methods and tools to 
measure (technical) readability, e.g. Flesch Reading Ease, Wiener Sachtextformel, 
SMOG or FOG. [15] These domains also provide a wide spectrum of guidelines and 
methods comprising design guidelines for homepage usability [16] and international 
user interfaces [17]. Considerable potential in supporting Easy-to-Read on the Web 
[18] can be found in research activities dealing with "text normalization". 
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With all these activities, investigations regarding overlap (and contradiction) of 
general Web usability with the needs of the target groups need further research before 
profound integration of Plain Language and Easy to Read into WCAG 2.0 and other 
WAI activities (e.g. ATAG and UAAG) can take place. 

4.4 Implementation Tools 

Large scale implementation of Easy to Read on the Web or Plain Language asks for 
efficient tools supporting developers, designers and content providers. These tools in 
best case allow a seamless integration into every day working or development envi-
ronments making Plain Language feasible for the mainstream and Easy to Read more 
efficient and widespread. 

Work originating from other domains such as linguistics and language technolo-
gies, including Natural Language Processing (NLP) are potential facilitators making 
significant progress in grammar and style-checking (or "Controlled Language" [19]), 
translation [20], annotation and enhancement [21], and summarizing. [22, 23] 

Research and tools have been developed to support content authors and users, and 
there is mutual benefit of further investigating the deployment of these tools in the 
domain of Plain Language and Easy to Read: [27] 

• Enriching content with acronyms, alternative expressions, images and multi-media: 
Plain language and Easy to Read on the Web addressed first the design and use of 
text but also goes beyond making use of alternative ways of information represen-
tation. Research and development in Augmentative and Alternative Communica-
tion (AAC as well as CAA) provides a related set of resources on user  
requirements, guidelines, methods, techniques and tools for accessing information 
and the use of language in written or audio format, including symbol systems and 
symbolic languages [24]. As described above, concepts like Natural Language 
Processing [25] deriving from research and development for people with speech 
disabilities showed high potential to impact the needs of "our" target groups. 

• Text-audio integration: Following research, written information is causing most 
accessibility / usability problems for our target groups. For them, switching from 
written format to audio might considerably increase accessibility. 

• Access to written information: Access for blind and partially sighted people as well 
as people with other disabilities like dyslexia significantly progressed over the last 
years. The possibility to switch to audio or to use both formats in parallel and adap-
tation features also considerably contribute to Easy to Read on the Web. Assistive 
Technologies meant for visually impaired persons (e.g. TTS, screen reader, en-
largement, audio description) and systems/ services making information accessible 
contribute to Easy-to-Read on the Web. 

• Captioning: Captioning was designed to translate an audio or video source in dif-
ferent languages, but also for persons with sensory disabilities. These services have 
a profound potential for our target groups when descriptions, dynamic information 
and texts are displayed following principles of Easy-to-Read. This includes  
recommendations and guidelines e.g. regarding length, display, structuring,… [15] 
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• Designing layout to meet user requirements: Research in text customization 
showed high potential for enhancing readability and understandability. 

Tools that provide broad selections of functionalities supporting the user to implement 
the above options range from automated or supported: [27] 

• Analysis and checking tools (“readability evaluation”) over  
• Integration and adaptation of assistive functionalities such as text and layout  

adjustment (“Text Customization”) and easy to understand audio playback towards 
• Translation of information into Easy to Read text and 
• Annotation with alternative cues like synonyms, explanations, definitions,  

symbols, pictures and other multi-media resources from e.g. cloud-based services to 
• Translation into standardized or individually developed symbol/picture systems or 

languages based on infrastructures like the Concept Coding Framework [26] 

Working on a shared and re-usable open source framework for creating a set of tools 
is seen as a viable way towards an efficient implementation and support of Easy to 
Read and Plain Language in practice. Bringing these concepts to prototype level 
would demonstrate their feasibility; allow user evaluations and product development. 

Needed activities include adaptations and refinements of functionalities of Assis-
tive Technologies (AT) towards the needs of people with cognitive disabilities. Text 
to Speech (TTS), Screen Readers, screen adaptation functionalities or Augmented and 
Alternative Communication solutions (AAC) then could be part of Plain Language 
and Easy to Read tools. Existing functionalities of the OS or browsers might also 
support users with cognitive disabilities – research and awareness raising is needed. 

Furthermore, tools supporting to keep a necessary workflow provide guidance on 
how to implement Plain Language and even more Easy to Read to reach the goal of 
an accessible and usable Web experience. Due to the diversity of issues addressed, 
there is clear evidence that the set of already available recommendations, guidelines, 
techniques and tools, but also future developments should integrate into a one stop 
user experience providing efficient guidance and support to users, evaluators, design-
ers, developers, content providers, Easy to Read service / support providers and any 
other stakeholders. This should be accompanied by a collection of examples and tem-
plates raising understanding and making concepts clearer and easier to follow. 

4.5 Education and Getting Used to the Web 

The Web provides a broad range of interaction, communication paradigms and means 
to access content and services. To increase the level of accessibility, research is 
needed on how educational and support programs (also in AT) allow our target groups 
to access the web more efficiently and independently. The implementation of any 
Easy to Read standards and tools needs education, "show case examples", best  
practice and "up and running" offers, e.g. in social media, online shops, and blogs. 
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4.6 Design and Easy to Read 

Easy to Read should be part of a holistic Web experience. Aspects and components of 
"usable web accessibility" such as language use, design, layout, navigation and their 
relation to Easy to Read have to be discussed. Therefore Easy to Read has to be ana-
lyzed following to what extent it is linked with the basic layout and the used / imple-
mented navigation elements / navigation possibilities of a website. The final question 
must be if - and if yes, to what extent elaborated accessibility rules and guidelines 
(e.g. no fixed fonts and font sizes) support or interfere with the requirements of 
groups using Easy to Read has to be taken into account. 

4.7 Transferability 

The Web is a global phenomenon and tool and therefore readability and Easy to Read 
have to be addressed accordingly. The diverse range of different requirements and 
needs of people with cognitive disabilities as well as national languages/linguistics 
and social / cultural conditions ask for research activities on if and how far common 
recommendations, guidelines, standards and tools like those provided by W3C/WAI 
can meet with real life and whether an international approach to Plain Language and 
Easy to Read is possible or not. 
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Abstract. In the last few years, social media spread around the globe. Being a 
substantial and integral part in today’s everyday life of many people, especially 
online social networks (OSNs) changed communication behavior fundamental-
ly. Unfortunately, not everybody is integrated in this “new everyday life” yet. In 
our research, we focus on this important issue of e-inclusion and participation 
of people with intellectual disabilities in social media. In the context of this pa-
per, we will present a methodology on how to evaluate the perceived ease of 
use of social media applications by people with intellectual disability. Moreo-
ver, we will pre-validate this methodology by applying it in a test setting with a 
customized barrier-free OSN, developed in our research group. This is the first 
step for developing a target group specific acceptance model, based on the 
technology acceptance model. 

Keywords: Acceptance Testing, Online Social Networks, Experiment, Triangu-
lation.  

1 Introduction 

The International Classification for Functioning, Disability and Health (ICF) provides 
a method to describe and classify aspects of health status and health-related terms. 
According to ICF, the existence of a disability is based on personal and environmental 
factors. Participation is a fundamental environmental factor of health and is defined as 
“involvement in a life situation”. Limitations in participation describe problems a 
person encounters in daily life situations. Environmental factors can either reduce the 
influences of a disability (facilitators) or increase them (barriers). [1] 

Environmental factors are, as specified by the ICF, for instance also “products and 
technologies for communication” (e125), [2] which also includes OSNs such as Face-
book or Google+. And these have fundamentally changed today’s communication 
behavior and social life. [3] 
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But according our own experience, participation of people with special needs in 
OSNs is still often limited. Whereas there exists a bandwidth of resources supporting 
physically disabled people in using the internet and social media (e.g. screen readers, 
virtual keyboards or eye-tracking systems), intellectual disabilities affect such a wide 
area that standard methods supporting their special needs while using social media 
applications cannot be found yet. [4] Thus our research group started to develop a 
specialised OSN. The questions we want to answer with this paper: How can we 
know, whether people with intellectual disabilities will use it? Especially how can we 
investigate whether the target group finds the system to be easy to use? 

2 Reference Implementation 

During the pre-testing phase of our research work we developed several test web pag-
es to analyse the effect of different web-designs and concepts relating to the use of 
icons and buttons, different graphical designs and structural concepts for a barrier-free 
OSN. According to our pre-testing results and in line with the Web Content Accessi-
bility Guidelines (WCAG 2.0) [5] we built a reference implementation of an OSN for 
people with an intellectual and/or cognitive disability such as text blindness, learning 
disability, or dysgraphia. Hereby, we chose a certain design of buttons, a standard 
webpage structure as well as a layout logic, which proved to be the most accepted 
approach during the pre-testing phase. 

3 Acceptance Testing 

To date and the authors’ knowledge there exists no established methodology to verify 
the usefulness and quality of information systems, much less of OSNs, for people 
with intellectual and cognitive disabilities. But such a tool would help researchers and 
developers alike to predict and explain system use. [6] Having detailed knowledge of 
both factors would foster e-inclusive applications and their spread amongst users. In 
order to develop such a methodology we rely on the, in information systems research 
well established, Technology Acceptance Model (TAM) by DAVIS [7]. The general 
methodology for applying TAM is to acquire test persons who have direct or indirect 
experiences with the new technology and investigate different constructs including 
the Perceived Ease of Use (PEoU) and Perceived Usefulness (PU). Each construct is 
supposed to be tested by four to six questions that have been tested for validity, rigour 
and significance of impact on the users’ technology acceptance. [7] 

3.1 Constraints in Acceptance Testing for People with Intellectual Disabilities 

The TAM in general is applicable to the case at hand. But its items cannot be imple-
mented in the way they were originally designed. As the constraints are numerous and 
there exists no research so far, we will focus on the construct of PEoU in this paper. 
Following general issues with respect to intellectual disabilities are addressed: 
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• Performing a PEoU analysis requires experienced participants concerning the as-
sessed technology, who complete a questionnaire after using the system in focus. 
As our target group has a lack of experience concerning OSNs it is necessary to 
give them the possibility to get in touch with the tested application. Furthermore, 
the target group often has limited access to information technology, which makes 
web based studies difficult. Thus, an onsite experimental setup is necessary. 

• Although TAM is based on the test persons’ perception of the investigated system 
and draws its conclusions towards acceptance and future system use from it, we 
realize that our target group is very heterogeneous in computer and internet expe-
rience which likely results in very heterogeneous interpretations of the concept of 
ease of use. To be able to analyze, and if necessary account for, these effects more 
objectively, technical measurements should be collected.  

• To deal with participant specific and individual characteristics qualitative informa-
tion sources, such as additional remarks and observations from the researchers, 
should be included in the experimental design. Especially we propose the Observed 
Ease of Use (OEoU), which represents the researchers’ observation of the partici-
pants’ ease of use during the experiment. 

 

Fig. 1. Scale selection tool for finger pointing during an interview (original width about  
15 cm) [authors’ development] 

Additionally, experience shows that it is difficult for our target group to differen-
tiate between fine-grained scale values. For this reason we used a scale selection tool 
(see Fig. 1), which had been developed within our research group: The study partici-
pant was invited to point a finger at the scale section where he or she considered most 
appropriate. For the researcher the scale represented 5 distinct values.1 

3.2 TAM-Based Perceived Ease of Use Assessment Methodology 

Our first part of a TAM-based methodology is designed to perform a structured evalua-
tion of the PEoU of social media applications by people with an intellectual and cogni-
tive disability. The PU is collected too, but will not be further analyzed within this  
paper. Based on the assumptions above the experiment is structured in four phases: 

1. Introduction: The study starts with an introduction phase creating a pleasant  
atmosphere for the following dialogue and experimental phase. 

2. Testing the PU: For assessing the PU, the participant is asked how much he likes / 
would like using OSNs, such as facebook, to keep contact to friends and family. 

                                                           
 1 (Sad smiley) extremely unlikely | unlikely | (neutral smiley) neither | likely | extremely likely 

(happy smiley), or scale labels corresponding to the construct at hand.  
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3. Testing for the PEoU: This part of the analysis focuses on investigating the PEoU 
of our reference implementation by presenting four specific scenarios. During the 
experiment the time and clicks as well as the help needed to complete the scenarios 
are recorded. After each scenario the participant reveals his own PEoU by using 
the scale selection tool and the researcher team records its OEoU. 

4. Re-Assessment PU: A final re-assessment of the PU will determine potential 
changes in the participants’ perception after using the specialized OSN.  

In general we propose using triangular study techniques by observing the participants 
while working on scenarios, analyzing their answers on our questions and simulta-
neously collecting quantitative data. Our general triangulation design can be ascribed 
to the so-called “within-method”, which stipulates using a method-mix in order to test 
and validate the same construct [8]. This approach can help to further qualify the  
assessed PEoU and thus rigidify the assessment overall. 

4 Designing the Pre-validation of the Perceived Ease of Use 
Assessment 

4.1 Setup of the Pre-validation Experiment 

With a first experiment we pre-validate our approach of assessing the PEoU of people 
with intellectual disabilities. We used Tablets to accommodate a quick learning curve 
for the usage of a computational device and therefore eliminate possible constraints 
due to e.g., the lack of competence in the usage of a mouse.  

After getting a brief introduction into the research project and a simple explanation 
of OSNs in general, one by one participant sat together with two researchers. Whereas 
on of the latter embodied the experimental guide, who led through the experiment and 
offered help where needed, the second researcher observed the participant and  
protocolled all data. The technical measures were recorded automatically. 

4.2 Hypotheses and Mixed Method Design for the Pre-validation 

To be able to validate the PEoU we used a special setup of test scenarios. In step 3 
during the experiment we alternately presented scenarios with optimised (A) and  
non-optimised (B) representations of our OSN. For the non-optimised version we 
intentionally ignored the basics of web accessibility. We assume that following web 
accessibility guidelines leads to more accessible applications and thus to a higher 
PEoU of the users. Therefore there should emerge significant differences with the 
comparison of these expected outcomes (less acceptance for non-optimised OSN). In 
order to have data on both OSN types we separated the participants into two groups in 
which we started the alternation differently (A-B-A-B | B-A-B-A). Thus the first  
hypothesis accounts for the validation of the outcome of the PEoU measurement: 

• H1: Our method shows a significant difference in the PEoU of the participants 
between the optimised and the complex version of our OSN.  
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Fig. 2. Overview of the TAM (right) [based on [7]] and the in the proposed methodology  
acquired data (left), overlaid with the research hypotheses from this paper  

Furthermore, the original PEoU’s items demand a rather high level of abstraction.2 
In order to avoid overstimulation of the participants’ motivation and cognitive load 
we reduced the PEoU’s items to one. But as the original items are intended to cross-
validate each other, we needed to add validation measurements for the PEoU con-
struct. We thus on the one hand, measured the time, clicks and help needed by each 
participant to complete each scenario. On the other hand we had the observer and 
researcher record their observation of the participants’ ease of use, the OEoU and 
further remarks. Thus the second hypothesis constitutes: 

• H2: The OEoU, the additional recorded remarks, the measurements of the click 
efficiency and the amount of time taken as well as the amount of help given to 
complete a task help to qualify the answers given on the PEoU by the participants. 

5 Evaluation and Hypothesis Testing 

5.1 Pre-conditions and Variable Analysis 

Overall we had 42 participants (and corresponding demographic data), who helped to 
generate 168 datasets on the 4 scenarios that each of them worked on (see Table 1).  

We cannot finally validate the approach undertaken with the scale selection tool 
due to an often occurring three polar distribution3 of the values.  

According the on-going discussion about the data type of scales overall, we chose 
to treat the values on PEoU, OEoU, reading, computer and internet skill to be ordinal. 
[9] The Kolmogorov-Smirnov-Test on all concerning parameters4 showed significant 
at a 99% confidence level, which means they are not normally distributed.  
                                                           
 2 The original items by DAVIS include “My interaction with the system would be clear and 

understandable”, “I would find the system to be flexible to interact with” [6].  
 3 Only the extreme values and the middle of the scale were chosen.  
 4 (Time, clicks and age).  
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Thus overall the Mann-Withney-U-Test will be used for testing on significant differ-
ences and Spearman’s Rank Correlation Test for testing on interconnections within 
the dataset. We chose to rely only on the high confidence level of 99%, as the men-
tioned tests on ordinal scales cannot be as reliable as tests with interval data. For the 
same reason we were looking for at least moderately strong correlations (correlation 
coefficient higher than 0,4). 

Table 1. Variables used in this paper: Variables within 168 datasets on overall 4 scenarios 
(left), variables on each of 42 participants (right)  

 

Testing for H1. In order to accept H1 we presuppose a significant difference in the 
PEoU between the non-optimised and optimised OSN. As we recorded the supporting 
variables time, clicks, help needed and OEoU we also considered these for analysis. 
But the Mann-Whitney-U-Test does only show significant differences in the OEoU.5 
H1 therefore cannot be accepted. We could not finally prove, that our PEoU items and 
supporting data really reflect the participants’ perceived ease of use. 

Although we were confident, that the design modifications would be reflected in 
the PEoU we cannot prove this with the data. As we did not want to risk the partici-
pants’ frustration during the experiment we did not intentionally make the  
non-optimised OSN difficult by implementing stumbling blocks, for example sup-
plementary pop-up windows or similar. Only the observers obviously made a signifi-
cant difference between ease of use of both OSNs.6 But as time and click values are 
not significantly different this phenomenon could be traced to the fact, that the  
observers simply expected that there would be a difference in the ease of use. 

In consequence we analysed all 168 datasets together for the approval of H2, as 
both OSNs are being evaluated as being equally easy to handle by the participants. 

Testing for H2. For testing H2 we considered the variables time, clicks, help count, 
OEoU and PEoU in a Spearman correlation analysis. There are overall seven signifi-
cant correlations: three weak (lower or equal to 0,4) two moderately strong and two 
strong correlations (correlation coefficient higher than 0,7). One expected correlation 
is the moderately strong connection between time and clicks. 

The correlation between the OEoU and the PEoU is rather low (correlation  
coefficient of 0,351). This effect will be further detailed in following paragraphs.  

                                                           
 5 The Mann-Withney-U-Test showed low significance, confidence level 95%, in help needed.  
 6 The help count only shows different at a 95% confidence level. 
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Additionally, weak ties are found between the help count and PEoU (correlation 
coefficient 0,252) as well as time and PEoU (0,400). There is no connection between 
PEoU and clicks. Which leads to the assumption that participants don’t consider the 
factors time, clicks and help as being very relevant for the ease of use.7  

The strong correlations between the factors time and amount of help and the OEoU 
are explicable because the observer expects these factors to influence the ease of use 
and can easily observe them. The correlation between the OEoU and clicks is not as 
strong.8 Due to the ordinal nature of the OEoU we cannot compute a regression. But 
as the time and clicks are not influenced by the observer and the OEoU is assessed 
after each scenario and therefore after giving support to a participant the causality can 
assumed to be: When time, clicks or help increase the OEoU drops.  

In general our research group aims at developing an OSN that is easy to use with-
out additional help. Therefore the amount of support that a user needs to complete a 
task is relevant for the ease of use score. We also think, that the click efficiency is an 
important determinant for the ease of use, as each click in a wrong menu caters the 
chances of clicking the wrong actionable item and therefore, e.g., publish content in 
the OSN that was not intend for publishing and thus possibly frustration.9 The OEoU 
seems to account for these measures. 

A supplementary core question that arose during the analysis of the qualitative da-
ta, and comparing it with the results of the PEoU, is the one after the authenticity of 
the answers given by the participants. A central indicator for a partial lack of authen-
ticity could be the participants’ self-assessment of their reading and writing skills. 
Especially for the latter we could observe a rather large difference between the partic-
ipants’ answers and reality. For example many answered being able to write very 
well. But during a task that involved writing they needed a lot of help10 with writing 
words or could not write at all. Of course the question after the reading and writing 
skills is a very private one and it might be difficult to answer authentically. But 
couldn’t it also be difficult to tell us, that our system is not easy to use? These and 
other similar cases lead to the assumption that the PEoU scores cannot be used with-
out further assessment. In many cases though we can observe that the answer on the 
ease of use seems to be authentic. Looking at it in general, there is a mean difference 
of 0,75 scale grades between the PEoU and the OEoU. This can on the one hand be 
explained through the lower influence of above-mentioned determinants, but also in 
referencing qualitative observations. The goal in H2 of qualifying the PEoU with 
supplementary data can partially be accepted. 

We propose to record the OEoU alongside the PEoU, which will give the research-
er the opportunity to probably explain differences in the PEoU that have the potential to 
be caused by misunderstandings or other biases. Depending on the results the researcher 
should consider weighing the OEoU versus the PEoU in an overall formula. 
                                                           
 7 The participants’ self-assessed skills in reading, computer and internet usage show no corre-

lation with the PEoU. Thus there must be other determinants not recorded in this study. 
 8 Time <> OEoU correlation coefficient: -0,728; help <> OEoU correlation coefficient: -

0,785; clicks <> OEoU correlation coefficient: -0,495.  
 9 The analysis of our qualitative data did reveal such misguided steps. 
10 This help was not counted as ‘help needed’ to complete the scenarios. 
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6 Conclusion 

With this paper we took the first step to adapt the assessment methodology of the 
known acceptance model TAM.  We introduced a method for investigating the users’ 
Perceived Ease of Use, which is an integral part of the TAM. Although there are lim-
its to this study, such as the amount of participants and the newly introduced and so 
far not validated scale selection tool, we can constitute, that it is important to record 
and analyse supplementary data besides the items that have originally been designed 
for the PEoU construct. The Observed Ease of Use, and other variables help to qualify 
the possibly non-authentic PEoU, which is an abstract construct for our target group. 

For future research on the PEoU assessment with people with cognitive disabilities, 
we recommend expanding the participants’ base, taking steps to validate the scale 
selection tool and overall aiming at developing a weighing methodology between the 
PEoU and OEoU for final PEoU scores. 

In general the other constructs of the TAM need to be adapted for a target group 
specific assessment and evaluated. 
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Abstract. This paper presents results of an interdisciplinary pre-study that in-
volved people with and without learning disabilities using iPads as a communi-
cation tool in their everyday life for self-confidence and empowerment. Main 
results highlight the accessibility challenges still prevalent: not usability leading 
to a lack of acceptance; but poor level of awareness of the relevance of media-
literate action for the target group; insufficient coaching / personal support;  
insufficient technical accessibility and assistance. 

Keywords: Cognitive Disabilities, Empowerment, Usability, Accessibility.  

1 Introduction 

In the past the predominant view on accessibility for people with disabilities referred 
solely to technological issues, see e. g. the W3C/WAI guidelines and techniques. 

It is however apparent that for people with various learning difficulties (intellectual 
and cognitive disabilities) the key challenges in using digital media are not primarily 
of technical nature, but often a result of lack of suitable approaches to build up media 
literacy. In this context accessibility means for this target group much more than the 
ability to read and understand written text. People with cognitive disabilities face 
different challenges. For instance, conventional information design, navigation or 
exclusively text-based content often introduce insurmountable obstacles to them. 

It is also important to see how this people are involved in development and intro-
duced to new technologies like digital devices. What are they “allowed” to do, and 
what is expected of them in making own choices and options for action? These are not 
only technical or educational questions but also ethical ones. We have to assure the 
critical and responsible use of the technology and contents, whether content is self-
produced or originates through web-based access. We have to find a balance between 
trust in and protection of users with regard which level of media literacy can be 
achieved and must not stop them in using digital devices or accessing online content! 

Until now, in the first place information and communication technologies (ICT) 
were made accessible, to facilitate autonomous participation and to reduce user’s 
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personal dependence on professional support through “special” applications. Today, 
younger people with cognitive disabilities are using digital access devices everyday 
with no special adaptations. They grew up with multi-media technology, they have 
learned many ways of using the media world and they would like to use it indepen-
dently for their own goals and purposes. It was assumed that special solutions would 
be best for the target group, without questioning it. Experience and teaching media 
literacy including Internet and “social media” has taught us to take a new view of the 
Web for and with people with cognitive disabilities. “Social media” and the Web have 
become an important part in their lives. Furthermore, these media have the potential 
to enable people with disabilities to act as independent and equal participants, to stay 
in touch with friends and family wherever they are. The new generation of Table PCs 
and mobile apps could be a quantum leap for the accessibility of digital devices and 
for participation and communication possibilities for people with cognitive disabilities 
and to assist them. 

2 Proceeding 

The study presented interdisciplinary pre-study to understand how people with learn-
ing disabilities use or deal with the challenges presented by the new type of tablets 
including touch screen, voice output, voice input and camera. In the research detailed 
below, we first observed the intuitive approach using the iPad in three different resi-
dential groups where people with and without disabilities live together and support 
each other. During the entire observation period we tried to motivate and increasingly 
involve the participants, also to observe themselves, their environment and their activ-
ities. We wanted to find out to what extent the existing applications are sufficient for 
daily information and communication between family, assistants, friends, etc., and 
what improvements are required.  Through the existing access to the target group, it 
was possible to start directly with the observations and to get relatively quick initial 
results. The following individual steps are described development of accessible new 
applications.  

3 Design and Method 

Aims for a qualitative research in general are to gather an in-depth understanding of 
human behavior and the reasons that govern such behavior. Respective qualitative 
methods investigate the why and how of decision making, not only what, where and 
when. Hence, smaller but focused samples are more often used in qualitative research 
than large samples.  

We approached the topic using Action Research [1] as a participative method. As 
far as methodology was concerned, we mainly used different instruments such as 
observations, interviews, questionnaires, photos, videos, case studies etc., and col-
lected these as qualitative data. We have tried to realize a participatory / inclusive 
approach [2]. The target group takes the role of user experts. Ahead of their participa-
tion, they received information on the project and on the purpose of their potential 
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participation, phrased in understandable language. The following issues refer to  
methodological challenges and to the central research question: 

1. Is a user-centered design for digital devices necessary and if yes, when, where and 
what is the best way to involve people with intellectual and cognitive disabilities in 
the process of development to achieve and hence meet the requirements in the best 
possible way? 

2. Which applications for iPad are available or which applications for that device can 
be adapted to strengthen e-inclusion for people with intellectual and cognitive  
disabilities? 

The study was carried out between September 2013 and January 2014 in three resi-
dential groups, with 28 participants: 16 were people with disabilities (5 male, 4 fe-
male) aged between 19 and 39 years, and 12 different assistants (6 male, 6 female) 
aged between 18-47 years. Five case studies were developed in that process. The par-
ticipants had 6 iPads available. In the beginning all participants were interviewed, as 
to their person and their use of digital devices such as PC, mobile phone and tablet. 
Then there was a short introduction of how to use iPads, and finally the iPads were 
handed over to the members of the groups and to their assistants. The next step was an 
observation via protocol and video, and an analysis of the use of the iPad within the 
group and by different individuals. The five case studies, people with cognitive dis-
abilities, who were observed along different criteria, showed also a variety of ways in 
accessing the iPad. An interview with a focus group and a survey of supporters  
(professional assistants) completed the study. 

4 Results 

4.1 Acceptance of the iPads by the Participants with Disabilities 

First, it should be noted that all participants with and without disabilities were excited 
at the prospect of using the iPad together. When the iPads were installed, however, 
working together proved extremely difficult, because of the lack of time and coopera-
tion by the part of the assistants (see 'Coaching and Personal support for the target 
group' below). Various different types of reservation were observed. It was difficult to 
communicate that their participation and support was required. 

Participants with disabilities showed the most patience and the least reservation. 
They easily became familiar with the iPad. They tried it out by themselves and always 
discovered something new. They independently asked for and planned their meetings 
to learn more. The recognition of apps and also the use of known and formerly 
learned applications was not a problem after a few repetitions (2 to 3). Even a female 
participant with severe multiple disabilities who does not speak was one of the first to 
use the new generation of iPad. For example, she drew attention to herself by pointing 
at the Skype app to indicate that she wants to communicate with somebody. As long 
as the app worked reliably, she was almost completely independent, because she  
was also able to select the person she wants to reach. She communicates so with the 
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family via videochat with her special behavior. Unfortunately, she has not yet accepted 
a special app, a flexible picture communication system like “go talk now”[3]. 

Remarkable in the project is the quick comprehension of the learner that was not 
significantly different from that of people without learning difficulties, like the mutual 
support within the peer group. 

4.2 Coaching and Personal Support for the Target Group 

Some times coaching for the participants from the researcher was available. But addi-
tional input from assistants, which would have be helpful and necessary, failed. Most-
ly because the assistants, although initially showing interest, quickly drew back when 
they realized that the use of these devices did not make their work easier.  

4.3 Accessibility and Technical Assistance 

Support the target group is not only a question of the provision of technical aids. It 
also encompasses everyday circumstances that must not be barriers in themselves. 
Accessibility like for example a user-friendly environment, understandable language 
and structure, and a set-up with a working Wi-Fi must be granted.  

4.4 Media Literacy and Other Competences 

In addition to general media knowledge all the participants have, we noticed their 
skills and strategies, to familiarize with the new technology available for them. These 
skills are different for each individual person. Remarkable is the independent using of 
digital devises without much support and coaching. Social competences were  
observed, like peer counseling. 

5 Discussion and Conclusion 

First of all, the study participants are in no way representative for the target group. 
The presented results, however, serve as impressions to give stimulus for further stu-
dies on e-inclusion, orientation in authenticity, and identity of people with cognitive 
disability. Developments on further increasing the accessibility of mobile digital me-
dia for this target group should take more realistic, i.e. everyday conditions for mobile 
use of digital devices, into consideration. 
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Abstract. The ISO-standard PDF/UA-1 with its clearly-defined requirements 
promises a new era of accessible document creation. But users of word 
processing software are often overwhelmed when they try to understand how to 
fulfill the requirements. This leads to our focus in this paper: how can every 
document author using Microsoft Word be able to create a PDF/UA compliant 
PDF document without deep knowledge of PDF accessibility or time-
consuming quality assurance and remediation? We present a workflow model 
which enables in combination with a special Word-Add-In the easy creation of 
accessible PDF documents without special training. 

Keywords: PDF, Accessibility, PDF/UA, Document, Template, Workflow, 
Microsoft Word.  

1 Introduction: Is PDF/UA Only for Insiders, Geeks and 
Experts? 

The ISO-standard PDF/UA-1 (ISO 14289-1) with its clearly-defined and WCAG 2 
orientated requirements [3] - elaborated in the so called Matterhorn Protocol [4] - is a 
big progress in the field of document accessibility. But a standard can only be suc-
cessful if there are easy to handle tools for the creation and evaluation of compliant 
documents. A vast amount of PDF documents are created with Microsoft Word which 
is a wide-spread word processing software especially in the fields of e-government, 
education and business. In the majority of cases to meet the requirements of accessi-
ble documents is the responsibility of one small part of an organization with deep 
PDF accessibility knowledge [5]. But with this strategy it is not possible to make 
accessibility as an everyday part of document authoring.  

The support in mainstream authoring tools like Microsoft Word is not sufficient in 
order to generate PDF/UA conforming documents. Even if the author fulfills all ac-
cessibility requirements in the source document, it is not possible to create a fully 
complying PDF document by using the PDF export function in Word itself [2] or the 
common Add-In Adobe PDF-Maker for Word. The technical side of this issue is  
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ad-dressed by a special conversion tool. The concept of that tool as a Word-Add-In 
was presented by the authors of this paper at ICCHP 2012 [1]. The remaining problem 
however is the workflow itself. 

Till today the common strategy is to train all document authors to become a PDF 
accessibility expert. We want to choose another approach: what role based model or 
workflow model is necessary in order to empower Microsoft Word authors without 
deep PDF accessibility knowledge to create PDF/UA documents? 

2 The Concept: A New Role Based Model - Only the Template 
Creator Has to Be the PDF Accessibility Expert 

In a first step we tried to make clear what we mean with "to empower". Based on our 
experiences in teaching document accessibility to office workers and power users for 
many years we worked out the goals of a new workflow model: 

• to easily create accessible PDF documents without any special training 
• to relieve the authors of dealing with PDF accessibility problems or special  

knowledge about PDF tagging 
• to enable the authors to focus on content issues 
• to facilitate semantic authoring without calling it semantic 
• to support the creation of "born accessible" documents 
• to minimize the effort of PDF/UA checking 

In a second step we tried to define roles and their special tasks according to  
accessibility issues. We identified 3 different roles: 

1. The template developer: responsible for the basic layout and the styles – he deter-
mines the look of the document and the possibilities to structure the content by  
using different styles. 

2. The document author: responsible for the content and the document structure – he 
writes the content and marks it by using the available styles. 

3. The document evaluator: responsible for the quality assurance – he checks the PDF 
for accessibility (in this case for conformance with PDF/UA).  

Every role needs a special knowledge in order to execute the according tasks. 

2.1 The First Role: The Template Developer 

The template developer needs deep knowledge about the creation of tem-plates, PDF 
accessibility and axesPDF for Word features and settings. He provides the authors 
with templates that are prepared for accessible authoring. His tasks are in detail: 

• prepare all styles and complex elements already with accessibility features in the 
template 

• determine the PDF-tags processing in the template 
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• name styles according to their usage  
• determine settings and metadata according to accessibility in the template 
• add protection to a template to help prevent authors from changing the styles 

 

Fig. 1. Window for predefining the processing of PDF tags: in this example you see the  
mapping of the style TH_Row to the processing as Table Header Cell Scope Row 

2.2 The Second Role: The Document Author 

The document author only needs advanced knowledge about using predefined styles 
and typical Word features (e.g. how to create a table of content or how to anchor im-
ages). According to document accessibility the author needs only basic knowledge 
(on editorial level) in order to execute the following tasks: 

• decide which picture or graphic is decorative and which is relevant for the content 
• determine alternate text for the relevant graphics 
• complete metadata (e.g. document title) 
• check the language setting 

The last two tasks can be executed right before the conversion to PDF in the conver-
sion window. 

2.3 The Third Role: The Document Evaluator 

In our concept we canceled the third role of a document evaluator because the docu-
ment author should be able check his document for PDF/UA compliance on his own 
and this should not take more than - in worst case - five minutes. And if there are 
failures he should be able to correct them in the source document. 
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3 Implementation of the Role Based Model 

In the first basic implementation in the add-in axesPDF for Word it is possible for the 
template creator to add accessibility features and to predefine the processing of PDF 
tags. By using context sensitive task panes the add-in supports the authors in executing 
accessibility related tasks. The PDF conversion itself transforms all the available  
structural information into a lean and proper logical document structure (PDF tag tree). 

4 Conclusion and Future Work 

Even authors without PDF accessibility knowledge are able to create PDF/UA com-
pliant documents with axesPDF for Word. As an evaluation tool we used the PDF 
accessibility checker PAC 2 [6] which is a PDF/UA validator based on Matterhorn 
Protocol. During the evaluation period we discovered that the main problem of ac-
cessible document authoring is the lack of advanced knowledge about using typical 
Word features. It is not the conversion tool any more.  

One of the next steps will be to support document authors in recognizing how they 
can fix accessibility failures based on their editorial mistakes (e.g. wrong use of 
styles) and to provide advanced possibilities for the template developer to prepare 
Word templates. In addition we will implement into axesPDF for Word the support of 
further document elements (e.g. content controls and building blocks). 
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Abstract. This paper describes the implementation of the PDF Acces-
sibility Validation Engine (PAVE). PAVE is a web based application for
identifying and correcting accessibility issues in PDF documents. The
accessibility analysis is based on the PDF/UA standard.

We previously introduced the idea of such a system in [1]. The entire
application runs on a web server, allowing users to both analyze a PDF
document in regard to accessibility issues and then to directly fix these
issues within the browser, thus relieving them from installing software.
A simple and intuitive user interface allows both experts as well as users
with only little previous knowledge of PDF accessibility to work with
PAVE.

Keywords: Accessibility, Document Accessibility, Visual Impairment,
Tagged PDF, PDF/UA, Web Content Accessibility Guidelines, Screen
Readers.

1 Introduction

The Portable Document Format (PDF) standard [2] is concerned with the cre-
ation, processing and display of documents which shall be represented true to
original on all devices and platforms. PDF documents are widely disseminated
in today’s information society. For example, PDF is the format of choice for
scientific publications and documents of public institutions.

Early specifications of PDF, for the most part, put no special emphasis on
compatibility with assistive technology (especially for people with visual impair-
ments) but aimed primarily for consistent visual presentation. Since the first
version of the standard in 1993, accessible PDF documents were made possible
and standardized by Tagged PDF [3] and then especially by PDF/UA [4]. Docu-
ments that conform to PDF/UA adhere to the requirements of the Web Content
Accessibility Guidelines (WCAG) 2.0 [5].

Yet, the largest part of PDF documents which are available on the web today
does not conform to the very recent PDF/UA standard. Furthermore, many of
the PDF documents that are written nowadays still do not comply with PDF/UA

K. Miesenberger et al. (Eds.): ICCHP 2014, Part I, LNCS 8547, pp. 185–192, 2014.
c© Springer International Publishing Switzerland 2014



186 L. Doblies et al.

upon publishing. This is in spite of the fact that popular, modern authoring tools
like the newest versions of Adobe Acrobat Pro [6] or Microsoft Word [7] offer
extensive accessibility guidance tools to authors.

To conclude, nowadays most of the available PDF documents are not (or only
partially) accessible, imposing restrictions on people using assistive technology.
If one wants an accessible version of a document, one way would be to contact
the author and let him republish his work. This would, however, in most cases
be very tedious or even impossible.

In order to solve the mentioned problems, we identified two major tasks:
First, we need an accessibility checker that allows users to assess an existing
PDF document in a simple and comprehensive fashion. And second, we need a
tool that allows to correct an existing PDF document in regard to accessibility.
Since these two functionalities are often used in conjunction (e.g., checking,
correcting, checking the result), we decided to address both tasks within a single
application. We already introduced the architecture for such an application in [1].
The proposed web application requires very little knowledge about accessibility
and can thus be used by a broad audience. In this paper, we discuss this system
in more detail and present an implementation.

2 Related Work

The idea of a software architecture for a web application that evaluates the
accessibility of PDF documents and provides means to make them accessible
has been introduced in [1]. Users get an accessibility evaluation report and are
able to use the tool to fix the encountered issues directly within a web browser.
The proposed system includes a user interface component as well as a PDF
analysis and tagging engine.

Adobe Acrobat Pro [6] provides a commercial desktop solution to recognize
accessibility issues in existing PDF documents and to correct them. Common-
Look PDF [8] is a third-party commercial add-on to Adobe Acrobat Pro. It
claims to bring more efficiency and comprehensiveness to the accessibility evalu-
ation and correction process within Adobe Acrobat Pro. These two are the only
solutions that we know of that include correcting capabilities, apart from our
system.

There are also some pure PDF accessibility evaluators which do not offer
a correction framework. The PDF Accessibility Checker (PAC) 2 [9] evaluates
documents for compliance with PDF/UA. PAC 2 implements all machine check-
able conditions of the Matterhorn Protocol [10], which provides a list of tests
to evaluate PDF/UA conformance of documents. As for online checkers, among
others, there’s the Tingtun PDF Checker [11], which evaluates PDF documents
for compliance with WCAG 2.0 guidelines.

All existing solutions have at least one of the following three shortcomings:
They are non-free (thus hindering wide usage), require extensive accessibility
knowledge, or do not offer a correction facility.
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3 Approach

Since one of our goals was to relieve users of the application from installing ad-
ditional software, PAVE can directly be accessed within a web browser. Initially,
a user uploads an existing PDF document to PAVE, where it then gets analyzed
for any accessibility issues. The result of this analysis is presented to the user,
showing potential problems. This information enables her to make an informed
decision about whether or not she wants to correct the PDF document. If she
decides not to perform any corrections, she is at least assured about the degree
of accessibility conformance of the PDF document. However, if she decides to
correct the issues presented in the accessibility analysis, she can do so directly
within PAVE.

After correcting the issues, she can proceed to download a PDF document that
reflects these corrections, while visually being identical to the original document.
Figure 1 shows an overview of this process. The accessibility issues that PAVE
reports are based on the Matterhorn Protocol [10]. Note that some of the issues
that are defined in the Matterhorn Protocol can be corrected automatically.
Hence, PAVE corrects those issues without any user interaction.

Fig. 1. System overview

The PDF/UA standard defines the criteria for accessibility conformance of
PDF documents on a very technical level. When designing an application that
shall enable people to correct documents with regard to this standard, it would be
straightforward to design a user interface that reflects the criteria of the standard
directly. However, this would result in a rather unintuitive user interface, which
would only be usable by people who are very familiar with the internals of the
PDF standards. Therefore, we decided to design the user interface in such a way,
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that we expose as little of the PDF internals as possible, without limiting the
user in her correcting capabilities.

In the following, we provide an example of how we hide PDF internals from
the user. Assume that a user uploaded a PDF document that is not tagged at
all, i.e., the text inside the PDF document has no logical information attached
to it. The user gets informed about this issue. Within our tool, she can then
draw a rectangular box with her mouse around the first block of text, providing
the information that this text represents a paragraph. This is a very intuitive
user interface design, but it does not correspond to the PDF internals. Inside of
an (untagged) PDF document, there is no such thing as a paragraph, instead,
there is a multitude of drawing commands within a content stream. When the
user selects a certain block of text in the user interface in order to mark it as one
group of text, the application must analyze the drawing commands within the
content stream to match them with the selection. Figure 2 illustrates how the
system matches the selection of the user with the according drawing commands.
From a technical point of view, it would be easier to present the different drawing
commands to the user, and require the user to tag all these commands one by
one. Yet, such a work would be quite tedious and unintuitive for the user, and
thus we decided to design the user interface in such a way, that we put the focus
on accessibility and hide PDF technical details wherever it does not add any
benefit to the user experience.

Fig. 2. Left: User selects an entire paragraph. Right: The system automatically finds
the according drawing commands.

In addition to the intuitive user interface, the correction process is further
enhanced by correcting certain issues automatically. Examples include the rec-
onciliation of inconsistencies in metadata, or the removal of invalid tags. For-
tunately, a large fraction of commonly encountered accessibility issues in PDF
documents can be fixed in this fully automated way. We hope that the combi-
nation of the intuitive user interface and the fully automated corrections lowers
the entry barrier and reduces the amount of time used for the correction process
substantially, in comparison to existing solutions.
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4 Current State of Development

As PAVE is currently still being developed, we only address a small section
to the current state of the application. Figure 3 shows a screenshot of the ac-
cessibility report generated by PAVE. The hierarchically structured report can
be expanded and collapsed by the user, enabling her to either get a high-level
overview of the problems in the document, or to dig deeper into the details.
With the help of the hierarchical structure, it is straightforward to assess the
accessibility conformance.

Fig. 3. Accessibility report

The screenshot in Figure 4 shows the page view, i.e., the view in which the
user can add and modify the tags and the reading order. On the left, the current
reading order is presented to the user, allowing her to reorder it using drag &
drop. On the right, a page of the PDF document is displayed. The currently un-
tagged elements on the page are highlighted, allowing the user to quickly identify
the next action she wants to perform. Note that there are different highlighting
options; for example, the user can also highlight existing tags, or both existing
and missing ones with different colors. Additionally to these rather static over-
lays, we also added dynamic content highlighting; e.g., when the user hovers
an existing tag, its position in the reading order and all elements contained in
this tag are highlighted. Note that the creation and editing of tags within the
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page view is according to the intuitive user interface approach that we introduced
in Section 3. In particular, we implemented the selection mechanism depicted in
Figure 2.

Fig. 4. The tagging process. Elements that are not yet tagged are highlighted.

5 Usability Study

We put a strong emphasis on user friendliness of PAVE since the start. There-
fore, we decided to conduct a usability study already in a very early stage of
development. In the study, four people that had little or no previous knowledge
of accessibility problems in general, nor explicitly in the context of PDF docu-
ments, worked with the tool. They were asked to assess the accessibility problems
in a given test document and then to correct the document using PAVE. The test
document consisted of two pages, which contained different types of elements,
such as text and images, as well as headers and footers.

The main result of the study was that all people were able to correct the PDF
document properly, i.e., so that the document was fully accessible, within less
than twenty minutes.

In the following we point out two additional results learned from the usability
study. The first result is that without PAVE, users were unable to assess the
degree of accessibility conformance of the PDF document at all. However, once
they uploaded the PDF document to PAVE, they were assured that there exist
issues within the document. The second result concerns the process of tagging
the document: Users quickly understand the concept of tagging a document,
and even when using PAVE for the first time, it only took them less than eight
minutes on average to tag the two pages completely.
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Summarizing the results of the usability study, users mentioned a handful of
small changes in regard to the user interface, but overall, all users were easily
able to assess and correct the given PDF document. All users also stated that if
they were given the task to either assess or correct a PDF document (in regard
to accessibility) in the future, they would want to use PAVE.

In a later stage of the development, we will assert the usability of PAVE by a
more extensive user study. This study will target a larger number of users with
strongly varying previous knowledge of document publishing and accessibility.

6 Future Work

Since PAVE is currently work in progress, there are multiple features that we
have planned to implement. The next step is to complete the tagging function-
ality, by extending it so that complex elements such as lists and tables can be
tagged. Afterwards, we plan to implement semantic checks. An example for such
a check is verifying that headings are properly nested.

Furthermore, we plan to change and extend the user interface, in order to
make it easier and even more intuitive to use, and thus to reduce the amount of
time required to correct a PDF document. We hope that by achieving these goals,
the effort of making PDF documents accessible is reduced by such a significant
amount, that checking for accessibility and correcting issues accordingly will
become a well-established step in the publishing process of PDF documents.

7 Conclusion

PDF documents are a prevalent means to publish content to people. The prob-
lem that many of those documents are insufficiently accessible originates mainly
from the fact that it is often too tedious to create and validate accessible PDF
documents. All the existing tools suffer from shortcomings: They are commer-
cial, require expert knowledge, or provide insufficient functionality. These short-
comings prevent many people, companies and administrations from using such
tools, which leads to a substantial amount of inaccessible PDF documents being
published. We address these shortcomings with PAVE, a web application that
allows people to evaluate and correct existing PDF documents in an intuitive
and straightforward manner. PAVE provides an accessibility report based on
PDF/UA and offers means to correct the identified problems.
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Abstract. With the ISO-standard PDF/UA-1 and the free PDF accessibility check-
er (PAC) 2 it is possible to validate PDF documents for accessibility very easily 
based on clearly defined requirements. But users who evaluate their documents are 
often faced with hard to correct errors because the mainstream authoring programs 
do not fully support PDF/UA yet. Remediation is tedious and time-consuming and 
sometimes even impossible with available tools. Therefore we worked out the main 
"last mile" errors and developed a special tool for "quickfixing" these errors – even 
for document authors without PDF accessibility knowledge on expert level. In this 
paper we present this approach and the tool. 

Keywords: Accessibility, Evaluation, PDF, PDF/UA, Remediation. 

1 Introduction: No Authoring Software Yet with Full Support 
for PDF/UA 

Although the ISO-standard PDF/UA-1 (ISO 14289-1) with its clearly-defined re-
quirements [3] – elaborated in the so called Matterhorn Protocol [4] – is two years old 
in summer 2014, there are no mainstream programs around which support the creation 
of fully PDF/UA compliant documents. Document authors evaluating their accessible 
PDF documents are often faced with hard to correct errors because the authoring tools 
or the conversion tools are not good enough. We call such evaluation failures "last 
mile" errors. You have to go the last mile - that is often very stressful – because you 
have to fix the errors manually at PDF content level – a kind of PDF source code for 
most of the users. 

2 The Concept: Defining "Last Mile" Errors and Developing  
a Combined Checking and Fixing Tool 

2.1 Typical “Last Mile” Errors 

In a first step we defined typical last mile errors. Last mile errors are evaluation fail-
ures which cannot be fixed by optimizing the source document for accessibility.  
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We looked at the different workflows (from word processing programs like Microsoft 
Word, layout processing programs like Adobe InDesign and PDF editors like Adobe 
Acrobat Pro) and tried to find out the most common errors. 

In cooperation with leading international document accessibility companies from 
Canada, Denmark, Germany and Switzerland we analyzed the workflows according 
to common programs with the best PDF/UA support. Typical errors are for example 
missing PDF/UA identifier, wrong language settings on marked content level, limited 
range of available PDF tags, missing descriptions for link annotations, path objects 
that are not marked as artifacts, wrong zoom settings of bookmarks, figures and forms 
with wrong placement attributes. Up to now these errors have to be fixed manually 
element by element. 

 

Fig. 1. The user interface of the “quickfixing” tool: on the right hand the PDF/UA checker with 
precise failure report and on the left hand above the corresponding buttons to fix it 

2.2 Levels of “Last Mile” Errors 

We divided the last mile errors into 3 levels: 

• Level 1: ISO 32000 (PDF 1.7) and ISO 14289 (PDF/UA) - example: fix role  
map-ping, insert missing spaces between words, missing note ID’s. 

• Level 2: Web Content Accessibility Guidelines (WCAG) 2.0 - example: accessible 
bookmarks as a combination of navigation bar and sitemap. 

• Level 3: usability for people with disabilities - examples: reset zooms (in order to 
keep user settings), create destinations (screen reader usable internal links), fix 
placement attributes (so that assistive technologies can render images, forms,  
formulas and notes correctly), apply PDF standard tags. 
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2.3 Combined Checking and Remediation Tool 

We implemented a PDF/UA checker [5] based on Matterhorn Protocol [4] and our 
paper “Validity and Semantics – Two Essential Parts of a Backbone for an Automated 
PDF/UA Compliance Check for PDF Documents” [2] which we presented at ICCHP 
2012 as a starting point. For remediation the user has only to click the corresponding 
button or to change a few settings e.g. the role mapping. The tool enables the user to 
fix typical errors at one blow through the whole document. By refreshing the checker 
the user will get immediate evaluation feedback. 

 

Fig. 2. Tab “Logical Structure” with the buttons to solve typical “last mile” errors 

3 Evaluation 

We evaluated the beta version of our solution – called axesPDF QuickFix [1] – with 
the experts of the international document accessibility companies mentioned above. 
During that period we received feedback about additional features we should imple-
ment. We added some document views for professional users. These views enables to 
locate reported errors easily and precisely in the document. 

Furthermore the tool is used by the PDF/UA competence center to evaluate PDF 
documents for accessibility and identify best practice files in order to publish these 
documents and to promote that ISO standard. 

4 Results, Impact and Future Work 

The "quickfixing" tool enables even users without expert knowledge to correct "last 
mile" errors according PDF/UA very fast and easily. The user can check and remedi-
ate in one step - often by clicking a button. The tool enables – in combination with the 
best authoring tools – lean workflows for the creation of PDF/UA compliant docu-
ments. Next step will be to implement additional features especially on the level  
"usability for people with disabilities" because this aspect is often ignored.  
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Abstract. In 2012, the new standard PDF/UA (ISO 14289-1) was published, 
specifying the requirements for accessible PDF documents. The Matterhorn 
Protocol by the PDF Association details the list of 136 test conditions that need 
to be fulfilled, but so far, there was no test tool to check a given PDF document 
against these requirements. This paper presents the PDF Accessibility Checker 
2.0 (PAC 2), which is the first tool that allows for an automatic test of those 108 
test conditions which can be tested fully automatically. The tool provides a de-
tailed report of a document analysis, and various features such as visual inspec-
tion of standard violations, supporting further improvement of the PDF  
document. As the PAC 2 is free of charge and can be used without technical 
knowledge, the tool promotes PDF accessibility among a wider user group and 
has the potential to increase compliance of PDF documents with the respective  
accessibility standard. 

Keywords: Accessible PDF, PDF/UA, ISO 14289-1, PDF Analysis.  

1 General Introduction 

An enormous body of information on the internet is made available in the Portable 
Document Format (PDF), from general terms and conditions when doing online 
shopping to scientific publications, or the form you need to complete when applying 
for a new passport. As Google trends reveal, there is also a steady growth of interest 
in PDF-related content over the last 5 years [1]. However, most PDF documents today 
are not accessible for people with disabilities, as they do not comply with PDF acces-
sibility standards [e.g. 2]. Consequently, people with disabilities using assistive tech-
nology (e.g. a screenreader) cannot effectively use the respective information  
resources. 

The relevant standard is PDF/UA (‘universal accessibility’; ISO 14289-1:2012-07), 
which was published in summer 2012 [3]. It specifies the technical requirements for a 
PDF document to be accessible for a wide variety of processing systems, including 
assistive technology, thereby aiming to achieve for PDF documents what WCAG 2.0 
achieves for websites [4]. The Matterhorn Protocol [5], developed by the PDF  
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Association, supports the implementation of the standard in practice, as it details 136 
specific test conditions accessible PDF documents have to fulfill. 

In many countries, providing accessible PDFs is required by law for government 
agencies. However, the actual implementation of the law proceeds disappointingly 
slow. While the ISO standard finally provided clear specifications for accessible 
PDFs, a tool to evaluate their application within PDFs was still missing. This gap is 
filled by PAC 2.  

2 PDF Accessibility Checker 2.0 (PAC 2) 

Back in 2010, the foundation ’Access for all’ released the first version of the PDF  
Accessibility Checker, performing 14 tests on PDF documents. Since then, PAC has 
been downloaded more than 20'000 times worldwide, and it is recommended as one of 
the primary tools for PDF accessibility checking by the World Wide Web Consortium 
[6]. In August 2013, PAC 2 was released for Windows, and is now adapted to the new 
ISO Standard 14289-1 (PDF/UA). To our knowledge, it is the first tool to check 
PDF/UA compliance and provides an easy to use automated testing functionality. 

2.1 Features of PAC 2 

The main features of PAC 2 are as follows. 

1. At the push of a single button, it provides a check of those 108 failure conditions in 
the Matterhorn Protocol, which can be tested fully automatically. 

2. A detailed report is presented which allows the user to analyze the specific errors 
in the document. There is a display available for an easy visual identification of the 
elements in the PDF, which cause the test failures. 

3. The preview offers a simplified view of the document structure, to allow for a  
manual check of the semantic information in the document (the tag structure), and 
the reading sequence. 

4. Document statistics are provided, which give an overview of the used structural 
elements in the document. 

5. The complete tag structure can be viewed, with a visual mapping of the elements in 
the PDF document to the tag structure. 
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Fig. 1. PAC 2 interface providing PDF analysis report 
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Fig. 2. Analysis of specific elements in a PDF document which cause problems 

 

Fig. 3. Screenreader preview of the document (example table with inaccessible structure) 



 PDF Accessibility Checker (PAC 2) 201 

2.2 Strengths and Limitations 

PAC 2 provides an easy to use tool to check PDF accessibility. This is especially 
useful for government agencies and private sector companies contracting third parties 
to create accessible PDFs. Finally, they are able to check standard compliance of the 
delivered products. Communication and digital design agencies receive a tool which 
supports their creation of accessible PDFs. The analysis provides them with specific 
information about the causes of the respective standard violations, a prerequisite of 
corrections to reach full document compliance.  

In contrast to other available tools, one of the major advantages of PAC 2 is that it 
can be downloaded and used for free. This allows the software to effectively promote 
the topic of PDF accessibility among a wider user group and to increase compliance 
of PDF documents with the respective accessibility standard. 

However, the remaining failure conditions, which cannot be tested automatically, 
still require human accessibility experts analyzing the PDF document. The tool cannot 
be a substitute for an expert assessment of document accessibility. 

3 Outlook 

PAC 2 is currently only available for the Microsoft Windows operating system.  
As soon as the financing is secured for this purpose, there will also be a version for 
alternative operating systems. 
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Abstract. Many countries, provinces and states have legislation mandating the 
accessibility of documents and formatted content. There are now existing and 
emerging standards for specific content formats such as PDF. The question re-
mains as to why there are so many recently produced inaccessible documents if 
we have tools, legislation and standards clearly mandating accessible documents. 
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1 Organisational Policy 

It is critical that any organization have a policy on the accessibility of Information 
Communication Technology (ICT)[1]. The best way to develop policies on accessible 
content or any aspect of inclusive design is to incorporate inclusion and accessibility 
into the overall organisational policy and not to have a separate policy that ad-dresses 
any legislative or standards based inclusion. For the PDF/UA [2] or accessible PDF 
standards, there must be an under-standing of what this standard represents to the 
work flow. For example, will the tools currently used for creating PDF documents 
support the standard, how much remediation will be required for documents and most 
importantly, who will be doing the remediation (staff or external contractor).? 

An organisation must have a senior level department or entity charged with the 
oversight and implementation of the inclusive standards and legislation within the 
entire organization [3]. Everyone and every department within the organisation must 
be accountable to this entity for compliance and enforcement. As we’ve seen in the 
province of Ontario Canada, without enforcement, legislation and standards are mea-
ningless and propagate barriers [4].  

2 Procurement Policy 

Once an inclusive policy is established, the elements of that policy must be non-
negotiable in the procurement process. All requests for tenders and quotes must clearly 
identify that PDF/UA (in this example) is the supported benchmark of the deliverable. 



 A Strategic Approach to Document Accessibility 203 

 

This policy must be clearly stated and defined on the organization’s website  
even before it is stated in a procurement document. The fact that the accessibility of 
content must be accessible upon delivery should be an integral part of what defines 
the organisation.   

A procurement process [5] should reiterate the policy and standards and not be the 
mechanism of introducing them.  

3 Training Staff versus Outsourcing PDF/UA 

The role of staff in strategic planning and policy development is important in deter-
mining the expectations of duties [6]. For example, if an organisation has thousands 
or millions of PDF documents, is the expectation that staff will spend time remediat-
ing them to PDF/UA compliance or is it more cost effective and resource effective to 
outsource the remediation for the high volume of documents and train some staff on 
remediating time sensitive documents such as memos or inter-office correspondence. 

4 Document Development Cycle 

The development cycle of a document should resemble the development cycle of  
any technological entity and be included in the accessibility standards of an organisa-
tion. The designations of the steps are different, but the development cycle remains 
evolutionary: 

 

Fig. 1. The development cycle of documents 

Organisations should implement a standard of file management and naming con-
ventions to allow for easy archival and retrieval of documents by any staff member. 
These standards should be included in any policy or procurement documents for easy 
integration. 
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5 Summary 

Organisations must find a way to work as an organisation rather than islands of  
departments working independently of each other with no overarching policy or  
implementation for the creation of accessible PDF documents or content in general. 

Ad hoc implementation of accessibility is not fiscally viable. By developing an  
organisational, team-based strategy and sharing it with every employee  what appear 
to be mountains of unachievable accessibility for PDF documents become “molehills” 
that can be achieved, and in a short period of time, become milestones of “what we 
do” as an organisation for everything produced. 
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Abstract. This Special Thematic Session describes the elements of an IT  
system that allows for a better integration of blind people in a MindMap brains-
torming session together with sighted users. Software components will be in-
troduced that convert the parallel information visualization to a serialized  
information representation, which will then be output on a special blind user  
interface using screen reader and Braille display. Moreover, non-verbal com-
munication elements are another important carrier of information, which also 
need to be captured and displayed to the blind user. Thus, this session also  
describes the necessary hardware components and the overall setup, which will 
allow for a more efficient teamwork in such a mixed team. 

1 Introduction 

Today, many devices exist that allow for an easier accessibility for blind people to 
digital content on screens. Braille displays or text-to-speech-software are typical tools 
for the blind user to interact with the content on the screen. However, these technolo-
gies are only of limited benefit for a collocated teamwork in the ideation process to-
gether with sighted persons. 

Such teamwork in the ideation process typically goes along with a lively discussion 
between all participants, and the artifacts on the common workspace guide the way to 
a common solution for a given task. However, the discussion during such a teamwork 
is accompanied by non-verbal communication elements such as pointing, posture, 
gaze or facial expression. Together with the artifacts and the verbal communication, 
these non-verbal communication elements also carry a significant amount of informa-
tion, which is partly unconsciously perceived and interpreted by the sighted partici-
pants. With exception of the audio channel, such information is not accessible  
anymore for blind people. 

Consequently, such mixed groups attempt to consciously place more information 
on the verbal communication channel, which slows down the whole teamwork since 
is causes an additional cognitive workload. If the participants are not used to such a 
communication style, the working behavior typically falls back to a communication 
style that is less accessible for blind users. 
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This situation becomes even worse, since blind users sometimes could also not use 
their text-to-speech output, since this might disturb other users or prevents the blind 
user from having full access to the ongoing verbal communication. 

2 Session Goal 

This session will present a new approach how blind people could be better integrated 
in such a brainstorming session within a mixed team of blind and sighted users. Using 
the scenario of a MindMap application on a common workspace to capture the vola-
tile generated ideas and to guide the discussion within the group, new technologies 
and algorithms will be introduced in this session that allow a better integration of 
blind users. The application of a MindMap was consciously chosen, since it typically 
provokes a significant amount of non-verbal communication elements such as point-
ing gestures (and in particular deictic gestures). Moreover, this application also con-
tains other situations, a blind user is typically confronted with, e.g. dynamic content 
of a common workspace, non-explicit artifact information such as clusters of objects 
or spatial distances, or on-screen interaction. 

The session will discuss in detail, how current information technology can help to 
improve the overall information flow without the need for the blind user to learn new 
devices or technology. 

3 Challenges to Be Addressed 

Integrating blind users into such a MindMap-based brainstorming session imposes the 
following challenges that have to be met: 

3.1 Parallel-to-Serial Conversion of Screen’s Content 

Visible content on a screen such as a MindMap can be parallel accessed by sighted 
users. They see the content written on the cards, their orientation to each other, but 
also clusters and other annotations. Such parallel information must be serialized in 
order to become accessible for blind users using their normal Braille display. Moreo-
ver, a MindMap is altered and extended during such a session, and thus continuously 
changes its layout and visual appearance. This implies that also these changes will be 
translated in order to be displayed to the blind users together with a corresponding 
change notification. 

3.2 Capturing of Non-verbal Communication Elements 

Non-verbal communication in the chosen scenario mainly consists of pointing ges-
tures onto artifacts on the common workspace. A direct interaction with the MindMap 
elements on the so-called “Artifact Level” (e.g. for moving the elements) could be 
directly captured, if an interactive table such as PixelSense would be used. However, 
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deictic gestures typically do not touch the surface and thus cannot be captured by the 
table’s sensors anymore. Here, new sensors have to be integrated into the overall sys-
tem, which offer a sufficiently high resolution for the detecting fingers together with 
their orientation and inclination. This is in particular important for deictic gestures, 
since they have to be precisely assigned to an artifact on the screen in order to avoid a 
wrong interpretation and translation for the blind user. 

3.3 Sensor Fusion 

Having various sensors in the technical setup would provide partially redundant in-
formation of different resolution. Such information – even though some signals might 
be noisy – can still be used to increase the overall system’s accuracy by fusing the 
sensor signals. Since mainly deictic gestures are relevant for the chosen scenario, also 
multimodal sensor signals such as audio, artifact position, artifact content, and point-
ing orientation could be used to further improve accuracy. Saying “I mean this” for 
example will only give relevant information if it goes along with a pointing gesture. 
Carefully filtering and refining such information could help to avoid false alerts to the 
blind user, since not every pointing gesture would carry information and thus could be 
ignored. 

However, such a sensor fusion also requires a complex data model, which supports 
various sensors, user applications, as well as models that contain the logical context of 
the complete system to guarantee the persistence. 

3.4 Applications 

As mentioned before, the chosen application consists of a brainstorming session, 
which uses a MindMap tool for capturing and visualizing volatile ideas. These com-
mon ideas should than be displayed on an interactive table as common workspace. 
This requires a MindMap software that can be simultaneously edited by the sighted 
users around the table, who can also rotate the artifacts, or cluster them in groups. The 
blind user can access this MindMao tool via the blind user interface, which shows a 
serial representation of the MindMap on the screen. Within this application, the blind 
user is also able to modify the tree, and all changes will then also be mapped to the 
MindMap tool on the screen. 

3.5 New Input Procedure for Large Interactive Surfaces 

So far, the blind user reads messages via the Braille display, and enters them over the 
regular keyboard, which is the most common interface. However, also applications 
for smart phones became very accepted within the last years. But using smart phones 
for entering text is still limited, mainly due their size and due to their missing haptic 
cues as feedback. On a first glance, it thus seems to be impossible to realize text input 
even on larger surfaces like tablet PCs or even interactive tables, as they exist in the 
chosen scenario. Here, new approaches are required that will use the system’s intelli-
gence to automatically adapt the keyboard to the blind user while he is entering text. 
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4 Summary 

Within this session, a system was introduced in detail, which will allow for a blind 
user integration in MindMap-based brainstorming sessions. This system addresses 
several challenges that have to be overcome in order to capture and translate non-
verbal communication elements, while also the blind user should have full access to 
the artifacts being generated on the screen during the discussion. The technical solu-
tions in hard- and software were discussed in detail, which could build the basis for 
many other applications in this field. 
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Abstract. Multimodal fusion andmultimodal fission are well known con-
cepts for multimodal systems but have not been well integrated in cur-
rent architectures to support collaboration of blind and sighted people. In
this paper we describe our initial thoughts of multimodal dialog modeling
in multiuser dialog settings employing multiple modalities based on W3C
standards like the Multimodal Architecture and Interfaces.

1 Introduction

Research in the domain of communication with disabled, especially blind per-
sons usually implies the use of multiple modalities to enable or ease access to
information. These range from audio feedback [14] over tactile feedback [2] to
tangible objects [6]. While most of the research focuses on how a certain piece
of information can be delivered to the blind, there is hardly any research on
architectures that ease the development of such multimodal interfaces. With the
advent of the W3C Multimodal Architecture and Interfaces recommendation1 a
first promising candidate to standardize multimodal systems is available. A first
analysis of the nuts and bolts is provided by [12]. However, the actual approach
on how input coming from multiple sources is fused into a coherent meaning
(multimodal fusion [5]) as well as state-of-the-art concepts on how to deliver
information using more than a single available modality (multimodal fission [5])
is vaguely specified in the respective standards.

In this paper, we introduce our first thoughts on how to translate communi-
cation elements, inaccessible to blind persons onto accessible modalities. We aim
at a scenario in a current project to improve the participation of blind people in
a brain-storming process with sighted people. Here, a mind map2 is used on a
touch table. Usually, these scenarios feature high dynamics in the communica-
tion, including speaker changes, nonverbal communication elements like deictic
gestures as well as frequent changes of the artifacts. In [9] we focused on the ar-
tifact level while in this publication we describe on how the architecture can be
extended to include communication of nonverbal communication elements with
multimodal fusion and multimodal fission.

The architecture proposed by the W3C decomposes a multimodal applica-
tion into a nested structure of interaction managers (IM) for dialog control and

1 http://www.w3.org/TR/mmi-arch/
2 http://come.sourceforge.net
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Fig. 1. Constituting components of the prototype

modality components (MC) for in- and output. An application is conceived as
a set of control documents expressed e.g. in SCXML 3 for the interaction man-
agers and a set of presentation documents with modality-specific markup for the
modality components.

2 Related Work

MICOLE [8] introduces an architecture based on agents to “support the com-
puter use and communication of disabled people” [8]. Input and output devices
implement an agent that communicates with the application via a bus. Sender
agents function as a driver to the application to hide the message exchange.
Hence, the main advantage of MICOLE is the ability to provide abstractions to
input and output modalities. It does, however, not offer any support for fusing
input or fission of output.

Doulens et al. present in [4] an agent based system to enable understanding
of “what is happening in the environment in a situational context” [4]. The
architecture is applied to an assistant robot that helps blind or disabled people
to cross a road in a virtual reality environment. Inputs are provided via SOAP
services and forwarded to fusion agents. Meaning is inferred with the help of
ontologies in semantic agents (which can be nested). On the output side fission
agents are used to control the actual hardware actuators. While this provides
a flexible architecture it does not make use of standards (SOAP being the only
exception). The emphasis of this approach is also on multimodal fusion while
multimodal fission is not explored in detail.

3 Dialog Management for Multiple Users and Modalities

In this section the components for building a multimodal and multiuser dialog
management are presented.

3 http://www.w3.org/TR/2012/WD-scxml-20120216/

http://www.w3.org/TR/2012/WD-scxml-20120216/
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The W3C suggests the use of SCXML as the dialog manager which has been
proven to be suitable to decouple the control flow and presentation layer in dialog
management [15]. It hasbeenused in several applications to express dialog states [3]
or to easily incorporate external information [13]. However, multimodal fusion to
combine the input from multiple input modalities and multimodal fission to use
multiple modalities to deliver information has not been discussed in -depth so far.

3.1 Multimodal Fusion

In multimodal systems users are able to express their dialog move by more
than a single modality. Multimodal fusion combines the input coming from the
various modalities into a single semantic interpretation that expresses the user’s
interaction intent [1]. The MCs send their input as EMMA 4 events to the upper
IM for further refinement. The fusion engine needs an application independent
representation of the current context to infer meaning [4]. Here, we suggest that
the MCfus can query IMISU for information that is present in the datamodel
but also for the state of the different MCs. The latter can be achieved by a
registry of available services that is maintained by the IMISU . Such a service
allows for a direct connection to an MC e.g. to query for information. Hence, it
works as an overlay to the actual structure of IMs and MCs. The use of Prolog
as a scripting language also allows for reasoning capabilities in the multimodal
fusion. Finally, the MCfus sends the results of the multimodal fusion to the
topmost IMISU .

For our demo scenario, deictic gestures are captured with the Leap Motion
which may be augmented by some spoken comment. For instance, users may
point at a certain location stating e.g. ”Maybe, we should move that to here.”.
Here, the meaning of that and here is fused with the semantic interpretation of
the spoken utterance move into a coherent meaning which we send as an EMMA
event to the IMISU dialog manager.

3.2 The Root Interaction Manager

The individual EMMA events received from the MCfus already represent the
user’s application specific interaction intent and will update the information
state. Depending on the change, this topmost interaction manager will reason
about the next steps to take and will communicate the new (derived) information
to MCfis. Thereby, it must consider the personal attributes of the participants
containing information about output settings like blind user, available and pre-
ferred modalities.

3.3 Multimodal Fission

Multimodal systems allow for the combined or alternative use of different input
modalities and to select output modalities most appropriate for a given context.
Besides the advantages named by Oviatt and Cohen[7], namely that the system

4 http://www.w3.org/TR/2009/REC-emma-20090210/

http://www.w3.org/TR/2009/REC-emma-20090210/
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gains robustness and is less prone to errors, an appropriate selection and combi-
nation of output modalities has the potential to ease or enable communication,
e.g. when communicating with disabled people. One approach for fusion was intro-
duced asWWHT by Rousseau et al. [10]. (i) What is the information to process,
(ii) Which modalities should we use to present this information, (iii) How to
present the information using these modalities and (iv) and Then, how to handle
the evolution of the resulting presentation [11]. These questions also shape the
processing stages during fission.

In the What stage, a message is decomposed into elementary information
units, e.g. (i) the fact that a new node was added, (ii) the name of the new
node and (iii) the parent node. There may be other information units as well
like location of the new node, but we restrict it to these three for traceability.
This data is sent from the topmost interaction manager IMISU to the MCfis.

TheWhich stage allows for the selection of appropriatemodalities based on rules
and the affordances of the individual modalities. Employing Prolog as part of the
interaction managers also allows us to include reasoning capabilities and global
knowledge in this step. E.g. to deduce that a change in context justifies to reestab-
lish an explicit reference by playing an auditory path to a node on the mind map.

In the how stage, we actually rendering the output. This is done by the specific
MCs.

As it comes to multiuser support, we are using multiple instances of the fission
engine: One per user.

4 Conclusion

This paper describes our approach to model multiuser, multimodal applications
using recently finalized W3C recommendations to communicate nonverbal com-
munication elements. We exemplify the approach by employing it to a brain-
storming session with blind and sighted participants. This scenario shows the
potential of using fusion and fission in a multimodal environment.

Another aspect is that the integration of fusion and fission engines in the
W3C MMI architecture needs some further refinement. An integration as in
comparable state-of-the-art architectures violate the tree structure as suggested
in the specification for arranging modality components [12]. A main reason is the
enforced split of modality components into modality components that are either
responsible to contribute to the multimodal fusion or those that will be triggered
by the multimodal fission. In the W3C MMI architecture modality components
can play both roles at the same time.

The extension of SCXML via Prolog enables SCXML documents to include
reasoning capabilities in the dialog manager as well as in the fusion and fission.
In a next step, we will continue the implementation and evaluate the approach
with a larger group of sighted and blind people.
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Abstract. Accessible mind maps tools are, due to their visual nature
hardly available and, if available, they focus on rendering the structure,
not considering nonverbal communication elements in ongoing discus-
sions. In this paper, we describe the need for this type of communication
as well as a mind map tool that is capable of processing the respec-
tive information, coming from a Leap tracking system attached to the
interactive surface.
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1 Introduction

Mind maps usually are tree-based diagrams that are used to outline ideas related
to a central topic. “Major topics or categories associated with the central topic
are captured by branches flowing from the central image. Each branch is labeled
with a keyword or image. Lesser items within each category stem from the rele-
vant branches” [1]. They can be used to generate, visualize, structure and classify
ideas in a multitude of scenarios, e.g problem solving or decision making [8]. As
they are predominantly visual, they are inaccessible to blind persons. Moreover,
explanatory gestures are used above the mind map on non-verbal communication
levels [2]. Consequently, an inclusive mind mapping tool must be designed to sup-
port both (i) access for the blind participants to the artifacts displayed on themind
map and (ii) access to the artifacts for translation tools of non-verbal communica-
tion elements. However, these nonverbal communication elements cannot be cap-
tured anymore by sensors of the interactive surface. Thus, additional sensors are
required to precisely detect deictic gestures such as pointing. In the following, we
describe our approach to such a mind map tool based on focus groups, where we
identified relevant requirements to consider in the design of such a tool.

2 Related Work

A project started by Roy Grubb aims at helping a blind student who was forced
to use mind maps during his course1. He, along with 30 contributors, analyzed

1 http://www.informationtamers.com/WikIT/

index.php?title=Mind mapping for people who are blind
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available tools with regard to accessibility. Here, XMind2 was considered to be
the most accessible tool. Its main advantage lies in the integration with available
text reading software like NVDA3 or JAWS4 on Windows or VoiceOver5 on
MacOSX and iOS. Another tool is FreeMind6 that can be controlled by spoken
commands using Simon with some adaptations7. They consider “touch or sound
[. . . ] to be the only options”, e.g. to synthesize the labels. While this would work
if the blind user is working on her own, the applicability in collaborative settings
with sighted users is problematic.

One of the most interesting tools is described by Sanchez et al. in the do-
main of concept mapping for blind children [7]. Here, children can navigate the
tree-like structure of concept maps with the help of audio cues. They found that
blind users tend to create the maps in a sequential order rather than more elab-
orate structures. However, they developed an interface that was mainly meant
to be used by blind persons only. Thereby, they did not consider e.g. nonverbal
communication or problems that might occur because the interface should be
able to support both, blind and sighted participants simultaneously.

Capturing hand gestures as a main carrier of nonverbal information and trans-
lating them to a blind user is a new approach to better integrate them in such
kind of vivid discussions. Tang et al. [9] introduced VideoArms to relate hand
gestures to artifacts displayed on the screen. VideoArms captured the users’
arms with the help of a color camera, and separated them from the screens con-
tent employing color segmentation. This approach proved to be problematic in
presence of a dynamic background, or colors shared both by the screen content
and the users’ arms. Kunz et al. [5] overcame these issues with the CollaBoard
system, which benefits from the fact that an LC screen emits linearly polarized
light. Placing an additional linear polarization filter that is rotated by 90 ◦ in
front of the camera will blind it for the content on the screen, while the user
is still visible. This allows separating a person in front of a highly dynamic
background on the LC screen. A more recent approach by Kunz et al. [4] use
Microsoft Kinect to capture hand gestures above an interactive table. However,
in all cases the remote station receives the content of the digital surface together
with the video overlay, which is an unsuitable representation in a mixed group
of blind and sighted users.

3 Focus Group about Brainstorming Tools

We conducted a focus group since we were interested which nonverbal commu-
nication elements would be most interesting to be communicated to the blind
besides the artifacts.
2 http://www.xmind.net/
3 http://www.nvaccess.org/
4 http://www.freedomscientific.com/products/fs/jaws-product-page.asp
5 http://www.apple.com/accessibility/voiceover/
6 http://freemind.sourceforge.net/wiki/index.php/Main_Page
7 http://kde-files.org/content/show.php/

%5BEN%2BVF%5D%2BFreeMind%2B0.9.0RC7?content=137915
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Four persons participated (3 female, 1 male). Two persons were blind from
birth, one became blind at the age of one year and one could partially see shapes.
They distinguished three kinds of nonverbal communication elements (i) deictic
gestures, (ii) pose and (iii) facial expressions. They were generally not actively
using these and saw the danger that they are likely to be misinterpreted. On the
one hand, they feel that something is missing. On the other hand they stated
that it is hard to miss something which is unknown. However, they think that
this may change once they learn more about it. First approaches are stated by
one person. She participated in a training about nonverbal communication.

Generally, they considered deictic gestures to be the most important ones.
This category is well known known and also sometimes used, e.g. to raise the
hand to stop a bus. However, they mostly rely on someone to verbalize this kind
of communication. They feel that, since deictic gestures may happen frequently
during a conversation, an interpretation of all gestures may result in information
overload.

Postures are hardly known and considered to be of less importance. It may
be used to express the user’s affective state but is hard to interpret correctly.

Facial expressions are considered to be the least important. Also it is again
no reliable source of information.

With regard to possible translations they raised doubts that it can happen
via auditory icons alone. They prefer verbal descriptions since this is a known
world. Also, they fear an information overload. Consequently, it will be hard to
follow both, an ongoing discussion as well as the descriptions. A better solution
would be to use pauses as a human translator would do.

4 Collaborative Mind Map

The focus group described in the previous section suggests that a mind map
tool should primarily support deictic gestures, e.g. when pointing at a certain
node of the mind map. Additionally, we regard collaborative settings were mul-
tiple persons can modify the mind map. General requirements to such a tool
are described in [6]. They identified requirements for such a tool as to (i) be ac-
cessible by blind people not interfere other users, (ii) always synchronize visual
and non-visual representations, (iii) offer the same functionalities as all users,
(iv) guarantee that the blind user has to be made aware of any changes done
and (v) allow tracking changes. As concluded above, such a tool must also cope
with nonverbal communication. Therefore, we developed CoME, a Collaborative
Mind Map Editor, which runs on the Microsoft PixelSense and which is available
as open source8.

CoME features communication capabilities that allows to propagate addition
or modification of nodes as well as receiving them externally and integrate them
into the current view. Here, we follow the observation from Kamel et al. [3].
They suggest using different representations to cope with individual presentation
needs resulting in higher synchronization needs. We are using messages that are

8 http://come.sourceforge.net

http://come.sourceforge.net
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(a) Mind Map (b) Deictic gesture

Fig. 1. Collaborative Mind Map Editor running on the Microsoft PixelSense

sent over uMundo9 as ProtoBuf messages. Messages can indicate (i) a new map,
(ii) addition and (iii) deletion of a node as well as (iv) updates. A node has
the following attributes (i) the node id, (ii) the text displayed, (iii) the node’s
parent id, (iv) the issuer, (v) a time-stamp, (vi) the screen coordinates and
(vii) the color of the node. Thanks to uMundo’s publish-subscribe capabilities,
a client can receive or publish these messages as long as it knows the name of
the communication channel. A client for blind users has already been presented
in [6]. Changes of the screen coordinates are sent over another channel since they
are not relevant for each client.

These messages are also the basis to include e.g. pointing gestures as shown
in Figure 1 (b). Visually overlaying deictic gestures on digital content gives in-
formation to sighted users only, but is not useful for blind users. The visual
computation of such an overlay is complicated and also the depth information
of the pointing gestures is completely lost in a two-dimensional representation.
Thus, a new system for reliable tracking is required. In this case, a Leap Mo-
tion is used to capture the pointing and fused with knowledge about the screen
coordinates of the nodes.

5 Capturing Pointing Gestures

For capturing pointing gestures above the table, we mounted three Leap motion
sensors on the sides of the table, while the fourth side (the blind user’s position)
does not require to sense pointing information (see section 3). Since tracking of
pointing gestures is computationally expensive, the Leap motion sensors have to
run on separate machines. Here, uMundo’s publish/subscribe capabilities help to
ease the communication across machines. The motion sensor machines publish
their information to CoME as the subscriber. All the mentioned software is
developed for Windows 7 using C#. Since the Leap motion sensors and the

9 https://github.com/tklab-tud/umundo

https://github.com/tklab-tud/umundo
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PixelSense work on the same infrared wavelength, they would interfere if the
devices see each other. However, the inclination of the Leap sensors was chosen
that neither the Leap sensors see each other, nor do they see the PixelSenses
surface. The Leaps field of view is oriented in such a way that its one edge
is parallel to the PixelSenses surface, since this orientation allows for the best
detection of pointing gestures on artifacts on the screen. The sensors capture
the pointing fingers of the users, calculating their target on the PixelSense’s
screen, and send the final results to the PixelSense. The software running on
the PixelSense displays the results as a highlighter to the sighted users. The
information is also sent to the blind user interface

5.1 Calibration and Operation

Prior to a brainstorming session, the tracking system needs to be calibrated. Al-
though the geometric position of the sensors with regard to the table only needs
to be calibrated once, it is important to take also into account the user’s posi-
tion and height, in order to achieve reliable results. For the calibration process,
every user has to touch the PixelSense’s screen several times. The touch point
is detected by the PixelSense, but also by the Leap sensor. Next, the measured
data needs to be unified, since the table and the sensor work in different coordi-
nate systems. After performing these transformations, the system compares the
calculated touch point with the measured data from the PixelSense in order to
find constant shifts and slopes (see Figure 2).

Fig. 2. Calibration of the system

During normal operation, gestures are detected and the target point is high-
lighted on the screen. This will help the sighted user to perform more precise
pointing and consequently avoid wrong notifications of the blind user.

6 Conclusion and Outlook

In this paper, we described CoME, a collaborative mind map editor that can
be used in collocated brainstorming sessions with blind and sighted persons.
It features communication capabilities that allow for the presentation of the
mind map in user interfaces that consider special information presentation needs.
Further, we described the results of a focus group that provided us with those
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nonverbal communication elements that should be considered in the first place.
We showed, how these pointing gestures and deictic gestures are captured using
Leap sensors.

As a next step, we will work on a noise filtering of the tracking data, which will
make the detection of deictic gestures more stable. We foresee an exponential or
double-exponential smoothing of the signals. Although this will come to cost of
a slightly increased latency, we do not expect any negative impact on the users
performance, since pointing gestures are not time critical. On the other hand,
a filtering will eventually improve the stability of the highlighter and thus will
allow a smoother interaction with the system. Further, we will also work on a
data refinement using this filtered data and the knowledge about the artifacts
positions on the PixelSense. Together with other information such as audio, this
will allow an unequivocal and stable input for the blind user interface. Finally, we
also envision to also integrate other gestures then pointing to make our system
also applicable to other collaboration scenarios such as net-based collaboration.

Acknowledgments. This work has been partially funded by the D-A-CH
project #CR21I2L 138601.
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Abstract. In co-located meetings, which are part of our professional and educa-
tional lives, information exchange relies not only on information exchange us-
ing artifacts like bubbles in mind-maps or equations presented on electronic 
whiteboards in classrooms, but also to a large extent on non-verbal communica-
tion. In the past much effort was done to make the artifact level accessible but 
also non-verbal communication heavily relies on the visual channel to which 
blind people do not have access. Thereby co-located meetings are seen as first 
domain to research accessibility of non-verbal communication, which are well 
defined and should lead to more general research on access to non-verbal com-
munication. We present a first prototypical system which allows experimenting 
with access to non-verbal communication elements by blind people using both 
the input from a ”human” transcriber or automatic tracking and recognition of 
non-verbal communication cues. 

Keywords: Co-located meetings, Non-verbal Communication, Blind User. 

1 Introduction 

Non-verbal communication plays an important role in social interaction [1,2]. Such 
communication heavily relies on the visual channel. Examples are nodding of the 
head to agree or disagree with the current speaker, pointing at artifacts (as for instance 
bubbles of a mind-map in brainstorming meetings), smiling or gazing to other per-
sons. Further speaker regulation is influenced by non-verbal communication. Non-
verbal behavior can include hints of a listener’s interest on an ongoing discussion or 
talk. Blind people do not have access to such information and therefore not only miss 
information exchange done by an inaccessible artifact layer, but also miss information 
exchange, which is done by visual non-verbal communication. 

This paper presents a tool, which can be used to present non-verbal communication 
elements to blind people. At the moment, the tool is especially designed for brains-
torming sessions based on mind-maps as described in [3]. Such a tool allows investi-
gating the importance of different non-verbal communication elements to blind 
people, and if the presentation of non-verbal communication elements to blind users 
could ease the participation of blind persons in co-located meetings. 

This work on the presentation layer of non-verbal communication for blind people 
is embedded in a larger research project which focuses on the access to non-verbal 
communication in a more general sense. 
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2 State of the Art in Tracking and Reasoning for Non-verbal 
Communication and Research Questions 

Much effort has been done during the last years to make the artifact level of commu-
nication accessible for blind persons, as for instance mathematical equations, graphs 
and pictures (examples are [4,5,6]). But also non-verbal communication heavily relies 
on the visual channel to which blind people don’t have access. So far topics as 

1. the importance of occurring visual non-verbal communication for blind partici-
pants in co-located and also distance meetings, 

2. the feasibility of transcribing or tracking and automatic translation of non-verbal 
communication and  

3. the usefulness or added value, restrictions and requirements of such transcript 

are not well studied. Especially point 2 and 3, the importance and usefulness, of non-
verbal communication will depend also on the way how the non-verbal information is 
presented to the blind user. Which leads to further research questions how much in-
formation can be reasonably presented to the blind user and how to present the infor-
mation to the blind user? Is it better and feasible to present the gathered information 
via haptic devices, vibrations, audio cues, non-speech sounds or any other thinkable 
modalities? 

Hardware for tracking movements (e.g. video cameras or sensors which give also 
3D data as the Leap Motion (https://www.leapmotion.com) and the Microsoft 
Kinect (http://www.xbox.com/kinect ) becomes more affordable. Further, sen-
sors attached to the body (e.g. acceleration sensors, MyoTM sensor 
(https://www.thalmic.com/en/myo/)) can be used to track motions. All such 
devices can be integrated in the described scenario, of course still restricted to settings 
as being in front of a background for good contrast. They all show potential for a 
better access to non-verbal communication for blind people and a more detailed de-
scription of tracking in co-located meeting can be found in [7], which was prepared in 
the same project. 

However, despite the fact that tracking devices become more accurate and many 
well-defined scenarios can be found, in which tracking works fine, tracking of the 
whole occurring non-verbal communication of all persons who are participating in a 
co-located meeting is not yet possible today. But not only limitation of hardware ac-
curacy is responsible for the limitation of non-verbal communication tracking but also 
the reasoning algorithms to interpret humans’ movements are limited. The interpreta-
tion of non-verbal communication by human being is not only done by analyzing the 
data of one single channel (visual), but much more by the combination of different 
channels (acoustic, visual and tactile). A human being interprets the occurrence of a 
stretched finger in the combination with a spoken sentence “Look at this” as a point-
ing gesture. In most situations human being can interpret gestures with similar ap-
pearance but with different meanings easily and sensibly. So tracking and reasoning 
of non-verbal communication today done by a machine is far away from the interpre-
tation capabilities of non-verbal communication by human beings. 
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3 Tool for Simulating Non-verbal Communication Elements  

3.1 General Description of the Simulating Tool 

Considering the fact that an automatic tracking of non-verbal communication today is 
still very limited, transcribing by a human being is the only reasonable way to do 
research and considering a service for better access to important aspects of non-verbal 
communication. The tool provides an UI (see figure 1) for fast entering information 
on gestures and other non-verbal elements a transcriber identifies during a brainstorm-
ing session. A second possibility is to use time protocols and video recordings. In the 
second case, a co-located meeting has to be recorded, the video has to be analyzed 
and a time protocol has to be designed. Afterwards the video and the defined gestures 
can be presented to the blind user. Both possibilities are included in the system archi-
tecture of the mind-map tool presented in [3]. In the current version, the blind user is 
informed via a message box about the transcribed gesture. In a later stage, automatic 
import of recognized gestures and other non-verbal cues can be supported. 

 

Fig. 1. UI for transcribing gestures in a real brainstorming session: The transcriber can select 
the gesture from a predefined list (here “zeigen (pointing)”), and the originator as well as a 
receiver by selecting it with a tick. At the moment possible receivers are bubbles of the mind-
map and persons taking part in the meeting, who have to be added at the beginning of the ses-
sion via the “add Persons” button. 

For the presentation of the non-verbal communication elements to the blind user 
with standard AT, a machine readable format has to be defined. The structure used at 
the moment is described by the following attributes: 

• Sender: Is the originator of a message 
• Message Type: can be for instance pointing, gaze or smiling 
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• Receiver: The “object” the originator is interacting with, can be another person or a 
mind-map bubble  

• Timestamp: Time when the non-verbal communication element occurred 

These attributes are highly related to an information exchange in a typical conversa-
tion, in which a sender generates a message and interacts with a receiver. The time-
stamp is not immediately presented to the blind user but can be used afterwards to 
allow chronologically looking up gestures in a history view. For the beginning, it 
seems that the fields selected are satisfying. However if important fields are missing 
as for instance repetition, duration or starting- and end time they can be added easily. 

3.2 First Experimental Setup 

Two different experiment setups were tested. One experiment setup was based on a 
real time meeting and the graphical user interface for gesture transcription and the 
second one was based on recording of a brainstorming session which was presented to 
a blind person afterwards. The blind person, who was taking part in the real time 
meeting, was also the person, who took part in the video based experiment. In both 
experiment setups only pointing gestures were considered as a representative of non- 
verbal communication.  

During the first experiment setup in a short meeting, between a sighted and a blind 
participant, a small mind-map with only a few bubbles was created. The CoME tool 
(http://sourceforge.net/projects/come/) which is also developed in the same project 
was used for the presentation of the mind-map to the sighted person and the BlindU-
serView, which is described in [3] was used for the presentation of the mind-map to 
the blind user. During the generation of the mind-map the sighted person tried to 
make a high number of pointing gestures, which were presented to the blind user us-
ing the UI for transcribing. The transcribed gestures were presented to the blind user 
by message boxes. During the generation of pointing gestures, the sighted user con-
sciously avoided spoken hints of the focused targets. Sentences like “can you add a 
node with the content meeting as a child to this bubble” were used instead of telling 
the bubble names. 

For the second experiment setup a video of a brainstorming session between two 
sighted persons was prepared. Afterwards a time-protocol including the pointing ges-
tures and the generation of the bubbles was generated. The video was presented to the 
blind user and in parallel the BlindUserView was used for the representation of the 
mind-map. Based on the time-protocol the bubbles and the gestures were presented to 
the blind user at the corresponding times to the video. Again message boxes were 
used to present the occurrence of pointing gestures. The record was presented twice to 
the blind user. In the second case the message boxes, which informed the user that a 
bubble was added, were deactivated. Instead only a beep, which indicated a creation 
of a bubble, was given as a hint to the blind user that a change of the mind map oc-
curred. The blind user had to figure out where the bubble was added. 

From a short discussion with the blind user about the importance of the pointing 
gestures, it turned out that they might have the possibility to support the blind in 
brainstorming meetings but it has to be taken care that only important gestures are 
presented to the blind user and not to overload him/her. Blind users also urged that the 
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output interface has to be designed in a clever way. At the moment the alert messages, 
which present changes of the mind-map and occurring gestures are judged by the 
blind user as too time consuming to follow the ongoing discussion. The blind user has 
also the impression that only generating a beep, when a bubble is added, and to allow 
him to use the time to search for the changes in the tree instead of reading the mes-
sage boxes and jumping to the change, gives him a better understanding of the struc-
ture of the mind-map (generating only a beep was done during the second time the 
blind user watched the video).To reduce time effort for the blind user to read message 
boxes presentation of the gestures via audio might be a good idea. But audio often 
conflicts with the ongoing discourse. Braille allows more “catching up in parallel”. 
Another way to reduce reading effort is to shorten question by using clever structures 
and not to ask whole questions. To give an example: In case of a pointing gesture 
instead of presenting a message box with the content “Person is pointing to bubble. 
Jump to node?” it might be enough to use a specific beep for an occurring pointing 
gesture and just present the bubble, where the user is pointing to, on the Braille dis-
play. If the blind user likes to put the focus to the bubble he/she just hits the space 
button on the keyboard. 

4 Outlook and Goals 

Today, tracking and reasoning of non-verbal communication is only possible for spe-
cial scenarios and setups as for instance sign recognition. Automatic tracking and 
reasoning of non-verbal communication cues will only be possible at an experimental 
level the next years. The presented tool gives a possibility already today to investigate 
the importance of different non-verbal communication cues for blind persons taking 
part in co-located meetings and supports research in automatic tracking. 

The subjective importance of gestures to a blind user will not only depend on the 
information benefit which the blind user gets but also on the presentation method. As 
pointed out above special care has to be given not to overload the blind user by less 
important gestures in a conversation so he/she is not distracted from the ongoing ver-
bal communication. One important step not to overload but still present as much as 
possible of information of non-verbal communication to the blind user is to find the 
right presentation technique.  

The next goals are to figure out important gestures in brainstorming session to pro-
pose non-verbal communication elements an automatic detection and presentation 
should focus on. In addition it allows experimenting to the mentioned important step 
in what way non-verbal communication is presented best to blind users (e.g. audio or 
message boxes). Finally, it proposes considering new services for important meetings, 
be it by human or automatic support. Moreover, other co-located or distant meetings 
in which e.g. a teacher points at artifacts on a white-/blackboard will be analyzed. 
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Abstract. The Information State Update (ISU) Model describes an ap-
proach to dialog management that was predominantly applied to single
user scenarios using voice as the only modality. Extensions to multimodal
interaction with multiple users are rarely considered and, if presented,
hard to operationalize. In this paper we describe our approach of dialog
modeling based on ISU in multiuser dialog settings employing multiple
modalities, including nonverbal communication.

1 Introduction

Although the Information State Update Model (ISU) as introduced by Larsson
and Traum [9] describes a general concept to implement dialog managers, most
implementations like TrindiKIT 1 or Dipper [2] primarily focus on spoken dialog
systems. The approach originated in Dynamic Information Theory (DIT) as
introduced by Bunt [3]. While Bunt based his dialog acts as the “functional
units used by the speaker to change the context” [3] on linguistic aspects, the
concept is not restricted to spoken language. Extensions to multimodality have
already been successfully employed, e.g. [6]. These systems, however, primarily
target single user settings while ISU based systems dealing with more than a
single user are still focused on spoken interfaces. Furthermore, they are more
interested in understanding who is speaking to whom [5] [12] which is relevant to
include the computer as a homologous conversational counterpart. This research
question may also include nonverbal aspects like gaze and gestures in order to
detect turn-taking cues in multiparty conversations [1].

In contrast to that we aim at interfaces where both input and output are
multimodal and the computer takes a solely supportive role. The information is
presented to the users by a combination of modalities that best suits the kind of
information to deliver while taking into account the special needs of the users,
in our case blind users in a brainstorming session together with sighted persons.
They require a special sort of interface that allows them to follow the discussion
and the visual artifacts that are employed. The interface should enable them
to actively contribute to the discussion but the selection of available modalities
is limited. In this paper we introduce a novel way to model information states

1 http://www.ling.gu.se/projekt/trindi/trindikit/
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supporting multiple users with different communication needs with the help of
grounding and reasoning capabilities. We describe how to derive the groups in-
tention from the individual multimodal input and introduce concepts to present
this information to the users. Moreover it can be used to communicate nonverbal
communication elements.

2 Related Work

Most research focused on scenarios where a single user interacts with a com-
puter (see Figure 1(a)) like in the original work from Traum and Larsson where
they introduced the ISU concepts [9]. There are several conceptions for multi-
party dialogs. The first obvious one was introduced in 2002 where Traum and
Rickel [13] proposed a multiuser (see Figure 1(b)) and multimodal model for
a game scenario, which also uses aspects of the information state theory from
Traum and Larsson [9]. However Ginzburg and Fernandes [5] have relativized
the work of Traum and Rickel since it does not model true multiparty dialogs
(see Figure 1(c)) but rather multiuser dialogs. The multiuser model targets only
parallel dialogs without any relations between the dialog flows (only one sender
and one addressee). Therefore the communication between the participants and
cross-related discussions about the same topic are not covered. Only with a mul-
tiparty dialog model the complex group discussion relations can be recognized.

C

H1

C

H2H1 H3

C

H2H1 H3

(a) Single user (b) Multiple users (c) Multiparty

Fig. 1. Schematic view of communication modes

Ginzburg et al. [5] also introduced in 2005 three interaction principles for
realizing a system as a dialog partner. In 2008 Kronlid [8] criticizes these prin-
ciples as not flexible enough and tried to extend the ISU concept by including a
full-fledged multiparty turn manager. With its base in the principles of Sacks et
al. [11]. In general, a turn manager tries to coordinate dialogs with the goal of a
fair time distribution among the participants. Kronlid had simplified Sack’s turn
manager by omitting some solve strategies, which cope with complex overlapping
scenarios.

In 2010 Strauß et. al. [12] extended the ISU approach for multiparty dialogs
with proactive functionality by using ontologies. This is relevant to answer cur-
rent research questions from a linguistic perspective. However, in our scenario
there is no need for a system with communication capabilities comparable to a
human. This allows us to focus on nonverbal, i.e. multimodal, aspects of the in-
teraction with multiple users rather than forcing us to fully understand parallel
ongoing discussions.
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3 Scenario

We aim at a scenario in a current project to improve the participation of blind
people in a brain-storming process with sighted people. Here, a mind map is
used on a touch table. Here we encounter, high dynamics in the communication,
like speaker changes, deictic gestures as well as frequent changes of the artifacts.

4 Dialog Management

The W3C suggests to use SCXML 2 as a dialog manager within a multimodal
system. However, SCXML seems to be suited only to implement finite state or
frame-based/form-filling dialog management approaches since they lack ground-
ing and reasoning. Fodor and Huerta [4] demand that dialog managers should
feature: (i) a formal logic foundation, (ii) an interference engine, (iii) general
purpose planners and (iv) knowledge representation and expressiveness. One so-
lution to overcome these limitations is to introduce Prolog as a replacement of
an embedded scripting language [10] similar to the approach by Kronlid and
Lager [7]. Embedding it as a scripting language allows to use SCXML as an
ISU dialog manger compliant to the W3C MMI Architecture 3 which has the
potential for more natural and flexible dialog management.

5 Multiuser Multimodal Information States

We rely on a multimodal fusion component that emits the individual events
representing the user’s application specific interaction intent. The actual intents
of the group are derived by the individual intents and made accessible in the
group information state ISgrp. Ultimately, concepts like the social structure of
the participants ought to play a role when inferring the group intent. Figure 2
introduces the global information state.

The information state ISgrp comprises inferred group-related attributes as
well as the actual state of the mind map, along with a history of its changes.
It unifies the individual information states ISind into a coherent view. Each
ISind includes, besides personal beliefs, personal attributes which includes the
user’s presumed mental state of the mind map. The personal attributes contain
information about output related settings like blind user, available and preferred
modalities.

The mind map’s actual nodes and their relations are loaded as Prolog facts
in the ISgrp. The ISind contains a mental model of the global map as it is
perceived by the individual users. This individual mental model might differ from
the actual map especially in the case of blind users. If one participant changes
a node in the mind map, his mental state (in ISind) and the global mind map
(in ISgrp) is updated. The ISgrp will trigger updating all other participants via

2 http://www.w3.org/TR/2013/WD-scxml-20130801/
3 http://www.w3.org/TR/mmi-arch/

http://www.w3.org/TR/2013/WD-scxml-20130801/
http://www.w3.org/TR/mmi-arch/
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Fig. 2. Structure of adapted information state for multiuser scenarios

messages of an suitable type. Moreover, it can be used to reason when and how
to deliver nonverbal communication elements.

For tracking the changes of the mind map and the discussion the ISgrp con-
tains the attribute history. A timeout deletes expired events, because the scope
or rather focus of discussion has changed.

This way we are able to provide an implementation for Strauß’ and Minker’s
observation that not all participants share the common ground and the more
participants the less common ground can be assumed [12].

6 Conclusion

This paper describes an extension of the ISU dialog management technique that
integrates into the recently finalized W3C MMI recommendation. We exemplify
the approach by employing it to a brainstorming session with blind and sighted
participants.

The extension of SCXML via Prolog helps us to derive the groups intent and
enables us to express ISU-based dialogs. In a next step, we will evaluate how this
can be used to filter non-relevant events, especially for nonverbal communication,
to avoid an information overload of the blind users.

Acknowledgments. This work has been partially supported by the DfG (Ger-
man Research Foundation) and it has been produced out of the D-A-CH project.
The D-A-CH project is a joined project between TUD, the ETH and JKU with
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Abstract. Our daily live is no longer imaginable without touch devices. Besides 
standard touch devices as mobile phones and tablets also touch-tables have the 
chance to find their way into our daily lives. Co-located meetings can be seen as 
a good application area for touch-tables. They can present the artifact informa-
tion layer to the whole group. On touch surfaces virtual keyboards are used by 
sighted people for text input and text manipulations. For blind people, such 
keyboards are only accessible with a decreased working speed. In co-located 
meetings, manipulation of artifacts (for instance bubbles of mind-maps) is very 
dynamic. Therefore, a decreased working speed to generate and manipulate tex-
tual inputs makes an equal participation of blind people in co-located meetings 
impossible. The ongoing work is concerned with the development of a virtual 
Braille-keyboard to allow a better integration of blind users into co-located 
meetings. 

Keywords: Braille-keyboard, Blind user, Co-located Meetings, Touch devices. 

1 Introduction 

Nowadays, touch devices have found their way into many applications. Tablets and 
mobile phones with touch surfaces are already common in our daily live. With the 
ongoing hype on touch interfaces, it is very likely that also touch-tables will be used in 
everyday live. Possible application areas of touch tables are presented in [1] and [2]. In 
[3], a brainstorming scenario based on a mind-map is described, which is presented on 
a touch-table to the meeting’s participants. In most touch-table applications, textual 
input is done by a virtual keyboard. Using the virtual keyboard on a touch- table  
decreases accessibility for blind users. Typical accessibility algorithm like scanning 
algorithms, as they can be used on small touch devices like smart-phones and tablets, 
may fail on large touch-table surfaces. Blind users may not even be able to find an 
appearing virtual keyboard on a large touch-table surface in a reasonable time span. 

A possible solution to integrate blind persons in co-located meetings and give them 
the possibility to modify the content of the surface is presented in [3] by the example 
of a brainstorming session. In that experimental setup, the blind meeting participant 
uses a separate workstation equipped with a Braille-display and a standard keyboard 
to interact with the content on the surface, whereas the sighted persons are standing or 
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sitting around the touch-table and make the input over a virtual keyboard. The differ-
ent views for the sighted users and for the blind users represent the same information 
but prepared in a way so that each user can manipulate the artifact layer. Such an 
approach has the drawback that the blind user needs extra space for his/her worksta-
tion and input device. The blind meeting participant is excluded from taking part as an 
equivalent meeting participant. To overcome the problem of a separate working area 
for blind users in co-located meetings, virtual Braille-keyboards might offer a solution 
for an input device. 

This paper presents an overview of today’s available Braille-keyboards, discusses 
the possibilities of using a Braille-keyboard as an input device in co-located meetings, 
and presents an Android based prototype of an implemented Braille-keyboard.  

2 Virtual Braille Keyboards as an Input Devices for Touch 
Devices in Co-located Meetings 

2.1 Basic Concept of Braille-Keyboards 

One of the mechanical Braille-keyboards is the Perkins Brailler (http://www. 
perkins.org/assets/downloads/nextgeneration/perkins_brailler_qsg
_en.pdf). In general a Braille-keyboard mainly consists of six keys where each key 
represents a specific dot from the 6 points of a Braille-character in case of a 6 dot 
Braille. By using a Braille-keyboard characters are typed by pressing the according 
keys of the Braille-keyboard at the same time. For instance a “b” can be typed by 
pressing the respective keys for the upper left and middle left dots of the Braille-
character. Besides the 6 keys for the characters Braille-keyboards normally have sepa-
rate keys for space and backspace. 

The concept of pressing the respective keys of a Braille-keyboard can be trans-
ferred to a touch device. Instead of pressing mechanical keys, specific pattern of touch 
points have to be analyzed and have to be mapped to a character. Different methods 
for analyzing and mapping exist. One approach is to use fixed defined areas of the 
screen. Each area represents one specific dot of the Braille character by touching the 
respective areas at the same time a character can be typed. Another approach is not to 
use fixed areas but let the user first define the areas of the dots by an initialization 
method. The initialization method for instance can be just to place 6 fingers at the 
same time to the screen. After that the areas of the dots are defined (compare 3. Im-
plementation). Further approaches can be found in 2.2 State-of-the-Art in Touch-
Based Braille-Keyboards. 

2.2 State-of-the-Art in Touch-Based Braille-Keyboards 

Today, several touch-based Braille keyboards and similar input strategies,  
which can be used by blind users, exist, as for instance SmartBraille (https://play. 
google.com/store/apps/details?id=jp.tmhouse.SmartBraille), Braille-
Type [4], and BrailleTouch [5]. However, many of such tools are designed for small 
devices and not for large displays such as touch tables. For instance, BrailleTouch and 
BrailleType are designed in such a way, that the blind user has to place his/her fingers to 
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specified areas as for instance edges of the touch device. Another drawback of some 
applications is that they are developed only for a specific operating system like iOS. A 
further similar input concept is presented in [6]. Input is generated by setting the pins  
of a Braille character line-by-line by using specific gestures (for instance a touch on  
the left half of the display sets the left pin of the line and a touch on the right half of  
the screen sets the right pin). Another interesting touch-based keyboard, which seems to 
overcome most of the problems, is the announced software UpSens from inpris 
(http://www.inprisltd.com). The tool provides a touch-based Braille-keyboard as 
well as an input method based on gestures. It offers a predefined set of intuitive gestures 
which can be extended by self-defined gestures. However, this tool is unavailable at the 
moment and it is announced that the first version will be for Android, and that the team is 
also working on an iOS version.  

2.3 Possibilities of a Virtual Braille-Keyboard in Co-located Meetings 

As mentioned above, touch-based Braille-keyboards allow blind users to make textual 
inputs on the same device as the other users in co-located meetings, which is an impor-
tant step to avoid placing the blind user separately beyond his assistive technology. A 
further advantage of a virtual Braille-keyboard can be the working speed in compari-
son to virtual keyboards using special accessibility features. Scanning algorithms might 
be slower than typing input via Braille. Another problem for a blind user is to find the 
place and orientation of a virtual keyboard on large touch surfaces and searching for 
the virtual keyboard by the blind persons might disturb the other meeting participants. 
Accessibility features which use an input overlay over the whole touch surface and 
change the standard input behavior of the device (as it is done for instance on the iOS) 
only work in case that sighted users adapt their input behavior to the input modalities 
of blind users. A further drawback of using accessibility features for virtual keyboards 
is that finding a letter relies mainly on audio feedback, which can disturb the whole 
group in a collocated meeting. In case of a virtual Braille-keyboard, no audio feedback 
is necessary at least for typing letters. Only in case of checking or editing the input, 
audio feedback or other assistive technology has to be used. 

Speech input would be another possibility to bring blind users away from a sepa-
rate working area and include them better into a discussion. Compared to speech in-
put, a virtual Braille-keyboard has the advantage that a discussion on a topic is not 
interrupted, but can go on while textual input is made on the touch table. Also in the 
case that more than one input focus is allowed a virtual Braille-keyboard gives the 
possibility to run in parallel to the virtual keyboards for sighted persons.  

3 Implementation 

The implementation of the prototype for the Braille-keyboard so far is based on an 
Android device. The prototype can already be included into the Android environment 
as a standard Android keyboard. Originally, the keyboard is designed for 6 - dot 
Braille, but extensions are already developed for 8 dot Braille. During the implemen-
tation, it was taken care not to restrict placing of the fingers to a special area and  
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to give the blind user the possibility to place the fingers everywhere on the touch  
surface. This is an important feature as it allows the blind users to make text input 
everywhere on the touch interface and he/she has not to search for a special area 
where the virtual keyboard will popup. 

The initialization of the keyboard is done by placing 6 fingers at the same time to 
the surface in order to calibrate the Braille-keyboard. The needed calibration at the 
beginning gives the possibility to set the working position everywhere on the touch 
surface. Figure 1 represents examples of calibration possibilities of the virtual Braille 
keyboard on a Tablet with 10 inches. 

 

Fig. 1. Calibration Examples: a) Tablet horizontal direction and fingers are placed on the right 
lower corner b) Tablet in vertical direction fingers are placed on the bottom of the screen c) 
Tablet horizontal direction and fingers are placed on the upper left corner d) Tablet in horizon-
tal direction and fingers are placed in the middle of the screen 

Typing of letters can now be performed in the same way as typing on a hardware 
Braille-keyboard as for instance the Perkins Smart Brailler (http://www.perkins.org/ 
smartbrailler/features-benefits.html). From the technical point of view the recognition 
of a typed character works as follows: 

• Calibration points are system internally stored with a predefined radius (green 
points in Fig 1). The radius can be seen as a tuning parameter. By experiments, it 
turned out that for standard displays in the range from 7” to 10”, a radius of 50  
pixels works best. 

• The generated touch points, when a character is typed, are system internally also 
represented as circles (red point in Fig 1). 40 pixels turned out to work fine for the 
standard devices.  

• The matching of the calculated touch points to the stored calibration points is done 
in two ways: First, the intersection between the stored calibration points and the ac-
tual generated touch points is used. If a touch point intersects with no calibration 
point, but the distance between the touch point and a stored calibration point is 
small and the distance between the touch point and all other calibration points is 
high enough, the touch point is also matched to the calibration point with the small 
distance. 

• The last step is recalculation of the calibration points after a successful recognition. 
Thereby, an adaptation to movements of typing positions is achieved, which leads 
to an increased recognition rate of the developed Braille-keyboard. 
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Fig. 2. Recognition of characters 

Besides standard characters the following gestures are used to type special “sym-
bols” or to call special “functions”. 

• swipe up: adds a space 
• swipe down: adds a new paragraph 
• swipe left: deletes the last typed character 
• swipe right: reads the last typed word 
• double swipe left: deletes the last typed word 
• double swipe right: reads the whole typed text 

4 Conclusion and Outlook 

First user tests of the presented prototype of the Braille keyboard show the need for 
improvement of accuracy. Also some gestures for special characters like “space” 
seem to be uncomfortable for the blind user. Swips lead to the problem that the user 
has to take the fingers away from the calibration positions and in many cases a recali-
bration is needed afterwards. Therefore a redesign of the gestures for special  
“characters” and calls of “functions” should be considered. However touch-based 
Braille-keyboards have the potential to integrate blind users in co-located meetings 
without requiring a separate hardware device for textual input. Furthermore, virtual 
Braille-keyboards and more general spoken “gesture based keyboards” can be seen as 
an alternative to standard virtual keyboards for blind user not only in co-located  
meeting but also for standard devices. 

Further investigation should not only focus on the possibilities of touch-based 
Braille-keyboards in co-located meetings, but also on the possibilities of Braille based 
keyboards using an unobtrusive finger based tracking system such as the Leap  
Motion. (https://www.leapmotion.com/). 
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Abstract. Today, research focuses on the accessibility of explicit information 
for blind users. This gives only partly access to the information flow in brain-
storming sessions, since non-verbal communication is not supported. Advances 
in ICT however allow capturing implicit information like hand gestures as  
important part of non-verbal communication. Thus, we describe a system that 
al-lows integrating blind people into a brainstorming session using a mind map. 

Keywords: Accessibility, Mind map, Non-verbal Communication Elements. 

1 Introduction 

In brainstormings, coordinative, collaborative and communicative elements exist [1] 
in the ‘level of artifacts’ and the ‘level of non-verbal communication’ (Fig. 1). 

 

Fig. 1. Brainstorming integrates non-verbal communication and artifact level elements [2] 

Within these levels, a number of challenges arise when blind and sighted persons 
collaborate. The challenges come from fundamentally different (and often incompati-
ble) ways of perception and expression that cannot be easily overcome. This could 
bring blind people in an unwanted role, which could result in an unintended or uncons-
cious exclusion from such a brainstorming session. In case of a brainstorming session 
using a mind map, the origin of the problems is twofold: they could either come from 
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the generated elements on the artifact level, or from the non-verbal communication 
level. Both levels are highly interdependent, since many times non-verbal communica-
tion elements, such as deictic gestures, refer to elements on the artifact level. 

1.1 Level of Artifacts 

Although blind and sighted people can access the same digital information of docu-
ments by rendering it on screen/print or in Braille/audio, the way of perception leads 
to considerable differences in accessing or generating this information. The visual 
channel allows for fast and parallel perception of information, while Braille or audio 
could be compared to a serial perception. This difference is in particular salient for the 
perception of graphical elements like those of a mind map. Hence, blind people need 
more time for sensing the content of artifacts. This becomes even more critical when 
the artifacts are edited during the meeting. Moreover, jointly working on artifacts 
requires that each participant is aware about the state and the content of the artifacts. 
Due to these limitations, current tools and technologies cannot support a joint group 
of sighted and blind people to create and edit artifacts in a brainstorming meeting. 

1.2 Level of Non-verbal Communication 

A large amount of information during a meeting is transferred non-verbally by ges-
tures, postures, facial expressions, etc., which rely on the visual channel only. Conse-
quently, blind people are excluded from this information. Not only gestures and facial 
expressions are required for establishing interpersonal relationship [3], but are also 
important to coordinate discussions during a brainstorming, e.g. for turn-taking [4,5]. 
As a workaround for engaging blind people in such meetings, the implicit non-verbal 
communication is made explicit by verbalizing it. This evokes new problems, since 
non-verbal communication is parallel and thus has to be serialized in order to com-
municate it verbally. Moreover, non-verbal communication is done unconsciously, 
but it has to be consciously translated or articulated by the sighted participants. Both 
problems mentioned in the above slow down the whole brainstorming session. 

The mentioned problems show the difficulties for the participants of a meeting to 
transfer information and to synchronize the individual mental models. Meetings are 
significantly more complicated as they have to be consciously prepared and conduct-
ed. This imposes a higher cognitive load on the participants. Consequently, such 
meetings tend to progress more slowly, are less effective and less intuitive. Finally, 
some activities are even impossible, such as intensely working on a shared document. 

2 Related Work 

For the chosen scenario of integrating blind people into a collocated mind map brain-
storming session, we need to study the research literature on two different levels: the 
artifact level, and the non-verbal communication level. 

2.1 Artifact Level 

A vast body of research in the field of HCI (Human Computer Interaction) tackles the 
problem of more intuitive interaction with digital content. A major approach relies on 
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natural user interfaces (NUIs), which enhance (or in some case, replace) a graphical 
user interface (GUI), buy providing technologies such as touchscreens, motions track-
ers, and tangible user interfaces (TUIs) [6,7,8,9] . While these interfaces are helpful 
for sighted persons to access and alter artifacts in an intuitive way, they support the 
blind users in a very limited manner.  

Window Eyes [10] could output textual information to Braille displays, or audio 
speakers. A lot of research has been done for making graphical information accessible 
to the blind, both in terms of providing equivalent descriptive text alternatives [11], or 
using tactile and/or audio methods [12,13,14,15]. All these approaches focus on linear 
text and static graphics, but not on dynamically changing artifacts such as a mind 
map. This requires the development of systems for tracking, analyzing and displaying 
information and thereby tackling the problem of information overflow. Only a few 
approaches towards access to dynamic content exist [16,17]. Here, the user interacts 
with a tangible and sonic representation of a line chart. In another approach, Ferres et 
al. [18] translate the chart into a textual representation, which can then be accessed by 
conventional reading devices such as Braille displays. 

However, these approaches do not investigate the dynamics of changing graphics 
in real-time, and they also do not include non-verbal communication elements. 

2.2 Non-verbal Communication Level 

While meeting support for blind people is still a largely underrepresented research 
area as stated by Winberg et al. [19], distributed meetings for sighted persons are well 
addressed in literature. Providing awareness of eye-contacts or of other gestures such 
as pointing or nodding supports the social presence and coordinates the teamwork [5], 
[4], [20]. Work presented by Ba et al. [21] provides a proximity approach to identify 
the visual focus of attention of a user. Morency et al. [22] show that nodding and 
other head movements can be successfully captured by visual tracking systems. 

Deictic gestures bridge between the level of non-verbal communication and the 
level of artifacts. They are used by sighted people to easily refer to artifacts during a 
meeting. Within the very little work conducted for blind people, Oliveira et al. [23] 
address how to translate deictic gestures made on a whiteboard containing static con-
tent into a haptic representation. Thereby, the blind person wears a glove which 
guides his hand to the position on the artifact level the sighted user is pointing to. 
However, there is no work for deictic gestures on dynamic content. 

To summarize, the integration of blind people into brainstorming sessions is still 
very limited. This is mainly because of the following reasons: 

• Deictic gestures are not reliably captured and assigned to artifacts on the interac-
tive surface. 

• Translation of the "parallel" content of the artifact level to the serial perception of 
the blind user and vice versa is not well investigated. 

• Lack of interfaces for blind users to interact with the artifacts 

This paper thus introduces a system that allows integrating blind users in a mind map 
brainstorming meeting, which addresses the challenges mentioned in the above. 
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3 Contribution 

To address the above challenges, we realized the concept of an automatic real-time 
translation as core of the overall system. This translation process is threefold: (1) 
capturing artifacts and non-verbal communication elements with dedicated sensors; 
(2) semantic modeling of artifacts and activities; and (3) making the information 
available to all participants in an appropriate and accessible representation (Fig. 2). 

 

Fig. 2. General overview of the realized system 

The system is realized in a multi-layer architecture, consisting of 4 layers. 

3.1 Persistence Layer 

The persistence layer only contains the mind map model. Although many graph-based 
mind map tools exist, we implemented our mind map in a tree structure. Within a tree 
structure, every element n the mind map represents a node in the tree model, thus 
having a unique path to the root. This path is made accessible to the blind users. In 
comparison to alternative screen exploring techniques for blind users as presented by 
Kane et al. [24], a tree structure can be easily navigated, interpreted and manipulated 
by a blind user in a way she is already familiar with. 

3.2 Controller Layer 

The Model Update Controller updates the persistence layer. The controller will also 
report changes of the model to the application layer. The model update controller also 
provides information to the semantic reasoner in order to properly infer the relation 
between deictic and other pointing gestures and artifacts. 

3.3 Application Layer 

The main components of the application layer are the mind map software, the reason-
er, and an accessible mind map (blind user interface). 
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3.4 Input/Output Layer 

As described above, artifacts as well as NVCs have to be captured by the system. For 
our realized prototype, we choose a scenario (but are not limited to) with three sighted 
users and one blind user who gather around PixelSense as shown in Fig. 5. 

 

Fig. 5. Overall physical setup 

Since PixelSense is an interactive screen, any touch input for modifying the arti-
facts can be sensed, while text is currently still entered via the keyboard. For detecting 
deictic gestures as the most important representative for NVCs, three LEAP Motion 
sensors are used. They are placed on the PixelSense’s frame to detect deictic gestures 
from the sighted users (see Fig. 5). The sensors are oriented in such a way that the 
lower boundary of the sensor’s field of view is parallel to the table’s surface. 

4 Preliminary User Tests 

The blind user interface together with the mind map editor CoME were evaluated in 
first trial runs. The blind users accessed the interface with a Braille display which was 
connected to a screen reader. Using different screen readers, the blind user interface 
was in general accessible, although different readers showed different performance. 

In general, the blind users appreciated to present mind maps to different user 
groups with different adapted views. It was further seen as a good solution for the 
synchronization between blind and sighted users within a mind map session that there 
is an alert system which informs the blind user about any modification done on the 
mind map. Also the history of the blind user interface was very much appreciated, 
since it could be used if blind users missed some changes made in the mind map. 

The expected irritations of sighted users by suddenly appearing nodes in the mind 
map – being entered via the blind user interface – were not confirmed during our first 
trail runs. The reason for this could be found in the fact that there was still an audio 
synchronization between all the team members, from which cues about the next poss-
ible interaction of the blind user could be derived. 
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5 Conclusion and Outlook 

We introduced a system that supports a mind map brainstorming meeting between 
blind and sighted users. The system gives access for blind users to the generated  
arti-facts, and also captures and transfers non-verbal communication elements. This 
allows a deep integration of a blind user into a brainstorming meeting. 

Our work will continue with in-depth user studies with the built system. We will 
then continue to integrate other NVC elements into the system, such as nodding or 
shrugging. For integrating these NVC elements, we will extend our current system by 
additional sensors. Moreover, more sophisticated filtering algorithms will be devel-
oped to avoid false interpretations and thus wrong notifications to the blind user. 
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Darmstadt, and JKU Linz and was funded under the DACH umbrella under the num-
ber CR21I2L_138601. 
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Abstract. This STS on Emotions for Accessibility is targeted towards the  
description of affective computing approaches e.g. emotional state detection, 
emotional state elicitation and their potential usage in the context of users who 
are disabled or older people. These user groups may gain a lot of benefits from 
affective computing systems e.g. in support of communication especially none 
verbal, management of emotional states or stress, or just improving therapy 
procedures etc. 
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1 Introduction 

Affective Computing is an emerging discipline with the aim to develop computer 
systems that could recognize emotional states of its users and communicate with  
them considering the detected affective states  [4]. Affective computing could support 
disabled persons to express their emotions to other persons e.g. users with communi-
cation disabilities like users with cerebral palsy, here a talker / communicator could 
change the colors and sounds of its user interface to convey none verbal aspects  
of user’s communication to others. Similarly, an affective system based on visual 
sensors could help blind users to perceive none verbal emotions expressed by others.  

Affective computing is based on several approaches and technologies: 

• Methods used to elicit emotional data from user’s feedback e.g. the semantic  
differential method and the Self-Assessment Manikin (SAM) method [ 5] and tools 
like the online tool TRUE (Testing Platform for Multimedia Evaluation) based on 
SAM technique or emotion stimulation tool compliant IADS-2 (The International 
Affective Digitized Sounds) [ 3] 

• Sensor frameworks for sensing and measurement of signals for the detection  
of emotional states  [1,2] e.g. detecting the basic emotions from the face using  
visual sensors, from voice using microphones or from physio-psychological signals 
using sensors like skin conductivity sensors (GSR), Electromyogram (EMG) that 
measures, muscle activity, Electrocardiogram (EKG or ECG) that measures heart 
activity, Electro-ouclogram (EOG) measuring eye movement and Electroencepha-
lography (EEG, measuring brain activity). 
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• Several machine learning techniques, they are used to recognize patterns in meas-
ured signals that indicate emotional states. E.g. Hidden Markov Model, Bayesian 
networks, Fuzzy Logic, Neural Network or Support Vector Machines. 

2 Areas Covered by STS 

The papers presented in this STS present approaches on: 

• How to conduct user studies with disabled persons in the context of affective com-
puting? 

• How to involve disabled user groups in the design of such systems? 
• How disabled users can benefit from affective computing systems? E.g. improving 

therapy procedures, emotional management systems, stress management, increase 
wellbeing etc. 

• How does a computer recognize user’s emotional state? 
• What is the relation between the calculation of emotional state and face, voice, 

gesture and other physiological measurement such as heart rate variability (HRV), 
skin conductivity, and muscle movement etc.? 

• How reliable or universal are these measurements? 

Yehya Mohamad et al present a paper about an experimental approach to design emo-
tional sensitive systems. We describe a system for the detection of emotional states 
based on physiological signals and an application use case utilizing the detected emo-
tional state. The application is an emotion management system to be used for the sup-
port in the improvement of life conditions of users suffering from cerebral palsy (CP). 
The presented system combines effectively biofeedback sensors and a set of software 
algorithms to detect the current emotional state of the user and to react to them appro-
priately. 

Jose Laparra et al present a paper considering emotions in the design of accessible 
websites. They explain the reason why the World Wide Web should be a powerful 
tool for enhancing the independent living of people with disabilities. On the contrary 
they tell about e-exclusion, because web requirements do not fit with disabled users 
specific needs. The first efforts were focused on Accessibility (e.g. WAI), but this 
does not ensure usability. Emotions are related with some of most of cognitive 
processes (e.g. attention or learning), key during human computer interaction (HCI), 
which can be measured using different physiological signals. They present a study 
with the aim to validate usability recommendations depending on user profiles, to 
check the effect of the emotional state on HCI and to identify the advantages of phy-
siological response analysis in contrast to subjective questionnaires.  

Juan-Manuel Belada-Lois et al present a paper on a system design targeted towards 
Diskinetic Cerebral Palsy (DCP) users, DCP is a permanent condition that causes 
severe motor impairments (i.e. changes in muscle tone and posture, and involuntary 
movements) and speech disorders (i.e. anarthria and dysarthria) which highly limit 
physical and social activity. The discrepancy between their intellectual potential and 
their actual development is primarily caused by their impaired communication and 
interaction abilities which hamper their learning processes and affects the way this 
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persons are able to express emotions. This contribution shows a methodological ap-
proach for the development of a communicator for DCP users incorporating emotion 
capabilities in order to improve communication, emotion management and emotion 
awareness. 

3 Future Research Areas 

The presented papers are based mainly on conceptualization and application of affec-
tive computing for disabled users.  

Detection of emotional states and utilization in disabled population is almost neg-
lected area when looking to the plethora of projects going on in the area of affective 
computing. The challenges and unsolved problems are many e.g. the appropriate in-
volvement of users in such projects, studies about which sensors are most suitable for 
which disabilities. How to elicit emotions by disabled users under specific ethical 
demands. Are special machine learning algorithms needed? 
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Abstract. In this paper, we present an experimental approach to design systems 
sensitive to emotion. We describe a system for the detection of emotional states 
based on physiological signals and an application use case utilizing the detected 
emotional state. The application is an emotion management system to be used 
for the support in the improvement of life conditions of users suffering from  
cerebral palsy (CP). The system presented here combines effectively biofeed-
back sensors and a set of software algorithms to detect the current emotional 
state of the user and to react to them appropriately. 
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1 Introduction 

Human beings are emotional, as our social interaction is based on the ability to com-
municate our emotions and to perceive the emotional states of others [2], [13]. A wide 
range of physical disabilities involves deficits in the different stages of sensing, ex-
pressing, or interpreting of affect-relevant signals. Consequently, people with  
these kinds of disabilities can be considered emotionally disabled [11]. Affective 
computing, a discipline that develops systems for detecting and responding to users’ 
emotions [5], and affective mediation, computer-based technology that enables the 
communication between two or more people displaying their emotional states [4,5], 
are growing research areas that must join assistive technology research to improve the 
neglected area of affective communication in disabled people [12]. 

Emotion detection by computers can be done using various channels such as facial 
expression, voice, gestures, and postures [5]. However, this method is not reliable  
in every context as individuals may be disabled and their emotions/affective state can-
not be detected using these channels. In order to overcome this problem the use of 



 Detection and Utilization of Emotional State for Disabled Users 249 

 

psycho-physiological measurement was introduced [4,5]. Hence, it is now being ac-
tively used to acquire emotional states using different biosensors i.e. Galvanic Skin 
Response (GSR), Electromyography (EMG) and Electrocardiography (ECG) and [7,8].  

The activation of sympathetic nerves of Autonomous Nervous System (ANS) ge-
nerates authentic not alterable signals [ 15]. Signals from GSR, EMG and ECG are 
processed using different signal processing techniques and methods to convert them 
into meaningful data.  

Machine learning techniques are used to recognize patterns in psycho-
physiological signals that indicate user’s affective states [ 16, 17]. Classification of 
data is performed with machine learning algorithms. Different machine learning  
algorithms are common like support vector machine (SVN). There exist several im-
plementations of these algorithms like the commercial Matlab or the open source 
data-mining tool Waikato Environment for knowledge analysis (WEKA) . 

The first goal of our work is to build an affective computing detection system  
based on GSR and to automatically identify correlates of emotional processing in the 
electroencephalogram (EEG) in individuals with CP (Cerebral Palsy). The second  
goal is the building of an affective mediation system by implementing a web-based 
emotion management system to define rules that maps the actions with the correspond-
ing emotional state, time, and location as well any other relevant context parameters.  

2 Overview of the Emotional Monitoring System 

To achieve the detection of the emotional state of users with CP, we have defined 
many parameters. All these parameters are based mainly on previous work [4] using 
measurements of skin conductance signals (GSR) during a time period e.g. a training 
session. We followed the approach of dividing the session into different periods each 
with its thresholds and boundaries. Similar approaches were used in pattern recogni-
tion for monitoring of failures in machines [3] or for speech recognition [6]. These 
parameters are used in a machine learning algorithm to detect if the user has positive 
or negative emotional state and the level of the emotional state. 

The parameters are (a) Short-time changes - Average of signals in one minute. (b) 
Mid-term and average changes: Average of signals in 3 minutes. (c) Mid-term and 
average changes: Average of signals in 5 minutes. (d) Long-term and average 
changes: Baseline, an average of signals in the whole session. (e) Signal variance: 
which is calculated from the volatility of the signal, where high volatility of the sig-
nals is interpreted as a negative indicator and a low volatility as positive indicator of 
emotional state. 

In addition to emotion monitoring based on GSR, the feasibility of emotion detec-
tion in the EEG is investigated in an auditory emotion induction paradigm. Electro-
physio-logical correlates of emotional processing in the EEG reside in the time- and 
frequency domain. The late positive potential (LPP), a positive deflection in the EEG 
starting approximately 400 ms after stimulus onset and lasting until 1000 ms, is  
an event-related potential (ERP) occurring during emotional processing in the  
time-domain [9]. Frequency features of emotion such as inter-hemispheric, valence-
dependent differences in alpha power or event-related de/synchronization effects 
(ERD/ERS) were also described in the literature [10]. Here, time-domain features are 
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The resulting data contain information about user’s emotion and simultaneously in-
formation about recorded sensor data. The results have shown good classification 
ability of the SVM machine learning algorithm (see Figure 1). 

There were 13 CP users attending these experiments, among those, data from 1 us-
er was corrupted and could not be used. We used training data from 12 users and built 
model based on Support Vector Machine using classes supported in Weka API. Weka 
is a suite of machine learning software written in Java, containings a collection of 
visualization tools and algorithms for data analysis and predictive modelling together 
with graphical user interfaces for easy access to this functionality. 

2.2 Emotion Detection Based on EEG 

To date, the automatic detection of emotional responses in the EEG in a healthy popu-
lation employing machine learning is heatedly contested in affective research and had, 
until now, not yet been investigated in individuals with CP. Here we present a suitable 
paradigm for emotion induction in individuals with CP based on IADS-2, first results 
of EEG-markers of emotion in CP, as well as their automatic detection employing 
machine learning.  

Our auditory affect induction paradigm has proven to be a suitable approach for the 
study of emotion in motor impaired individuals with CP who are incapable of visual 
fixation. All sounds from IADS-2 were divided according to their normalized rated 
valence, into three significantly different categories, i.e. pleasant, neutral, and un-
pleasant. A subset of 20 sounds per category was then selected according to valence 
values within categories. The final set of sounds then consists of 60 pseudo-
randomized sounds, i.e. two consecutive stimuli must be from different categories. 
Together with each participant, we acquire a valence rating for each sound employing 
the self-assessment manikin (SAM) [18]. If only yes/no communication is available 
with the individual, we follow a binary search approach. Participants then subsequent-
ly listen to two sequences of 60 pseudo-randomized sounds. We acquired data from 
n=3 individuals with CP. In two cases, somewhat compromised communication was 
feasible, whilst in one severe case with dyskinetic CP only yes/no communication was 
available. To assess valence in that case, we followed a binary search paradigm limit-
ing the number of questions. In all cases, at least one family member was present to 
help communicate with the participant. EEG was measured on 29 channels and 3 
electrooculogram sites for later eye movement artifact correction [19]. 

Figure 2 depicts grand average responses to grouped stimuli categories of one par-
ticipant. These first promising results show that pleasant and unpleasant sounds evoke 
a greater positive deflection in the EEG ~350 ms after stimulus-onset relative to neu-
tral, as is seen in literature with healthy individuals (e.g. [9]). Participant 2 exhibits 
highly artefact prone data (not shown). Grand average results of participant 3 exhibit 
positive deflections from 400 ms to 900 ms after stimulus onset (not shown), however 
in all categories. Furthermore, data are also artefact prone which is attributed to invo-
luntary muscle contractions due to the nature of CP. In the second and third case, if 
simple trial rejection measurements, i.e. discard every trial deviating more than 4 
standard deviations from the variance of each channel, are taken into account, only an 
insufficient number of trials remains for analysis. 
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the percentage of 7 scales for each statement; each scale is represented by different 
color with scale 1 implies the total agreement of user with the statement and scale 7 
implies the total disagreement; there are 5 additional scales in between (see Figure 4). 

4 Conclusions 

We have presented an approach to detect emotional states from physiological sensors 
in users with CP. The validation studies of the GSR based module have shown good 
classification rate of the emotional state compared to self or observation reports.  
Furthermore, first measures towards emotion detection in the EEG in individuals  
with CP were presented in an auditory emotion induction paradigm. Despite first low 
classification accuracies, this approach is a first step to expanding affective research 
to a clinical population of individuals with CP and therefore towards a clinical affec-
tive brain-computer interface for augmented communication. The automatic detection 
of emotional states from physiological data is still a challenging task and work  
in progress. The signals usually contain a lot of noise making the interpretation and 
detection not precise and the results ambiguous. On-going work targets many goals: 
(a) the development of noise reduction algorithms especially those originating  
from movements (b) the addition of more physiological sensors and the elaboration of 
sensor data fusion (c) the execution more evaluation studies to find out more about 
the suitability and further benefits of emotional systems for disabled users (d)  
improvement of the machine learning model with optimal parameters together  
with good training data to detect current emotional states. In general, we foresee a 
great impact of the usage of affective computing and mediation systems impact on  
the improvement of user interfaces, assistive technology, e-learning, user profiling 
techniques, sensors and biofeedback systems. 
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Abstract. Emotions are related with many key cognitive processes during  
human computer interaction (HCI). The aim of this study was to validate usabil-
ity recommendations depending on user profile, to check the effect of the  
emotional state on HCI and to compare physiological response analysis and 
questionnaires. 10 control users and 10 users with upper limb disorders were 
involved. An orthogonal design with seven usability parameters were used to 
generate 16 websites with different styles but with the same content. Galvanic 
skin response and facial electromyography on the corrugator supercilii and  
zygomaticus major muscles were used to assess emotional response, which are 
related to arousal and valence respectively; and user opinion was collected  
using a questionnaire. The results showed significant correlations between 
questionnaires and physiological signals, which are more sensitive to web pa-
rameters effect; and most of usability recommendations improve usability but 
only have a significant influence on users with motor disorders.  

Keywords: Usability, Emotions, Physiological Response, User with Motor 
Disorders, Websites. 

1 Introduction 

The World Wide Web makes possible to access to huge amount of heterogeneous 
resources, from e-job to public administrations, without go out of home and indepen-
dent of user allocation. Therefore, it was expected that World Wide Web would be a 
powerful tool for enhancing the independent living of people with disabilities and 
older people, helping to their inclusion on the Communication and Information Socie-
ty. However, the effect has been the opposite: e-exclusion [1], because web require-
ments do not fit with the specific needs of these populations.  

Fortunately, governments are now conscious of web access problems of these pop-
ulations. The first efforts were focused on Accessibility. A clear example is the Web 
Accessibility Initiative (WAI), who has developed several accessibility guidelines to 
ensure access. However, web accessibility does not ensure web usability. 

Usability involves several concepts such as effectiveness, efficiency, satisfaction, 
context of use, specific use, ease of use or learning [2]. Moreover, it is highly depen-
dent on user profile and context, in contrast to accessibility. 
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Emotions are related with many cognitive processes such as memory, decision 
making, attention or learning [3]. Therefore, emotions can play a key role for enhanc-
ing the efficiency and satisfaction during human computer interaction (HCI). User 
emotional response during HCI can be measuring using different physiological sig-
nals such as Galvanic Skin Response (GSR) [4] and facial Electromyography (EMG). 
This analysis can provide better information about user satisfaction than question-
naires. Moreover, this information can be directly gathered in real time during HCI 
without disturbing users. 

2 Methodology 

Firstly, seven of most extended web usability parameters were selected “Go Home”, 
“Go Up”, “Web site Map”, “Hover and Click”, “Background Image”, “Breadcrumbs” 
and “Menu Type”. Secondly, a factorial design with an orthogonal distribution was 
done with these parameters, generating 16 web styles applied to the same web con-
tent. Thirdly, the 16 Cascading Style Sheets (CSS) were distributed using the Federov 
algorithm, making a balanced test. 10 control users, without functional limitations, 
and 10 users with different upper limb disorders (e.g. Ataxia, cerebral palsy) were 
involved to check the influence of usability recommendations de-pending on user 
capabilities. Each user was involved in 3 sessions, performing 3 repetitions of 9 in-
formation-searching tasks using different web styles.  

 

Fig. 1. Examples of some of the 16 web styles 

EMG on corrugator supercilii (EMGc) and zygomaticus major (EMGz) muscles, 
and GSR were acquired using the VarioportTM system to gather user emotional re-
sponse. GSR is related to emotional arousal, and EMGc and EMGz with negative and 
positive emotional valence respectively. Moreover, user opinion was collected using a 
usability questionnaire with 19 specific and 2 general items, including aesthetic issues. 

On the one hand, physiological signals were filtered to reject noise and artifacts. 
Firstly, the phasic component of GSR (GSRp) was extracted using a 0.1Hz high pass 
filter. Secondly, facial EMG and GSR signals were normalized using the baseline 
measurement (30 seconds) of induced relax state [4]. On the other hand, Principal 
Component Analysis, with a Varimax rotation and Kaiser normalization, was used to 
transform the 20 subjective variables (items in the questionnaire) into a reduced set of 
independent components. 
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Finally, the same univariate Analysis of Variance (ANOVA) model was used for each 
variable, considering the principal effect of each factor (web parameters, user profile, 
session and repetition) and the first order interaction with the presence of motor disord-
ers. Moreover, a correlation analysis was performed between both groups of variables. 

3 Results 

PCA reduced the 19 questions to 5 principal components: “Aesthetics”, “Orienta-tion 
and Clear Layout”, “Easy to find”, “Simplicity and order”, and “Need to learn”; ex-
plaining more than 60% of the variance. 

Correlation analysis showed several significant correlations during the first ses-
sion: “Aesthetics” with GSRp (0.148; p<0.001), “Orientation and Clear Layout” with 
EMGc (-0.224; p<0.001) and GSRp (-0.285; p<0.001), and “Need to learn” with 
EMGc (0.319; p<0.001) and GSRp (0.329; p<0.001). It should be highlighted that 
GSRp is related with aesthetic and usability components. 

ANOVA results of physiological variables showed significant effects for most of 
web parameters with high levels of significance (p<0.001). However, ANOVA results 
of principal components only showed significant effects for a reduced number of web 
parameters and with lower levels of significance (p<0.05). 

In relation to user profile, the presence of usability parameters have a significant 
influence on the emotional state during web interaction of users with motor disorders, 
increasing EMGz, and decreasing EMGc and GSRp. However, most of web parame-
ters did not have any effect during the web interaction of control users. In fact, values 
of all physiological variables are higher for users with motor disorders, so their emo-
tional state is more affected depending on the presence or absence of these usability 
parameters. Moreover, GSRp and EMGc values significant decrease along sessions 
for users with motor disorders, which is related with a reduction of emotional arousal 
and negative emotional valence respectively, being more evident the learning process. 

Most of web parameters provided by usability experts had the expected effect: “Go 
Home”, “Web site Map”, “Breadcrumbs” positively affected to usability; and “Back-
ground image” negatively affected to usability. However, the effect of some parame-
ters such as “Go Up” and “Menus” is contradictory. On the one hand, “Go up” re-
duced EMGc values but also reduced EMGz values. On the other hand, using two 
menus of one level, one on the left and other one on the upper part of the web, seems 
the best menu because it increases EMGz values, which is related with positive emo-
tional valence. However, using only one menu with two levels at the upper part of the 
web is also a good menu because it decreases GSRp and EMGc values, which are 
related to reduce cognitive workload and negative emotional valence. This duality can 
be due o a mixed effect of usability and aesthetic issues. 

4 Conclusions 

Firstly, physiological response analysis detects more effects of usability parameters 
and with higher levels of significance than user opinion gathered with questionnaires, 
providing more information about the user-web interaction not only from satisfaction 
point of view but also from cognitive and emotional state (e.g. stress). 
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Secondly, web interaction influences on the emotional state of the users. Moreover, 
this effect is enhanced for users with motor disorders when the web design has not 
properly taken into account usability recommendations. 

Thirdly, most of usability recommendations, provided by experts, improves usabil-
ity, but the effect of other ones is not clear. The benefit of these recommendations is 
not clear for users without functional limitations. This highlights the need to perform 
more tests to adapt usability recommendations depending on user capabilities. 

Fourthly, the physiological response can be affected by both aesthetic [5] and  
usability elements, being difficult to split both effects even in controlled experiments. 

Finally, measuring of user physiological response can be useful to adapt content 
and complexity of interfaces depending on the specific emotional state of the users. 

Future research should lean on a multimodal approach combining it with other 
techniques such as eye-tracking [6] and user movement analysis. Moreover, the use-
fulness of the methodology should be tested with real web content.  
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juanma.belda@ibv.upv.es

Abstract. People with Diskinetic Cerebral Palsy (DCPs) has speech
disorders limiting physical and social activity. Alternative Communi-
cation is an alternative to improve capacity. However, participation of
DCPs in the development process of DCPs is very uncommon. In this
contribution, new methodologies to improve participation of DCPs in a
new communicator using physiological signals for interaction is
described.

1 Introduction

Diskinetic Cerebral Palsy (DCP) is a permanent condition that causes severe mo-
tor impairments (i.e. changes in muscle tone and posture, and involuntary move-
ments) and speech disorders (i.e. anarthria and dysarthria) which highly limit
physical and social activity. It is estimated that DCP affects over 125.000 people
in Europe with around 1.500 new cases each year [4],[5],[12]. It is caused by a non-
progressive impairement, imjury, or abnormality of the developing/immature
brain (before, during or shortly after birth). Over last years, prevalence of cere-
bral palsies has raised due to the increase in the survival rate of prematurely
born infants. The estimated lifetime cost per DCP patient is estimated at nearly
1 million [3].

Despite 78% of DCP children have a normal intelligence [8], 96% of them have
been classified as “educationally subnormal” [1]. This discrepancy between their
intellectual potential and their actual development is primarily caused by their
impaired communication and interaction abilities which hamper their learning
processes and affects the way this persons are able to express emotions.

Alternative and Augmentative Communication (AAC) systems is a wide range
of systems designd to improve communication capabilities among persons with
communication disabilities, such as in the case of DCPs. AAC systems are pri-
marily designed by expertes based on functional aspects of the intended popu-
lation, and barely on an analysis of user preferences or user needs.
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People use products to fulfil needs and reach objectives, the key factor on
products design and development is thus to fit product requirements to user
needs. There are two approaches:

1. Based on market needs [6], where attention is focused on consumers elections.
2. User Centred Design (UCD), where products should have some requirements

(e.g. security, usability, aesthetic, price.) that should be perceived by users,
considering user needs as the main input along design and development pro-
cess [9].

The main goal of UCD is fitting product requirements to user needs [2]. However,
most of standard UCD methodologies failed when are applied to users with
special needs [11]. Despite the existence of some guidelines for adapting some
UCD methodologies to deaf users, users with physical and speech disabilities
or users with cognitive disorders [10]. This problem is reinforced on DCP users
who are unable or have many problems to express their opinions in a written or
verbal way.

However, several methodologies have appeared along last years to obtain user
preferences without directly asking them, solving these problems. Inside this
group, it should be highlighted the analysis of physiological response or behaviour
patterns analysis. Many physiological signal as galvanic skin response (GSR) or
heart rate variability, among others, have been used to assess from user aesthetic
preferences to usability problems of one interface [7].

Therefore this contribution shows a methodological approach for the devel-
opment of a communicator for DCP users incoporating Emotion capabilities in
order to improve communication, emotion management and emotion awareness.

2 Material and Methods

The methodology developed in this project aims at gathering information among
all the profiles related with the use of the communicators: people with DCP,
relatives and carers. This approach allows to comprehensively address the as-
sessment of their needs by considering the different points of view. Moreover,
the data directly provided by DCPs can be compared with the information pro-
vided by the other profiles, extracting similarities, differences and nuances. The
methodological approach has been divided into the following steps:

1. Methodology selection and adaptation: The involvement of CP people in the
project required a justified choice of the most appropriate methodologies and
the adaptation to CP users capabilities and skills.

2. Development of the selected techniques to involve each agent:

(a) People with CP: Interviews, Context mapping and Card sorting.
(b) Professionals: Focus Group, Repertory Grid Technique and Storyboard.
(c) Family: Focus Group and Kiu Test.

3. Data analysis to identify the needs, demands and expectations of CP people
to define the design requirements of the new communicator.



262 J.-M. Belda-Lois et al.

3 Results

The main results are briefly described:

– Data provided by the three agents is different but complementary.
– Data provided from the social environments of CP people (professional and

family), without direct participation of CP people, is not enough, as this
increases the risk of overlooking key aspects for communicator development.

– The adaptation of UCD techniques have allowed an effective and actively
participation of people with CP.

– The involvement of CP people has required the support of professionals
who were intermediaries during the communication process. People with
CP have been able to provide information about their needs, demands and
expectations; with the support of their caregivers as translators.

– People with CP have active and effectively participated in the creativity ses-
sions for generating new ideas thanks to implementation of adapted method-
ologies.

– The necessary information to develop the new communicator has been ob-
tained successfully with the application of the adapted techniques.

4 Conclusions

These results demonstrate that the inclusion of people with speech, written lan-
guage and motor disorders, during the first phases of product design is possible,
and provide different and complementary data to the information provided by
other agents (professionals and relatives).
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Abstract. Digital video games offer opportunities for older adults with cogni-
tive impairment to engage in meaningful activities. However, to achieve this 
benefit digital video games are needed that take account of the players’ cogni-
tive impairment. This paper reports work with older adults with cognitive im-
pairment due to dementia to find out how they can best be prompted to initiate 
and play games independently, what sorts of digital video activities they like to 
play, and if playing digital video games is engaging. The results demonstrate 
that older adults with cognitive impairment can learn to play new digital video 
activities and can be prompted to play independently through visual and audito-
ry cues. Their behaviour indicates features of Flow similar to that reported in 
other gaming studies. 

Keywords: Dementia, Games, Engagement, Enjoyment. 

1 Introduction 

Developments in Assistive Technology (AT) and Information and Communication 
Technology (ICT) targeting older adults have typically focused on supporting main-
tenance of activities of daily life such as cooking, personal hygiene and safety in the 
home [1]. There has been far less exploration of the potential of technologies to ad-
dress more than these basic needs, for example the need for social interaction, for 
engagement in meaningful activities and for personal achievement and satisfaction 
[2]. However, these areas have been at the forefront of developments in video games 
and multimedia entertainment targeting other sectors of the population. 

Video games have great potential as a medium for benefitting older adults with 
special needs, such as mobility, visual, hearing or cognitive impairment that may 



 Digital Video Games for Older Adults with Cognitive Impairment 265 

 

reduce the accessibility of other activities. The flexibility and responsiveness offered 
by video games make it possible to mitigate special physical and cognitive needs to 
enable a whole range of experiences from education to excitement to sheer enjoy-
ment. Evidence from the applications of digital games to other groups in the popula-
tion with special needs, for example children with intellectual disabilities, suggests 
that both “learning-purposed as well as entertainment-purposed” games can enhance 
their lives [3].  

1.1 Games for Dementia 

The Living in the Moment (LIM) project [4] started exploring the parameters for de-
veloping digital activities to provide engaging and stimulating pastimes, i.e. 
|’entertainment-purposed’ games, for people with cognitive impairment due to demen-
tia.  Dementia is an untreatable neurological condition that affects an individual’s 
cognitive functions and progressively worsens over time. There are several different 
types of dementia, each of which has its own profile of cognitive impairment along-
side those aspects of cognition that are unaffected. The most common type of demen-
tia is Alzheimer’s disease (AD), which characteristically affects memory most notably 
forgetting recently learned information. This affects people’s explicit learning ability, 
however implicit processes seem to be more intact [5]. This means that new activities 
must have very simple instructions and an intuitive interface to enable users to under-
stand what they need to do to play the game. 

Working closely with older adults with dementia the LIM project posed two ques-
tions: (i) How can they best be prompted to initiate and play games independently? 
(ii) What sorts of activities do they enjoy? Building on our previous findings that 
people with progressive cognitive impairment can interact with and concentrate on 
materials presented on a touchscreen [6] we created a range of digital video activities 
designed to present different types of challenge and stimulation. To find out how best 
to provide in-game prompts we presented visual and auditory cues in different ways 
and the results are summarized here. We looked at the ways people with dementia 
explored the games on the touch screen, how they used the interactive elements and 
how long they played for. In respect of the second question we looked at the res-
ponses from people with dementia to the different activities, with particular attention 
to whether they wanted to keep playing.  

In trying to understand what might make an activity engaging, the concept of 
‘Flow’ [7] has been applied to other populations [8]. Csikszentmihalyi [7] defined a 
Flow experience as having eight dimensions, which make it reinforcing and fulfilling 
and which create a desire for a person to repeat the experience. These elements are: 1. 
The task has clear goals, 2. There is immediate feedback, 3. There is a balance be-
tween challenges and skills, 4. Action and awareness are merged, 5. Distractions are 
excluded from consciousness, 6. There is no worry of failure, 7. Concern for the self 
disappears, 8. The sense of time becomes distorted. For an activity to be self-
rewarding and maintain a person’s Flow experience, the activity needs to reach a 
balance between the challenges of the activity, and the abilities of the participant. The 
presence of these features in the activity of older adults with cognitive impairment is 
explored in the games created during the LIM project. 
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Table 1. New digital video activities created and tested during Living in the Moment project 

Category Digital video activity 
Interactive 3D envi-
ronments 

Botanic garden 
Art gallery 
Domestic garden 
House 

Pub    
Sitting room 
Kitchen 
 

Sports  Golf 
Soccer – penalty kick 

Skittles 
Tennis 

Funfair and tradi-
tional games 

Shooting gallery 
Whack-a-mole 
Bingo 

Pinball 
Coconut shy 
 

Creative Musical chimes 
Bubble blower  
Drumkit 

Vase painting 
Keyboard 
 

Miscellaneous: Picture viewer 
Planting seeds 
Ball course 
Flowers opening 
Making toast 
Frying eggs 
Fireworks 

Video viewer 
Aquarium 
Bird House 
Pet dog 
Boiling kettle 
Fish pond 
 

4 Discussion 

The main finding was that older adults with cognitive impairment due to dementia can 
learn to interact with and play computerised activities independently, without a caregiver 
being present. This is important for encouraging the development of new activities to 
meet the specific needs of older adults with cognitive impairment. The availability of 
such activities could provide opportunities for autonomy, achievement and satisfaction, 
which are largely missing from most other activities available to them.  

In respect of the two specific questions posed by the LIM project, prompting using 
a mixture of built-in text, audio and visual cues can support older adults with cogni-
tive impairment to initiate and maintain playing. For example in the painting the vase 
activity the player can see the paint appear on the pot as they touch it with their fin-
ger. If the player does not touch a coloured paint pot for 20 seconds one of the pots 
bounces up and makes a ‘swooshing’ noise, as of a brush stirring paint. By reminding 
the player they can change colour this encourages them to keep playing. Speech-based 
prompts were less successful, as they had the effect of making the player passively 
wait for the next instruction. 

In respect of what activities older people with cognitive impairment enjoy, the an-
swer is a wide range. The activities developed in the Living in the Moment project 
can be divided broadly into five categories: Interactive 3D environments, Sports, Fun-
fair and Traditional, Creative, and Miscellaneous. These contrast with typical gaming 
typologies such as First-Person shooter, strategy, role-play, etc [9] and reflect the 
inspiration for the activities in the real world. Many of the new activities were created  
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Table 2. Comments on the digital video activities demonstrating enjoyment, engagement, 
autonomy and competence 

Games people enjoyed Games people didn’t enjoy 
“I love that” 
“I want one of these” 
“Can I take this home?” 
“That was good, right enough” 
“It’s something different” 
“I’ll tell my family I want one of them” 

“I don’t know what it is” 
“How do you stop it?” 
“It would be much better if I knew what 
I was supposed to be doing” 
“That could put you to sleep” 
“Not made for me is it” 

Engagement Autonomy and competence 
“It’s something to do with your brains” 
“I could play for a good long while on 
this at home” 
“You could do this long enough 
couldn’t you?” 
“That’s brilliant! I’d be here all day” 
“I’ll be playing this all weekend” 

“I never thought I could do that but I’m 
not having any problem with it” 
“I’ll be able to tell my family I can do 
it” 
“It’s something I can do” 
“That’s amazing. Everyone seems able 
to use it” 
“It’s easy when you think about it” 
“You’re always learning something” 

 
to present older adults with cognitive impairment the opportunity to carry out activi-
ties they no longer do in the real world. For instance the interactive 3D environments 
were developed after discussion with older adults in care homes who have very few 
opportunities to go out into other environments.  

In respect of what makes digital video activities enjoyable for older adults with 
cognitive impairment the findings are very similar to other studies of gaming, in that 
they relate closely to several dimensions of Flow [7]. First it is very important that the 
games have a clear goal. For instance, one of the “Miscellaneous’ activities required 
participants to move a ball around a course, which they could do but did not see the 
point of. However, when presented with a white vase and three paint pots, people 
happily sat and ‘painted’ the vase, changing colours and creating patterns as the pot 
slowly rotated. 

Second it is important that the player receives immediate feedback. Essentially 
when the person touches the screen this must produce some effect, such as movement 
of an object or a sound or both. For instance when the person touches the bubble-
blower this produces the sound of a balloon blowing up as a coloured bubble appears 
and grows in size before bouncing off across the screen. The players can then chase 
the bubble, which may change in size when touched or make a sound when ‘popped’. 

The activities must also contain a balance between challenges and skills. The  
prototype activity we developed of throwing a ball for a dog was easy to carry out but 
did not provide sufficient challenge to maintain interest. However, the penalty kick 
game, where the player can vary the angle of the shot at goal, provides the opportuni-
ty for improvement. This is reinforced by a roar from ‘the crowd’ when the ball goes 
in the net.  
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In respect of the other dimensions of Flow, the video recordings indicate that 
people become immersed in activities that are engaging and rewarding, such as paint-
ing the vase, and can be engrossed until interrupted. There was also much evidence of 
enjoyment as people would frequently laugh and smile when commenting on their 
experience. This speaks to the potential of game playing as a shared social activity for 
older adults with cognitive impairment. Activities such as the shooting gallery, penal-
ty kick and coconut shy are all suitable for older adults with cognitive impairment to 
play together, with caregivers and with family members, including grandchildren. 

Much of the lessons learnt in this project were captured using video recording. On 
a practical note video recording is incredibly useful as a means of collecting observa-
tional data that illuminates the process of participants exploring and learning to play. 
It also means that the whole team can see how the older adults react to the new activi-
ties without having to be present at the time. In addition, it is important to record the 
post-session interview while the activity is still on the screen, as this acts as a memory 
support. 

In addition to the specific findings about digital activities, this research demon-
strates that older adults with cognitive impairment can be active partners in the re-
search process. They are able to express their views about what they like and dislike 
and make suggestions about other things they would like to do. This should encourage 
other researchers to engage directly with older adults with cognitive impairment to 
create new digital video activities.  

Finally, these findings suggest that there is great potential for developing stimulat-
ing and absorbing activities for people with dementia to play alone or with others. As 
well as providing them with rewarding and satisfying Flow experiences, there is unex-
plored potential for gaming to tackle other challenges faces by older adults with cogni-
tive impairment, such as providing cognitive maintenance, rehabilitation or education. 
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Abstract. This study introduces a serious game, “Gardener”, which is one  
of the games planned within the “StrokeBack” project. The aim of this game  
is to support the rehabilitation process of stroke patients with upper limb  
impairments and damaged psychomotor abilities. 

Keywords: serious game, stroke patients, rehabilitation. 

1 Introduction 

Within the StrokeBack project [1], founded by the EU, the goal is to increase the 
speed of the rehabilitation process of stroke patients. A very important criteria is that 
the patients are staying at home during the therapy, because their own environment 
has a good effect on them. With the repetition of many small exercises with the arms 
and shoulders, the damaged psychomotor abilities can be recovered. 

The aim of this part of the project is to create games [2], [3] which make the  
patient to do these exercises playfully. Computer games have been demonstrated as 
the result of positive outcomes of the participation of people with disabilities in re-
search and development of virtual reality [4], [5]. One of the planned games is the 
“Gardener” game. Playing with the “Gardener” game the user has to make repetitive 
movements: fingers’ extension. 

This game was developed by C++ programming language on Qt, because Qt pro-
vides platform independency. 

2 The “Gardener” Game 

The task of the player is to make the plants and flowers grow one by one. To grow  
a plant, the player has to water it several times with a dedicated movement. After  
a plant grows up, the player can continue with the next one till all of the flowers or 
plants in the garden are grown up. The progress bar shows how many times the actual 
plant needs to be sprinkled until it becomes fully grown (Fig. 1.). The count of these 
sprinkles is called number of Required motions. 

If the player waters the plants too slowly, they will start to wither (their color will 
turn to grey Fig. 2.). There is a big exclamation point glowing above the withering 
plant to warn the player. The time interval between the last watering and the withering 
is called Fading time. 
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Fig. 1. The “Gardener” game: grape theme 

 

Fig. 2. Color of grape turns grey 

The player can tend many kinds of plants, for example roses, grapes or tomatoes too. 
The available themes of this game are: bluebell, carrot, currant, geranium, grape, 

pepper, rose, strawberry, tomato, tulip. 
To sprinkle a plant, the player has to make a dedicated pumping movement. If 

game is being played by the keyboard, press „Space” to spray. The movement of the 
gardener/hose is automatic; the player can only control the watering. 

3 The “Gardener” Game’s Level Editor 

Based on the therapists’ request a level editor was developed. 
The level editor of The Gardener game is very simple. After setting up the main 

parameters of the level, the arrangement of the plants will set up automatically ac-
cording to the theme. 
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Fig. 3. Level editor of the “Gardener” game 

The “new”, “load”, “save” icons and the Actual level’s file path area are the  
same as in the earlier versions. To create a new level, first the “new” icon should be 
selected. 

The parameters of a level can be set with the tools which are included in the  
General setup area. At the Theme label the level’s theme can be selected from the 
drop down menu, which contains only the available valid skins. Every skin is limited 
by the number of plants that can be shown on the gamefield. This is because some of 
the plants are bigger, so less can be placed from it on the gamefield. A skin is valid, if 
the selected plant number on a level is under its upper limit. The limitations are the 
following: 

• Grapes, bluebell, strawberry, and currant: 8 plants maximally 
• Rose, tomato and pepper: 16 plants at maximally  
• Carrot, geranium and tulip: 20 plants at maximally 

The theme can be set to “Shuffle” as well, which means that the skin of the level will 
be chosen randomly from the valid ones.  

The Number of the plants on a level can be set with a slider. It is important to no-
tice that this should be an even number, which can be at least 4, and the maximum is 
specified by the chosen theme. 

The next parameter is the Number of fading steps, which gives that how many 
steps are needed for a plant to wither when it is not watered. This can be set with a 
slider from 1 to 10. 

The next slider is for the Fading time parameter, which means that after the  
adjusted amount of time the plant will start to wither. This value can be between 1 and 
10. 

The last parameter is the Number of needed motions, the value of which can be  
be-tween 1 and 10. This value shows that how many movements are required to  
water a plant. This is only a scale value; the real amount of required movement can be 
calculated with multiplying the adjusted value with 4.  
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4 Test by the Patients and Therapists 

The first version of the game was tested by 10 stroke patients (May 2013 at the Bran-
denburg Klinik). The patients and therapists had several good ideas, which were in-
stalled in this new version of the game. The clinical testing of this new version of 
Gardener game is going to be in April in 2014. The results of this testing will be pre-
sented at the conference.  

5 Conclusion 

This game is a good method for training stroke patients, because while playing with 
them the patients will do small, funny, but important exercises, which can advance the 
recovery. Most of the people like to play games, so the occasionally boring practise 
can be made funny and pleasurable [6,7]. 
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Abstract. We address the possibilities of truly interactive systems for
people with Profound Intellectual and Multiple Disabilities (PIMD).
These are intended to improve alertness, movement and mood. We are
working on an interactive ball that follows body movement and an in-
teractive floor mat for this target group. We explain the key features in
the design that are essential for the possible success.

Keywords: Snoezelen, Interactive Therapy, Profound Intellectual and
Multiple Disabilities, PIMD, Interactive Ball, Interactive Floor Mat.

1 Introduction

Interactive Entertainment is meant to be fun and might be beneficial for people
with profound mental and intellectual disabilities (PIMD) as well. Such systems
can increase alertness, mood and body movement for people with PIMD, three
goals often targeted by care staff. People with PIMD are a heterogeneous group
that generally have an intellectual developmental age of 24 months or less, have
multiple mutually reinforcing disabilities and are dependent on others for their
every-day activities [7], [9], [10]. There is a fairly limited amount of activities and
especially interactive entertainment for people with PIMD [2], [13]. Therefore,
many people with PIMD are likely to have too small an amount of non-sedentary
activities and have to do with passive activities such as watching television and
lying on a waterbed [15]. Creating interactive entertainment for people with
PIMD may help to create alternatives, but the design process is hard for several
reasons. One has to take into account a wide range of peculiarities, disabilities
and abilities. Also the process to obtain ethical approval for experiments is an
extensive procedure. The evaluation phase is complicated due to the inability
to verbally interact with the participants. Instead people with PIMD mainly

K. Miesenberger et al. (Eds.): ICCHP 2014, Part I, LNCS 8547, pp. 276–282, 2014.
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communicate through body movements [14]. Affective measurements, such as
indicators of happiness or agitation, are therefore often based on behavior inter-
preted from video recordings and on interviews with care staff [2, 3].

This user group is especially vulnerable with regard to living a meaningful
life [2], [7]. At the same time it is recognized that entertainment might contribute
to self-efficacy, self-esteem, autonomy and creative explorations even for people
with special needs [1,2], [12]. Recent developments in technology show an array of
ways to facilitate the creation of interactive systems [8]. Especially technologies
such as depth cameras that can detect body posture and gross body motion (e.g.
Kinect) and pressure sensors for the Arduino that are easy to implement can
be useful in tapping into the limited non-verbal movement skills of people with
PIMD.

Based on the interpretation of non-verbal movements more truly interactive
systems can be created. This goes beyond merely turning a product on or off –
it should include a developing dialog of actions and responses [2]. Such systems
provide an expressive experience that is capable of captivating people in the
target group [2]. We think such systems help in heightening their alertness and
triggering them to move more and will result in positive effects on their mood.

In this paper we follow up with related work on electronically powered systems
stimulating people with PIMD.We then describe our preliminary work, including
the rationale behind two concepts we are currently developing. We finish this
paper by summarizing our view and the next steps in our research.

2 Related Work

One of the few leisure activities offered to people with PIMD is snoezelen which
takes place in a multi-sensory environment. It is intended to stimulate alertness
of the people with specific needs [11], [13]. It contains, for instance, bubble
tubes, aroma dispersers, projector wheels and tactile boards [4]. However, there
is a lack in evidence that these environments are indeed effective. Individual
differences could play a role herein, some people with PIMD might get more
alert in these instrumented environments and others are more alert in their
natural environments [13]. Munde et al. suggest that waves of alertness occur
for this target group and that making use of these moments of alertness could
help their learning abilities and overall development [9].

Several hundreds of products are available for people with special needs. Only
a limited amount is suitable for people with PIMD, offering only limited inter-
activity (cf. [2])1. From these, Snoezelen R© Soundbeam, an interactive music
system based on movements, was one of the very few systems that we call in-
teractive (more than a trigger button) and that seems suitable for many people

1 Catalogs were selected based on Google searches with a combination of key-
words including interactive, toys and snoezelen, PIMD or special needs and several
catalogs suggested by therapists [4]: achievement-products.com, barryemons.nl,
dragonflytoys.com, enablingdevices.com, fisher-price.com, flaghouse.com, mikeayres-
design.co.uk/, snoezeleninfo.com, spacekraft.co.uk and wilkinsinternational.com.au
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with PIMD as it responds to gross motor movements and produces visual and
audible stimuli. Another interesting system that also targets several modalities,
is the Therapeutic Motion Simulation (TMS) developed by vita-care2. It origi-
nates from hippotherapy but tries to provide a safer, easier, less costly way to
provide a horse riding like experience, including the movement,vibration,visuals
and sounds.

Between 1988 and 1995 Kitt Engineering developed the Motion Interpreted
Media Interface Control (MIMIC). The MIMIC suite, provided an interactive
experience with sounds, visuals and MIDI effects based on a video stream. After
seeing some children with autism behaving very expressive in such an installation
they were involved in a three month pilot using their system for people with
special needs at the health care organization Eemeroord (currently Sherpa).
The touch of an object and movements from arms and other body parts could
be linked to playing sounds. For some people with special needs it stimulated
movements that were not performed before.3

Finally, a series of interactive prototypes were developed by Lund University,
including a flexible physical canvas that could be pushed for visual and auditory
responses, a cuddleable toy/robot that moved and produced sounds based on
the cuddling intensity, and an interactive waterbed. In evaluations, the children
would take initiative for interaction and enjoy these kind of interactions [2], [5,6].
The interactive waterbed reacts to the movements of a child lying on it, see Fig-
ure 1. Based on these movements it provides an interactive ‘wavescape’ consist-
ing of sounds accompanied with subsonic vibrations. This provides a continuous
non-obtrusive experience that can be tailored to the arousal of the children [H.
S. Larsen, personal communication, March 31, 2014]. 4.

This latter research is, at least to our knowledge, the only scientific research
in which ‘truly interactive systems’ for people with PIMD were created. Based
on the related work we conclude that people with PIMD are offered a limited
amount of active leisure activities. The products that do exist have a limited
interactivity. Some people do become alert in Snoezel environments, but it seems
to be highly dependent on the actual person and tailored interactivity might add
to the experience for more types of users. In an attempt to improve this situation
by creating interactive systems, we have to address several aspects of people with
PIMD in our design.

3 Our Approach and Ideas

Many people with PIMD, are showing large amounts of self-regulatory behav-
ior, such as the stereotypical rocking, staring at fingers while moving them and
making non-verbalized noises [4]. These actions can be a starting point to ini-
tiate interaction as they are likely to occur anyway. Visual impairments make

2 www.vita-care.eu
3 The original Dutch coverage of the system for Eemeroord by newspapers can be
found on http://www.kitt.nl/Previous_Work_MIMIC.pdf

4 Movies and more information can be found on http://sid.desiign.org/

http://www.kitt.nl/Previous_Work_MIMIC.pdf
http://sid.desiign.org/
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Fig. 1. The interactive waterbed, figure used with permission from the author

it hard to distinguish colors or detailed shapes, although several persons with
PIMD are capable of seeing contours and objects with high contrast. Therefore,
moving physical objects seem more suitable than projected images and screens.

We applied this in our first interactive concept: an interactive ball. The ball
will respond to the upper body movement (e.g., the stereotypical rocking behav-
ior) and to the head orientation of the user. The ball will be lying in front of the
user. When the user is not focused on the ball, it will gently try to regain focus
by playing some sounds, a wiggling movement, and LEDs changing color. When
it is in focus it tries to persuade the user to move. This is done by letting the ball
move according to the upper body movement of the user, and playing sounds to
indicate responsiveness. The ball itself is powered from the inside, comparable
to an RF car 5.

Our second concept is not yet in development. It is based on the rocking
motion observed with users lying on a bed-like mat on the floor. Using pres-
sure sensor technology in the interactive mat we can easily recognize the rocking
movement. In response, the intensity and rhythm of music can be changed based
on the recognized movements, rhythm of movements, and non-verbalized noises.
To tailor this system for users that need more intense stimuli, this can be com-
bined by adjusting the color and brightness in the environment.

4 Technical Implementation for an Interactive Ball

The ball we are working on moves by changing the center of gravity with three
servo motors connected to weighted arms, see Figure 2. The system is powered
with 10 AAA batteries. A 50 cm big pre-fabricated water-resistant expanded
polystyrene ball is used for the outside. Inside there is a circular laser-cutted

5 The basics of the concept are also explained in a movie that can be found on
http://hmi.ewi.utwente.nl/interactive-ball-save15years-2014.mp4 .

http://hmi.ewi.utwente.nl/interactive-ball-save15years-2014.mp4
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Fig. 2. A 3D-model and prototype of the interior of the ball

plywood frame holding a revolving frame containing the electronic components.
In this way it should be able to move on its own in two dimensions. In our current
implementation, we chose to restrict the ball to a one-dimensional left/right
movement.

For tracking the head position the head joint of the upper body tracking is
used of the Windows Kinect SDK 1.8. The recognition of focus towards the ball,
is done with the Microsoft Face Tracking Software Development Kit for Kinect
for Windows6. Currently we only move the ball when the face is properly detected
but the upper body tracking has a higher recognition rate than the facial feature
recognition and this allows for testing alternative interactions. The position of
the ball is recognized with a straightforward background subtraction tracking
algorithm based on a webcam feed. Based on the difference between the head
position and the ball’s position the ball stops, or is moved either to the left or
right. In order to transmit these movements to the ball, the ball contains a local
wifi hotspot and TCP/IP server. The intensity of the interaction, the intervals of
grabbing attention with sounds and the type of sounds can be manually adapted
to the user (during run time), in order to improve the effect of the interaction
and possibly allow for a larger set of users.

5 The Next Step

Although we have been working on this topic for some time we still realize it is
hard to truly understand the user group. In the coming months we are starting
the first user tests, first verifying some of the technological parts on healthy
people, followed by gathering feedback from therapists and responses of users in
a set of pilot tests. In these pilot tests we propose to use ‘within session’ tests to
see what settings of the ball will be optimal for the users. The alternating changes
within a condition involve changing sounds and having responsive lights. They

6 http://msdn.microsoft.com/en-us/library/jj130970.aspx

http://msdn.microsoft.com/en-us/library/jj130970.aspx
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are convenient to overcome the mood swings of users, day-by-day variations, and
large differences between users.

Subsequent exploratory long-term tests are planned to measure that an in-
teractive system can indeed add something with respect to the dimensions of
alertness, movement and mood, for people with PIMD. We will do this both
with automatic measurements and more traditional measurements: interviews,
observation and manual annotation. With these research activities we hope to
motivate and inspire others as well to bring some extra entertainment to the
lives of people with PIMD.
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Abstract. Blind bowling is known as one of the popular sports for the visually 
impaired people. They can enjoy the bowling with sighted assistant who tells 
them a number of remaining pins, a ball trajectory, and scores. Bowling is such a 
well-adapted sports for the visually impaired people, nevertheless they want to 
acquire all of the information by themselves without support by the assistant.  
To fill this need, a prototype system was developed as a first step. The system 
detects the remaining pins and ball trajectory in the area of arrow marks using 
simple image processing. Severe visually impaired player tested the function of 
remaining pins and the results proved that the system works well and it is useful 
and helpful for them. Addition to it, unexpected advantage was discovered. With 
the prototype system, bowling game became more enjoyable for the blind player 
since they can also acquire information of remaining pins of other players. 

Keywords: Blind Bowling, Remaining Pins, Trajectory, Image Processing. 

1 Introduction 

Tenpin bowling is one of the popular sports for the visually impaired people including 
blind person. It is known as “blind bowling” and widely spread in the world, as shown 
in the fact that an international competition is held with over 20 national teams[1]. 
The visually impaired people can enjoy the blind bowling at same place, with same 
ball and by same regulation to the normal bowling. The only different conditions 
between the normal bowling and the blind bowling are as follows[2]. First, competi-
tion class is divided by the player’s eye power. Second, the visually impaired players 
receive information of the state of remaining pins and trajectory of the thrown ball 
from sighted assistant(s) after throwing. Third, they use a “guide bar” that is a metal 
hand rail with 3.7 meters length. They use the bar to confirm the direction by touching 
it with the hand of opposite side to the throwing arm and they have to leave the hand 
off the bar when they release the ball. Under these conditions, they can enjoy playing 
blind bowling. 

In spite of that the blind bowling is such a well-custom and a well-adapted sport 
for the visually impaired players, they strongly want to play it without help by sighted 
assistants[3]. They reported that they want to acquire at least a number of remaining 
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pins and a trajectory of thrown ball. These needs were found by the questionnaire 
which I asked to the blind bowling players. Therefore, I decided to develop a proto-
type support system to fill the needs, and this paper describes the system and the re-
sults of testing it by blind bowling players. 

2 System Overview 

Fig. 1 shows an overview of the prototype of bowling support system. It is composed 
of video camera(s), HDMI-USB converter(s), a computer, a wireless bone conduction 
headphone, and a small wireless mouse to control a software program. Basic sequence 
is that the player gives a trigger to the software by clicking a button of the mouse, and 
he/she receives sound information via bone conduction headphone. Of course an in-
terface device with tactile pins is available in these days instead of the sound and 
there are several bowling alley where is equipped with tactile pins system in Japan. 
However, these bowling alley is special place for the visually impaired and using 
special device decreases opportunities to use the system. Therefore, I decided that 
prototype system should start with a combination of general device like a video cam-
era and a headphone. 

 

Fig. 1. An overview of the prototype system. The video camera captures image of pins and give 
the image information to the computer. When the player clicks the wireless mouse button, the 
computer answers information like a number of remaining pins via the wireless bone conduc-
tion headphone. 

The position of the camera is important for this system. After several times of try 
and error, it was determined to set the camera around the table area on back of the 
lanes with a tripod. It is not just backward of the player, but backward of next lane. 
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The camera can capture all pins from this position, without hiding backward pins by 
pins in front. On the other hand, there is disadvantage that other players cannot throw 
ball on the next lane. Fig. 2 shows the position of the camera. 

 

Fig. 2. Positions of video cameras. They were set at back of the next lane to the lane where the 
player throws a ball. The camera for counting remaining pins can captures all heads of pins 
without occlusions. The other camera can capture ball position in the area of arrow marks. 

3 Function of Telling a Number of Remaining Pins 

3.1 System in the First Phase 

As a first step, a function of counting remaining pins has been implemented to the 
system using OpenCV and Visual Studio 2012. Before starting the main loop of the 
program, values of brightness at the heads of pins are memorized to the computer in 
advance by clicking each position manually. This operation should be done by sighted 
person as for now. Then, the main loop if the program starts and whenever the player 
clicks a button of the wireless mouse in his/her pocket, the system answers the infor-
mation of remaining pins to the blind player via the bone conduction headphone.  
The system checks values of brightness at the positions of all pins and detects 
knocked down pins by the change of the value to the dark and speaks the result like 
“Remaining pins are, number five pin and number six pin and number nine pin.” This 
simple algorithm allows the player to recognize the number of the remaining pins. 
The only things the player has to do is to click the mouse button on an appropriate 
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timing. The timing is important because if the player clicks the button when a sweep 
bar or a pinsetter machine is coming down to the lane, the system may answers wrong 
information. The reason is that the sweep bar or the pin setter covers the position of 
the head of pins that is set in advance. 

3.2 Testing the First System by Blind Bowling Players 

Five blind players tested the prototype system described above and all of their opera-
tions and comments they made after using the system were recorded by video camera 
and voice recorder. As a result, it was clear that all testing players were able to oper-
ate the system correctly in spite of the difficulty of controlling the timing of clicking 
the mouse button mentioned above after two or three times practices. Moreover, the 
system was able to detected remaining pins perfectly even though original counting 
system equipped on the table for sighted people showed wrong information because 
falling pins take more time than usual case. This testing session proved that the sys-
tem and its algorithm is useful and has enough reliability. 

After this testing session, all players made a comment of welcoming to the system. 
One expert blind player said, “This system is really useful for my practice. I could 
practice without sighted supporter if someone set it for me.” On the other hand, they 
gave important comments to improve the system as follows. “If we get strike or spare, 
the system simply says that there is no pins remains. It is not enjoyable.” “Clicking a 
mouse operation is acceptable, but small switch is better and we’d like to put it on my 
finger or arm. A function of automatically detection the right timing is more helpful.” 

Addition to those results and comments, an unexpected effect was found in this ses-
sion. One of the experienced blind player tried to test the system in a game with the 
other novice sighted player. During the game, information that the blind player could 
acquire was not only the remaining pins of himself but also of the sighted player. Us-
ing the information of the sighted player, he could even make an advice to her. It 
means that the system has an ability to give additional enjoyment to the blind player. 

3.3 Improvement of the System 

After the first testing session, several improved functions were implemented to the 
system by comments testing players had given. First of all, instead of the wireless 
mouse, small wireless switch ring which can be put on an index finger was selected as 
an input device. The program is changed so as to distinguish spare and strike, and to 
speak proper message. Automatic counting algorithm is also developed and imple-
mented. It still needs initial setting of positions of heads though, the player does not 
have to click the button to hear information of remaining pins. The procedure of the 
automatic algorithm is as follows. At first, the system detects a sweep bar when it 
comes down to the floor using template matching. Then, the image after 0.8[sec] of 
recognized time is captured and the system speaks the number of remaining pins to 
the player. This time-lag is waiting time to fix the state of pins because sometimes 
several pins are swinging. Once the system detects the sweep bar and capture an im-
age, the system stops detecting function for 13[sec], which is an interval time  
for sweeping knocked down pins and resetting remaining pins by pinsetter machine. 
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The spoken text sentence described the number of remaining pins is stored to the 
computer memory and it can be re-spoken by the player’s request with pressing finger 
ring switch. Fig.3 shows the software appearance when the system detects sweep bar. 
Left side of the figure is before detecting the bar and right side of it is just after  
the detecting it by template matching. Large square mark on the bottom of the pins 
means region of interest (ROI) for template matching and small square mark means a 
position where is matched to the template image. 

 

Fig. 3. A software appearance images when the system detects sweep bar. Left side is before 
detecting and right side is just after the detecting by template matching. Large square mark 
means region of interest(ROI) in which program searches matching area. Small square mark in 
the right image means matched position. 

3.4 Testing the Improved System by an Expert Blind Bowling Player 

After improvement of the system, an expert blind bowling player tested the system. 
He also took part in the first testing phase and already knew the principle of the sys-
tem and how it works. He was explained about improved points of the system and 
conducted several games using the improved system. 

As a result, the system worked perfectly during the games. The pattern matching 
program properly caught the sweep bar and told information of remaining pins to the 
expert blind bowling player via bone conduction headphone. When the player took 
strike or spare, the system told it in right way. 

4 Function of Detecting Trajectory 

Same as the function of telling the number of the remaining pins, the function of de-
tecting the trajectory of the ball is realized with simple image processing. The algo-
rithm starts with making a subtraction image between captured image and background 
image that is saved in advance. It makes roughly ball image that includes reflection of 
the ball onto the floor. Then, after noise reduction processing, the position of the ball 
is found by Hough Circle Transformation function of OpenCV library. Finally, the 
low-end point of the circle of each frame is calculated by the coordinate of the center 
of the circle and its diameter, and this point is defined as a trajectory points. Fig.4 
shows the function of detecting trajectory. The left image of this figure is an original 
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captured image and a circle shape which is detected by Hough Circle Transformation, 
and the right image of it shows subtract image and detected trajectory points in sever-
al frames before. These figures show that the system can roughly detect the trajectory 
of the ball. The resolution of the point is not so high because of the speed of the ball, 
but it is enough to distinguish between where and where arrow marks the ball go 
through. It might be useful though, the function should be improved in the future. 

 

Fig. 4. Left image is original captured image and circle shape drawing over the ball which is 
detected by Hough Circle Transformation of right image. Right image shows subtract image 
after dilating and eroding process. It also shows detected trajectory points in several frames 
before. 

5 Summary 

To resolve the needs of blind bowling players, a prototype system was developed and 
tested. The system automatically recognizes a timing of when a seep bar comes down 
by template matching function and simply counts the number of remaining pins by the 
difference of brightness value, and tells the information to the player using wireless 
bone conduction headphone. The testing session indicated that it was useful and help-
ful for them to enjoy playing the bowling. Moreover, additional effect that they can 
acquire other players remaining pins and the system makes the game more enjoyable 
was discovered. About the other needs of the ball trajectory information, detecting 
algorithm utilized Hough Circle Transform is proposed. 
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Abstract. This paper describes a system that combines haptic, virtual
reality and game technologies in order to assist repetitive performances
of manual tasks to patients, which are recovering from neurological motor
deficits. These users are able to feel virtual objects by using a haptic de-
vice, which acts as a virtual guide taking advantages of its force feedback
capabilities. A virtual environment is used forming a haptic interface be-
tween the patient and the game. The haptic device is driven under the
users movements and assisted through the Magnetic Geometry Effect
(MGE). Preliminary evaluation has been performed in order to validate
the system in which two different tasks have been performed (throw down
bricks in an hexagonal tower without and with haptic assistance) with
the aim to obtain more information related to the accuracy of the device.

Keywords: Haptic interface, Virtual Reality, Post-stroke Rehabilita-
tion, Gaming.

1 Introduction

One of the most disabling impairments resulting from stroke is the hemiparesis
of the upper limb because of its impact on independence and quality of life.
Stroke survivors typically receive intensive, hands-on physical and occupational
post-stroke therapy to encourage motor recovery [1]. Rehabilitation after a stroke
is a long process, consisting of exercises where usually the therapist guides the
patient verbally as well as physically. For example, if the patient needs to per-
form a rehabilitation exercise consisting of a manual task, the therapist will say
‘now lets start’, and then the therapist begins guiding the patient’s hand. Hand
movement is one of the most important and complex human activities. The hand
movements are controlled by the central nervous system, which regulates the ac-
tivity of the hand and arm muscles to act in synergy. The central nervous system
receives dynamic feedback information from visual sensors and from other body
sensors located on the skin, muscles and joints while regulating the motor out-
put. As suggested by the literature [2], [6] practice can have positive influence
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on the motor skill. For this reason, patients should be continuously and con-
vincingly motivated to regularly make the exercises in order to regain the lost
motor skills. The research presented in this paper aims at developing a system
allowing post-stroke patients to perform rehabilitative manual tasks in a more
autonomous and engaging way with respect to current practices that rely on a
therapist dedicated to single rehabilitation sessions. The system is based on a
previous work consisting of a Multimodal Guidance System (MGS) targeted to
people affected by Down syndrome [3,4,5], which combined visual, haptic and
sound technologies. The combination of these technologies was intended to be a
step forward in the field of multimodal and multisensory devices for supporting
unskilled people to improve their skills as well as for the assessment of manual
activities. The research concerning haptic technology has increased rapidly in the
last few years, and results have shown the significant role that haptic feedback
plays in several fields, including rehabilitation. The interaction is enriched by the
use of the sense of touch, so that also visually impaired users can identify virtual
objects and perceive their shape and texture. Within the field of Virtual Reality
environments and simulation tools, the sense of touch is provided by haptic in-
terfaces [11]. They are based on devices that expose to tactile and force feedback
a human user who is interacting with a simulated object via a computer [12], in
order to allow him/her to feel the virtual object properties (i.e., texture, compli-
ance or shape). The application developed for training people affected by Down
syndrome implements a paradigm based on haptic guidance, which has demon-
strated to have significant value in many applications, such as medical training
[7], hand writing learning [8], and in applications requiring precise manipulation
[9]. The haptic guidance concept has been implemented using a haptic interface,
and has been extensively described in a previous publication [21]. Audio feedback
has been integrated in the application, coupled with the haptic feedback. The
combination of haptic and audio feedback has demonstrated to be effective, and
has been used in several applications reported in literature. In [14] for example
an audio-haptic interface has been used to train ophthalmic surgeon on complex
optical operations. In [15] it has been implemented an audio-haptic feedback sys-
tem to select target in a virtual environment; whereas in [16] it is demonstrated
the efficacy of introducing an audio-haptic feedback in a virtual environment to
train people in performing motor tasks. In general, acoustic feedback is used to
lighten the mental workload associated with a task [17]. In the research presented
in this paper it is proposed to use the haptic guidance approach for post-stroke
patients rehabilitation. In case of post-stroke rehabilitation, one important fac-
tor is the patient motivation [2]. Therefore, the rehabilitation tasks proposed to
the patients must be engaging and rewarding. In line with this approach, we
have designed a system based on the combination of a haptic interface with Vir-
tual Reality and gaming. The benefits of using virtual environments and gaming
in rehabilitation are becoming evident as the number of such implementations
and their clinical tests increase rapidly [18]. Preliminary experiments show that
Virtual Reality and gaming can enhance the patients’ motivation and enjoy-
ment, which can in turn enhance their motor performances. A first prototype of
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the system has ben developed in order to demonstrate and prove the concept of
combining several technologies, as haptics, Virtual Reality and gaming. The pro-
totype is described in the paper and implements the haptic guidance paradigm
by using the commercial Phantom Desktop device [10]. Some tests have been
performed in order to evaluate the performances, benefits and potentialities of
the system. Specifically, the aim of the study was to assess how the human hand
can control the movements under the combination of haptic feedback integrated
with virtual reality and game technology. The paper shows how the combined
technology affects people performances during their rehabilitation therapy.

2 System Description and Game Concept

As mentioned in the introduction, patients after a stroke is the target group
of final user for the interacting game and haptic system. The virtual reality
software designed for this system has three components: the game interface,
custom designed 3D haptic guidance trajectories with collision detection, and
the patient interface. The haptic feedback, the sound rendering and the game
interface are based on the H3D API and phyton platforms as can be seen from
Figure 1. Therefore, the 3D trajectories required for the haptic guidance and
all the necessary physical properties are defined through a configuration file,
written in the X3D format. These software were chosen because are an open
source platforms that allow to handle graphics, sound and haptic data.

Fig. 1. System Description

3 The Graphic User Interface for Therapists

We have designed a Graphic User Interface (GUI) in order to involve therapists
and care assistants during the test phase. In this way, we are also providing some
training for the use of the system. Through the GUI, the therapist decides the
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complexity level of the game. In fact, the therapist decides for the number of
bricks and the shape for the tower (quadrangular, pentagonal, hexagonal, ecc.)
as can be seen from Figure 2. The phantom device provides feedback between
the virtual environment and the user through the game interface, which has been
developed using H3D. The purpose of the game is to haptically throw down the
bricks that are used in the hexagonal tower.

Fig. 2. The therapist decides for the tower shape and number of rows and bricks

The task of throw down the bricks presents visual motor integration. The shape
of the tower (quadrangular, pentagonal, hexagonal, etc.) and the number of rows
can be fully adjusted by the therapist to suit the needs of the user. The game
provides visual feedback to indicate which brick needs to be moved. Usually, the
sequence is provided as can be seen from Figure 2, starting from the brick-1,
then the brick-2 and so on, in counter-clockwise.

4 3D Haptic Trajectories

The 3D haptic trajectories are initially generated through the use of a generic
CAD tool, then the haptic trajectories are saved in the VRML format, which is
a standard file format for representing 3-dimensional interactive vector graphics.
Along with custom 3D trajectory design it is necessary to allow custom towers
as they are the source of motivation and can dictate the path through the bricks.
Figure 3-a shows the isometric of a haptic guidance trajectory used to assist the
patient in hitting and moving the bricks. Figure2 3-b and 3-c shows the frontal
and top views respectively. Figure 3-d shows the haptic trajectories inside the
hexagonal tower.

5 Sound Interaction

The sound feedback of the interacting game and haptic system gives the possi-
bility to play metaphoric sounds while the user’s interact with the system. These
metaphoric sounds provides information to the patients according to the type of
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Fig. 3. Customizable haptic trajectories

task performed. In fact, once the sound feedback is enabled, the sound feedback
gives the following information:

– Metaphoric sound A, if the stylus pen is not located directly on the haptic
trajectories. This sound is a kind of warning alarm and means that the user’s
pen is located quite far from the haptic trajectories.

– Metaphoric sound B, is continuous played and is turned off when the velocity
of the stylus pen is higher than an specific value. Also in this case, the sound
is rendered as a warning alarm, and is deactivated when the user’s pen goes
too fast following the 3D haptic trajectories.

6 The Concept from the Patients Side

The stylus of the Phantom desktop is driven under the operators movement and
assisted by the Magnetic Geometry Effect (MGE). When this option is activated,
a spring force tries to pull the sphere of the stylus of the haptic device towards
the virtual trajectory that is used as a virtual guide. In fact, this effect is used in
order to assist the users hand. Figure 4-a shows the hexagonal tower with the 30
bricks in their nominal position, and then as can be seen fromFigure 4-b the patient
has moved the brick 1. Figure 4-c shows a patient while performing the task up to
completely move the 30 bricks.

The patient hands movement has been measured using the Phantom device
as input. The operations have been performed by tracking the stylus of the
Phantom device through the DeviceLog command provided by the H3D API
platform. The tracked sample rate is 25 Hz.

7 Results while Performing the Game

We have carried out several preliminary trials in order to test the system usability
and to verify the patients improvements while performing the 3D task in which
it is used the game for catching the patients attention. Table 1 shows the time
results for each trial.
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Fig. 4. Hexagonal tower, made with 30 bricks (one column and 5 rows pattern)

Table 1. Patient’s time (s) while performing the task

No assistance First Trial Second Trial Third Trial

Patient 1 210 121 112 118

Patient 2 310 170 163 152

Patient 3 262 153 155 140

The results of our study showed that the haptic trajectories help patients
during manual tasks by means of using the system as a rehabilitation tool.
The main outcome of this pilot study is that the patients significantly reduce
the time required to throw down the bricks when the haptic trajectories are
enabled, which indicates that each patient learned to use the device and felt
more comfortable with the exercise. In addition, we have compared the recording
data obtained by using the device with and without the haptic trajectories.
Performances are computed after each trial is finished, and are stored in the
personal patients database. The authors are aware of the fact that the number
of trials are not statistically significant, but the aim of the test was to check the
effectiveness of the approach and the necessity of improvements.

8 Conclusion

The main application of the system is related to assisting patients in the as-
sessment and training of the upper limb movements while performing gaming
activities. At the current development stage, the prototype has been tested and
requires to be engineered in order to become a low cost system, which can be
extensively and effectively used by patients at home; this goal seems realistic.
However, for the subsequent engineering process we have planned to integrate the
force feedback directly into our guidance system instead of using a commercial
device. This will be done on the basis of several previous works [19,20]. There-
fore, the force feedback will be integrated directly into a pantograph mechanism
implementing the haptic guidance paradigm. It is planned to reference the data
from patients to evaluate the effect of the system in a rehabilitation program.
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Abstract. The combination of the potentialities of the interactive tech-
nologies, like exergames and the emerging motion capture devices with
the ability of 3D virtual worlds for socialisation and context, can produce
a platform to promote the physical activity of its users, which leverages
its potential. The OnlineGym is an exploratory project based on an on-
line 3D virtual worlds platform that allows users to interact with the
system through the use of a motion capture device. This paper discusses
the chosen technological approaches and the preliminary results of the
experiments performed with users.

Keywords: ActiveAgeing,VirtualWorlds,PhysicalActivity,OnlineGym.

1 Introduction

Seniors commonly lack physical fitness and often suffer from severe mobility
problems. Despite the lack of motivation for physical activities[3], general guide-
lines suggest exercising programs for elderly to strengthen muscles, balance,
endurance and mobility[10].

The OnlineGym is an exploratory project based on an online 3D virtual worlds
platform that allows users to interact with the system through the use of a motion
capture device such as Microsoft Kinect. It aims to create an “online gymna-
sium”: a virtual three-dimensional space where different users, physically apart,
attend a shared workout session coached by a monitor, all of them connected over
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the Internet and represented by avatars directly animated by the movement cap-
tured on the Kinect devices connected to each personal computer. This scenario
provides the experience of a joint participation in a group gymnastics session.
The project is targeted at the elderly, who may not be able to participate in
regular training sessions outside their homes, when living in lower-density areas
or complex urban neighbourhoods, since that may require expensive or trouble-
some travel. It is hard to motivate oneself to exercise regularly alone at home[3],
so exergames may help to motivate the elderly to exercise more, providing social
interactions with online technologies[3,4].

This paper discusses the approaches that have been chosen to fulfil the project
requirements and the preliminary results of the experiments performedwith users.
In the following section the background for the project is presented followed by a
brief presentation of the technological platform. The preliminary experiments and
results are discussed in section 4 and the paper end with some final remarks.

2 Background

In recent years, with the development of virtual reality and tracking technologies
a new generation of games has risen: exergames. Such games focus on the de-
velopment/leverage of the sensory and motor skills of the players, thanks to the
possibility of perceptual emulation[5]. Research shows that exergames can have
a positive effect on users health[10]. However, the motivation of the elderly for
the games is closely related to the social factor[3]. Despite the proven potential
at the interaction level, impact and visibility levels of exergames, some studies
underline the need to strength the social aspects[6]. The elderly have been ex-
posed to numerous technological changes, having telecommunications and Web
brought a shift in their everyday life[1]. This change of interaction, socialisation
and communication[2] facilitated connections with family and friends[1] keeping
them socially connected and informed[8].

Virtual worlds environments are digital representations of real or imaginary
scenarios that intend to simulate reality or compliment it and enable multiple
users to be present and communicate with each other[7]. These 3D platforms,
which are multi-user, collaborative, and shared virtual environments, can bring
the users’ experiences to a higher level and bring the being their presence[9].
Morgado et al.[7] put forward the possibility of using these online multiuser
spaces becoming the place of real activities, not just simulated ones.

3 OnlineGym Platform

The OnlineGym platform is a prototype of an innovative online 3D service, which
aims to contribute to the physical and mental well-being of the elderly, based on
fitness group activities, where the motor skills and socialisation have essential
roles. Its implementation is based on a client-server architecture through which
current motion capture technologies allow the elderly to participate in group
fitness sessions.
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The objectives of the OnlineGym technological platform are: G1) representa-
tion of the avatars 3D movements (puppeteering); G2) remote transmission of
animation control for visualisation of the entire group of gymnasts in a shared
space; and G3) synchronisation of movements performed by the various partici-
pants in order to minimize the effects of communication latency. The achievement
of this objectives led to the definition of an architecture with two servers: virtual
worlds server and a movements’ server. Three platforms that allow interaction
within 3D virtual worlds using Kinect-based mocap technology were analysed:
FAAST, RINIONS, NUILIB. The RINIONS platform was selected due to its ca-
pacity of reproduction of free movements, which ensures the required flexibility
to the development. Achieving the objectives G2 and G3 went through adapting
the RINIONS platform, jointly with its authors, to support the transmission of
gestures. Management modules were also included to support the synchronisa-
tion of gestures transmission and minimise the effects of communication latency.

The OnlineGym platform was used to develop a set of experiments with users
in order to technically evaluate the implemented features and impacts on the
acceptance and adequacy of prototype for the users.

4 User Experiments

Experiments for technical evaluation of the OnlineGym platform were held dur-
ing the development of the prototype and were made locally between the devel-
opment team of the system, as well as remotely, between the various institutions
involved in the project.

A pre-test with a restricted set of users was conducted to understand the
degree of acceptance and suitability of the prototype. The results can not be
generalised to the general population. However the given indicative data provided
a more descriptive and qualitative guidance for future developments. The test
was conducted with four participants and a personal trainer, all of which were
accompanied by a staff member. Participants voluntarily joined the study, by
invitation, and were separated geographically.

The pre-test provided important information regarding the acceptance of the
OnlineGym and warned of some aspects that must be taken into account in
future development, among which we highlight: the difficulty of the elderly to
follow the guidelines given by personal trainer because of the speed of execution
of instructions and exercises; the sound quality; the need for increased interac-
tions and use of praise; and the accuracy of the system and the possibility of
correcting the positions of the elderly in exercises. Despite the setbacks noted,
participants revealed spontaneous readiness to return to use the platform which
allows understanding their satisfaction with the experience carried out.

5 Final Remarks

In this paper a platform for exergames, based on virtual worlds technology, which
allows natural interactions using the Microsoft Kinect motion sensor was pre-
sented. The evaluation carried out in a pre-test with users revealed the interest
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and importance of this project, given the positive evaluation of the participants,
who were keen to re-use the system.

The preliminary study reveals the need for its continuity and suggests a lon-
gitudinal research, with a duration of at least three months, including a group
of elderly, physical exercises, interviews and participatory observations, a signif-
icant sample of the population, extending the review to effects produced in the
aspects of physical and psychological well-being.
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Abstract. Sifteo Cubes is an interactive tactile entertainment solution with own 
unique control interface gestures. The aim of the study was the use of games for 
wireless cubes in the rehabilitation of people with cognitive impairment staying 
in the neurology department of the hospital. Most of the exercises provided by 
physiotherapists can be classified into specific groups of tasks using the same 
way to resolve. During the analysis of sets of exercises, the following main cat-
egories of tasks are proposed: anagrams, memory games, and reflex games. As 
a part of a pilot program of introduction wireless cubes to the rehabilitation of 
people with brain injuries, three sample games, one from each category were 
developed. 

Keywords: Wireless Cubes, Rehabilitation, Cognitive Impairment. 

1 Introduction 

Cognitive therapy is one of the fundamental tasks of neuropsychology [1,2]. Im-
provement of cognitive abilities such as memory, concentration, attention, language 
functions etc. is an objective of Cognitive Enhancement Therapy (CET) [3]. Impair-
ment of cognitive functions is very often the result of brain damage which the patient 
suffers as a result of traffic accident or diseases such as stroke, or progressive demen-
tia (i.e. in Alzheimer's disease). Brain injury frequently results in disorders of motor, 
cognitive, behavioral and social functions. Therefore, an important element of rehabil-
itation is appropriate diagnosis and therapy adapted to the patient's disorder. Such 
actions improve the quality of patient’s life and extend the period in which he oper-
ates autonomously and requires less help from others. 

Neuropsychological therapy uses various forms of stimulation from the most popu-
lar, using paper and pencil to such aid as boards, blocks, games, or specially prepared 
computer programs. Attention should be paid to the fact that patients often present 
motor disorder that prevents them from writing, as well as speech disorder, which 
does not allow for voice presentation of task solutions. These patients also often have 
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vision problems. Therefore, it is important to seek a variety of therapeutic methods. 
Neuropsychological therapy is conducted by a psychologist, and is preceded by a 
psychological diagnosis that allows evaluating the level of cognitive functions im-
pairment. On the basis of the diagnosis it is possible to select appropriate exercises 
taking into account additional information on the patient’s health status. Stay in reha-
bilitation centers, both public and private, is limited. But there are patients for whom 
neuropsychological therapy should be continued after their return home. However, the 
independent solving of the tasks (without the help of a therapist) often is not possible.  

Neuropsychological treatment of neurological patients is conducted, among others, 
in the Upper Silesian Rehabilitation Center "Repty" in Tarnowskie Góry (Poland). 
The aim of the study was the use of games for wireless cubes in the treatment of 
people with cognitive impairment staying in the neurology department of the hospital. 

2 Related Work  

Wireless cubes are not widely used in the rehabilitation of patients. A few therapists 
are interested in this unique technology.  

An example might be Liftacube [4]. Authors realized a pervasive prototype system 
for training in a physical rehabilitation of person with neurological disorder or spinal 
cord injuries. The Liftacube prototype is composed from Sifteo cubes and the custom-
made sensor board. The Sifteo cubes provide physical objects to handle in the game 
focusing on the key skill component. The sensor board is used to detect the height of 
the Sifteo cubes during the game using embedded light sensors and LEDs. The lifting 
height is really a determining parameter for the quality of the patient's lift movement. 
A separate board situated on the table with one element is used to detect if a patient 
lowered his arm after lifting a cube. Liftacube is able to detect the lifting of the  
patient's arm as well as locomotion interactions of the hands. 

Another application of Sifteo cubes is used in a playful technology to engage  
us-ers’ interrelated bodily motions to better productivity [5]. Building interactions in-
spired by and embodying different mindless activities, authors demonstrate the value 
of secondary human-computer interactions able to enhance a user’s state in primary 
productivity tasks. There are two games prepared in that project. First game uses the 
idea of infinite bubble wrap – each Sifteo cube is a single bubble, and its screen 
shows two bubble states: inflated or popped. Pressing the screen, the user changes the 
cube state from inflated to popped with an audible pop. Cubes can also be formed in a 
sheet. Then, the user popping any one bubble starts a chain reaction of the others. 
Shaking the cube, the user resets the bubble with an inflation sound.  

The second game shows classic physics-based toy known as Newton’s Cradle. Tilt-
ing a cube, the user can simulate. Graphical objects shown on the cubes bounce off 
one another and screen edges. Collisions generate musical tones. 

3 Sifteo Cubes 

Sifteo Cubes is an interactive tactile entertainment solution [6]. It is a commercially 
available game technology, which engages their players through hands-on interactions. 
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The idea of tangible and graphical user interface platform first time was de-scribed by 
David Merrill and Jeevan Kalanithi of the MIT lab [7]. They described a Siftables - 
novel platform that applies technology and methodology from wireless sensor  
networks to tangible user interfaces in order to yield new possibilities for human-
computer interaction. They can be physically manipulated as a group to interact with 
digital information and media. Then the platform was commercially distributed under 
the name: Sifteo cubes. The authors noted several patterns of use observed in homes 
and schools and identified design recommendations for display utilization on distri-
buted interfaces. They also presented the process of commercializing the research 
prototype to create a marketable game system [8]. 

Sifteo Cubes platform is composed of a wireless base unit and a wireless 1.5 inch 
cubes (3-12 units) equipped with a tactile screen, and communicating with each other 
[9]. Sifteo cubes are so different from other gaming platforms that designing applica-
tions for them at the first time, does not seem to be a simple task. Sifteo cubes have 
own unique control interface gestures. Sifteo cubes are not one device but a few, so 
designing an application we should think about games with multiple moving screens. 
It is an impediment in relation to the classical solutions dedicated to computers, and at 
the same time it is a chance for innovation. Sifteo cubes are characterized by the fol-
lowing features [10]: 

• have a relatively small size,  
• each cube has its own independent screen, but they can jointly view large image 

fragments, 
• actions can be triggered, if any two dice are neighbored,  
• each of the four edges of the cube can be recognized,  
• touch screen acts as one big button,  
• embedded accelerometer can detect orientation and gestures. 

Sifteo Cubes allow developing of games practicing cognitive skills, such as pattern 
recognition, strategic planning, abstract thinking, language functions, and others. 
Therefore, it is possible to create the games, which require recognition of colors or 
patterns, as well as arcade - requiring the analysis of a complex situation. 

4 Implementation of Sample Games 

During the rehabilitation of people with brain injuries, therapists practice the use of 
specially designed sets of textual and graphical tasks [11]. Each of these exercises is 
focused on stimulation of selected cognitive function. Some tasks presented on pages 
of exercise notebooks can be adapted to wireless cubes. In addition, Sifteo cubes  
can be used to create innovative games that do not have their counterparts in printed 
materials. 

Most of the exercises provided by physiotherapists can be classified into specific 
groups of tasks using the same way to resolve. During the analysis of sets of exercis-
es, the following main categories of tasks are proposed: 
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• anagrams - type of word play, the result of rearranging the letters of a word or 
phrase to produce a new word or phrase, using all the original letters exactly once; 
for example orchestra can be rearranged into carthorse. To this group we include 
also tasks, where we can build words with letters not ordered, 

• memory games - card games in which all of the cards are laid face down on a sur-
face and two cards are flipped face up over each turn. The object of the game is to 
turn over pairs of matching cards. To this group we also include recognition of 
card order, where at the beginning all the cards with numbers of different values 
are discovered. Then all the cards are reversed, and the player must indicate the 
tabs according to the numbers recorded on them. 

• reflex games – The user indicates a special card as quick as possible. The card that 
should be indicated shows something special. A key parameter of the game is the 
time of displaying this card. Attention and a little bit of dexterity are important 
while playing the game. 

As a part of a pilot program of introduction wireless cubes to the rehabilitation of 
people with brain injuries, three sample games, one from each category were devel-
oped. The first one is based on the idea of anagrams (Fig. 1). The user must build 
words using cubes lying in a line and contact with each other. Words that can be 
composed belong to one of selected fields: animals, clothes, flowers, occupations, 
body parts, food, and countries. In this game a number of cubes in the range 3-12 is 
used. Each area contains about 40 words. During each gameplay, the sequence of 
words is drawn, but every time shorter words are guessed at first. The wireless base 
unit automatically recognizes how many cubes are available in the closest environ-
ment. This also limits the possibility of the longest words drawn. 

  

Fig. 1. The beginning and the end of the word building in the anagram game 

The second application for Sifteo cubes is a standard memory game (Fig. 2). We 
need even number of cubes: 4-12. Instead of operation of turnover it is enough to 
touch a chosen pair of cubes. Cubes can be arranged in columns and rows, which 
makes them easier to remember. It is also possible to scatter the cubes at random, 
making the game more difficult. Game level depends on the number of cubes used in 
the game as well. 
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Fig. 2. Aligned and scattered cubes while playing in the memo game 

The third game supports training of attention (Fig. 3). There is shown on the one of 
cube something that the user has to catch i.e. a cockroach. Then a new cockroach is 
shown on another, random cube. Sometimes, instead of a cockroach, a good-looking 
bee is presented over the several seconds. It cannot be touched. The gameplay ends 
when the cockroach is not caught in a certain time or when a player touches the cube 
showing a bee. During testing, the therapists turned their attention to the fact that the 
game can be enhanced by the appearance of more cockroaches than just one at a time, 
and the time on higher level can be shorter.  

  

Fig. 3. Different phases of the game during attention training 

5 Results 

5.1 Study: Game Cubes versus Other Forms of Exercises 

Introducing Sifteo cubes to the rehabilitation, we should be aware of the advantages 
and disadvantages brought by this technology. Over a dozen selected patients were 
asked about some of the most important aspects of the use of different forms of mem-
ory exercises. The study did not show a clear advantage of any of the forms of  
implementation of the exercise. The table demonstrates collected data. Among the 
most frequently mentioned disadvantages was the concern about lack of ability to use 
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a modern technological solution as wireless cubes and the need for help of an assis-
tant, or a therapist. Using Sifteo Cubes can be considered as a good supplement to 
already used tools. 

5.2 Recommendations for Game Developers 

Developing applications for the rehabilitation of neurological patients should be rea-
lized according to certain strict guidelines. Creators of Sifteo Cubes have published a 
set of recommendations for application designers [6], however, it is not addressed to 
specific users, which are patients in rehabilitation centers. These patients, in addition 
to cognitive deficits may also have motor or visual impairment. Taking into account 
the expectations and comments given by therapists and patients, we can define basic 
rules of the rehabilitation game development for Sifteo Cubes. They are: 

• use a simple contrast 2D graphics, and optionally allow to select an image inver-
sion mode,  

• use of the whole available screen space of a cube to display graphics 
• omit animation, effects, flicker and 3D graphics, 
• use of sound to confirm the executed action (touch screen, contact ankles, shakes, 

etc.) and signaling a finish of a task,  
• several configuration options, i.e. for memory games: find identical pairs of letters, 

numbers, symbols, or colors,  
• several levels of difficulty to make the game interesting for patients with different 

levels of impairment, 
• levels of difficulty can be related to the number of wireless cubes used in the game,  
• measure playing time, 
• create a history of previous patient’s results. 

5.3 Future Work 

Wireless Sifteo Cubes have been introduced to rehabilitation in the “Repty” Up-per-
Silesian Rehabilitation Center so far only as a pilot process. After this step, we must 
decide which games are correctly implemented, and in what configuration they are 
useful. Such information allow to use them wider. A questionnaire addressed to  
patients can certainly be very useful in making a decision. It should contain the fol-
lowing questions: 

• Were the displayed graphical symbols recognizable?  
• Did you hear generated game sounds?  
• Were a feedback signals generated by the cubes useful in the game?  
• Was the level of difficulty of the game appropriate?  
• Where the configuration options appropriate?  
• Would you like to use wireless cubes after leaving the hospital? 
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The questionnaires should be completed by the patients. Their assistants should be 
present and provide support when the patients write answers to questions. That is 
necessary, because sometimes due to paralysis of the patient, writing may not be im-
mediately possible. 

6 Conclusions 

Researches so far conducted have to be regarded as insufficient, since the number of 
participated patients is too few. As it has already been mentioned, the exercises im-
proving cognitive functions were used in case of neurological patients. Unfortunately 
most of them were elderly, who often had no previous contact with new technological 
solutions, and reluctantly use any electronic devices. However, cognitive therapy is 
sometimes a very long and hard job, and therefore another form of exercises and new 
kind of tasks can be more attractive, it can have a positive impact on the patient's 
motivation to exercise. Thus, the use of wireless cubes may be useful. 

Wireless cubes are not widely used in the rehabilitation of patients. Commercial 
product is relatively young (since 2012), but today (April 2014) the manufacturer has 
already sold out all the cubes and so far said nothing about the further production. 
Thus their wider use in the future is questionable. 
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Abstract. The goal of the project was to create a mobile game application for 
Android OS platform that follows the rules of playing a gamebook. Developed 
application interacts with user using touch and speech interface, which is cru-
cial in case of blind users. The paragraphs and general game data should be 
stored in external XML document. Game implementation introduced a form of 
entertainment for users with vision disabilities and established a speech and tac-
tile interface implementation, which could be also used in implementation of 
other games, which target blind players. 

Keywords: Gamebook, Blind People, Mobile Devices, XML. 

1 Introduction 

Nowadays we can find many games in leading application stores, like Google Play, 
App Store or Windows Phone Store, starting from simple text games and ending at 
graphically advanced 3D games. Even though the number of new game apps is still 
growing rapidly and today’s mobile devices give developers an opportunity to present 
the content of application not only in visual form, it is hard to find a game that would 
target blind users or users with vision impairment. That is why the goal of this project 
was to discover and explore in practice the possibilities and ways of development of 
game application suitable for blind users, by means of creating one of them. The 
problem is that not all types of games can be played by a blind user. But fortunately 
the gamebook is an example of games that could be implemented in such way that 
blind user can operate it.  

A gamebook is any book that presents a world of fiction that allows the reader  
to participate in the story by making effective choices. Those choices affect the narra-
tive branches by means of selection of appropriate paragraph or page [1]. Reviewing 
the available solutions [2] we can find many implementations of gamebook, but there 
wasn’t found any that would be adjusted for blind user. 
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2 Analysis 

2.1 Functional and Non-functional Requirements  

The application developed in terms of this project should fulfill following functional 
requirements:  

• game instruction viewing – the player can check the rules of the game viewing the 
instruction,  

• gamebook playing - the user is able to play a gamebook session,  
• decision making – the player is able to make decisions during the game, which 

influence game’s path,  
• game stage saving – the player can save the state of the game,  
• loading of game save – the user can load a save of a previously saved game.  

Gamebook application should also meet the following non-functional requirements:  

• application should be available to a wide range of Android OS – this operating 
system has become the most popular mobile operating system of the world [3],  

• application should be optimized - taking into account that application would run on 
mobile devices, it should be optimized for using small amount of system resources,  

• application should use external data - game content should be stored in an XML 
document, which structure should be valid to XML Schema,  

• intuitive user interface - application provides speech and gesture interface, which is 
intuitive and adapted to blind users.  

2.2 User Interface 

Taking into account the development of an application for blind users, we have to 
take care of limitation that is connected with their disability. There is no possibility to 
interact with a user by means of graphical user interface. So in order to determine 
other way of interaction, developer has to consider input interface and output interface 
separately.  

For an input interface there are two possibilities. First one is the speech recognition 
and second one, which is used in most of mobile applications, is touch gesture recog-
nition. Both of those interfaces are available in most popular mobile operating  
systems like Android OS, iOS or Windows Phone.  

Considering output interface there is a need of passing various types of information 
from application to user. We can treat speech and playing sounds as a medium that 
suits our needs. Using speech and various sounds we can provide the user with any 
information we want. Like in an input interface, most popular platforms provide tools 
for playing sounds and speech synthesis. 

In order to adjust the application user interface to blind users, it was implemented 
in such way that makes the best use of touching the screen gestures and speech  
synthesis. 
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The user can use five basic gestures for performing actions in gamebook  
application: 

• swipe right – horizontal move of the finger on the screen from left to right,  
• swipe left – horizontal move of the finger on the screen from right to left,  
• swipe up – vertical move of the finger on the screen from the bottom to the top,  
• swipe down – vertical move of the finger on the screen from the top to the bottom,  
• double tap – quick double touch of the screen using finger.  

Gamebook application provides user information in form of a speech synthesized 
from a text. Using this mean of interaction the user will receive information about 
possible actions, decisions, character status, paragraph content etc. 

3 Design 

3.1 Internal Organization  

Each application for Android OS is composed of parts, which are called activities. 
Activities in gamebook application are a bit different than in a typical Android mobile 
application. The difference is that activities in this application don’t interact with the 
user by means of graphical user interface, but will use touch gesture and speech inter-
face. Gamebook application consists of three activities: 

• Main Menu – this activity is launched at a start of an application and provides the 
user information of all possible actions. Using this activity the user can start a new 
game (swipe right), load previously saved game (swipe left), open the instruction 
(swipe up) or simply close the application (swipe down). After performing one of 
the mentioned actions, the user will be informed about his decision by speach. 

• Instruction – this activity provides an interface for navigating over instruction. 
Instruction consists of several entries. Each instruction entry provides single in-
formation about selected topic of application usage or mechanics. The user can  
navigate over the entries by swiping left or right. The user can close instruction  
activity and go back to main menu by swiping down.  

• Paragraph – this activity is actually an implementation of gamebook mechanism. 
The whole game takes place in this activity. It can be called from Main Menu  
activity either by starting a new game or by loading a saved game. In the first situa-
tion new player’s character is being created and his attributes are chosen randomly 
by dice rolling. The game starts from the first paragraph. In the second situation 
player’s character and paragraph are retrieved from game save data.  

3.2 Gamebook XML Structure 

Gamebook application retrieves game description from a locally stored XML docu-
ment. The whole content of game description is kept in <gamebook> tag content. This 
chapter describes the structure of a following document.  
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XML document can contain the definition of items used in gamebook. Each item 
has to be defined separately using <item> tag. The name of the item should be speci-
fied between opening and closing tags as text content. But there are also some 
attributes to be given. It is required to set a unique id of the item and to specify its 
type. There are four possible types of items: apparel, weapon, armor and miscellane-
ous. Each of them, except for the last one, requires gamebook developer to specify a 
character’s affected attribute and numerical value of attribute change. 

But the most important part of XML document is a definition of gamebook’s para-
graphs. Paragraph can be defined in many different ways depending on its type. But 
few elements are common for all types of paragraphs. One of them is a unique id 
attribute and other is a type of paragraph specified as attribute, but there is also a 
common child element <text>, which holds a paragraph’s description between its 
opening and closing tag. Paragraphs in gamebook application come in many various 
types: singlepath, normal, crossroads, checkluck, food, itempick, itemloss, end, fight, 
dicegame. All of them have a special meaning in the game. 

4 Final Remarks 

The sample gamebook was tested by several users. Some of them were partially or 
totally blind, and some had no visual impairments. Conducted research has shown 
that visual impairment has no such meaning as previous experience in the use of mo-
bile devices. Also younger users were more efficient playing the game than older 
ones. All of them were satisfied playing audio gamebook. 

There is also a place for modifications and improvements in the application. The 
most important improvement of application concerns users who speak the national 
language, which means that application should implement speech synthesis interface 
with national speaker. Second modification deals with validation of XML document 
with gamebook description. There exists a XML schema, which defines the rules of 
an XML document, but current Android API doesn’t provide any way to use this 
schema for document validation before parsing. For this modification an external 
solution should be implemented.  

At last we need to think about different ways of realization of user interface. Good 
idea seems to propose alternate game configurations, where a user can play using 
special, big subareas on the surface of smartphone touch screen or gestures taking 
data of embedded accelerometer. 
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Abstract. This Special Thematic session presents a range of papers that address 
issues around the implementation and take-up of eAccessibility in the informa-
tion society. Acessibility, eAccessibility, design for all and inclusive design and 
now all well established concepts and many resources exist for researchers and 
developers interested in created accessible artefacts and services. However, the 
overall level of eAccessibility of the information society is still low. These  
papers investigate why this is the case and propose a number of different ways 
forward. 

Keywords: eAccessibility, Older Users, Disabled Users, Web Developers, Web 
Accessibility Guidelines, Web Design Guidelines, Web Accessibility Informa-
tion Resources, eAccessibility Roadmap, Web Accessibility, Self-Service Ter-
minals (SSTs), Automatic Teller Machines (ATMs), e-Identity. 

Considerable progress has been made over the last decades in understanding the needs 
of people with disabilities and older people and how they can participate most fully in 
the emerging information society. Progress has also been made in providing assistive 
technologies for these user groups, allowing them to undertake tasks that they may 
have previously found impossible or difficult and giving them access to a wide range 
of mainstream technologies in ways that are more suitable for their particular capa-
bilities and needs.  

This progress addresses and challenges mainstream ICT to make products, systems 
and services that are truly accessible for these user groups.  Many recommendations, 
guidelines, standards, techniques and tools have been made available to support the 
implementation of such eAccessibility. Nonetheless, the take up and implementation 
of eAccessibility is still highly fragmented and uneven. The further the information 
society advances, the bigger the digital divide between mainstream users and disable 
and older users seems to become.  

This Special Thematic Session (STS) presents a range of papers addressing these 
issues of the uptake and transfer of eAccessibility know how into practice and the 
need to foster the uptake of eAccessibility by all stakeholders.  

Two papers [1, 2] address the issue of providing information for a range  
stakeholders about eAccessibility. These papers are based on the eAccess+ Net-
work, which has developed an online information resource, the eAccess+ Hub 
(http://hub.eaccessplus.eu/wiki/Main_Page) to provide information about eAccessibility 
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and links to useful resources for different stakeholders interested in different as-
pects of eAccessibility. 

Petrie, Darzentas and Power [2] address the issue of the lack of accessibility and 
eAccessibility of self-service terminals (SSTs) and why eAccessibility is so low in 
this sector. Based on interviews with 22 stakeholders, they propose that there is still a 
need to raise awareness in this sector about eAccessibility as well as a need to clear 
guidance on how to achieve eAccessibility of SSTs. Petz and Miesenberger [1] set out 
a roadmap for what is needed to achieve greater eAccessibility across three domains: 
web accessibility, accessible digital television, and self-service terminals, based on 
stakeholder interviews, desktop research, and existing regulations and guidelines.  

Swallow, Power, Petrie, Bramwell-Dicks, Buykx, Velasco, Parr and O Connor [3] 
looked specifically at the issues faced by web developers in the creation of accessible 
websites and services. Based on contextual inquiry with 14 developers, they created 
an information resource to introduce developers to web accessibility information dur-
ing development and to complement the Web Content Accessibility Guidelines [4], 
the Web Accessibility Information Resource (WebAIR). This resource is organized 
into categories oriented to the workflow of web developers; it uses their language, 
rather than the domain-specific language of accessibility which they they find unfa-
miliar and difficult; and it attempts to guide them through developing and checking 
for web accessibility in a lightweight manner. WebAIR was evaluated with 26 web 
developers and was well received. 

Kamollimsakul, Petrie and Power [5] addressed the issue that many guidelines for 
web accessibility for older users exist, but lack evidence for their recommendations, 
and that these guidelines are oriented to websites in languages written in the Latin 
alphabet. They investigated two aspects of presentation of websites for older users in 
the Thai language: font type and font size. They found no differences in skim reading 
performance using a number of levels of these presentation aspects, but clear differ-
ences in the preferences of older Thai web users.  

Finally, Schulz and Fritsch [6] investigated the very important topic of accessibility 
and inclusion requirements for future e-identity systems. There is no point making 
digital systems highly accessible if disabled and older users cannot easily and com-
fortably manage the security associated with systems. They consider many aspects of 
the requirements for accessible and inclusive e-identity systems, including content 
and presentation, control and operation, legal requirements, testing, help and support 
and highlight possible areas for future research.  
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Abstract. Future e-identity services will need to be accessible for
people with different types of abilities. We review current sets of ac-
cessibility guidelines and standards, current assistive technology, and
current e-identity technology to determine accessibility and inclusion re-
quirements for a future e-identity solution. For our project, we found
that the area we could influence the most was the development of user
interface for the client for e-identity and focused on these areas with the
assumption that users would have access to inclusive cards and card read-
ers. The requirements are divided into content and presentation, control
and operation, legal requirements, testing, and help and support. We
also provide possible areas for future research.

Keywords: Accessibility, e-Identity, Smart Cards.

1 Introduction

As society’s services become digital, individuals will need to identify (or authen-
ticate) themselves to these services to ensure the best service and experience.
The classic e-identity (e-ID) of a combination of username and password has
its own issues; for example, it requires the user to remember passwords, which
can lead to password re-use, resulting in cascading account compromises when
one password is compromised. Other ways of authentication exist. Smart cards
provide a more secure method of authentication, but they are not universally
accepted and not necessarily compatible with each other. Ideally, people should
be able to authenticate using the type of identification they prefer as long as it
satisfies the needs of service. This personalization in identification choice is also
important when considering the needs of people with disabilities.

One way of dealing with the different forms of e-ID is to build infrastruc-
ture that can broker the differences between the forms of identification and then
eventually authenticate the person. Much of this work can be carried on auto-
matically, but at some point the user will likely have to be involved. At this point,
an accessible, inclusive, and usable interface is necessary, especially if the ICT
should meet requirements laid down by countries like Spain [15] and Norway [3].
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What requirements are needed for making this infrastructure accessible and
usable by the most people possible? We examined the needs in the context
of a software client that would work on desktops, tablets, and smartphones.
The software client will serve as a frontend for people to use the method of
authentication that works best for the situation. We found requirements in how
information must be presented, how the interface needs to be controlled, testing
the interface, and how to provide help and support.

2 State of the Art

There already exist requirements in the world of accessibility and e-inclusion and
in the world of e-identity. The main requirements for e-ID are robustness of the
identity token, authenticity of the identity token, user control over identity token
usage, and token binding to the legitimate user. A further important aspect is
identity attribute quality, which is decisive about what purposes and values an
electronic identification can be trusted to protect. Finally, privacy issues (who
gets to identify Internet users, why, and for how long) are tightly connected to
e-ID issuance and use.

Regarding accessibility, many projects document guidelines. Yet, they can
be interpreted as requirements. For example, besides standards for vending ma-
chines, the most well-known set of accessibility guidelines, the Web Content
Accessibility Guidelines 2.0 (WCAG 2.0) [18], are the basis for the regulation for
universal design of ICT in Norway [8]. The WCAG 2.0 is based on four principles
for content: Perceivable, Operable, Understandable, and Robust. These princi-
ples are codified into 12 different guidelines. Each guideline has three different
level of success (compliance) from A, AA, and AAA. The guidelines are written
generically, so they can be used for content that is not necessarily targeted for
the web. The guidelines are also written to be testable. This allows web pages
to be run through a battery of automated tests to check their compliance.

The BBC has also used the WCAG 2.0 as a basis for its own accessibility
guidelines [1], These are also extended to define guidelines for accessibility in
multimedia, games, PDF’s, subtitling, and screen-reader testing. There is also
a draft of the accessibility requirements for mobile websites and apps for smart-
phones and tablets [16]. These guidelines are specific to the needs of the BBC,
but they can also be used for designers and developers in similar circumstances.
The Norwegian research project e-Me [12] focused on a user’s whole lifetime
with the user’s changing abilities to use identification technology. The project
concluded that service providers and identity providers should be prepared to
migrate customers over to other e-ID methods when their respective abilities to
handle them change.

3 Methodology

We tackled the task of finding accessibility and inclusion requirements by first tak-
ing a look at the problem space that we wanted e-identity to address. In this case,
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Fig. 1. The two personas with disabilities in the project. Freidhelm (left) has poor
vision and moves around with a cane and Jose (right) has dyslexia.

we wanted a solution that would work on a continental (European) scale. While
drafting interdisciplinary requirements for e-inclusionandusability in the specifica-
tion phase, we derived technical requirements from existing standards. In addition,
we considered insight from research projects [5, 6, 12]. To accommodate discourse
about user needs, we developed a set of fictitious persons (personas) with special
needs using a method outlined by [14]. The personas (Fig. 1) will be used to illus-
trate needs to developers and technicians later in the project.
The project will evaluate the architecture that will be developed against the
requirements. These evaluations will be performed using standards compliance,
persona-based discourse, automated usability testing, and user observation. We
determined that it was necessary to take a user-centered approach when looking
at the accessibility and inclusion requirements. We investigated what parts of
the e-ID service would be used directly by people. Many parts of the e-ID in-
frastructure (e.g., network protocols or encryption algorithms) have no impact
on accessibility on their own; they exist to make authentication possible. This
led us to look at things like smart cards, smart card readers, and the interface
(including assistive technology) on desktops, smartphones, and tablets.

4 Work and Results

We consulted many different available accessibility guidelines for the web and
the developer guidelines for different mobile and desktop systems. We examined



Accessibility and Inclusion Requirements 319

different types of assistive technology that are available on different devices. We
also looked at standards in the area of smart cards. This also required determin-
ing if any of the standards or guidelines resulted in contradictions. This did lead
to some contradictions; they affected mostly presentation of textual information
(e.g. line length, line spacing). In these cases, we wrote a requirement that met
as many guidelines as possible. We noted that our requirements took precedence
over the other guidelines.

During this process we discovered that we would have the most influence on
the software that would be running on computers, smartphones, and tablets and
less on smart card and smart card readers. We assumed that people using the
system would have access to an accessible smart card, smart card reader, and
other technology.

We divided requirements into multiple categories: (a) content and presenta-
tion, (b) control and operation, (c) legal requirements, (d) testing, and (e) help
and support.

Overall, there were 60 different requirements with content and presentation (a)
having the most (25). The nine legal requirements (c) focused on the issue of
storing and using personal data for the purpose of making a system more acces-
sible. We leave the legal requirements for a future publication, and we examine
the remaining requirements here.

Content and presentation (a) of material is important to ensure that users
will be able to understand the information. We used the WCAG 2.0 guidelines
as a starting point for this, but focused on the strictest compliance level (Level
AAA). We then outlined what this meant in terms of contrast for colors, how
images should be used, how text should be typeset (size, spacing, line length,
etc.), and how audio and video should be presented. We do not expect much
video or audio to be used in the e-ID solution, but chose to highlight it since it
is an important part of AAA compliance.

Control and operation (b) looked at the field of assistive technology that is
currently available and specified what screen readers, screen magnifiers, and on-
screen keyboards a client should be compatible with. We recognize that complex
items like screen readers interact differently with software, but making software
work with multiple screen readers can help future compatibility with other screen
readers.

Beyond assistive technology, we also looked at the keyboard. We required
that the client could be used with only a keyboard (with navigation following
the logical layout of the client). Keyboard shortcuts were also encouraged. Some
assistive technology registers itself to a system as a keyboard. Making the client
work with a keyboard means that this assistive technology may work too.

Control and operation included timed events. We required that anything that
could be deemed essential to using the client (i.e., if removed would fundamen-
tally change information or functionality and could not be achieved in another
way) not have a time limit. This raised issues with security as some systems may
require that a session or a token can only last for so long. After some debate
on this issue, we allowed an exception for this, events that happen in real-time,
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and things like movies. We also added a requirement that interruptions could be
postponed unless it is an emergency. This should give different people enough
time to carry out whatever task they need for authenticating with an e-ID.

Regarding testing (d), the WCAG 2.0 guidelines are written to allow auto-
mated testing, and there are several different automated testing tools available.
Yet, [17] looked at automated testing tools and found that they only covered
around 50% of the success criteria. So, some sort of checking guidelines beyond
automated testing was needed.

But, if a page passes all the tests in the WCAG 2.0, it does not mean that it
is free of accessibility issues. [10] have shown that accessibility issues remained
even when a web page had passed all WCAG tests. [9] were also surprised about
the number of issues that were discovered by people with vision impairment on
sites that conform to the WCAG 2.0 guidelines. The [18] state, “...even content
that conforms at the highest level (AAA) will not be accessible to individuals
with all types, degrees, or combinations of disability, particularly in the cognitive
language and learning areas.”

We included a requirement that the solution should be tested by accessibility
experts who know how assistive technology will be used with the solution. This
is necessary because different assistive technology result in different information
presented to the user. For example, different screen readers and web browsers
understand accessibility information for applications with varying levels of func-
tionality [4].

As mentioned by [9], another way to uncover more accessibility issues is to do
testing with people with disabilities. We felt that testing with users with disabil-
ities was an important part of quality assurance and evaluating the architecture;
we added specific requirements for this, preferably including different types of
disabilities.

Finally, for help and support (e) we recognized that help material provided
with the client should also be accessible and follow the requirements for content
and presentation we outlined above. We also felt that additional infrastructure
(e.g., calling centers or learning centers) should also ensure that content is acces-
sible to the largest audience.

We wanted to create proper awareness for readers of the requirements. So,
after the requirements were drafted, we included background information about
different types of impairments; legislation about accessibility; a survey of rele-
vant standards, guidelines, and developer guides; and information about differ-
ent types of assistive technology on PCs, smartphones, and tablets. It is not an
exhaustive guide, but it is a good starting point for readers that are new to
accessibility and inclusion.

5 Impact

Having an accessible and inclusive e-ID solution will enable many more people
to safely and securely access different public and private services on the Internet.
Creating requirements helps set a baseline for work and help us know how well a
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solution meet, exceed, or fail the needs for a group. The requirements have been
published as part of a large European project [13]. The requirements are formu-
lated using keywords that are defined in RFC 2119 [2] for indicating requirement
levels. This should make it possible to apply in other e-ID projects that wish to
have a good basis for their accessibility and inclusion requirements, regardless of
thematic areas. Indeed, these requirements have already been used as input to
deliverables in another project related to privacy, security, and usability [7]. This
is of particular importance when e-ID services adapt to changing user abilities,
and when users are migrated to other e-ID base technologies.

Fig. 2. Examples of accessible authentication methods [11, p. 74]
.

Since the basis for many of these requirements are based on electronic “living”
documents, it is also necessary to keep an eye for any updates. For example, an
updated draft of the BBC requirements may include items that may be useful
for e-ID. We can also consider any new information found in evaluating the
requirements should be pushed upstream to these documents or with developers.

A possible area to investigate is alternative forms of e-ID. The current project
focuses primarily on smart cards, but other ways of authentication, such as using
a mobile phone, are also candidates. [11] looked at accessible authentication
beyond traditional passwords and PINs (Fig. 2), and these could also be possible
to integrate into the solution. If any of these other methods are used, there will
likely be some sort of user interaction with a presentation of information. It
should probably be tested by people with disabilities and other help and support
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should be accessible. The requirements we developed should provide a basis for
these possible future solutions.

6 Conclusion

In the future, all people will likely have to use some form of e-ID to access a
service or verify their identity. Providing a secure and privacy-preserving solution
is important, but if people find it difficult to use a e-ID, it will result in an overall
less secure solution as people avoid using it or find other shortcuts. Similarly,
having a solution that is accessible means that more people have the potential
to use it and remain independent in society. Finally, work on accessibility can
also uncover other usability issues [9].

Now that the requirements are specified, work can continue on building the
e-ID solution. We will soon be testing the client software against these require-
ments, first by doing an expert analysis, and then later testing with actual users
with disabilities. We will see if the current requirements are sufficient for building
accessible and inclusive e-ID solutions or if additional requirements are necessary.
Tight discourse with developers, designers and researchers on adaptability, user
migration, choice, and user burden will complement the activities.
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Abstract. Within three main topical areas, the eAccess+ network identified and 
consulted relevant stakeholder groups, analyzed and discussed the state of the 
art in eAccessibility, supported stakeholders in working on key issues to foster 
eAccessibility and disseminated experiences and knowledge all over Europe. 
Finally, all findings were connected and combined within a roadmap document 
to find appropriate future actions to support eAccessibility and its uptake. 
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1 R&D Idea 

The roadmap presented in this paper is compiled from research results and activities 
undertaken within the framework of the European Thematic Network eAccess+. [1] 

The network put special emphasis on three topics within the wide range of eAcces-
sibility in Europe: 

• Web Accessibility 
• Accessible Digital TV and Total Conversation 
• Self-service terminals (SSTs) and devices for banking and financial services, pub-

lic transport, tourism and cultural heritage as well as e-government 

In addition to those 3 given subject areas, it became evident that there are some most 
important and influencing horizontal matters that need to be taken into account and 
researched to give both a sound researched overview and introduction to the topic 
within the eAccessibility universe and a map to address the right issues and persons 
involved to disseminate and promote eAccessibility further: 

• Education on eAccessibility / Accessible Education 
• Accessible Documents and Publishing 
• Accessible Tourism 

eAccess+ was driven by 25 core members, coming from all over Europe. It was one 
core task to involve stakeholders at national level and to expand the network by a 
group of so called “Associated Partners”. 
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By involving all stakeholder groups, like legislators, regulators, policy makers, 
commissioners, developers of hardware and software, user organizations, researchers, 
accessibility and usability experts, educators and peers, it aimed at both analyzing the 
state of the art and in particular the obstacles or missing links hindering a broader 
uptake of eAccessibility in Europe and pushing the uptake of eAccessibility further. 

2 State of the Art 

The eAccess+ network identified the following projects and roadmaps developed in 
EU-funded projects or ongoing work in that field on several areas as relevant to its 
work and scope: 

2.1 CARDIAC 

The CARDIAC project [2] aimed at generating a research agenda and priorities in 
accessible and assistive ICT that will favor eAccessibility. Three research lines 
emerged as priorities: Innovative users interfaces (including web accessibility and 
adaptive practical user interfaces); Holistic approach to human computer interaction 
(including taking into account human complexity and diversity); and advanced design 
and development methodologies and tools (including tools for user centered design, 
development of training modules, etc.). The CARDIAC project provides therefore key 
elements concerning the Research and development side of eAccessibility that should 
be considered as complementary to eAccess+ roadmap, focused on concrete imple-
mentation of eAccessibility. 

2.2 GPII 

The Global Public Inclusive Infrastructure project [3] is an international coalition of 
organizations and individuals with the aim "to simplify the development, delivery and 
support of access technologies and provide users with a way to instantly apply the 
access techniques and technologies they need, automatically, on any computers or 
other ICT they encounter". This coalition provides for the eAccessibility roadmap a 
good platform to be shared and used, providing a more EU approach. There is a great 
potential for the eAccess+ roadmap to become one of the reference document in the 
GPII, and influence their future activities. 

2.3 BRAID 

The "Bridging Research in Ageing and Information and Communication Technology 
Development" project [4] sought to ‘unleash the potential of technology as a vehicle 
to enable people to achieve their full capacity’. The Braid roadmap gathers the results 
from several previous roadmaps and focuses on four main topics: independent living, 
health and care in life, occupation in life, and recreation in life. Focused exclusively 
on ageing issues, the BRAID results provide relevant insights on user needs  
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(and especially older user needs) and recommendations on actions to be taken in that 
field. eAccessibility should be seen here as a transversal topic applying to all relevant 
areas of the roadmap. Inclusive design is a key issue in the roadmap. The eAccess+ 
roadmap should be read as complementary to the BRAID roadmap, providing the 
missing link between ageing field and eAccessibility-related issues. 

2.4 AALIANCE2 Project and Roadmap 

The AALIANCE2 project [5] aims to launch a network on Ambient Assisted Living 
and create a roadmap on upcoming challenges and technologies for future needs on 
this topic. The eAccess+ roadmap would here have a wide potential to influence some 
recommendations included in the upcoming roadmap, while benefiting from a wide 
range of stakeholders involved in a field where eAccessibility is a key challenge. 

In addition, the eAccess+ roadmap has a great potential to be used in ongoing wide 
EU campaigns and actions on ICT standardization on Design for all, on freedom of 
movement, and on age-friendly environments. 

3 Methodology 

From stakeholder interviews, desktop research on legal framework(s), best practice, 
existing rules and guidelines as well as from own research and experience, all possi-
ble aspects of eAccessibility [6] were collected and evaluated in a relevance check 
with the keypersons from step 1. After identifying the relevant aspects, these items 
were compared, interconnected, boiled down to bigger categories and allocated within 
the eAccessibility universe following value chains designed for this process / purpose. 

Following this important step, the project identified for every category possible 
tools and measures to overcome constraints and gaps as well as the key persons / in-
stitutions to be involved to make change happen. From this, milestones and success 
criteria were defined, leading to scenarios and possible risks in case those milestones 
wouldn´t be reached. This process was followed for all three major topics as well as 
for the most influencing horizontal matters presented above. 

3.1 Web Accessibility 

In terms of Web Accessibility, 20 years of research and mainstreaming led to a  
comprehensive set of guidelines and rules of both, mandatory (legally implemented 
following European or national laws) as well as informal guidelines, e.g. compiled by 
WAI-W3C. [7] 

Nevertheless, the uptake of those quite concise and well documented rules and 
guidelines lack of the corresponding results: 

Only 2% of websites checked for a WAI-W3C study fail concerning very basic 
guidelines that are crucial for web accessibility like „Alternative Texts“ describing 
graphical content – not to speak about reaching level „AAA“ that would include con-
tent and information designed following „Easy to Read“-guidelines. [8] 



 Roadmap to eAccessibility 327 

 

Approach. The approach for this part of eAccess+ was it to: 

• Identify good practice and further mainstream the principles of eAccessibility (also 
in terms of web accessibility) 

• Get in touch with stakeholders to research what they do / think / implement in 
terms of accessibility and where necessary find out what is lacking within this 
(small) aspect of eAccessibility 

• Build up a comprehensive information repository collecting the most successful 
strategies and best practice examples as well as tailored step by step guides for dif-
ferent user groups with a diverse set of knowledge and competence 

• Compile a roadmap identifying the most hindering issues and sign-posting who 
could facilitate what , why an when – especially as potentially everyone can con-
tribute as author and information provider 

• Making web accessibility, besides all rules and guidelines, a "game of chance". 

3.2 iDTV and Total Conversation 

In terms of iDTV, research and the set of available formal guidelines and rules is 
„commendably concise“, leading to an overwhelming set of possible „best practice“ 
examples and beliefs. 

Following the EBU (European Broadcasting Union), the AVMS (Audiovisual Me-
dia Services) directive [9] offer a basic level of European harmonization for the Euro-
pean audiovisual sector as a whole but commits: „However, the way public service 
media is regulated essentially remains an issue for the EU Member States. The Ams-
terdam Protocol to the EU Treaty [10] underlines that “the system of public broad-
casting in the Member States is directly related to the democratic, social and cultural 
needs of each society and to the need to preserve media pluralism” – what (to put it a 
bit exaggerated) asks for a common understanding of iDTV accessibility beyond na-
tional borders and (at least) the knowledge / the funds for implementing basic eAcces-
sibility in this aspect in every EU member state. 

Approach. The approach for this part of eAccess+ was it to: 

• Identify good practice and mainstream the principles of eAccessibility 
• Get in touch with stakeholders to research what they do / think / implement in 

terms of accessibility and where necessary find out what is lacking within this 
(small) aspect of eAccessibility, focusing on the „non converted“ by trying both – 
getting in touch with decision and policy makers as well as find structures / inter-
faces to present them eAccessibility. 

• Build up a comprehensive information repository collecting most successful strate-
gies and best practice examples as well as tailored step by step guides for different 
user groups with a diverse set of knowledge and competence. 

• Compile a roadmap identifying the most hindering issues and sign-posting who 
could facilitate what, why an when – especially as success in this aspect of eAcces-
sibility is depending on national interest, funding and regulations. 
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3.3 Self Service Terminals 

In terms of Accessible Self – Service- Terminals the possible eAccessibility consider-
ations are at least two-fold: 

• Architectural accessibility and reachability of the terminal and its user interface 
• Accessibility of the user interface and accessibility of the information to be entered 

and/or retrieved 

There are national regulations (e.g. the Austrian "ÖNorm" 16xx describing architec-
tural considerations to include users and clients with mobility disability and gives to 
some extent also basic considerations concerning users with visual constraints) deal-
ing with the architectural dimension but no rules neither guidelines nor regulations 
concerning the accessibility of the user interface or the user interaction (e.g. audible 
information for blind users of an ATM). 

As in most cases those kiosks also deal with "important and secure personal and  
financial data", the willingness of SST providers to install accessible test systems (e.g. 
with an audible, easy to use and understandable guided user instruction / user inter-
face) is limited – first and foremost due to arguments dealing with "high security and 
safety" concerning the systems in use. 

Approach. The approach for this part of eAccess+ was it to: 

• Identify good practice and mainstream the principles of eAccessibility 
• Get in touch with stakeholders to research what they do / think / implement in 

terms of accessibility and where necessary find out what is lacking within this 
(small) aspect of eAccessibility, focusing on the „non converted“ by trying both – 
getting in touch with decision and policy makers as well as find structures / inter-
faces to present them eAccessibility. 

• Build up a comprehensive information repository collecting most successful strate-
gies and best practice examples as well as tailored step by step guides for different 
user groups with a diverse set of knowledge and competence. 

• Compile a roadmap identifying the most hindering issues and sign-posting who 
could facilitate what, why and when – especially as success in this aspect of eAc-
cessibility is depending on satisfying security and safety considerations. 

4 R&D Work and Results 

The most important and influencing in depth results for the three main domains as 
well as the horizontal matters can be concluded in a "Quick Start guide to eAccessi-
bility" valid for all researched topical areas as a whole. 

4.1 Educate! 

• Integrate (e)Accessibility in mainstream and specialized curricula (e.g. care, ser-
vice provision sector) at all levels (vocational, academic, further education) 
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• Implement (e)Accessibility in future calls for proposals as a compulsory evaluation 
criterion with the need to describe what measures are taken to comply with 
(e)Accessibility requirements and standards, both to carry out the project and to 
present the results. 

4.2 Standardize and Harmonize! 

• A basic framework of (legally binding and clear, genuine) accessibility standards is 
needed, besides W3C-WAI and ISO 9241-171:2008 [11] 

• Integrate and cross-reference eAccessibility standards in other standards. 

4.3 Experience! 

Implement accessible solutions "subliminally" – without further advertisement in 
terms of "disability" or "for disabled / older adults" – just let people experience the 
difference. 

4.4 Research! 

• More research is needed to get a sound and time overview on how far we have 
proceeded in terms of (legal / financial / political) framework, solutions, business 
models / business plans, … 

• More research is needed to improve the level of eAccessibility and use the poten-
tial of emerging and fast changing ICT. 

• More research and development is needed in the field of Assistive Technologies as 
developers often spend a lot of time for working around bugs in assistive technolo-
gies rather than to conformance to standards. 

4.5 Public Procurement! 

• Use public procurement to drive change. Many vendors claim to deliver accessible 
solutions and services. Only some of them do. 

• Calls for tenders and calls for research project proposals are great opportunities to 
communicate requirements. 

• Establish skills and tools to assure that the offers and products deliver on their 
accessibility promises. 

• Prepare textual building blocks and help-desk support for people to use in pro-
curement both to support to the vendors, researchers and those shaping the pro-
curement process. 

4.6 Change Views on Accessibility! 

In designing accessible solutions, we should move from a narrow approach that con-
siders accessibility in a strict sense addressing specific segments of the whole spec-
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trum of disabilities to instead adopt an inclusive approach considering the diversity of 
users and not only those with the most severe sensory disabilities (e.g. including 
young users, speakers of different languages, elderly users etc.). 

Accessibility is a crucial enabler for safer, enjoyable and independent lives. To 
realize these benefits and to keep European businesses in a leading position, further 
investment in research, development and implementation as well as fundamental  
research in all scientific areas is still needed. 

5 Impact and Contributions to the Field 

Following reviewers, the "eAccess+ Thematic Network exercise and the Roadmap 
and HUB provide a significant integrative European resource and repository asset to 
take advantage of", "are top priority and challenging working domains, partly because 
both technologies and practices in service delivery develop quickly and there is a need 
to assess the development constantly in order to serve the diverse eAccessibility 
community with success" and the "results of the eAccess+ Thematic Network provide 
a sound platform for a stronger eAccessibility impact within the European scene" as 
well as for the long needed collaboration and co-operation with other major countries 
and frameworks outside Europe. 

There are several key activities, like the UN Convention on the Rights of People 
with Disabilities [12], the EU Web Directive, the M/376 European Standardization 
activity, recent studies dealing with the eAccessibility cost/benefit issue including 
country profiles that may benefit from results of eAccess+ and its roadmap. 

6 Conclusion and Planned Activities 

To compile a roadmap for a complex, highly interconnected and diverse collection of 
topics and issues comprised within "eAccessibility" is an ongoing work in progress. 
Technology evolves fast and together with research, development and the gained 
knowledge, our lives and the way we encompass challenges and everyday situations 
change. 

Therefore this roadmap is a snapshot showing the most important barriers and 
promoters of eAccessibility in Europe and strongly benefit from further development. 
When compiling this document, the eAccess+ Consortium was in touch with key 
players and major stakeholders and aimed at assuring their feedback and further in-
volvement to keep this important work "in progress". 

We found substantial support and interest from EASPD (the European Association 
of Service providers for Persons with Disabilities, representing over 10.000 social 
service provider organizations across Europe) [13] that had a lot of time for this 
roadmap and decided to keep track of it and co-operate with checking and further 
developing it within its framework on an annual basis. 

Additionally, an online version of the eAccess+ roadmap will be implemented 
within the eAccess+ HUB that will stay up and running as one stop information repo-
sitory for eAccessibility after the end of the project work. This version will have the 
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necessary functionality to be discussed, commented and edited by registered users and 
will form a strong basis for strengthening the uptake of eAccessibility through sound 
research and up-to-date as well as on-the-point information for most diverse target 
groups from policy makers over developers and managers to end users. 

This way, the eAccess+ roadmap has the chance to become a living part of  
research and development and will be an important topic and issue to be further  
developed and adapted to future changes and shifts. 
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Abstract. Most guidelines for making websites accessible for older people have 
been developed for the Latin alphabet. Currently, there are no web design 
guidelines for the Thai language or for Thai older people. Our research investi-
gated the effect of font type and size in Thai on skim reading for Thai younger 
(21-39 years) and older (59-72 years) adults. There were two levels of font 
types (Conservative and Modern, which correlate to serif and sans serif types, 
respectively) and three levels of font sizes (12, 14, 16 point). There was a sig-
nificant effect of font type on reading time per web page, but not for font size or 
age group. There was also a significant main effect of font type and font size on 
reader preferences, but no effect of age group. These findings form the basis  
of recommendations for evidence-based web design guidelines for the Thai  
language. 

Keywords: Web Accessibility, Older Adults, Web Design Guidelines, Font 
Type, Font Size, Thai Language. 

1 Introduction 

There are many web design guidelines for making websites more accessible to older 
people [1]. However, most of these guidelines lack evidence-based research to  
sup-port their recommendations. Furthermore, there is some confusion when web 
designers want to apply these recommendations, as the guidelines often provide dif-
ferent and even contradictory recommendations. Two examples of such confusion are 
font type and font size of text on webpages. 

Seven sets of guidelines make recommendations about font type: Zhao [2] recom-
mends choosing font type based on “legibility” without explaining what that means; 
Agelight [3] similarly suggests choosing font type based on “familiarity and legibili-
ty”; the SPRY Foundation [4], Holt [5], SilverWeb [6], the National Institute on  
Aging/National Library of Medicine (NIA/NLM) [7], and the Nielsen Norman Group 
[8] all recommend using a sans serif font type; SilverWeb [6] warns against the use of 
fancy font types; and NIA/NLM [7] warns against the use of serif, novelty, and  
display font types. 
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2.2 Participants 

There were 42 participants, 21 older and 21 younger adults. All participants were 
native speakers of Thai.  The mean age of the older adults was 61.67 years (standard 
deviation 3.32, range 59 – 72 years), 11 were male and 10 were female. The mean age 
of the younger adults was 27.71 years (standard deviation 4.92, range 21 – 39 years), 
8 were male and 13 were female.   

2.3 Equipment and Materials 

Participants completed the experiment on a personal computer running Windows XP 
and Internet Explorer 9 with 21.5 inch LED Monitor, a standard keyboard, and  
2-button mouse with a scroll-wheel.  

A website about the Olympic Games with six different pages of text was created 
for the study. Each page had 354 words of text, separated into four paragraphs. There 
were four multiple choice questions for each page. 

2.4 Procedure 

Participants were briefed about the study and completed an informed consent form 
and a short demographic questionnaire. Participant were asked to sit approximate 57 
cm from the monitor. They were then asked to make themselves familiar with the 
computer, monitor, mouse, and web browser. The participants were given a practice 
task to familiarize themselves with the task required in the study. For each experimen-
tal trial, participants skim read the page with the appropriate combination of font type 
and size, pressed the spacebar when they had finished reading, and answered the 
questions. This process was repeated for each of the six tasks. After completing all the 
tasks, participants were asked to rate their preference for each combination of font 
type and font size on a 5 point Likert scale (1 = not at all preferred, 5 = very  
preferred). As a reminder, examples of the combinations of text font and size were 
provided. 

3 Results 

An Analysis of Variance (ANOVA) on the time spent per webpage found that there 
was a significant main effect for font type, (F (1,40) = 11.05, p < 0.005), while the 
main effects for font size and age group were not significant. There were no signifi-
cant interaction effects between any of the variables. Fig. 2 illustrates the mean for 
conservative and modern font types and shows that the conservative type produced 
significantly shorter reading times than the modern type.  
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reading times across all other variables, with a 6.39 second or 7.3% increase in read-
ing efficiency compared to the modern font.   

On participants’ preferences for font type, both younger and older adults preferred 
the conservative font type over the modern font type. For font size, the results are 
more complex. In general, younger adults significantly preferred 14 and 16 point over 
12 point but expressed no difference in preferences between 14 and 16 point. Older 
adults preferred 16 point over 12 and 14 point and preferred 14 point over 12 point. In 
addition, there was an interaction between font type, font size, and age group. For the 
modern font, the pattern of preferences is similar for both younger and older adults, 
with 12 point rated very low by both groups. Even 16 point only reached the midpoint 
of the scale for older adults whereas both 14 and 16 point reached the neutral point for 
younger adults. However, the conservative font is generally acceptable to the younger 
adults, it was rated higher than the neutral midpoint for all point sizes. But for the 
older adults, there was a clear preference for the conservative font at 14 and 16 point 
over 12 point with 14 and 16 point rated higher than neutral, and 12 point rated lower 
than neutral.  

Based on the results from the present study, proposing the conservative font type is 
good for both younger and older adults. While the recommendation about font size  
is related to font type. If web developers use the conservative type, 12 point or larger 
is appropriate for younger adults while 14 point or larger is appropriate for older 
adults. When web developers use modern font type, 14 point or larger is acceptable 
for younger adults and 16 point is acceptable for older adults. 

These results are very unexpected if one is making predictions from web design 
guidelines for the Latin alphabet. Thus they provide the first evidence for web design 
guidelines for Thai websites, with useful evidence for developing websites for both 
younger and older readers. 
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Abstract. Self-service terminals (SSTs) are becoming an increasing important 
part of the service landscape for both the public and private sector. There is 
very little information regarding the current state of accessibility practice in this 
area. This paper presents the results of interviews with 22 stakeholders in the 
supply and deployment communities for SSTs regarding their knowledge of ac-
cessibility issues. The analysis of these interviews helps explain the current 
poor state of accessibility of SSTs. In addition, we analysed academic literature 
on self-service technology, particularly from the management and marketing 
disciplines, to understand their perspectives and see how these could inform the 
accessibility debate. Finally, building on these analyses, we make recommenda-
tions for the ways forward to improve SST accessibility and that of self-service 
in general and provide an initial information resource to help improve current 
practice. 

Keywords: Self-Service Terminals (SSTs), Automatic Teller Machines 
(ATMs), Older People, People with Disabilities. 

1 Introduction 

Self-service technologies are becoming increasingly ubiquitous in everyday life. The 
basic concept of the self-service terminal (SST) or kiosk is not new with Automated 
Teller Machines (ATMs) being introduced in the 1960s [1]. However, SSTs now offer 
services in nearly every sphere of human activity, in both the public and private sec-
tors, from government, education, financial, retail, travel and health services to exten-
sive information services. Moreover, they are being deployed more and more [2]. 
Increasingly we find self-service solutions for checking in to hotels, airports, and even 
emergency departments of hospitals [3]. It is predicted that by 2020 “the customer 
will manage 85% of the relationship with an enterprise without interacting with a 
human” [4, p5].  

SSTs offer many benefits for both deployers and consumers. For deployers, these 
benefits include: maintaining high levels of service but with reduced staffing costs 
with services being available 24 hours a day, 365 days a year; delivery of instructions 
in a range of languages as needed; provision of additional services along with the core 
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service, for example offering travel information to train ticket buyers, or discount 
promotions to supermarket shoppers. Finally, the use of SSTs is perceived as a ‘mod-
ern’ approach, which may be good for the image of deployers.  

For consumers, the most often cited benefits are: the round the clock availability of 
goods and services, faster service, less queuing, and more control over transactions. 
However there are also other, less obvious benefits. Bitner [5] found that many people 
preferred the impersonal interaction with SSTs, rather than dealing with “judgmental” 
employees for services such as train tickets. In hospitals, patients can now carry out 
their own administrative procedures, which may be less embarrassing but it also 
speeds up patient processing, and frees up nursing staff from burdensome admission 
procedures, so benefits both the hospital and the patients [6].  

Although SSTs are now used in a very wide variety of contexts, most conform to 
consistent specifications and contexts of use. They are usually designed for position-
ing in public areas, either outside or inside buildings. Most are designed for “walk up 
and use”, meaning a minimum of instruction and learning for consumers, and most 
are foreseen as being used for rapid transactions. This means that the SST style of 
interaction becomes familiar to consumers, and they can transfer their knowledge of 
use from one type of SST to another. 

Despite these benefits, consumers are not always happy with SSTs. When there is a 
choice, many consumers will not necessarily use the self-service option. For example, 
in a recent study of Australian supermarket customers, only half the customers chose 
the self-service option in comparison to the traditional check-out, with older custom-
ers significantly less likely to choose self-service [7]. However, the traditional, hu-
man-mediated choice is often disappearing and there is an increase in the number and 
frequency of unattended machines and services totally unmediated by humans, and 
thus no other way to get some services except via an SST. More worryingly, if SSTs 
are not accessible to consumers with disabilities or older consumers, then the services 
provided by SSTs will be unavailable to them. Of further concern are the cases where 
there is a human-mediated service in addition to the self-service offering, but con-
sumers have to pay extra to use the human-mediated version of the service, as is the 
case for some airline booking services and banking services. 

Although some services such as train and airline tickets are migrating to personal 
devices such as smartphones and tablets, other areas of stand alone SSTs are still 
growing and are expected to continue to grow. For example, it is predicted that the 
number of ATMs could grow by 44% between 2012 and 2018, which would mean 3.7 
million ATMs worldwide by 2018 [2]. 

2 Problems with the Accessibility of Self Service Terminals  

In spite of their ubiquity in everyday life, many SSTs are not accessible to older  
and disabled people. Beyond the physical accessibility of the SST, there are many 
prob-lems of eAccessibility: problems of access to the information from the SST and 
inter-action with the SST controls. For example, people who are blind cannot read the 
screen, even if the buttons have braille on them; partially sighted people may find the 
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print on the screen or the buttons too small or there may not have sufficient contrast 
between text/button and background; older people and people with cognitive disabili-
ties, who need longer to make decisions, may find that the SSTs time out too quickly 
for them; people with low literacy skills (which includes not only older people and 
people with cognitive disabilities, but whose are not native speakers, or are not profi-
cient in the written form of a language) may also experience problems with reading 
information, particularly when SSTs use terminology that is not familiar to them. 

Even technologies that seem easier for people to use, such as touchscreens, can be 
problematic for some people with disabilities and older people. For example, older 
people tend to have drier hands that do not activate the touchscreen so easily and may 
have some tremor in the hands that makes precise positioning difficult [8].  

Older people make up approximately 18% of the population in Europe [9] and 
people with disabilities approximately 16% of the population of working age [10]. 
This is a considerable number of people who are being ‘designed out’ of using SSTs, 
by which we mean that their needs were never included in the design specifications or 
implementations. In addition, people who are ‘temporarily disabled’ from accidents 
and injury, or from the actual context of use, such as bright sunshine or darkness on 
an SST screen, would also benefit from more accessible designs. 

3 The View from Industry 

In a recent study [11] we conducted interviews with 22 suppliers or deployers of 
SSTs. The interviewees included 20 suppliers of SSTs or SST components (either 
hardware or software), and 2 interviews with deployers of SSTs (an educational insti-
tution and a public authority). Most of the interviews took place by approaching 
people at trade fairs, to avoid a highly self-selecting sample of respondents already 
interested in ac-cessibility and eAccessibility of SSTs. These interviews showed that 
most suppliers and deployers of SSTs have little understanding of the need for acces-
sibility beyond the requirements for people with physical disabilities. In particular, 
they had little understanding of the issues of eAccessibility of information in SSTs for 
visually and hearing impaired users.  

The second theme to emerge from the interviews was the perceived cost of acces-
sibility. Interviewees were very uncertain about the additional costs the might be in-
volved in making SSTs accessible, and in what the return on investment (ROI) would 
be. Often interviewees believed that accessibility features would be very expensive to 
introduce. They also felt that the market for accessible SSTs is a small and specialist 
one. Finally, on the question of cost, they believed that small companies do not neces-
sarily have the resources to deal with this issue. 

The third theme to emerge in the interview was the need for clear guidelines on 
how to create SSTs that are accessible. Interviewees raised two complementary points 
of view: “tell us what to do and we will do it” and “we know we don’t know what to 
do”. These views reflect both the lack of knowledge about accessibility and eAccessi-
bility issues but also the difficulty of taking users’ needs and deployers’ requirements 
in designing solutions. 
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4 The View from the Research Literature on Consumer 
Acceptance of SSTs 

Consumers’ reactions to the increase in self-service has been most extensively studied 
in the management, marketing and retailing disciplines. Studying mainstream con-
sumer reactions can also help us understand the problems and solutions for older con-
sumers and consumers with disabilities. The cost savings from “enticing customers to 
serve themselves” [12 p76] in a variety of ways can be extremely large. Because of 
this, businesses are concerned with the problem of consumer acceptance, and acquir-
ing a deep understanding of what makes consumers adopt self-service technologies. 
At the same time, rejection of self-service can be very damaging, with consumers not 
just rejecting the particular service, but also the entire brand.  

The service management literature examines consumers’ intentions to adopt self-
service technologies by investigating demographic and consumer trends and conduct-
ing surveys of consumers’ attitudes. In the demographic studies, researchers typically 
study the age, gender, education and income of users and non-users of SSTs, while 
the traits they investigate include technology anxiety, need for interaction with a hu-
man rather than a machine, and openness to technology innovation [7, 13 - 16]. 

Research finds that most people can relate to frustration with SSTs, even of simple 
vending machines. However, many people do not voice their complaints about prob-
lems they encounter with SSTs, believing that such problems are their responsibility 
[17]. Some SSTs, such as supermarket self-service check-outs have been known to 
make even young people, who are otherwise technically literate, shy away from  
potential embarrassing situations that may arise in using them [7]. 

Other studies investigating consumer satisfaction have found that consumers will 
be more likely to attempt to use an SST if they are with a companion. In the case of 
older people, this is usually a family member. Of particular relevance here is finding 
that successful interactions bring a sense of achievement to both old and young users 
alike, but for older people it is more important than for younger people. Older  
consumers argue that using an SST successfully represents much more than just 
complet-ing a task and obtaining a service, it helps them feel independent and able to 
function within society, giving a feeling of self-efficacy [16].  

On the whole, the rhetoric of the self-service management and marketing literature 
centres around understanding why people do, or do not, adopt SSTs. It makes con-
crete suggestions on how to encourage use. For example, it recommends that manag-
ers in enterprises deliberately close some manual service points, creating longer 
queues at those that are open, to encourage people try out the self-service option. In 
addition, it suggests mounting campaigns to attract young people by promoting the 
use of SSTs as ‘fun’ and ‘cool’. Finally, in response to the finding that people who 
have had a bad experience will not return, it suggests staff training to try to explain to 
people why they have had difficulty in using the SST, and increase their self-
confidence, rather than just performing the service for them [16]. 

However, since the literature shows that older people [18] have greater technology 
anxiety [19] and desire for interaction with a human rather than a machine [20], it  
has been recommended to deployers of SSTs that they simply avoid installing the 
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technology where older people are the dominant user population [21]. There is no 
thought of designing or re-designing the machine or its interface and interaction 
mode, all the emphasis is on the users adopting and adapting to the machines. There is 
no mention of improving usability and accessibility. 

5 Our Recommendations 

We have presented an analysis of the reasons for the low level of accessibility in 
SSTs. We gathered information from suppliers and deployers, going out to trade fairs 
and meeting with suppliers and deployers of different types, and studying the academ-
ic literature that best represents the models under which the SST market operates.  

Although awareness of accessibility and eAccessibility is low amongst both sup-
pliers and deployers of SSTs, there is a body of research and guidelines available on 
this topic. However, this information is quite difficult to find. One of the aims of the 
European eAccess+ Network has been to create a source of information about acces-
sibility and eAccessibility topics for all stakeholders, giving links to existing sources of 
information and providing brief commentaries on different sources. This has de-
veloped into the eAccess+ Hub (http://hub.eaccessplus.eu/wiki/Main_Page) which has 
a section devoted to SSTs (http://hub.eaccessplus.eu/wiki/Self_service_terminals). This 
provides information on approaches to implementing eAccessibility in the self-service 
technology area; case studies, examples of best practice that can provide inspiration 
and useful ideas; information of relevant policy and legislation, both at European and 
national levels; and standards and guidelines for developing and deploying accessible 
self-service technologies. 

In addition, on the basis of our analyses, we have developed a set of recommenda-
tions for guiding efforts to increase the accessibility of the SSTs and self-service 
technologies in general.  

Recommendation 1. Discourse on accessibility must be relevant for the SST  
industry.  

We should tailor our discourse to industry concerns, such as the business case for 
accessibility (including return on investment, compliance with regulations, branding, 
customer loyalty, new business opportunities). Our messages must be oriented to 
ways of increasing revenue (by gaining more customers; by being seen to be socially 
responsible and ethically conscious), not losing revenue (by producing products and 
services that are usable by a greater number of users; and/or that comply with legisla-
tion and standards). The terminology also is different from that of researchers in-
volved with older and disabled people, with “customer engagement” being a term 
more interesting to industry than “accessibility”. 

Recommendation 2. Make contact with well-established suppliers active in  
accessibility.  

Those suppliers who have a long established history in SSTs are able to support the 
design and development costs of providing accessible solutions. However, they main-
tain that they are not asked by the deployers to supply accessibility features. It would 
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be beneficial to understand more about why this is so, and to also explore the different 
ways suppliers can bring their influence to bear on increasing accessibility in SSTs 
via standards, assisting and educating deployers and so on. 

Recommendation 3. Develop appropriate guidance for deployers of SSTs.  
Appropriate guidance for deployers might include information about: 

• the responsibility they bear to comply with legislation 
• the demographics and the numbers of the population they exclude if they do not 

include accessibility features in the SSTs they deploy 
• how to include accessibility in the tendering and procurement processes 

Recommendation 4. Collect information about SST accessibility problems to be 
passed on to relevant stakeholders .  

There is currently very little information about the accessibility of SSTs beyond the 
needs of people with physical disabilities. Stakeholders are often unaware of the prob-
lems that users are encountering. Individual users and user organisations need to be 
encouraged to give feedback to SST deployers, so they will have the necessary infor-
mation to discuss their requirements with suppliers. In addition, given the nature of 
the industry, problems may be common across of range of deployment sectors, e.g. 
the soft keyboard affects airport check-in but is also found in some e-government and 
hotel check-in SSTs. In addition, it would be useful to collect information which 
looks to future uses of SSTs, e.g. the hybrid model where SSTs rely on users’ own 
devices to complete transactions at SSTs. Such work would help to prevent inaccessi-
bility being designed into new products, systems and services. 

Recommendation 5. Make more targeted efforts within the SST industry.  
We now have a clearer understanding of who should be our target groups within 

the SST industries, and their attitudes towards accessibility. We can better tailor our 
out-reach, in particular to: 

• integrators: make them aware their responsibility to deployers to offer them pack-
ages inclusive of accessibility options, and for them to see this as a business oppor-
tunity. 

• component suppliers: demonstrate how their products could be marketed to show 
that they could offer significant advantage to end users with concrete examples that 
are easy to implement and do not increase costs or require substantial redesign. 

Recommendation 6. Raise the level of awareness from physical accessibility to  
eAccessibility.  

Problems of physical accessibility that are easy to demonstrate and to visualise are 
easier to understand. However, stakeholders have little or no understanding of the 
accessibility of information and interaction in the digital domain (eAccessibility). 
There is much we have learnt from web accessibility that could be of assistance in 
making SSTs fully accessible. This information from web accessibility needs to be 
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formulated in a way that is appropriate for the SST domain and carried over to new 
trends in self-service, such as self service on personal mobile devices. 

Recommendation 7. Work to change the perception in the SST industry that accessi-
bility is only the responsibility of deployers.  

We need to better understand the perception from the suppliers that accessibility is 
only the responsibility of the deployers, and work with deployers to gain insight into 
their needs. There needs to be cooperation between all stakeholders in the value chain 
of SSTs if accessibility problems are to be solved 

6 Conclusions 

The state of accessibility and in particular eAccessibility of the SST sector is currently 
relatively poor. We have found that awareness amongst the key stakeholder groups of 
suppliers and deployers of SSTs is quite low.  We have developed a resource in the 
eAccess+ Hub on SST issues based on a set of interviews with stakeholders and an 
analysis of relevant literature to help address this lack of knowledge. Further, we have 
provided a set of recommendations that will help target research and practice in the 
area of SSTs. 
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Abstract. This paper describes the design and evaluation of a new accessibility 
information resource, the Web Accessibility Information Resource (WebAIR), 
for assisting web developers in the creation of accessible websites and applica-
tions. Evaluations were conducted with 26 web developers in which they had 
opportunity to use both WebAIR and an existing accessibility information  
resource, the Web Content Accessibility Guidelines, to perform accessibility 
testing on their own websites. The results indicate that a number of design deci-
sions relating to the language, organisation and comprehensiveness of WebAIR 
have been successful in improving access to web accessibility information that 
supports web developers’ practices.  

Keywords: Web Accessibility, Web Developers, Web Accessibility Guide-
lines, Web Accessibility Information Resources. 

1 Introduction 

This paper presents the evaluation of a prototype information resource for helping 
web developers learn about web accessibility and supporting them in creating access-
ible websites. This resource was created as part of the i2web project1, in which re-
search was undertaken with web developers to understand their work practices and 
identify where support could be provided to them. In that work, it was highlighted 
that even though developers are aware of web accessibility, they struggle to develop 
websites that are accessible to people with disabilities [1]. A variety of contributing 
factors were reported and three key themes emerged as to why developers struggle 
with accessible web development. The first theme was that web accessibility  
resources do not speak the language of web developers and instead assume that  

                                                           
1  http://i2web.eu/index.html 
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developers are familiar with domain-specific concepts of web accessibility, such as 
understanding the functionality of a screen reader, or what is sufficient colour contrast 
between text and background. The second theme was that that web accessibility re-
sources are often organised in ways that are different to how developers approach the 
creation of websites. While developers’ practices are largely code-centric, web acces-
sibility resources tend to use domain-specific groupings that are unfamiliar to web 
developers. The final theme was that while developers acknowledge that a substantial 
amount of work is necessary to make websites accessible, web accessibility resources 
tend to present too much information at once, which can be overwhelming when 
searching for specific solutions.  

In order to address these issues, the i2web project created and evaluated an initial 
prototype of the Web Accessibility Information Resource (WebAIR), which is orga-
nised around the work practices of web developers and presents web accessibility 
information in developer-oriented language.  

2 Related Work 

Previous research has found that unclear and confusing guidelines are a major barrier 
to web accessibility [2, 4]. A study of 17 students taking part in a web accessibility 
course concluded that the Web Content Accessibility Guidelines 2.0 (WCAG 2.0) [3] 
are “far from testable for beginners” (p.8), attributing this to: difficulties in compre-
hending the language used in the guidelines; a lack of knowledge that is required to 
correctly evaluate the guidelines; and a reluctance to spend a lot of effort evaluating 
the guidelines [4]. A study of the usability of accessibility evaluation tools determined 
they do not make it easy for web developers to conduct web accessibility tests, due to 
unclear presentation of results and poor connections between identified problems and 
information on how to solve them [5]. Similarly, a study of the attitudes of web de-
velopers to accessibility highlighted difficulties in understanding the output of evalua-
tion tools and stressed the need for clear descriptions of identified problems [6]. 
These studies demonstrate that there are problems in understanding and interpreting 
existing web accessibility information provided by tools and resources. 

3 Design of WebAIR 

Based on the requirements elicited in the i2web project [1], WebAIR was oriented 
towards web developers’ workflows, specifically their tendency to structure their 
work according to the types of web content on which they are working, either during 
web development or testing. For WebAIR, 8 different types of web content were iden-
tified for categorising support information: forms, links, tables, images, text,  
multimedia, interactive content, time-limited content, within-page content and be-
tween-page content. A mapping was undertaken from existing WCAG 2.0 Success 
Criteria onto these categories, ensuring that coverage of existing guidelines was  
encapsulated in the new resource. 

Each category was then populated with a list of questions for developers to use in 
checking their web content. For example, in the category Links, developers are asked: 
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Can you successfully access all links using the keyboard? The questions have been 
constructed to avoid the domain-specific language of web accessibility, instead the 
language uses web development terms or specific user actions in the interface. For 
each question there is a More Information page that provides developers with just-in-
time training in web accessibility concepts. This allows developers to gradually learn 
about the domain of web accessibility and why they are undertaking specific web 
accessibility tests on their code while doing the tests. 

Finally, in order to avoid overwhelming the developers with too much information, 
each More Information page contains one example solution drawn from the tech-
niques provided in WCAG 2.0. While this is not as comprehensive in the variety of 
ways in which web accessibility can be achieved, it reduces the information overload 
problem that developers are currently encountering when trying to apply web accessi-
bility principles and solutions to their web content. 

4 Method 

In order to understand whether or not the design decisions embodied in WebAIR  
improve access to web accessibility information for web developers, a within-
participants study was undertaken. Each participant used an established web accessi-
bility information resource, WCAG 2.0, and the new web developer-centric WebAIR. 
The reactions of web developers to the information resources were elicited using a 
combination of rating items and semi-structured interview questions. 

4.1 Participants 

26 web developers from the UK and Italy took part in the evaluation. The participants 
had between 1 and 14 years of experience of web development, with an average of 8 
years (SD = 3.91). 6 participants worked for large enterprises, 15 worked for small-
medium enterprises and 5 participants were self-employed freelance developers. 

4.2 Materials 

The evaluation was conducted using the WCAG 2.0 guidelines and WebAIR. For 
WCAG 2.0, participants used the official documentation provided by the W3C Web 
Accessibility Initiative (WAI) [3]. This multi-page website provides information on 
the 12 Guidelines and 61 Success Criteria (SC) of WCAG 2.0. Two pages accompany 
each SC: one on How to Meet that specific SC, serving as a quick reference for  
developers, and one on Understanding and implementing the SC.  

For WebAIR, a website was created2, comprising a main index page, listing all of 
the developer questions grouped by content type. Each question linked to a More 
Information page that contained the web accessibility support information and the 

                                                           
2  The prototype of WebAIR used in this evaluation is available at:  

http://www.cs.york.ac.uk/hci/webair/prototype/  
A revised version of WebAIR, based on the outcome of this investigation, is available at: 
http://www.cs.york.ac.uk/hci/webair/ 
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web accessibility solutions. In total there were 112-questions, with 43 having one or 
more follow-up questions depending on the outcome. 

In order to control for the appearance of the resources, WebAIR was presented  
using a similar colour scheme and style to the W3C standard template. 

4.3 Procedure 

The study took place at a location convenient to each participant, for example their 
office, home or a café. Participants were encouraged to use their own computers  
and development tools, and they were asked to access a recent website they had  
developed. 

Participants were introduced to each information resource in turn. For each one, 
they were provided with a demonstration of the structure and the locations of informa-
tion before being given 10 minutes to work with the information resource in testing 
one of their own websites. The order of exposure to the information resources was 
counterbalanced to avoid fatigue or training effects. 

Immediately after using each information resource, participants were asked to 
complete a short questionnaire comprising 9 five-point Likert items: Usefulness (1 = 
very low to 5 = very high), Ease of Use (1 = very difficult to 5 = very easy), Naviga-
bility (1 = very low to 5 = very high), Understandability (1 = very low to 5 = very 
high), Completeness (1 = very low to 5 = very high), Amount of Information Pro-
vided (1 = far too little to 5 = far too much), Number of Items to Test (1 = far too few 
to 5 = far too many), Organisation (1 = very unclear to 5 = very clear), and Likelihood 
of Using the web accessibility information resource (1 = very unlikely to 5 = very 
likely). Participants were also asked a number of open-ended questions to explore 
their opinions about the different properties of each resource. The sessions lasted 
approximately 60 minutes. 

5 Results 

Figure 1, below, shows the mean ratings for the two resources on the Likert items. A 
one-way MANOVA was used to investigate the effect of the type of resource on the 
Likert ratings. This showed a significant multivariate effect of type of resource (F = 
6.62, df = 9,38, p < .005). Overall, the web developers rated the WebAIR resource 
significantly highly than the WCAG 2.0 resource (mean for WebAIR = 4.01, SD = 
0.84; mean for WCAG 2.0 = 3.50, SD = 1.13). The univariate tests showed significant 
effects of type of resource on ratings of all of the Likert ratings except the number of 
items to test. WebAIR was rated significantly higher on usefulness (F = 5.12, p < .05, 
all tests df = 1,46), ease of use (F = 47.45, p < .05), navigability (F = 13.14, p < .05), 
understandability (F = 36.92, p < .05), organisation (F = 18.99, p < .05), and likelih-
ood of using (F = 8.34, p < .05). WCAG 2.0 was rated significantly higher on com-
pleteness (F = 7.59, p < .05), and amount of information (F = 15.86, p < .05). These 
findings were elaborated in the responses to the open-ended questions. 
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5.2 Organisation of the Accessibility Information Resources 

Eight developers felt the organisation of WCAG 2.0 is “logical”, “sensible” or “fine 
for that kind of specification-style document” but 15 developers found it difficult to 
extract relevant information. One developer said: “all the information is there but not 
in the same place, it's all distributed”, adding, “you have to know to go through these 
3 or 4 different things to find things.” Three developers felt WCAG 2.0 has a “top-
down” organisation that, according to one, is: “broken down in a logical fashion for 
describing the problems, but not for how you would fix them.” One developer felt that 
practical information is buried too deep in the documentation, stating: “the techniques 
[in WCAG 2.0] tend to be really useful but the problem is they are drilled down at the 
bottom. You've got to mine through everything to get to them.”  

16 developers stated that they were satisfied with the organisation of WebAIR. 
One felt the grouping of information by content category made it easier to apply, say-
ing: “it fits the structure of how I work. It’s simple to follow, it’s broken down into 
sections that can be easily skipped if they are not entirely relevant and when you’re 
not sure why it needs to be done or how to do it, the information is there.” This was 
echoed by another developer, who said: “I wouldn't know if it was in the ‘Robust’ 
section [of WCAG] or one of the others, whereas WebAIR makes more sense because 
you can think ‘right, I'm working on a form, let's quickly go through the form stuff.’” 
12 developers appreciated the prioritisation of practical information in WebAIR. One 
said: “this is a bottom-up approach, very quickly describing what problems you're 
likely to see, yes/no answers for just about everything.”  

Although the majority of developers found the organisation of WebAIR by content 
type useful, not all of the categories proved meaningful to them. 11 developers strug-
gled with the “within pages” and “between pages” categories as they found these 
terms unusual. In addition to this, four developers struggled to understand the differ-
ence between “interactive content” and “multimedia”, with one commenting that the 
latter was: “a dated concept, reminiscent of CD-ROMs from the late 90s.”  

5.3 Comprehensiveness of the Accessibility Information Resources 

None of the developers questioned the completeness and thoroughness of WCAG 2.0, 
however, 19 developers stated that it presents an overwhelming or off-putting amount 
of information at once. One said: “I think there's an awful lot of information there but 
it's not critical information, it's just all there.” Another commented that WCAG 2.0 
“presents too much upfront” and suggested: “It's probably better to present a smaller 
amount and let people go off and study more info if they want.” One developer felt 
the information in WCAG 2.0 “becomes redundant through being too much”, while 
another felt it “can overwhelm you and make you feel this is a bit of an insurmounta-
ble thing to actually meet these guidelines.” 

16 developers were satisfied with the amount of information in WebAIR, which 
many of them felt was “manageable” or “a do-able amount”. 18 developers felt the 
number of content categories (10) is appropriate and the number of questions within 
them (an average of 11) is reasonable. 16 developers also felt the amount of help do-
cumentation for each question is appropriate, with one commenting it is: “enough to 
get the gist of something” but “not too much to make you run away.”  



354 D. Swallow et al. 

Despite being much smaller than WCAG 2.0, five developers felt the number of 
items to test (represented by the questions) in WebAIR is still too many. One com-
mented: “I think to run through it for every single site, 100+ questions are perhaps too 
many. You're not going to want to do 100+ questions if you've not spent that long 
working on it.”  

6 Discussion 

Both the quantitative and qualitative findings of this study indicate that the design 
decisions taken in relation to the language, organisation and comprehensiveness of 
WebAIR may be successful in improving the use of web accessibility information for 
web developers by using ways that fit into their working practices. 

The developers’ reactions to the change in language from domain-specific lan-
guage to more development-centric language were largely positive, with many finding 
WebAIR more understandable and easier to use than WCAG 2.0. However, some of 
the language in WebAIR was found to be too basic for web developers, and more 
appropriate for a general audience. In avoiding domain-specific language, there is 
evidently a danger in over-simplifying the more familiar terminology to the extent 
that developers no longer feel it is relevant to developers. 

The organisation of the information by web content types in WebAIR made more 
sense to the developers than established web accessibility categories. They found it 
relatively easy to navigate the information by category and quickly gain access to 
what they needed to do. However, the categories that did not correspond directly to 
specific types of content, such as those relating to within-page and between-page 
navigation, were considered too abstract or ambiguous to be useful. While many web 
accessibility problems correspond directly to specific types of content, some issues 
are broader in scope and relate to an entire webpage or website. Further work is 
needed to identify appropriate organisational structures for orienting developers with-
in the information resource for these more global web page issues. 

The results of this study are consistent with previous findings [1] that established 
web accessibility resources overwhelm web developers with the amount of information 
presented, undoubtedly in attempting to provide comprehensive information about web 
accessibility. Despite WebAIR being less comprehensive than the WCAG 2.0 docu-
mentation, both the ratings and the interview responses showed that developers still 
found it to be too large. From the interview responses, it is clear that this is partly due 
to the fact that web developers test their code after development of a page is nearly 
complete, as opposed to testing during development. Thus, further work is needed to 
integrate accessible design and iterative testing into development tasks and tools, 
something that the design of WebAIR could support. 

7 Conclusions 

WebAIR was designed to support web developers in creating more accessible web-
sites. It was designed to do this by presenting just-in-time web accessibility informa-
tion in the language of web developers and in an organisation that matched their 
workflow. 
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An evaluation of WebAIR indicates that these design choices have been largely 
successful in providing developers with a resource in which they can easily find in-
formation that is useful to them. 

The evaluation has also highlighted potential areas for improvement of develop-
ment processes in general. There is still a tendency among developers to see web 
accessibility as something to be done after completing the creation of a web page. 
There is a need to integrate resources like WebAIR into development tools, such as 
those produced in the i2web project. 

In conclusion, WebAIR is a promising prototype information resource that has 
been designed with developers in mind. It provides a much-needed complement to 
existing web accessibility resources by designing and presenting information in ways 
that better support web developers in creating accessible websites. 
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Abstract. Object recognition solutions for the visually impaired based on a  
single modality cannot provide optimal performance under all circumstances, 
since each modality is best suited for particular usage scenarios. An object rec-
ognition application for the visually impaired, meant for a RFID-enabled tablet, 
which combines three approaches – RFID-based, visual-tag computer vision 
based and non-visual tag computer vision based – into a single piece of  
software is, therefore, presented in this paper. This solution has the benefits of 
being portable, accessible, low cost (the user needs only an RFID-enabled  
tablet, some inexpensive passive RFID tags and some visual tags (which can be 
printed out for free)) and more robust in a wider range of conditions than the 
approaches it is comprised of. The application will be adapted to other mobile 
platforms and devices (e.g., RFID-enabled smartphones) in the future. 

Keywords: Object Recognition, Computer Vision, Blind, Visually Impaired, 
Mobile Application, Assistive Technologies, RFID, Visual Tags, Multi-Modal 
Recognition. 

1 Introduction 

One major challenge faced by the visually impaired is detecting and recognizing  
generic objects in their environment - the inability to do so causes them emotional 
distress, undermines their autonomy, and exposes them to injury. Though a sighted 
caregiver may be available to help out some of the time, however it is not possible or 
desirable for such a human aide to be available at all times (indeed, according to a 
recent report, 26% of blind adults in the United States live alone [1]). Commercial 
assistive technologies developed for this purpose are generally prohibitively expen-
sive (given that 90% of the visually impaired live in developing countries earning low 
wages [2]) and/or require a steep learning curve (especially for the elderly, which 
comprise 65% of this community [2]). These facts delineate an urgent need to develop 
solutions which are cost-effective, intuitive and make use of commonly available 
technologies. 
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RFID-based [3,4] and computer vision-based systems [5,6,7,8] have emerged as 
some of the most promising solutions for object recognition for the visually impaired- 
in particular, for indoor environments [9]. Nevertheless, both these kinds of solutions 
have their pros and cons as explained below. 

Computer vision-based solutions are generally cost-effective, accessible, require 
little or no infrastructure, are typically wearable, and most of them can be installed or 
embedded into existing mobile computing devices. However, their performance dete-
riorates rapidly in uncontrolled real-world environments due to imaging factors such 
as motion blur, image resolution, video noise, etc., as well as changes in conditions 
such as illumination, orientation and scale Other limitations include vulnerability to 
occlusion problems and high computational cost. 

A particular class of these approaches identifies objects by unique visual tags  
af-fixed to them (see [10] for a detailed review of these solutions for the visually im-
paired). Tag-based systems require relatively less computational power and storage 
space than their non-tag-based counterparts and are ideal for tasks that entail differen-
tiating among a group of objects which feel the same but have different visual encod-
ing and contents, (e.g., searching for a particular DVD in one’s DVD collection). 
Moreover, many of these approaches do not require tags to be explicitly placed on 
store-bought products since these objects already have unique visual tags in the form 
of product barcodes. Furthermore, visual tags can be conveniently generated and 
printed out utilizing free online software thus, avoiding the hassle and cost involved 
in the purchase of non-visual tags (such as RFID or infra-red ones). However, visual 
tag-based systems suffer from some inherent limitations: They require careful, a-
priori selection of significant objects and the correct placement of tags on those  
objects, their use is restricted to surroundings where objects have been tagged, the 
tags have to be in line-of-sight of the camera, and the tags cannot be embedded in 
objects (which may be aesthetically unappealing). 

RFID–based solutions offer the following advantages: RFID tags are omnidirec-
tional, do not need to be within line of sight of the RFID reader and can be embedded 
in the object. On the other hand, even though passive RFID tags are relatively cheap, 
the cost of these tags quickly becomes prohibitive if hundreds of items need to be 
tagged. Tagging numerous objects in a limited range may also lead to information 
overload with the user being unable to interpret and utilize the information about  
hundreds of objects presented to him simultaneously [11]. Also, such a system can 
operate only in a restricted environment where objects have been tagged. 

It is clear - in light of the above discussion - that a system based exclusively on one 
of the above strategies cannot provide optimal performance under all circumstances. 
Rather, each of these solutions is best suited for particular kinds of tasks. For exam-
ple, for locating important items in the house which the user cannot afford to misplace 
(such as his keys, wallet, vital medication, etc.), an RFID-based system would be 
preferable because of its greater robustness to occlusion and orientation changes. 
However, for finding generic household such as plates, glasses, cleaning products, 
stapler, chairs, etc., a non-tag-based computer vision approach would be the most 
appropriate. Moreover, for tasks that involve distinguishing among several items 
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which are similar to each other in shape, size and texture (e.g., cans containing differ-
ent soups), a visual tag-based strategy would work the best.  

We are, therefore, developing an application which combines all three approaches 
– RFID-based, visual-tag computer vision based and non-visual tag computer vision 
based – into a single piece of software. This application is currently being developed 
for a RFID-enabled tablet - a relatively inexpensive mobile device which many users 
may already own. Our aim is to create an affordable, portable application that will 
greatly enhance the ability of the visually impaired to recognize objects in their home 
surroundings, boosting their self-confidence and making them more self-reliant. 

The rest of the paper is organized as follows: Section 2 describes our application. 
Section 3 identifies some directions for future work. 

2 Application Description 

We are developing an application which combines an RFID-based, visual-tag com-
puter vision based and non-visual tag computer vision based approach to aid visually 
impaired individuals in detecting and recognizing objects in their home environment. 

The application can be used in two ways: 1) The user can choose the method for 
recognizing an object based on his task (as described above); the application would 
then proceed to identify the object using the selected approach; 2) If the user simply 
wants to find out what object is in front of him, he can point the tablet towards the 
object; the application first invokes the RFID-based method to identify the object; if 
that fails, it then invokes the visual-tag based technique; if that does not yield any 
results either, then finally it calls the non-tag based computer vision approach to rec-
ognize the object – in other words, it starts with the least computationally expensive 
approach and then moves towards progressively more expensive ones. 

The application is being developed on an Android platform. For the visual tag-
based method, the visual tags consist of semacodes [12] and the associated semacode 
decoding software (available for free) is being integrated into the application. For the 
non-visual tag computer vision based method, a SURF-based approach [13] is being 
employed. The RFID reader software is already present on the tablet. The front end 
integrates all three methods and provides various options to invoke them as described 
above. A speech-based interface is being used for communication between the user 
and the application. 

The application would be available online for download and installation on a tablet 
PC. Upon installation, the user can immediately start using the application’s non-
visual tag computer vision based module. Options to purchase passive RFID tags and 
a link to a resource to print out visual tags would also be provided to enable the user 
to utilize the RFID-based and visual tag-based modules. 

The strength of this application lies in its robustness to a wider range of conditions 
on account of its combining three different techniques as well as its low cost and ac-
cessibility: the user needs only an RFID-enabled tablet, some inexpensive passive 
RFID tags and some visual tags (which can be printed out for free). 
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3 Future Work 

We plan to conduct usability testing of this application with visually impaired users 
and enhance it based on their feedback. We also intend to adapt it to other mobile 
platforms and devices (e.g., RFID-enabled smartphones).  

References 

1. Zuckerman, D.M.: Blind Adults in America: Their Lives and Challenges. National Center 
for Policy Research for Women & Families, Washington DC (2004) 

2. WHO Media Center. Visual impairment and blindness: Fact sheet number 282,  
http://www.who.int/mediacentre/factsheets/fs282/en/ 

3. Murad, M., Rehman, A., Shah, A.A., Ullah, S., Fahad, M., Yahya, K.M.: RFAIDE – An 
RFID Based Navigation and Object Recognition Assistant for Visually Impaired People. 
In: Proceedings of ICET 2011, pp. 1–4. IEEE (2011) 

4. Lawson, M.A., Do, E.Y.-L., Marston, J.R., Ross, D.A.: Helping Hands versus ERSP  
Vision: Comparing object recognition technologies for the visually impaired. In:  
Stephanidis, C. (ed.) Posters, Part I, HCII 2011. CCIS, vol. 173, pp. 383–388. Springer, 
Heidelberg (2011) 

5. Sudol, J., Dialameh, O., Blanchard, C., Dorcey, T.: Looktel - Comprehensive platform for 
computer-aided visual assistance. In: Conference on Computer Vision and Pattern Recog-
nition Workshops (CVPRW), vol. I, pp. 73–80. IEEE Computer Society (2010) 

6. Schauerte, B., Martinez, M., Constantinescu, A., Stiefelhagen, R.: An Assistive Vision 
System for the Blind That Helps Find Lost Things. In: Miesenberger, K., Karshmer, A., 
Penaz, P., Zagler, W. (eds.) ICCHP 2012, Part II. LNCS, vol. 7383, pp. 566–572. Springer, 
Heidelberg (2012) 

7. Winlock, T., Christiansen, E., Belongie, S.: Toward real-time grocery detection for the vi-
sually impaired. In: Conference on Computer Vision and Pattern Recognition Workshops 
(CVPRW), vol. I, pp. 49–56. IEEE Computer Society (2010) 

8. Bigham, J., Jayant, C., Miller, A., White, B., Yeh, T.: VizWiz: LocateIt - enabling blind 
people to locate objects in their environment. In: Conference on Computer Vision and Pat-
tern Recognition Workshops (CVPRW), vol. I, pp. 65–72. IEEE Computer Society (2010) 

9. Jafri, R., Ali, S.A., Arabnia, H.R., Fatima, S.: Computer Vision-based object recognition 
for the visually impaired in an indoors environment: a survey. In: The Visual Computer. 
Springer, Heidelberg (2013), DOI: 10.1007/s00371-013-0886-1 

10. Jafri, R., Ali, S.A., Arabnia, H.R.: Computer Vision-based object recognition for the  
visually impaired using visual tags. In: Arabnia, H., Deligiannidis, L., Lu, J., Tinetti, F., 
You, J., et al. (eds.) Proceedings of IPCV 2013, pp. 400–406. CSREA Press, USA (2013) 

11. McDaniel, T.L., Kahol, K., Villanueva, D., Panchanathan, S.: Integration of RFID  
and computer vision for remote object perception for individuals who are blind. In:  
Proceedings of the 2008 Ambi-Sys workshop on Haptic User Interfaces in Ambient Media 
Systems (HAS 2008), pp. 1–10. ICST Brussels, Belgium (2008) 

12. Semacode Corporation, http://semacode.com/about/ 
13. Bay, H., Ess, A., Tuytelaars, T., Gool, L.V.: Speeded-Up Robust Features (SURF). Com-

puter Vision and Image Understanding 110(3), 346–359 (2008) 



Usage Situation Changes of Touchscreen

Computers in Japanese Visually Impaired
People: Questionnaire Surveys in 2011-2013

Takahiro Miura1,2, Masatsugu Sakajiri3, Haruo Matsuzaka3,
Murtada Eljailani3, Kazuki Kudo3, Naoya Kitamura3,

Junji Onishi3, and Tsukasa Ono3

1 Graduate School of Information Science and Technology / Institute of Gerontology,
The University of Tokyo, 7-3-1 Hongo, Bunkyo-ku, Tokyo 113-8656, Japan

miu@cyber.t.u-tokyo.ac.jp
2 National Institute of Advanced Industrial Science and Technology (AIST),

1-1-1 Higashi, Tsukuba, Ibaraki 305-8566, Japan
3 Faculty of Health Science, Tsukuba University of Technology, 4-12-7 Kasuga,

Tsukuba, Ibaraki 305-8521, Japan
{sakajiri,ohnishi,ono}@cs.k.tsukuba-tech.ac.jp,

{mh113203,em092310,kk102304,kn122303}@cc.k.tsukuba-tech.ac.jp

Abstract. This paper demonstrates the usage of touchscreen interfaces
in the Japanese visually impaired population by means questionnaire
surveys conducted in 2011, 2012, and 2013. In 2011 and 2013, we carried
out usage situations of touchscreens and the reasons why some of them
did not use it. The surveys in 2012 and 2013 comprised the questionnaire
items regarding specific manipulation situations of touchscreens. Some
of the results indicate that an increasing number of visually impaired
people used and required to use touchscreen computers; some of them
did not want to use it because they were satisfied with conventional cell
phones, and because they are waiting for the device which can feedback
tactually; the users of touchscreen computers with total and partial vi-
sual impairments mainly uses double-tapping after tracing for selecting
buttons and objects; The proper uses and manipulations of smartphones
and tablet computers mainly depends on the application usability and
the screen size, respectively.

Keywords: visually impaired people, touchscreen computers, usage
conditions.

1 Introduction

Touchscreen computers such as smartphones and tablet computers are charac-
terized by intuitive manipulation and high customizability. Currently, most pre-
dominant operating systems for touchscreen computers such as iOS (Apple) or
Android (Google) ensure accessibility for people with visual impairments. These
accessibility functions include screen magnification software and screen reader
functions such as VoiceOver [1] and TalkBack [2]. These accessibility functions
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have improved with each version and the accessibility environment for visually
impaired people is gradually improving. For example, iOS 5 and 6 provided input
support function named AssistiveTouch for users with upper limb disorder, and
the latter provided a Japanese-specific version of phonetic and exploratory read-
ing of Kanji as a localized VoiceOver function [3], respectively. Some Japanese
text-to-speech applications can also be installed to provide this function on An-
droid touchscreen computers as well [4,5].

Although it has been reported that some visually impaired people are in-
terested in and use touchscreen interfaces [6], it remains unclear how most of
them use these interfaces and what properties they require from touchscreen
interfaces. This is because manipulation using accessibility software is different
from manipulation by sighted people. These facts lead to an insufficient amount
of information about these devices being distributed among visually impaired
people. As a result, specialized learning materials and lecture courses for touch-
screen computers are insufficient. Ujima et al. and Miyake et al. have recently
taken place the lecture courses of touchscreen computers for people with partial
visual impairments in Japan [7,8], but the courses for totally blind people have
hardly yet been held [9]. To ensure that accessible touchscreen computers for the
visually impaired will become prevalent, it is necessary to investigate the usage
situation of touchscreen computers on the visually impaired.

In this paper, our final objective is to propose effective application guidelines
for touchscreen interfaces such as smartphones and tablet computers. We partic-
ularly aim to demonstrate touchscreen interface usage and interaction situations
of touchscreen interface in the Japanese visually impaired population by means
questionnaire surveys conducted in 2011, 2012, and 2013. In 2011 and 2013, we
carried out usage situations of touchscreen computers and the reasons why some
of them did not use it. The surveys in 2012 and 2013 comprised the questionnaire
items regarding specific manipulation situations of touchscreen computers. Our
research questions are as follows:

– How about ownership ratio change of touchscreen computers in Japanese
visually impaired people?

– What kind of impressions of touchscreen computers do visual impaired non-
owners find?

– What kind of gestures were preferred by visually impaired people, and are
there the usage differences among visual conditions and duration of use of
touchscreen computers?

– How do the some visually impaired users of both smartphones and tablet
computers use for the different purpose?

2 Questionnaire Survey

In the survey, we demonstrated the usage and interaction situations of smart-
phones and tablet computers in the visually impaired population by three ques-
tionnaires conducted in 2011, 2012, and 2013. This paper reports some parts of
the results.
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2.1 Objectives

The objective of the three questionnaire was to collect the following data.

Common items in the questionnaire of 2011, 2012, and 2013

1. The individual characteristics of the participants: age, gender, disability
condition, etc.

2. The usage conditions of touchscreen computers: current OS, in-use ac-
cessibility functions, location and situation of usage, etc.

3. The reasons not to use smartphones and tablet computers: the impres-
sion to these interfaces, etc.

Items investigated in different years

2011 The usage conditions of information and communication technologies
(ICTs) such as personal computers, traditional cell phones, and touch-
screen computers: current device models, in-use accessibility functions,
desired functions, reasons for not using touchscreen computers, etc.

2012, 2013 The specific usage conditions of touchscreen computers: fre-
quently used gestures, impressions of screen readers, etc.

2013 The different manipulation purposes of touchscreen computers in vi-
sually impaired users of both smartphones and tablet computers.

In this study, a traditional cell phone is defined as a mobile phone consisting
of a display and hardware keyboard while a touchscreen computer is defined as
a mobile device that does not have a hardware keyboard.

2.2 Participants

One hundred and forty (100 males and 40 females), Fifty one (36 males and 15
females), and One hundred and eighty five (132 males and 53 females) visually
impaired persons, consisting of university students and personnel at NPOs for
ICT penetration among visually impaired people, participated in the investiga-
tion of 2011, 2012, and 2013, respectively.

2.3 Method

The questionnaire items were determined by discussion among the authors (in-
cluding totally blind persons) with reference to previous studies [11,10]. The
questionnaire items numbered fifty-four (2011), thirty (2012), and forty (2013)
were written in Japanese. The questionnaire was distributed in a computer-based
electronic text file format, by e-mail. The participants completed the question-
naire on their own computer and returned it to the authors. Approval of the
survey questionnaire was obtained from the Tsukuba University of Technology
Ethics Board, and all participants had consented to participate in the survey.
These surveys were conducted from 2011.12 to 2012.1, 2012.12 to 2013.1, and
2013.12 to 2014.1.
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2.4 Results and Discussion

This paper mainly state the following results obtained by the questionnaire con-
ducted in 2012 and 2013: Spread of touchscreen computers and preferable ges-
tures in visually impaired people. The specific results of the questionnaire in
2011 were stated in [10].

Spread of Touchscreen Computers. The numbers (rates) of participants
who used traditional mobiles, personal computers, and touchscreen computers
(i.e., smartphones and tablet computers) in 2012 were 50 (98.0%), 50 (98.0%),
and 24 (47.1%), respectively. Compared with the results obtained in 2011 [10],
the rates of participants who possessed a touchscreen device increased by more
than three times (from 12.9% to 47.1%) over one year.

Similar increasing tendencies can also be observed in Fig. 1. A cross-tabulation
of reported visual conditions and the usage condition of touchscreen devices is
presented in the upper part of Table 1 and shows that there is no significant
difference between the reported visual conditions (Fisher’s exact test, p > 0.05).
However, as shown in Table 2, people with total blindness or those who can only
perceive light stimuli tended to own iOS devices, while other partially visually
impaired people owned a rakuraku smartphone (a Japanese-specific accessible
smartphone for people with disabilities and the elderly). This is because iOS
devices have a comparatively useful screen reader while the rakuraku smartphone
has an eye-friendly interface but few screen reader applications, according to the
participants’ comments.

According to the results in 2013, seventy participants (37.8%) owned touch-
screen computers; sixty-four (34.6%), twenty-five (13.5%), and nineteen (10.3%)
of them owned a smartphone, a tablet computer, and the both two. This reason
that the owners’ rates in 2013 were less than that in 2012 were because of the num-
ber of the participants. In 2012, as a result, the survey gathered the innovators and
early adopters of touchscreenusers with visual impairments. Themean use periods
of smartphones and tablet computers in the participants in 2013 were almost the
same: 1.51 years (S.D.: 1.15) in smartphone users, and 1.46 years (S.D.: 1.16) in
tablet users. These results also suggested that touchscreen users sharply increased
from 2011 to 2012 and the main reason may be the release of iOS 6 that provides a
Japanese specific version of explanatory expressions.

Impressions of Touchscreen Computers in Visual Impaired Non-
Owners. Of the participants who did not have touchscreen computers (27
persons), twenty-three (45.1%) had never touched them and four (7.8%) had
tried them but did not own them. Fig. 2 shows that 65.2% of the participants
wanted to use touchscreen computers. This result, when compared to the result
of questionnaire conducted in 2011 (50.0%) [10], implies that the rates of visually
impaired people who do not own their own touchscreen devices but are inter-
ested in the computer is increasing. Of the participants who did not want to use
a touchscreen computer, 66.7% answered that they did not because they were
satisfied with traditional mobile phones and needed buttons such as a hardware
keyboard. This tendency is the same as the questionnaire conducted in 2011 [10].



364 T. Miura et al.

Fig. 1. Duration of use of touchscreen computer

Fig. 2. Willingness to use touchscreen computer

Table 1. Reported visual condition of participants versus usage status (upper) and
use experience (lower) of touchscreen computers

Totally blind Partially blind

In use 10 13
Not in use 13 15

In possession 10 14
Experienced but not in possession 2 2

No use experience 11 12

Preferable Gestures Gestures used by participants are shown in Fig. 3. With
respect to button/icon selection (Fig. 3a), most of the participants (55.0%)
traced the screen to search for the position of the button/icon, then selected
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Table 2. Reported visual condition of participants versus touchscreen computers
owned by participants

Totally blind or
Other

light stimuli

iOS devices In use 12 5
(p = 0.09 < 0.10) Not in use 2 5

Android devices In use 2 2
(p = 1.00) Not in use 10 8

Rakuraku smartphone In use 0 3
(p = 0.06 < 0.10) Not in use 14 7

Other In use 0 0
(p = 1.00) Not in use 14 10

Table 3. Reported visual condition of participants versus referable gestures to select
a button/icon

Totally Partially blind

Trace the screen to find the position of
8 2

a button/icon, then select it by double tap.

Search for a button/icon by Left/Right flick,
1 4

then select by double tap.

it with a double tap. In addition, 15.0% and 25.0% of them used the similar
gestures of split-tapping and searching objects by flick, respectively. As shown
in Figs. 3b and 3c, tracing and then double tapping was most preferred by 57.9%
and 30.4% of the participants when in edit mode and inputting characters, re-
spectively. According to Figs. 3a and 3b, the participants said they preferred
double-tap, flick, and split-tap in that order. Particularly, partially visually im-
paired users tended to select trace and double-tap more often than flick and
double-tap, compared to partially visually impaired users (Table 3, p = 0.09
< 0.10). This may be because partially visually impaired users can trace and
find the position of targets by residual visual sense. On the other hand, totally
blind users may tend to search for objects by verbal commands. In the case of
page browsing (Fig. 3d), most (76.2%) of them selected swiping vertically and
horizontally with three fingers. No significant difference was observed between
totally and partially visually impaired users. As shown in Fig. 3e, most of them
did not use zooming in and out gestures. However, the participants with par-
tial visual impairment used this gesture significantly more than those with total
blindness (p < 0.01), as shown in Table 4.

Proper Use of Smartphones and Tablet Computers The 36% of the
participants who used two kinds of touchscreen computers pointed to a reason
of the application usability. Most of them indicated that telephone call (84.2%)
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Fig. 3. Preferable gestures of participants

Table 4. Reported visual condition of participants versus usage condition of zoom
gestures

Totally blind Partially blind

Use zoom in/out 3 8
Do not use it 9 1

and mail (73.7%) functions were mainly used in either touchscreen. Excluding the
reason of the application usability, some participants properly used on predicted
battery life, some stated that it is troublesome to switch many applications and
is easy to use particular applications in each touchscreen, and the others used
unique functions provided by careers including application of identifying bills,
mobile wallet, and one-segment data broadcast receiver.

Character input methods gestures on screen keyboard did not depend on
the size of touchscreen computers. Most of the smartphone and tablet com-
puter users mainly uses split-tapping and double-tapping after tracing. Some
low-vision participants used the same gesture as the sighted users employed.
On the other hand, character input methods on smartphones and tablet com-
puters were different. In both cases, most of the participants employed screen
keyboard regardless of screen size (smartphone: 37% and tablet computer: 56%).
However, second choices of input methods were different: 32% and 29% of the
smartphone users selected voice input method and double-tapping after flicking
gesture, while 36% of the tablet users employed external hardware keyboard and
less of them used the voice input. We assume that input methods depend on the
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place to use. Many of the smartphone users manipulate their smartphone at
various places with handheld conditions while Many of the tablet users use their
device at stable places with their tablet on the desk or table. The future study
should investigate the specific conditions to use.

3 Conclusions

Questionnaire surveys were conducted to clarify the touchscreen interface usage
and interaction situations in the Japanese visually impaired population in 2011,
2012, and 2013. This paper stated the following parts of the results:

– An increasing number of visually impaired people have become used or re-
quired to use touchscreen computers. According to the mean use periods of
smartphones and tablet computers in the participants in 2013, touchscreen
users sharply increased from 2011 to 2012 and the main reason may be the
release of iOS 6 that provided a Japanese specific explanatory expressions.

– Some of the visually impaired non-owners did not want to use it because they
were satisfied with conventional cell phones, and because they are waiting
for the device which can feedback tactually.

– The users of touchscreen computers with total and partial visual impairments
mainly uses double-tapping after tracing for selecting buttons and objects.

– The proper uses of smartphones and tablet computers mainly depends on
the application usability. However, there were various reasons of these proper
uses including battery life differences and preferences of the users’ likings.
The preferable character input methods depended on the touchscreen size.
Most of the users of smartphones and tablet computers employed software
keyboard, but voice input methods and external hardware keyboard were
their second choices, respectively.

This paper described the some parts of the results but could not fully stated
the results of three-year questionnaire survey. Future work includes summarizing
the results and then to establish a guideline for effective application design,
learning materials and lecture courses of touchscreen interfaces.
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Abstract. Regardless of the improvement of accessibility functions, peo-
ple with visual impairments have problems using touchscreen computers.
Though the size of accessible objects may differ for visually impaired users
because of the manipulations under screen readers are different from those
without screen readers, the characteristics of desired objects and useful
gestures on the touchscreen computers for the visually impaired remain
unclear. In this paper, our objective is to clarify the accessible single but-
ton characteristics and preferable gestures for visually impaired users of
touchscreen computers.We studied these characteristics by evaluating the
single button interaction of touchscreen interfaces for visually impaired
people under a screen reader condition. As a result, the performance of
task completion time on selecting task with a single button decreased as
the button size became larger; they were ranked in descending order
of double-tapping after flicking, double-tapping after tracing, and split-
tapping after tracing.

Keywords: Visually Impaired People, Touchscreen Computers, Manip-
ulation under Screen Reader Condition, Accessible Button.

1 Introduction

Touchscreen computers, such as smartphones and tablets, have recently become
popular in the sighted population [1] because of intuitive manipulation and high
customizability. Currently, most devices run iOS (Apple) or Android (Google);
these systems ensure accessibility for people with visual impairments via screen
magnification software and screen reader functions such as VoiceOver [2] and
TalkBack [3]. These accessibility functions have improved with each version.
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In particular, iOS 6 provides a Japanese specific version of explanatory expres-
sions (called Shosaiyomi of Kanji in Japanese [4]) as a localized VoiceOver func-
tion. Shosaiyomi of Kanji provides the speech function of phonetics reading and
brief definitions to detect words with the same phonetic but different mean-
ings in Kanji characters. (For example, the meaning of “taisho” depends on the
context. This phonetic word corresponds to many Kanji characters that mean
target, comparative, symmetry, or Taisho era.) Some Japanese text-to-speech
applications can also be installed to provide this function on Android touch-
screen computers [5,6]. Thus, the accessibility environment for visually impaired
people is gradually improving.

Regardless of these improvements, people with visual impairments have prob-
lems using touchscreen computers, since the manipulations with accessibility
software differs from those of manipulation by sighted people. As a result, spe-
cialized learning materials and lecture courses for touchscreen computers are
insufficient. Ujima et al. and Miyake et al. have recently taken place the lecture
courses of touchscreen computers for people with partial visual impairments in
Japan [7,8], but the courses for totally blind people have hardly yet been held
[9]. Other reasons include insufficient accessibility support of third-party appli-
cations, as with non-compliant screen reading and non-optimized button and
icon designs. These situations are caused by insufficient touchscreen application
design guidelines for visually impaired people and a lack of clarity regarding of
the conditions of touchscreen computer usage and spatiotemporal manipulation.
To ensure that accessible touchscreen computers for the visually impaired will
become prevalent, it is necessary to investigate the specific interaction conditions
between the visually impaired and touchscreen computers.

In this study, our objective is to embody the application guideline of touch-
screen interfaces, such as smartphones and tablet computers. We particularly
aim to demonstrate random single button interaction of touchscreen interface
for visually impaired people by clarifying their preferable button characteristics.

2 The Method of the Single Button Interaction
Experiment

2.1 Participants

Twenty visually impaired persons comprising students of a university and per-
sonnel that belonged to NPOs for ICT penetration of visually impaired people
participated in this experiment. The participants included ten young (19-30 yrs.)
and ten elderly (over 65 yrs.) people. Both groups consisted of five partially and
five totally visually impaired people.

2.2 Outline of Evaluation Application

The experimental application shown in Fig. 1 was developed for iOS devices. The
behavior of the application was derived from the application for investigating the
quantitative gesture accuracy of elderly people reported by Kobayashi et al. [10].
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Fig. 1. Appearance of the experimental application

In the experiment, we used an iPod touch 4G (screen size: 3.5 inch with
640 × 960 pixel resolution), running iOS 6.0. The experimental application was
implemented as a native application for 320 × 480 pixels. Each trial started
when a rectangle button appeared at a random location on the screen. After
a participant selected this target, it was dismissed from the screen. At that
moment, a new target appeared at a random location. As shown in the central
part of Fig. 1, the number of target shapes was three and each of them had three
sizes. There were following three types of targets: square (size: 100 × 100, 75 ×
75, and 50 × 50 px), wide rectangle (size: 30 × 50, 30 × 75, and 30 × 100 px),
and narrow rectangle (size: 50 × 30, 75 × 30, and 100 × 30 px). These widths
and heights approximately represent the optical sizes of general buttons (50 px,
8.0 mm), home screen icons (75 px, 12.0 mm), and zoomed icons (100 px, 16.0
mm).

These buttons could be selected by three gestures– double-tapping after trac-
ing, split-tapping after tracing, and double-tapping after flicking –as described
in the right part of Fig. 1. The application could log a user’s manipulations,
including the time to select a button, the positions touched by fingers, and the
kinds of touch events.

2.3 Procedure

First, we asked the participants to be seated in front of a table and then to
hold and manipulate the device with their non-dominant and dominant hands,
respectively. Then, after launching the application, they were asked to select
targets continuously with one of the three gestures. When they selected targets
30 times, they were allowed to have a short break and then asked to select them
with other gesture. The total number of the target selection task was 270: 3
(button shapes) × 3 (button size) × 3 (gestures) × 10 (repeat count)).
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3 Results and Discussion

3.1 Gestures and Group Difference

The task completion time of buttonsare illustrated in Fig. 2.As a result of em-
ploying t-test corrected by Bonferroni’s method as statistical test, the partici-
pants with partial visual impairments were significantly faster in finding a button
than those who were totally blind (p < 0.05 in each condition), in cases of double-
and split-tapping, after tracing at all button shape conditions. This tendency
was observed in both groups, regardless of age, but the young group showed
larger differences. In the partially visually impaired group, young persons had
significantly higher performances in finding buttons earlier at all conditions than
did elderly persons (p < 0.05). However, in the totally visually impaired group,
young persons had significantly higher performances at double and split-tapping
after tracing than did elderly persons, but no significant superiority of the young
were observed in the case of double-tapping after flicking.No significant differ-
ence between gestures were observed in the young partially blind participants,
while in the others, double-tapping after flicking resulted in significantly higher
performances than double- or split tapping after tracing. The difference between
double- and split-tapping after tracing was the largest in the elderly totally blind
participants (p < 0.01), as shown in Fig. 2. According to their comments, they
had difficulty in split-tapping, especially adjusting their index fingers.

According to the subjective feedback obtained by interviews, the participants
preferred double-tapping after flicking , double-tapping after tracing, and split-
tapping after tracing, in that descending order. The results of the study indicate
that the task completion times of flick then double tap was the shortest because
we evaluated a single button task.

Button Size. The task completion time of various sized buttons (square, wide,
and narrow rectangle, by sizes) are illustrated in Figs. 3. Among the partially
blind participants, there were insignificant and slight differences between each
button size in all conditions. However, the elderly participants with partial blind-
ness were slower with almost all of button sizes and gesture conditions than their
young counterparts, excluding the flick then double-tap gesture and the square
and narrow buttons. According to Kobayashi et al. [10], tapping performance
with 50 and 70 px buttons by elderly people were no significant and slight dif-
ferences but that of 30 px button were severely decreased because of its lack of
poor eye friendliness and small area. This fact indicates that the button sizes of
our experimental condition was within the range of acceptable button sizes for
the partially visually impaired participants.

However, for the totally blind participants, increases in the size of a button
tended to decrease task completion times with using double- and split-tapping.
In particular, in the condition of split-tapping to square buttons shown in the
upper central part of Fig. 3, participants took 42 seconds on average to find an 8
mm button, while 4.1 seconds to find a 16 mm button. However, button size may
not affect the tracing performance of flick then double-tapping in this group and
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Fig. 2. Task completion time of square, wide and narrow rectangle button in three
gestures. PB and TB represent partially and totally blind, respectively. Error bars
represent standard deviations of corresponding task completion time.

among partially blind participants. The higher performance of tracing buttons
was the results of flicking before double-tapping, double-tapping after tracing,
and split-tapping after tracing, in that order. According to the comments of the
participants, this order was the same as the preference of gestures.

Button Location. Figure 4 shows an example of the task completion time
by the locations of a narrow rectangular button. The task completion time at
the central area was significantly shorter than that of the other external sides,
especially in the trials of elderly participants with total blindness. Although we
assumed that it took right-handed participants longer time to trace and tap a
target appearing at the side edge of their dominant hand, this effect was not be
observed in this experiment. This result may be explained by the effect of the
location relationship between past and present buttons, since the participants
traced a next target in a zig-zag manner from the point of a previous target
in the experiment. However, some of the elderly participants who were right-
handed said that it was difficult to split tap at the right edge because their
middle fingers sometimes tapped on the outside of the screen when they traced
with their index finger and separately tapped with their middle fingers.
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Fig. 3. Task completion time of various sizes of square buttons in three gestures. PB
and TB represent partial and total blind, respectively.

Double- and split- tappings took a shorter time at the upper left and a longer
time at central or upper right sides of the screen. This result may be because most
of the participants were right-handed and because they started to trace from the
upper left side and then continued in a zig-zag manner. In this way, they did not
move their fingers straight to the right, but in an obliquely downward direction.
This fact may have caused them difficulties in finding a button appearing at the
upper right.

Subjective Feedback. According to the subjective feedbacks obtained by in-
terview, they preferred double-tapping after flicking, double-tapping after trac-
ing, and split-tapping after tracing, in that descending order. The result of the
study indicates that the task completion times of flick and then double-tap was
the shortest because we evaluated a single button task. The case of multiple
buttons should be discussed in the future and then compared to our results.
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Fig. 4. An example of task completion times at various locations (Condition: narrow
rectangular button, split-tapping after tracing) (left). Area segmentation on the screen
(right).

Interface Design Guideline for Visually Impaired People. From the
results mentioned above, a partial interface design guideline for visually impaired
people can be summarized as follows:

– Developers should consider that most of the visually impaired users employed
double-tapping after tracing for selecting their targets. However, partially
visually impaired users tended to prefer double-tapping after tracing, while
the totally visually impaired favored double-tapping after flicking.

– Buttons should be allocated at the central part of the screen. In particular,
buttons at the right edge may be difficult for persons who use split tap
gestures.

– Button size should be larger than 50 px for elderly partially visually impaired
people. For users with total visual impairment and especially those who
employ split-taps, a much larger button size is necessary for convenient.

4 Conclusions

An evaluation experiment of preferable single button was conducted to clarify
the interaction situations of touchscreen interface in visually impaired people,
including the young and elderly users. The results indicate the following:

– The participants with partial visual impairments were significantly faster in
finding a button than those with total blindness, in cases of double- and
split-tapping after tracing at all button shape conditions. This tendency was
observed in both groups, regardless of age, but the young groups had larger
difference.
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– Double-tapping after flicking resulted in a significantly higher performance
than double- and split-tapping after tracing.

– The button sizes in this study affected the target selection performances of
participants with total visual impairment, while the performance of young
participants with partial visual impairment were not influenced by difference
in button size.

– When a target object was located at the central area, the elderly participants
with total blindness most easily selected it.

– A partial interface design guideline for the usage of visually impaired people
was summarized.
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Abstract. This paper outlines the development of the AccessBraille framework, 
an iOS framework designed to provide a Braille keyboard to an iOS application. 
The proof-of-concept app developed with this framework is presented as an  
example of how the framework can be utilized, demonstrating its use across  
multiple contexts where Braille entry is used. The AccessBraille keyboard 
framework provides a natural way for blind users to enter US Type 1 or Type 2 
Braille text into an app. The keyboard allows for users to customize finger 
placement for comfort and hand size. User feedback was solicited through ob-
servation on the task of entering Braille using the framework at various stages of 
development. In addition, feedback was gathered for the deployed app itself. The 
feedback will provide input into the prioritization of revisions and new features.  

Keywords: Braille, Framework, Tablet, Visually Impaired. 

1 Introduction 

On mobile devices, text entry is primarily accomplished by a virtual keyboard dis-
played on the screen. Over time various styles of keyboards have been developed  
on the Android and iOS platform, including efforts to support users with disabilities 
[3,4]. In this paper, we describe the design and proof-of-concept app for the Acces-
sBraille keyboard that enables users who are blind to enter information using Braille. 
The AccessBraille keyboard framework is intended to address the need to have a 
Braille keyboard that can be reused across an app, we well as among third-party apps. 

The iOS platform already has several built-in accessibility features such as  
the VoiceOver screen reader, color inversion, and toggle labels [1]. With VoiceOver, 
the user can tap on a button and VoiceOver will state what the item is (the label for 
the item). Braille support exists for third party refreshable Braille displays. 

AccessBraille is an accessibility application for iPad that provides different modes 
to interactively practice Braille. The project is de-signed around educational word-
based games for children in K-12 who have not mastered the (US) Grade 1 or the 
Grade 2 Braille system. The project goal is to be a tool for students who are visually 
impaired to practice the Braille. Many Braille typing machines are cumbersome 
and/or expensive, with limited portability and access issues for those with limited 
finances. By creating the iPad AccessBraille application, the ability to practice Braille 
or to enter text is more accessible given the ubiquitous nature of the iPad. Unlike the 
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iPhone, the iPad's large screen facilitates typing, thus serving as an ideal device. Al-
though Apple has a plethora of accessibility options, ironically Apple’s current acces-
sibility options do not include a Braille typing interface that does not require an exter-
nal device. The developers hope to deploy the first product that successfully facilitates 
Braille typing while creating a more fun experience as well. 

The team developed the AccessBraille application, with an underlying keyboard 
framework, to help pre-college students practice their US Type 1 and Type 2 Braille. 
This app is intended to supplement Braille instruction, and to provide practice as well 
as a means of entering text for use in another app such as an email app. While young 
users are the primary user group, anyone who is learning Braille is an appropriate user 
for the app. 

2 Related Work 

Much of the current work in enabling Braille entry has focused on seeking to enable 
the tactile keyboard, which involves a new screen material or an overlay for the 
screen. This work is a different approach than the AccessBraille keyboard framework, 
which can be used in existing iPad hardware. Other keyboards are intended to be 
adaptive in order to predict text entry [3]. While many such keyboards are useful to 
users, they do not serve well as a means for Braille entry or instruction where practice 
is important. A student project in 2011, used an approach similar to our initial circle 
design on the Android platform in order to show a proof-of-concept Braille entry 
system [2]. Such a system may be an option on the Android platform, though our user 
testing showed that there are user interaction issues with the approach when the key-
board is integrated into a realistic workflow (context of tasks). 

In terms of the AccessBraille app itself, work is limited. Current apps tend to serve 
as translators to/from text (VisualBraille, BrailleWriter) and teach the alphabet for 
sighted users (PocketBraille, BrailleNow). The primary users for these types of apps 
are sighted users not individuals (much less children) who need to learn Braille in 
order to be fully literate. The Braille Input Editor and most other Braille editors use 
predefined Braille keys, which is inadequate for smaller hands. Given the project goal 
and approach to achieving it, the current options are lacking.  

3 Design 

AccessBraille can be used in standalone free typing mode, a flash card game to prac-
tice typing words, or as a text adventure. All of these modes use the keyboard frame-
work. When users initially launch the app, they’re presented with a side column of 
these different modes, as well as a Settings and About menu. The scope of this paper 
focuses on the Braille entry features.  

The original keyboard design used a six-circle dot pattern (see Figure 1). The user 
had to press the screen with three fingers on each hand to initialize the keyboard.  
The circumferences of the contact points equaled the circumferences of the fingers of 
the user. If the user did not press at the right angle, the contact points would not ap-
pear. If the user did not press six fingers, but pressed fewer or more than six, the con-
tact points would not appear. Audio feedback would also inform the user as to the 
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Fig. 2. Screenshot showing the redesigned Braille keyboard using columns Note that columns 2 
and 1 (left hand) are very close together 

The development of the AccessBraille keyboard framework trans-cends the app it-
self. In particular the keyboard framework was designed for use in other apps in order 
to promote a consistent user experience in Braille entry on the iOS platform. Devel-
opers can easily integrate the keyboard as an option for a variety of iPad applications 
such as productivity or communication apps. Facilitating a build-in Braille keyboard 
will provide an opportunity for the blind to use Braille among their apps, which will 
promote literacy as well as efficiency in entering text. 

4 Methodology 

The keyboard, as part of the associated AccessBraille app, has been developed incre-
mentally, with user testing at significant checkpoints during keyboard and feature 
development. Due to the nature of the keyboard, the tasks involved included: 

1. Initiating the keyboard (to enable Braille input) 
2. Typing freely, including one’s name and sample sentences that exercise different 

letters, punctuation and complexity 
3. Resetting the keyboard as needed for comfort 

The team initially tested with a single Braille user in order to assess the keyboard 
recognition and accuracy, as well as potential recognition issues. The initial partici-
pant noted issues with recognition when the fingers are kept very close together, as 
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opposed to having some spacing between fingers. Other than recognition issues de-
rived from the finger spacing, no Braille accuracy issues were found. 

After that initial assessment, and resulting revision to the key-board, the revised 
keyboard was tested with 4 visually impaired users who are Braille literate. All users 
ran through the 3 tasks after having the process demonstrated (since the manner of 
using the tablet as a Braille keyboard differs from traditional Braille entry using tac-
tile buttons). The assessment session was conducted as a think aloud protocol, where 
they could ask questions as they performed the tasks as well as providing any feed-
back. The key aspects being assessed were satisfaction in terms of accuracy in Braille, 
as well as comfort. Time to complete tasks was not critical due to personal differences 
in Braille entry skill. 

5 Results 

Overall the redesigned keyboard was an improvement over the initial ‘circle’ version. 
The qualitative feedback for each of the tasks 

Table 1. Qualitative feedback, broken down by task 

Task Feedback 
Initiating the keyboard (to enable 
Braille input) 

The sound feedback was needed to 
aid with the task, but the participants 
were successful within 2 attempts.  
They liked being able to place their 
fingers where they desired, and with 
desired finger spacing. 

Typing freely, including one’s name 
and sample sentences that exercise 
different letters, punctuation and 
complexity 

Braille accuracy was high, with oc-
casional error when any fingers were 
lifted off the tablet.  Participants liked 
being able to move their fingers a bit 
and still have recognition of input.  The 
voice reading the Braille was easily 
understood though with a bit of latency. 

Resetting the keyboard as needed for 
comfort 

3 of 4 students needed to do this as their 
hands traveled when typing on their lap 
(rather than desk).  This task was done 
during the typing task, without interfe-
rence in the Braille entry. 

 
The issue that arose was that of the latency of the voice reading the Braille. The la-

tency issue has since been remedied upon use of the iOS7 libraries (the initial proto-
type was developed in iOS6 where a third party library was used).  
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6 Conclusions and Future Work 

While we have gathered initial results from users, we will continue to gather feedback 
when the AccessBraille app is deployed in the App Store in Spring 2014. As part of 
the ongoing feedback, user reviews and an embedded link to a satisfaction survey will 
be used as a mechanism to gather feedback for future releases. For exam-ple, expand-
ing a feature to copy and paste material to other apps (e.g. email client or text mes-
sage apps) will be assessed. 
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Abstract. There are a large number of highly structured documents, for example: 
newspaper articles, scientific, mathematical or technical literature. As a result of 
inductive research with 200 blind and visually impaired participants, a multi-
modal user interface for non-visual presentation, navigation and manipulation of 
structured documents on mobile and wearable devices like smart phones, smart 
watches or smart tablets has been developed. It enables the user to get a fast 
overview over the document structure and to efficiently skim and scan over the 
document content by identifying the type, level, position, length, relationship and 
content text of each element as well as to focus, select, activate, move, remove 
and insert structure elements or text. These interactions are presented in a non-
visual way using earcons, tactons and speech synthesis, serving the aural and  
tactile human sense. Navigation and manipulation is provided by using the multi-
touch, motion (linear acceleration and rotation) or speech recognition input  
modality. It is a complete solution for reading, creating and editing structured 
documents in a non-visual way. There is no special hardware required. For the 
development, testing and evaluation of the user interface, a flexible platform  
independent software architecture has been developed and implemented for iOS 
and Android. The evaluation of the user interface has been undertaken by a 
structured observation of 160 blind and visually impaired participants using an 
implemented software (App) over the Internet. 

Keywords: Assistive Technology, User Interface, Multi-Modal, Nonvisual, 
Presentation, Navigation, Manipulation, Earcons, Tactons, Multitouch,  
Gestures, Motion, Mobile Devices, Smart Phone, Smart Watch, Smart Tablet, 
Wearable Devices, Document, Structure, Mathematics, Accessibility, Blind, 
Visual Impairment. 

1 Introduction 

There are a large number of highly structured documents, for example: newspaper 
articles, scientific, mathematical or technical literature. The document structure is 
very important for the user in order to efficiently handling the document content and 
to quickly find relevant information within the document content. 
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In visual graphical user interfaces (GUIs), each logical structure element is physi-
cally presented by a specific visualization (icon). The advantage of these icons is that 
the user can recognize the structure much faster than if the structure is described in 
text only. Another advantage of a graphical user interface is that it enables direct na-
vigation and manipulation of the document structure and content.  

Blind and visually impaired persons are unable to use a graphical user interfaces 
and, for the emerging category of mobile and wearable devices where there are only 
small visual displays available or no visual display at all, a non-visual alternative for 
presentation, navigation and manipulation of structured documents is required too. 

2 State of the Art 

Screen readers like Apple VoiceOver [1], Google TalkBack [2] or Freedom Scien-
tific JAWS [3] use text-based presentation methods like speech synthesis or braille 
displays only. This is an efficient method for presenting text (document content), but 
it is not very efficient for the presentation of non-text data like the document struc-
ture. Navigation is provided by performing key sequences on the keyboard, using the 
cursor routing keys of the braille display or by performing gestures on a multitouch-
pad or -screen. In addition to moving the cursor forward and backward, there are 
many shortcuts for specific element types (for example browsing the list of headings), 
enabling the user to identify the element type, but it does not give any information 
about the level, position, length and relationship of the element. Furthermore, it is 
possible to explore which elements of the currently visible viewport are visually ren-
dered at which position on the screen. But the knowledge of this physical structure 
does not necessary implicate the understanding of the logical structure behind it. 

In addition to screen readers the following alternative approaches exist: Minatani 
[4] used special characters on a braille display for document structure presentation. 
Petit [5] developed a tool for tactile spatial exploration of web pages and James [6] 
tested different types of non-verbal audio for presenting HTML structures. 

At the moment there is no solution which combines verbal modalities like speech 
with the power of non-verbal output modalities like earcons [8] and tactons [11] and 
the novel input modalities like multitouch and motion all provided by the emerging 
category of mobile and wearable devices out of the box. 

3 Methodology 

The following social research methods have been employed according to the guide-
lines of Bryman [7] using a natural science epistemological model (positivism), a 
quantitative research strategy and an iterative research approach: 

The user interface has been developed using an inductive research approach and a 
cross-sectional survey research design. The concepts were measured by using single 
indicators with nominal and ordinal scales as well as multiple indicators using Likert 
scales. The participants had been selected using convenience sampling and snowball 
sampling as non-probability sampling methods. Data was collected by conducting 



 Nonvisual Presentation, Navigation and Manipulation of Structured Documents 385 

 

structured interviews over telephone and face-to-face as well as using a self-
completion questionnaire sent out over the Internet. This data had been analysed using 
diagrams, Linear Regression and the Chi-Square test as univariate, bivariate and sta-
tistical significance methods. 

For the evaluation of the user interface, a deductive research approach employing a 
cross-sectional research design has been used. For data collection structured observa-
tions of participants had been conducted using a software (App) implementing the 
observation schedule as the research instrument. This data has been analysed using 
diagrams, Linear Regression and the Chi-Square test as univariate, bivariate and sta-
tistical significance methods. The results of the evaluation were fed back into a revi-
sion of the user interface. 

4 User Interface 

The following multi-modal user interface for non-visual presentation, navigation and 
manipulation of structured documents on mobile and wearable devices has been de-
veloped as a result of the inductive research: 

 

Fig. 1. Non-Visual Multi-Modal Document User Interface Overview 

The document is organised and represented in a modality-neutral model. Naviga-
tion and manipulation is provided by using the multitouch, motion or speech recogni-
tion input modality. Each interaction is presented in a non-visual way using earcons 
[8], tactons [11] and speech synthesis, serving the aural and the tactile human sense. 
As a platform- and language-neutral interface, the W3C Document Object Model 
(DOM) [12] is used which allows the user interface to dynamically access and update 
the document structure and content of manifold document sources like accessibility 
APIs or parsers and transformers for different document formats like XML or PDF. 



386 M. L. Dorigo et al. 

 

4.1 Model 

On each hierarchy level, the element- and text-nodes of the document structure are 
laid-out along the structure axis in document reading order where the relative position 
on the axis represents the position within the document and the relative length on the 
axis represents the length of the text contained in it. There is a gap of one unit before 
and after each element. The advantages of this representation is that is enables the 
user to identify the type, level, position, length, relationship and text of each element. 
For each text node there is an additional text axis on which the contained text is  
laid out by word. The element types which can be inserted at a specific position are 
laid out along an addition insert element axis. There is a structure-, text- and insert 
element-cursor. Each cursor can be set to a specific position, moved forward  
and backward at an arbitrary speed and unset. There is a select-, active- and  
insertText-modifier. Each modifier can be set or unset. 

 
Fig. 2. Non-visual Document User Interface Model 

The following interactions can be performed: 

• Focus element: Set and move the structure cursor to focus all nested structure ele-
ments at the specific position. 

• Focus text: Set and move the text cursor to focus text inside the focused element. 
• Select selection: Set the select modifier to select the focused element or text. Move 

the element or text cursors to extend the selection. 
• Activate selection: Set the active modifier. 
• Move active selection: Move the element and / or text cursor to the target position 

and unset the active modifier. 
• Remove active selection: Unset the cursors and afterwords unset the active modifier. 
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• Insert Element: Set and move the insertElement cursor to the desired elementType 
and set the select modifier. 

• Insert Text: Set the insertText modifier, speak the text you want to insert and unset 
the insertText modifier afterwords. 

4.2 Earcon Output Modality 

Each interaction is presented by a single-pitch inherited elementary earcon [8] ac-
cording to the guidelines of Brewster [9], inheriting the timbre of the element type, 
pitch of the element level, register of the operation, dynamics of the interaction status 
and duration of the interaction. These elementary earcons are rendered simultaneously 
as parallel compound earcons [10] to reduce the length of the audio message. 

4.3 Tacton Output Modality 

In the tactile modality each interaction is presented by a single-motive inherited el-
ementary tacton [11] inheriting the rhythm (2 to 4 notes) of the element type and the 
tempo of the element level. These elementary tactons are rendered sequentially as 
serial compound tactons. 

4.4 Speech Output Modality 

Each interaction is presented by a inherited elementary utterance, inheriting the voice-
pitch of the node level, voice-register of the operation and text of the content. If the 
node is a text-node, the contained text is used as the content. If the node is an ele-
ment-node and contains a heading, the text of this heading is used as the content. 
These elementary utterances are rendered sequentially as serial compound utterances. 

4.5 Multitouch Input Modality 

The multitouch input modality is mainly purposed for smart phones, pablets and tab-
lets. In this modality the pointers act relative to coordinates of the device. The actions 
of the model are mapped to the following gestures: 

• Structure Axis: Y-Axis from the top to the bottom. 
• Set Structure Cursor: Put down one pointer at the specific position. 
• Move Structure Cursor: Move the one pointer up and down. 
• Unset Structure Cursor: Lift up the one pointer. 
• Text Axis: X-Axis from left to right. 
• Set Text Cursor: Move one pointer more than 50 pixels to the left or right. 
• Move Text Cursor: Move the one pointer left or right at an arbitrary speed. 
• Unset Text Cursor: Move structure cursor to an other position. 
• InsertElement Axis: Y-Axis from the top to the bottom. 
• Set InsertElement Cursor: Slide in an addition second pointer from the top 
• Move InsertElement Cursor: Move this second pointer up and down. 
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• Unset InsertElement Cursor: Lift up this second pointer. 
• Set Select Modifier: Put down an additional second pointer at an arbitrary position. 
• Unset Select Modifier: Lift up this second pointer. 
• Set Active Modifier: Put down an additional third pointer at an arbitrary position. 
• Unset Active Modifier: Lift up this third pointer. 
• Set InsertText Modifier: Double tap and hold a second pointer at an arbitrary  

position. 
• Unset InsertText Modifier: Lift up this second pointer. 

4.6 Motion Input Modality 

The motion input modality is mainly purposed for wearable devices like smart  
watches. In this modality the device itself is acting (linear acceleration and rotation) 
relative to coordinates of the word. The actions of the model are mapped to the  
following gestures: 

• Structure Axis: Double shake the device to lay-out the structure axis along the  
Y-Axis in front of you from forward to backward. 

• Set Structure Cursor: Put down the device 20cm at the specific position. 
• Move Structure Cursor: Move the device forward and backward. 
• Unset Structure Cursor: Lift up the device 20cm. 
• Text Axis: X-Axis from left to right. 
• Set Text Cursor: Move the device more than 20cm to the left or right. 
• Move Text Cursor: Move the device left or right at an arbitrary speed. 
• Unset Text Cursor: Move element cursor to an other position. 
• InsertElement Axis: Z-Axis from bottom to top. 
• Set InsertElement Cursor: Rotate device along the X-Axis 90° to the left. 
• Move InsertElement Cursor: Move the device up and down. 
• Unset InsertElement Cursor: Rotate device along the X-Axis 90° to the right. 
• Set Select Modifier:  Rotate device along the X-Axis 90° to the right. 
• Unset Select Modifier: Rotate device along the X-Axis 90° to the left. 
• Set Active Modifier: Lift up the device 20cm along the Z-Axis. 
• Unset Active Modifier: Put down the device 20cm along the Z-Axis. 
• Set InsertText Modifier: Rotate device along the X-Axis 180° to the left. 
• Unset InsertText Modifier: Rotate device along the X-Axis 180° to the right. 

5 Evaluation 

To evaluate the user interface, a structured observation of 160 blind and visually  
impaired participants using an implemented software (App) for iOS and Android is 
currently on-going. The observation schedule consists of the following main steps: 
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Fig. 3. Structured Observation Schedule for Evaluation of the User Interface 

A briefing gives detailed information about the research goal, procedure, data pro-
tection, contact details and informed consent. After this introduction, the participant 
has to perform 14 exercises among a large and highly structured example document, 
covering all interactions provided by the user interface. Each exercise consists of a 
title, instructions (since the gestures for performing an interaction among the input 
modalities and the feedback given by the output modalities is abstract, it must be ex-
plained to the participants first) and a task the participant has to perform. Finally, the 
participants are debriefed. All instructions are spoken to the participants using speech 
synthesis.  

As a measure of the concepts: the number of success or failure attempts, time tak-
en, and the interactions performed to solve an exercise is recorded and transmitted 
back over the Internet. 

Initial results have shown that the proposed user interface provides a potential  
solution. 

6 Conclusions 

Nonvisual presentation, navigation and manipulation of structured documents on 
mobile and wearable devices is very important. Therefore a multi-modal user inter-
face has been developed as a result of inductive research with blind and visually im-
paired participants as a complete solution for reading, creating and editing structured 
documents in a non-visual way. Initial results of a structured observation of blind and 
visually impaired participants using software (App) for iOS and Android based on a 
flexible platform independent software architecture has demonstrated that the pro-
posed user interface provides a potential solution. 
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Abstract. People live longer than ever before and the population of elderly is 
increasing. Many elderly visit day care centres in order to avoid loneliness and 
continuously look for new methods of entertainment. A possible new mean of 
entertainment can be found in the use of tablet applications. However, due to 
the physical and/or cognitive impairments of these elderly, most tablet applica-
tions are not accessible. This research tries to design an elderly-friendly enter-
tainment application. Several design guidelines were determined via a literature 
review and a contextual inquiry for the design of three prototypes. These proto-
types successfully eliminated problems concerning button size, navigation, rea-
dability of the fonts and swiping. Furthermore, results indicated that the elderly 
had a strong preference for the design which had a low number of icons, a more 
direct way of giving information, no deep hierarchy, larger buttons with imme-
diate feedback when pressed, a clear notification that the screens had changed 
and the screens which used bright colours were more effective.  

Keywords: Human Computer Interaction, Design Principles, Cognitively and 
Physically Impaired Elderly, User Interface Design. 

1 Introduction 

People live longer than ever before and the population of elderly is increasing global-
ly [1]. According to the World Health Organization [2], the number of people aged 60 
has doubled since 1980. Furthermore, it is expected that on average 1 out of 10 people 
around the world will be older than 65 in 2025 [1]. This number will be even higher 
in Europe, where it is expected that 20% of its European residents will be over 65 in 
2025 [3]. More often these elderly are placed in nursing homes and spending their 
time in day care centres. These day care centres allow elderly to maintain social con-
tacts via social activities (e.g. reading the newspaper, watching television together and 
playing board games) in order to avoid loneliness. However, attempts made by  
day care centres are not always successful and elderly do look for new means of  
entertainment. 
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One recent trend among many day care centres is to use gaming consoles and tablet 
applications for reducing boredom. Gaming consoles are mainly used for thera-py 
purposes and installed stationary in a particular room. Meanwhile, tablet applica-tions 
have a much more borderless use in terms of space, time and utility. Further-more, 
tablet applications can provide new means of entertainment, because of their endless 
features and possibilities. Unfortunately, as people age, their cognitive and/or physical 
abilities start to degrade and could prevent them from properly using a tablet.  

The current research aimed to design an elderly-friendly entertainment-application, 
which takes into account the cognitive and physical impairments of the elderly. De-
sign guidelines were established via a literature review and a contextual inquiry in 
which physical/cognitive impaired elderly reviewed existing tablet applica-tions. The 
design guidelines were used to create three prototypes of the entertainment applica-
tion, dubbed ‘De Moderne Kijkbuis (The Modern Telly)’. This research also yields 
new design guidelines that can be incorporated in the future applications. 

2 Determining the Design Guidelines: Literature Review 

2.1 General Guidelines 

According to Phiriyapokanon [4] designers should consider the suitability of software 
characteristics for general users and extend it to cope with the limitations of specific 
users. His research mentions a set of guidelines that a user interface should have: 

1. Reduction of Complexity: Factions that are rarely used or not necessary should be 
removed regarding simplicity of application.  

2. Clear Structure of Task: The starting point of tasks and every step should be easily 
recognized and understood. 

3. Consistency of Information: Avoid contradictions and inconsistencies of  
4. information arrangement. 
5. Rapid and Distinct Feedback: Applications should continuously provide easily re-

cognizable feedback of success or failure with every action. 

In addition, Phiriyapokanon [4] also mentions to minimize errors, maintain a high 
recoverability and provide on screen help. 

2.2 Physical Impairments and Guidelines 

Sensory Impairments. Elderly experience physical impairments due to different 
types of age related diseases (e.g. the deterioration of sensory faculties). As a conse-
quence, this causes problems concerning the intake of information [5, 6]. Visual im-
pairments include blurred eyesight, loss of colour vision, and a distorted perception 
[6]. When designing software for elderly with a blurred eyesight or distorted percep-
tion, one can incorporate a screen magnifier, feedback, large button sized or enlarged 
spacing between buttons [7]. For elderly with a loss of colour vision, high colour 
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contrasts can be used in the background [8, 9]. Hearing impairments causes elderly to 
have troubles differentiating between sounds and the direction of the sound [6].  

A clear textual modality can be a solution for overcoming troubles of the deaf and 
hard-to-hear [7, 10]. 

Dexterity Impairments. Elderly experience difficulty in dexterity due to weaker 
muscle tissue and diseases [6]. Deterioration of the visuospatial skills causes impair-
ments in the skills of assessing the spatial relationships between objects [5]. As a 
result, elderly have difficulties with making accurate movements. Using bigger button 
sizes and spacing can overcome the difficulties in dexterity [12, 13]. Jin, Plocher and 
Kiff [13] recommend a minimum button size of 11.43mm for elderly. However, Irwin 
and Sesto [12] state that the ideal button size is between 20x20mm and 25x25mm for 
elderly users. Guerreiro et al. [14] concluded that medium (12mm) and large (17mm) 
target sizes produced less errors compared to small target sizes (7mm). In addition, 
the position of a target (corner, edge or middle of the screen) did not affect perfor-
mance’ [14]. Spacing between the buttons is required to be between 3.17mm and 
12.7mm in order to lower performance error rates for older users [13]. 

2.3 Cognitive Impairments and Guidelines 

Praxis. Elderly have a low praxis, or the ability to perform complex tasks in response 
to a command or request [5]. Research suggests that one must wait until the elder 
complies, to proceed towards the next step [15]. In addition, a way to decrease the 
strain on cognitive performance is to place tasks in a step-by-step order [16]. This 
should be taken with care though, because to many steps can engender the feeling of 
‘getting lost’ [17]. One has to be consistent in naming the steps, an example can be to 
begin a sentence with a verb (e.g. ‘press this button’).  

Orientation. Orientation impairment causes elderly to unlearn the ability to  
find one’s way in new surroundings [5]. Menus and usability interfaces need to  
be simpli-fied to minimize the amount of information which needs to be memorized, 
especially for elderly with limited computer expertise and confidence [11, 17]. Castil-
la et al. [18] mentions that an application should work independently from other  
applications. Furthermore, the screen should not contain any distracting elements (e.g. 
wallpaper, minimal amount of buttons, text etc.). Information needs to be divided into 
smaller, discrete chunks so elderly can absorb the information [15].  

Learning. Elderly process information in a much slower pace, which causes slow 
reaction times in motoric and mental skills [5]. Due to deterioration of the attention 
skills, mental flexibility and the categorizing of information, elderly are also bad in 
making decisions [5]. Therefore, information needs to be consistent [15]. In addition, 
elderly also need more time to create an after-image. Most important is preventing the 
elderly to experience stress, because stress has a negative outcome on the learning 
ability [15].  
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3 Determining the Design Guidelines: Contextual Inquiry 

A contextual inquiry (CI) was performed using existing tablet applications in order to 
gain practical insight in how the cognitive/physical impaired elderly performed on a 
tablet. Furthermore, findings from the contextual inquiry could further supplement the 
design guidelines discovered during the literature review.  

3.1 Method 

Participants. Fourteen participants, with a mean age of approximately 70 years and 
affected by different cognitive and/or physical disabilities (e.g. brain haemorrhages, 
rheumatoid arthritis, Parkinson’s disease and amnesia). The participants had experi-
ences with the Apple IPad 2.0 and were novice or casual users.  

Materials. The literature study indicated that elderly have lesser sensory faculties, 
low praxis, orientation impairments, lesser visuospatial skills, slower processing of 
incoming information and experience lesser learning skills when pressurized. Based 
on this information, four existing applications (two ‘simple’ and two ‘complex’)  
were selected for the contextual inquiry. The two simple games were a memory game 
and children’s game and contained big buttons and slow pacing. Afterwards, the  
partici-pants were interviewed based on the aspects of ISO 9126 (mainly from the 
accessibil-ity point of view).  

Procedure. The CI and interviews took place in a separate room, were the partici-
pants were not distracted. Participants were first asked about their demographical 
information. After this, they had to play two language-learning applications (one  
simple and one complex) on an Android-tablet (N=6) or an Apple-tablet (N=8).  

3.2 Results 

Reviews of many existing tablet applications, designed for two major platforms, show 
that most of the applications ignore the basic accessibility and usability guidelines and 
it is impossible for elderly to use these applications without external help. The contex-
tual inquiry confirmed the findings from the literature review and showed that partici-
pants experienced many difficulties in swiping (e.g. not enough feedback when they 
reached at the end of the page), pressing small buttons (e.g. too many accidental 
presses), navigating (e.g. unclear menu structure, labelling issues and ambiguous 
icons and metaphors), reading small fonts and keeping up with fast-paced changes 
(e.g. no control for change blindness) in the application.  

4 Prototyping: ‘De Moderne Kijkbuis’ 

In the next phase, we developed the ‘De Moderne Kijkbuis (The Modern Telly)’ ap-
plication, according to the design guidelines determined via the literature review and 
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contextual inquiry. This application would allow the elderly to watch television, 
search for television programs in the TV-guide, read the latest news and play games. 
The design guidelines were to provide the elderly with step by step information, no 
distracting elements, a clear structure of tasks, and a consistent design. This means 
that the information available to the user can be easily found through structure, layout, 
distinct feedback (e.g. a sound can be heard when a button is pressed) and a high con-
trast colour usage. Furthermore, the design needed to exclude swiping in order  
to create a press-only application with large button sizes (minimum of 12mm) and 
spacing (minimum of 3.17mm). We decided to design three different versions of  
‘De Moderne Kijkbuis’, differing in complexity, button sizes/forms, mapping and 
aesthet-ics, in order to determine the most optimal design (see Fig. 1). Design 2 in-
corporated a keyboard, based on the design of No Look [19]. Three low-fidelity pro-
totypes were created and tested with participants in the day care centre. Corrections 
were made if necessary, which eventually lead to the creation of the final applications. 

4.1 Method 

Participants. Twelve elderly (7 men), with a mean age of approximately 69 years 
(54-86 years) and affected with the previously mentioned cognitive and/or physical 
impairments, participated in the experiment. The participants had experiences with 
the iPad 2.0 and were novice or casual users. 

 

Fig. 1. Design 1 (left), Design 3 (middle) and Design 2 (right) 

Materials. The materials consisted out of three applications (shown in Fig. 1) and a 
questionnaire based on the aspects of ISO 9126. During experiment 1, it was noticed 
that many of the elderly lacked the ability to speak clearly. To improve communica-
tion between the participants and the researchers, an effort was made to combine three 
scales from pain management to a visual five point scale (i.e. Present Pain Intensity 
Subscale, Rand Coop Chart and the Verbal Scale). According to research, 83% of 
cognitive impaired patients could indicate the severity of the pain using one of these 
scales [20]. 
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Procedure. The CI and interviews took place in a separate room, were the partici-
pants were not distracted. Participants were first asked about their demographical 
information. After this, the participants had to interact with each design by perform-
ing pre-specified tasks (e.g. Read the news article ‘Problems banking ING’). The 
participants had to judge each design afterwards in the interview.  

4.2 Results 

Observations indicated that the type of errors, noticeable during the user research, 
decreased in all applications. Participants navigated easily through the different inter-
faces, although participants did confuse the ‘return to home’-button and the ‘go back’-
button quite often (see Fig. 2). This observation showed how a standard home or back 
button, used in almost all applications, is confusing for this user group. Further obser-
vations indicate that the font sizes were more readable and that participants seemed to 
be prone for pressing the button icons instead of the button as a whole. The button 
sizes/spacing was effective, since the participants stayed within the button area.  
However, they did not tap the tablet in the right manner (e.g. tap with nails, hold the 
button to long or accidently swipe during tapping), which prevented the button from 
becoming active. Once the participants were instructed in how to press the button 
properly, this error dropped. Participants were also very nervous and were trying to 
avoid failure by awaiting hints. 

 

Fig. 2. Working prototype design 3  

The elderly had a strong preference for design 3, which had a low number of icons, 
a more direct way of giving information, no deep hierarchy, larger buttons with 
imme-diate feedback when pressed, a clear notification that the screens had changed 
and which used bright colours in its design (see Fig. 2). Participants indicated that 
they liked this design, because they perceived the design as easy to learn. 
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5 General Discussion 

This research tried to design an entertainment application for elderly with physical 
and/or cognitive impairments. ‘De Moderne Kijkbuis’ had multiple advantages over 
existing applications (e.g. no swiping, a clear mapping, and eliminating fast pacing 
changes). However, the elderly still required help because of their insecurity of inter-
acting with a tablet. Furthermore, the other participants indicated that they liked the 
design 3, because this design was the easiest to learn. This might indicate that applica-
tions should be designed as simple as possible in order to avoid cognitive strains. 
Another important observation was that the elderly had major difficulties pressing two 
dimensional buttons. They did not receive good haptic feedback in order to determine 
when a button was properly pressed. One way of solving this problem is by giving 
haptic feedback. This technology is a layer over your standard touchscreen, which 
creates physical fluid filled buttons based on the visual screen below. This might help 
the elderly in determining if a button is properly pressed.  

Our interactions with day care centres showed that these centres are consistently in 
search of such applications and that there is much room for improvement. This is 
especially the case for translating existing applications to the needs of the elderly, 
based on specific design guidelines. In the future, it might be possible to develop a 
module for teaching elderly how to use a tablet. Furthermore, instead of taking a more 
specific approach in designing specialized applications for elderly with a specific 
disease, we will be focusing on a more atypical approach. This atypical approach 
consists of designing general entertainment applications for the elderly with many 
different diseases, in order to accommodate more diverse groups. As a result, social 
interactions in day care centres will be richer than before. 
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Abstract. The aim of this study was the analysis of existing sets of rehabilitation 
exercises for possible adapting them to mobile devices (tablets). We analyzed 
more than 300 different memory tasks presented on the pages of workbooks. 
Numerous tasks were classified to different categories because of the type of 
content and cognitive functions trained. For each type there was assigned a cer-
tain number of specific tasks. In each type the feasibility of adaptation for tablets 
(full, partial, impossible) and complexity of interaction (entering characters, in-
dication, drag&drop) were evaluated. That is a big help for many older people 
(most of the patients in the Rehabilitation Center), because they have problems 
entering text with the virtual keyboard displayed on the screen. 

Keywords: Mobile Devices, Memory Impairment, Rehabilitation. 

1 Introduction 

Upper-Silesian Rehabilitation Center ”Repty” located in Tarnowskie Góry (Poland) 
provides rehabilitation of neurological patients. During the psychological rehabilita-
tion of patients, a lot of exercises are used to stimulate language functions and other 
cognitive processes. Such exercises are usually carried out at the desk of the psychol-
ogist, using printed sheets of paper. However, there is a large part of patients whose 
disease has caused a paralysis of motor organs, which often makes them im-possible 
to move or write freehand. Therefore, exercises are often done in uncomfortable con-
ditions at the bedside. Exercises in the form of application for tablets, probably signif-
icantly facilitate the work of psychologists. The aim of this study was the analysis of 
existing sets of rehabilitation exercises for possible adapting them to mo-bile devices 
(tablets). As a part of the work, application of sets of tasks for memory exercises has 
been created. 
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2 State of the Art 

To improve cognitive functions, the exercises should be frequently repeated [1], 
which reduces the effort of the brain during collection and processing of information, 
and these operations are becoming faster and more automatic [2]. Repeating improves 
the performance of all cognitive functions, memory – as well [3]. It has been proven 
that each type of cognitive exercises can produce long-term memory improvement 
[4]. The basic cognitive exercises include [5]: language exercises (i.e. matching cards 
representing syllables in order to create a particular word), working memory exercises 
(i.e. memorizing shopping lists, phone numbers, etc.) and finding differences (i.e. 
comparing two illustrations). 

Now there are a lot of sets of cognitive exercises prepared by experts of cognitive 
functions. One of them was prepared in the HERMES project [6,7]. However, due to 
the weakening of the memory of older people and the content of certain language 
tasks, developers should base on examples prepared for patients of a particular natio-
nality, whose authors are professionals from the same country. For example, for 
Polish language, there are also numerous sets of memory exercises [8,9,10,11]. 

3 Analysis of Memory Exercises 

At the first stage of the work, the analysis of the contents of memory exercises used in 
the Rehabilitation Center were done. We analyzed more than 300 different memory 
tasks presented on the pages of workbooks.  Numerous tasks were classified to dif-
ferent categories because of the type of content and cognitive functions trained. A 
table containing a statement of the types of exercises was prepared. It consists of: 
drawing, calendar, for memorizing, language exercises, anagrams, crossword puzzles, 
exercises with texts of songs and proverbs, mathematical exercises, geographical 
exercises and associations. For each type there was assigned a certain number of spe-
cific tasks. In each type the feasibility of adaptation for tablets (full, partial, impossi-
ble) and complexity of interaction (entering characters, indication, drag&drop) were 
evaluated. A need to define additional resources (lists of words, images) was also 
specified.  

Initially, we expected that each category of tasks requires a different mechanism of 
implementation in the prepared application. However, certain types of jobs can be 
applied to the same types of interactions. It appears, that from a software developer’s 
point of view, some types of tasks are very similar to each other. It is very important 
for them because it allows to simplify the development and improves the efficiency of 
applications for tablets. In many cases, adaptation of tasks to the tablets is possible 
after the minor changes in the exercise mechanism i.e. writing any words should be 
replaced by a multiple-choice test. That is a big help for many older people (most of 
the patients in the Rehabilitation Center), because they have problems entering text 
with the virtual keyboard displayed on the screen. 
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4 Prototype Application 

The requirements for our application are separated into functional, which are related 
to the implemented activities, and non-functional - which describe the expected tech-
nical expectations. Functional requirements for the application can include: creating a 
user associated with a particular patient, running exercises, execution time measure-
ment, archiving workout results, summarizing of patients results. Non-functional can 
be as follow: proper contrast of shown images, simple and large sized graphics, sound 
confirmation of accepted and rejected operations performed by the user on the tablet 
surface, automatic voice reading the tasks content by synthesizer, adaptation of the 
application to the most popular tablets with 10" of diagonal. 

So far, the sense of using mobile devices such as tablets in the Rehabilitation Cen-
ter has not yet been confirmed. It would be unwise, to prepare an application for full 
functionality, allowing to practice exercises from each category. Now only a proto-
type application is used in the pilot studies. Screenshots (Fig.1 and Fig.2) demonstrate 
sample language and drawing exercises. The application language is Polish, because it 
was designed for the Polish-spoken patients. 

 

Fig. 1. Images show textual and drawing exercises that use indicating 

 

Fig. 2. Exercise using multi-selection 
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5 Conclusions and Future Work 

As a part of the work, there was developed the application of sets of memory exercis-
es on the tablet with Android operating system. Pilot studies are finished, but this 
application must be verified during testing of a large number of patients for whom 
rehabilitation of cognitive impairment is carried out. Ultimately, tests will be provided 
in the Upper-Silesian Rehabilitation Center. It is assumed that patients will be charac-
terized by varying degrees of cognitive impairment and manual disability. Prototype 
application will be improved by the introduction of larger number of difficulty levels 
and more varied tasks.  
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Abstract. We are developing a location-based information delivery sys-
tem to facilitate efficient and safe use of public transportation by people
who have visual or cognitive impairments. This system comprises Wi-Fi
beacons (access points) that are placed at bus stations and inside bus
vehicles. Users of this system receive information on their cell phone,
without the need for GPS or for Internet connectivity. The system al-
lows one to receive information about an upcoming bus at a bus stop and
to select a specific bus line. Once the desired bus arrives, the system au-
tomatically connects to the access point on the bus vehicle and remains
connected while the user is riding the bus. The user can specify a desired
bus stop, and the system informs the user (by a speech message) with
enough advance notice when the bus is approaching the stop.

1 Introduction

Public transportation is key to independence for those who, for various reasons,
cannot drive. At the same time, independent use of public transportation can be
challenging for large portions of these individuals. For example, individuals with
cognitive disabilities may have problems organizing and executing independent
trips [5],[9]. Individual with visual impairments are also at a disadvantage when
taking public transit [1],[3],[6]. A blind person cannot access printed information
at a bus stop; cannot read the number of a bus arriving at a bus station; and,
once on a bus, may miss the desired stop if the bus driver does not call all stops,
or if the ADA-mandated audible announcement cannot be heard, for example
due to loud background noise. These problems were highlighted by a survey
conducted jointly by the LightHouse for the Blind and the City of San Francisco
in 2007 with more than 50 blind passengers [6].

We are developing a novel approach for conveying real-time, customizable,
multi-modal travel-related information to any passenger, directly on his or her
own cell phone. Unlike previous research addressing a similar problem [1,2] [9],
our system does not require access to the Internet, and thus does not demand
subscription to a data plan. Information is pushed to one’s cell phone from Wi-
Fi beacons that are placed in the public transit vehicles or at bus stops. In
addition, users of this system do not rely on GPS data from their cell phone
(as, for example, in [8]). Note that GPS data can be inaccurate or unavailable in
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some situations (e.g. urban canyons), and continuous GPS usage quickly drains
a cell phone’s battery.

In our proposed system, Wi-Fi beacons are placed at bus stops as well as
within bus vehicles (see Fig. 1(a)). Upon arriving at a bus station, users of this
technology receive an acoustic signal from their cell phone, indicating that a
connection with the local beacon was established. At that point, the user can
interrogate the system to obtain information about that bus stop and about
incoming bus vehicles. As soon as the desired bus arrives, a new connection is
established with the in-bus beacon and maintained while the passenger is riding
the bus, and more information, this time related to the specific bus ride, is made
available. For example, the user is informed well in advance when the bus is
approaching the desired bus stop, in time to get ready to exit the bus. Previous
work [7] used Bluetooth beacons placed at bus stops to alert the user about the
arrival of a desired bus. Use of Bluetooth beacons was also considered in [4] to
provide information to a blind pedestrian about the status of a traffic light.

This contribution reports on current accomplishments of this project for what
concerns the technical development of the system. More specifically, we discuss
the implementation of the Wi-Fi beacons, the development of the client software
and of the user interface, and early experiments assessing the ability of the mobile
system to connect to the beacons. User studies with blind individuals are planned
for the near future.

• Buses stopping here
•  Bus routes/schedules
• Arrival information

• This is the 16 bus
• Arriving at High St.
• No. of stops till destination
• Alert before desired stop

16

Hig
h S

t.

Bus stop

Bus stop

(a) (b)

Fig. 1. (a) Conceptual system representation. Wi-Fi beacons are placed at a bus stop
and inside a bus, providing different types of information to a user carrying a client
software in a mobile device. (b) The location of the bus stops considered in our exper-
iments in the UCSC campus.
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2 System Description

The system consists of two main units: a client and server. The server is the
access point application that communicates with the client to transmit relevant
bus information. The server was designed to transmit specific information when
a client is within its transmission range and the user has requested information.
Users of this system interact with a client application, written in Java and imple-
mented in an Android mobile device (a Nexus 7 tablet). Both client and server
have been designed and implemented to be modular, responsive, and intuitive,
allowing the user to receive relevant information when desired in a convenient
modality.

2.1 Server

In our current system, Wi-Fi beacons are implemented in TP-LINK routers
re-programmed with OpenWrt, a Linux-based operating system that provides
a writable root file system with package management and other configurable
scripts and tools. Routers are configured as Access Points (APs), and a global
static primary IP address is hardcoded into each of the APs.

For our current prototype, two types of APs were reprogrammed and recon-
figured: a bus stop AP and an in-bus AP. These APs look and work exactly in
the same way, except for the type of information sent to the client. Bus stop
APs, which are placed at bus stops, send bus routes numbers and other infor-
mation such as the address or the name of the bus stop. In-bus APs, which are
placed inside a bus, send the bus identifier and information about the bus stops
encountered in the route. The information sent by the APs helps the client rec-
ognize the type of AP that is within range and perform adequate actions such
as prompting the user to select a bus or alerting the user that their selected bus
is within range and about to arrive. Note that an in-bus AP traveling on a bus
may come within range of other bus stop APs (located on one or both sides of
the street), or other moving in-bus APs (see Fig. 2(a)). The client must be able
to differentiate between these situations and perform appropriate actions. The
information exchanged must be short and compact to allow for fast lossless data
transmission even when several users may be using the client application at a
bus stop or inside a bus at the same time.

2.2 Client

The client is an Android application written in Java that incorporates the follow-
ing hardware and software technologies:Wi-Fi, touch and gesture detection, text-
to-speech (TTS) engine, socket and message communication protocols, database
management system (DBMS), and Android services. Upon arrival at a bus stop,
the user and the system must perform several actions that include: Start the
Android application; Scan and detect nearby access points; Provide guidance to
the user in order to select a bus stop and a bus to board; Provide information
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(a) (b)

Fig. 2. (a) Possible mobile and static access point configurations. The black circles, B,
C, and D, are access points that have been placed at a bus stop. The red and orange
double circles, A and H, are access points that have been placed in a bus. Moving from
left to right, a bus access point can be by itself, come near two bus stop access points,
come near another bus access point, or arrive at a location where only one bus stop
access point is present. (b) Sequence diagram of events to scan, connect, and send data
between the client and the server.

about the bus routes and arrival time; Detect all of the users touch screen in-
puts: gestures or single and double taps; Query the local database to retrieve bus
arrival information; Provide the user with auditory feedback; Listen for in-bus
access points; Connect, disconnect and switch between bus stop and in-bus ac-
cess points and vice versa; Stay connected to an access point; Listen for other bus
stop or in-bus access points. Some of these actions must occur asynchronously
and without interrupting other actions that are concurrently working or about
to start. In order to fulfill this requirement, the client unit was subdivided into
five main subcomponents: user activity, Wi-Fi manager service, schedule and
instructions service, gesture recognition engine, and text to speech engine. The
Wi-Fi manager service is the most complex component since it has to manage
several threads (actions) and must be running at all times in order to listen,
connect, and disconnect from access points that are within range.

These components must follow an order of execution determined by the user
activity. For example, connection and initial communication with an access point
must occur before transmission of data. Fig. 2(b) shows an example of a sequence
of phases leading to a connection. In this scenario, it took exactly 1 second to find
an access point, 1.5 seconds to fully connect to the access point, about 1/10 of a
second to transmit handshake data, and 0.5 seconds to scan for selected access
points. In general, the scan, connect, and data transfer phases take shorter times
than in this example, depending on multiple factors including the distance to
the access point and the presence of nearby obstacles.

3 User Interface

The client interface is designed to be effective at communicating proper instruc-
tions to blind users, guiding users to their desired task, and providing intuitive
usage modalities. It uses multi-touch interaction techniques, text-to-speech, and
tactile feedback. The user inputs data through single and double screen taps;
simple instructions and information are facilitated via speech; and verbal Yes or
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No words or non-speech sounds are used to provide feedback as the user single
or double taps the touch screen.

Interaction with the system occurs in two main situations: when the user
arrives at a bus stop and wants to be informed once a desired bus has arrived;
and when the user is in the bus and wants to be informed about when to exit the
bus. A typical information exchange in the first case would proceed as follows.
Upon arrival at a bus stop, the client automatically detects nearby APs and
iterates through each one of them, prompting the user to select one if multiple
bus stop AP have been found. Once selected, the AP at the bus stop transmits
relevant bus information such as the AP location and bus routes. The system
then prompts the user to select one of the bus lines that he or she wishes to
board. Once the bus line has been selected, the system listens and waits until
the selected bus comes within range, at which point the system disconnects from
the bus stop AP, connects to the bus AP, and alerts the user that the bus is
arriving. In the second case, when the user is in the bus, the system is already
connected to the bus AP. The system provides periodic updates such as arrival
time, next stop name, and confirmation of arrival. In addition, the system allows
the user to inquiry about the current route.

The set of instructions and confirmations that are used to guide the user
during interaction with the system have been implemented in a hash map struc-
ture to allow for fast and easy retrieval and expansion. The client application
sequentially iterates through these sets or dictionaries as a state machine, mov-
ing from a state to the next, and speaking the correct instruction, question, or
confirmation given the current state of the system. For example, when the user
opens the application, the system greets the user by speaking “Welcome” and
then it asks the user “Do you wish to connect to network X?” Depending on the
user response, the system provides a proper confirmation such as “Bus N has
been selected” or “The arrival time is . . . ”. At any given state of the system,
a phrase or word is grabbed from the dictionary, parsed to fill in any unknown
information such as the bus number or the network name, and then sent to the
TTS engine, which speaks it.

4 Experiments

To test the system and its various components under different conditions, we
conducted a total of 41 trials comprising the following scenarios: (1) Walking
from and to an access point in open and busy areas; (2) Remaining in the bus
for at least 20 minutes; (3) Multiple situations at a bus stop.

Scenario 1. An AP was placed in open and in busy areas, with the user carrying
the client system walking away and towards the access point. Open areas are
areas with no buildings or large objects present (e.g., an open field). Busy areas
are characterized by buildings and large objects surrounding the access point
(e.g. a street surrounded by houses and trees). In both cases, we investigated any
Wi-Fi connectivity issues that may occur due to the obstruction or disruption
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of the radio signal, and obtained estimate ranges for access point discovery and
connectivity.

Scenario 2. We placed the AP inside a bus, with the user remaining in the
same bus while connected with the AP for extended periods of time. These tests
were designed to ensure that the application remained connected to the access
point continuously in realistic situations.

Scenario 3. We tested the system in four different situations with a potential
user arriving at a bus stop (shown in Fig. 1(b)), and with a bus subsequently
arriving at the same stop. More precisely, we tested (a) connection to a bus stop
AP upon user arrival to the bus stop, (b) connection to a in-bus AP when no
bus stop AP was present, (c) switch from the bus stop AP to a in-bus AP upon
bus arrival, and (d) connection to a in-bus AP as the user entered the bus, then
remaining connected to the in-bus AP for the duration of the trip. In all of the
situations mentioned above, the system was tested for discovery and connection
time, connection switching performance, and transmission range were measured.

A single router, shown in Fig. 3(a), was placed at the bus stop, while another
router was placed in a shuttle bus that came to the bus stop every 20 minutes.
(The UCSC Dept. of Parking Transportation and the UCSC Police were notified
in advance of the experiments.) The “open area” tests were performed at the
UCSC West Field (a large open field without trees), while the tests in the “busy
area were performed at the Science Hill bus stop (Fig. 1(b)). Transmission range
measurements from and to the access point were recorded for both environments.

The application was installed in a Nexus 7 tablet and a record of the trials was
kept. A trial was declared successful if the client was able to connect to an access
point within a reasonable amount of time and if the client and server were able to
communicate with each other without a single data packet loss. In general, results
show that there were no discovery, connection time and transmission range issues
for 5 out of the 6 different conditions. Only in one condition (connection switch
when the bus approaches the bus stop) the system was not able to communicate
properly with the in-bus access point for the initial trials; proper revision of the
software led to successful connection trials in subsequent trials.

An example of connection sequence with timing information is reported in
Fig. 2(b) Typical transmission ranges are shown in Fig. 3(b). It was observed
that the effective range (i.e. the range in which the client is able to connect
to the server, send information, and remain connected) was of approximately
of 55 yards (165 feet). The actual range (i.e., the range in which the client is
able to detect the server but not to connect or transmit information) was of
approximately 70 yards (211 ft).
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(a) (b)

Fig. 3. (a) Access point prototype. The system consists of a pre-configured router and
a 12V battery. This system was placed in a bus stop and inside a bus. (b) Transmission
range of a pre-configured access point. The effective range is the range in which the
client is able to connect to the server, send information and remain connected; whereas
the actual range is the range in which the client is able to detect the server but neither
is able to connect nor transmit information. Any access point located at a distance
greater than 211 ft is considered out of range.

5 Conclusions

We have described the design and implementation of a system that will provide
personalized, just-in-time public transit information to a person who, due to
visual impairment or cognitive disability, may have difficulty using a bus. We are
now planning for experiments with visually impaired participants who will test
the system. Measurements will be taken concerning the quality of user interface
on the tablet, the ability to easily navigate the menus and input data, and the
ability to seamlessly switch connection to the in-bus AP once the bus arrives.
Based on the results with these tests, we will adjust the system parameters and
fine tune the user interface, in preparation for more thorough tests involving
multiple campus shuttles and bus stops at UCSC.
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Abstract. The main research about indoor navigation is about the use of Wi-Fi, 
Bluetooth or Ultra Wide band technology for locating one person in a building. 
These systems give an absolute position of the person; however, it is mandatory 
to put the hotspots of every technology in the building for calculating this posi-
tion. An Inertial Measurement Unit is usually placed on the foot because, it is 
easier to compute the distance. The aim of this work is to use inexpensive  
sensors which come in a Smart Phone, which are handheld, or belt mounted for 
guiding one visually impaired in two main tests: the subway station and the 
commercial center. We are not intending neither to put any hotspot or land-
marks on the place nor to use the IMU on the foot for ergonomic reasons. The 
results and performances are better in the subway stations than in the commer-
cial centers. 

Keywords: Visually Impaired, Mobility, IMU, Subway Stations, Commercial 
Centers. 

1 Introduction 

The research about indoor Navigation for the visually impaired, where there is no GPS 
signal, includes the use of Wi-Fi [1], Bluetooth [2], or Wideband [3] hotspots, which are 
placed in the building for the localization of the person. All of these devices give the 
absolute location of the person, who carries a receiver of each technology, in the build-
ing. Other systems use a hybrid system like RFID (Radio Frequency Identification) 
/IMU [4].The RFID lends to locate the person using the difference of time of arrival. 
The IMU (Inertial Measurement Unit) is usually placed on the foot of the person [5,6]. 
This case has been much more investigated because it lends to compute the horizontal 
acceleration integration every time the foot touches the ground (when the speed is equal 
to 0) for obtaining the distance. 

The aim of this work is to use inexpensive sensors which come in a Smartphone 
(for example Galaxy S3, S4 or similar that comes with a three axis compass, a three 
axis gyroscope, a three axis accelerometer and a barometer that works as an altimeter) 
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and to use computational solutions for guiding one visually impaired in two main 
tests: the subway station and the commercial center. We are not intending to put any 
hotspot or landmarks on the place. The guiding strategy used is the “recognition of 
each segment of the real trajectory” that will be discussed, later, in this article. 

2 Materials 

The Smart Phone used in these experiences is the Galaxy S3 because it comes with  
all the sensors required. For ergonomic reasons, we have chosen two main ways of 
using the device (see Fig. 1): on the hand pointing in the same direction of displace-
ment of the person and a belt mounted on the right or left of the hip. The developed 
application has been adapted to be used with “Talk Back” (accessibility service in the 
An-droid Smart Phones) which means to use the application created swiping the fin-
ger from right to left or vice versa for passing from one function to another and to 
click wherever on the screen two times rapidly for accessing to the function (it was 
also included one vibration). 

  

Fig. 1. Figure on the left side, user using Smart Phone in the hand. Figure on the right, user 
with the Smartphone on the right side of the hip. 

The strategy used for the indoor navigation is to recognize each segment of the real 
trajectory and to eliminate the error due to the distance estimation when the user passes 
from one segment to another segment. In order to recognize every segment, it is neces-
sary to know: 

• The total distance the person has walked in one segment. 
• If the person is in a “walking state” or “stop state”. 
• If the person has made ¼ of a turn right or left; or if the person has made a U turn. 
• If the person walks in one straight line. 
• If the person has passed from a floor to another. 

The main problem about the use of the device on the hand or belt mounted is that, we 
cannot have accurate signals coming from the horizontal acceleration due to the 
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damping of the joints when we walk. As a consequence, it is hard to find the initial 
values for starting the integration and we cannot compute the horizontal distance ac-
curately. On the other hand, it has been proposed to count the number of steps from 
the vertical acceleration (pedometer basis, see Fig. 2). To set the step length, the per-
son has to walk a premeasured distance and we divide it by the number of steps. This 
information is set on the application. The total distance is estimated multiplying  
the number of steps by this average step length. Additionally, in order to know, if the 
person is in a walking or stop state, it has also been used the vertical acceleration. 
When the person walks, the signal has big amplitudes compared to the case when he 
is at stop state (see Fig. 2). 

 

Fig. 2. Vertical acceleration of one person in a “walking state” and “stop state” 

In order to know if the person has made a ¼ turn right or left, or a U turn, we use 
the heading of the gyroscope (relative orientation). We do not use the heading of the 
compass because the magnetic field is more likely to be perturbed in the subways 
because of the electric lines (see Fig. 3). 

 

 

Fig. 3. Gyrometer to detect ¼  turn (+90° or -90°) or U-turn (180° or -180°) 

It is also important to know if the person has walked in one “straight line” because  
it is considered that the person has walked in that direction with no hesitation (see  
Fig. 4). That is possible because we can detect one step and save the horizontal head-



414 J. Zegarra Flores and R. Farcy 

 

ing. Having done 6 steps, we calculate the subtraction of every heading (G6, G5, G4, 
G3, G2) of the gyro meter with the first G1 information. If the subtraction in all cases 
is less than 30°, we consider the person has done one straight line (see Figure 4). 

 

Fig. 4. The figure on the top shows one example of the heading coming from the gyroscope 
when one person walks in one straight line. The figure on the bottom shows one non-straight 
line walking which can happen in case of hesitation. 

We cannot detect if the person is going upstairs or downstairs just with the infor-
mation of a three axis accelerometer placed on the belt or in the hand because of the 
movement of the body and of the damps of the joints. In addition, the shape of the 
acceleration signals changes from one person walking to another person for having 
just one pattern of recognition. In order to know if the person has passed from one 
floor to another, we propose to use a barometer as an altimeter. The main limitation is 
that we cannot detect if the person goes down or up three or four steps because the 
signal is still in the noise. We need to pass at least 1or 2 meters of height for detecting 
the difference (Δ 0.1 hPa = 1 meter of difference of height, see Fig. 5). 

 

Fig. 5. Pressure signal to detect a difference of altitude 
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3 Methods 

Two main tests have been conducted with two fully blinded people and one partially 
sighted person for testing the reliability and accuracy of the system. Firstly, the device 
is tested in three subway stations in Paris for going from one platform to other plat-
form with paths with more than 100 meters of distance and that requires the use of 
stairs. Secondly, the application has also been tested in one one-floor commercial 
center for going to three different shops with paths with more than 100 meters of dis-
tance. None of the places was equipped with Wi-Fi or Bluetooth hotspots; therefore, 
we have used a previous cartography of the place for having the real path of the route 
that we put in the device.  

The system gives the vocal information using the mobility language (one informa-
tion might be “at the end of the corridor, turn right and go up the stairs”). While ap-
proaching to the end of the corridor, 7 meters before (uncertainty zone), we give the 
information” get ready for turning right”. In order to indicate if the person has taken 
the right corridor, the device gives one “ok” confirmation just if the person walks in 
one straight line in the direction that matches with the direction of the real route. If the 
user has taken the wrong direction that does not match with the real route the system 
will say “wrong corridor taken”. The system will indicate as well the place to start the 
navigation in order to confirm if we are in the initial position of the path. 

In order to illustrate the navigation in these two places, with the corresponding 
vocal indications, two navigation examples will be shown (Fig. 6 and 7). 

 

Fig. 6. Navigation in the “Place d’Italie” subway. From platform A to platform B with the 
vocal directions received by the user. The red line shows the trajectory done by the user. The 
total distance is about 100 meters. 
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Fig. 7. Navigation in the commercial center from shop A to shop B. The vocal directions are 
also shown in the figure. The total distance is about 135 meters. 

4 Results 

The main difference found between the tests about the subway stations and the com-
mercial centers is that in the subway station we have most of the time long corridors 
that can help the guidance (less degrees of freedom) for the visually impaired. On the 
other hand, in the commercial centers, there are wider spaces that can complicate the 
guidance (more degrees of freedom) for the visually impaired. 

Twenty minutes of teaching the use of the system was necessary for getting famili-
ar with the device. The testers have appreciated the easy way to use the device based 
on swiping the finger on the screen and the double click. 

• In the subway stations: 
One problem was that two of the testers already knew one of the stations and they 
had their personal points of reference for going to the same platform, consequently, 
they did not follow the instructions of the device and they got lost and confused af-
ter some time. They redid the test by listening to the vocal indication and they ar-
rived to the final destination. 

Another problem happened in one of the stations where one right handed visually 
impaired put the device on the left side of the belt and the algorithm did not detect one 
of the turns. The problem was solved decreasing the threshold of detection of ¼ turn. 

6 out of 9 paths were done in the first try, the others three were done in the second 
try. The guidance information was really appreciated for the testers. 

The first tests about indoor navigation are very promising. The tests have also con-
firmed the way to guide one person by using the strategy proposed. 

It is also very important that the visually impaired have a good mobility level for 
using the system. 
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• In the commercial center: In contrast to the tests in the subway stations, in the first 
20 minutes, one of the testers did not arrive to the final destination. In this case, the 
person has to be trained to acquire one discipline of use which is neither spontane-
ous nor evident. For example, they have to avoid crossing places in diagonal, not to 
turn before the end of a segment etc. Once the person has acquired this discipline, 
he was able to arrive to the three destinations with no problem. 

The step length of one of the subjects with hesitation was 50% the step length when 
he walks with a normal pace. As a consequence, the total distance calculated by using 
our estimation was with an error of the 50%. The case of hesitation is a critical case 
which is still not solved just using the IMU. 

In order to anticipate one change of direction in the trajectory, the device gives one 
vocal indication 7 meters before arriving to the intersections. The vocal information 
is, for example « get ready for turning right ». This subject got confused because  
he thought that he had to do the turning the time he listened to the message and not at 
the end of the segment (intersection). We have improved the instruction, changing the 
message « Turning right + (name of the shop) at the end of the segment» which is 
clearer for the user in one commercial center where there are a lot of shops. In this 
way, the person has another point of reference knowing the name of the shops where 
he is and where he has to turn. 

5 Conclusions 

In this article, we have shown the possibility to guide the visually impaired people by 
using inexpensive sensors IMU and barometer, which come in one Smart Phone. It is 
possible to guide them in few hundred meters without using any special equipment 
placed in the indoor area. The guiding strategy proposed by the “recognition of each 
segment of the trajectory” seems to be accurate under the next conditions: the user has 
to be trained in order to understand the specific characteristics of the mobility lan-
guage and the navigation and the learning of the strategies of displacement in order to 
avoid the failure of the IMU. Our research will continue in order to improve the algo-
rithms to find solutions for the cases when the person hesitates a lot reducing dramati-
cally the length of their steps. 

References 

1. Evennou, F., Marx, F.: Advanced integration of WiFi and inertial navigation systems for 
indoor mobile positioning. Eurasip Journal on Applied Signal Processing, 164–164 (2006) 

2. Feldmann, S., Kyamakya, K., Zapater, A., Lue, Z.: An Indoor Bluetooth-Based Positioning 
System: Concept, Implementation and Experimental Evaluation. In: International  
Conference on Wireless Networks, pp. 109–113 (June 2003) 

3. Fontanna, R.: Advances in Ultra Wideband Indoor Geolocation System,  
http://www.cwins.wpi.edu/wlans01/proceedings/wlan53d.pdf  
(retrieved from) 



418 J. Zegarra Flores and R. Farcy 

 

4. House, S., Connell, S., Milligan, I., Austin, D., Hayes, T.L., Chiang, P.: Indoor localization 
using pedestrian dead reckoning updated with RFID-based fiducials. In: 2011 Annual  
International Conference of the IEEE Engineering in Medicine and Biology Society, 
EMBC, pp. 7598–7601. IEEE (2011) 

5. Feliz Alonso, R., Zalama Casanova, E., Gómez García-Bermejo, J.: Pedestrian tracking us-
ing inertial sensors (2009) 

6. Stirling, R., Fyfe, K., Lachapelle, G.: Evaluation of a new method of heading estimation for 
pedestrian dead reckoning using shoe mounted sensors. Journal of Navigation 58(1), 31–45 
(2005) 
 
 



 

K. Miesenberger et al. (Eds.): ICCHP 2014, Part I, LNCS 8547, pp. 419–426, 2014. 
© Springer International Publishing Switzerland 2014 

Communication System for Persons with Cerebral Palsy 

In Situ Observation of Social Interaction Following Assisted 
Information Request 

Yohan Guerrier1,2, Janick Naveteur1,2,3, Christophe Kolski1,2, and Franck Poirier4 

1 Univ Lille Nord de France, Lille, France 
2 UVHC, LAMIH, CNRS, UMR 8201, Valenciennes, France 

{yohan.guerrier,janick.naveteur, 
christophe.kolski}@univ-valenciennes.fr 

3 Neurosciences, Université Lille 1, Villeneuve d’Ascq, France 
4 Laboratoire UMR Lab-STICC Université de Bretagne Sud, Vannes, France 

Franck.Poirier@univ-ubs.fr  

Abstract. People with disabilities may encounter many communication difficul-
ties. Our main goal is to develop a communication system, called COMMOB, 
designed to assist people with cerebral palsy in different contexts: at home, at 
work and in public places. After a brief review of the different categories of as-
sistive communication systems, our user-centered design approach is presented. 
It was tested in a public place in the context of a help request by a cerebral palsy 
person in a wheelchair. The result concerns particularly the response rate. The 
assistive power of COMMOB was rated from the respondents’ and the user’s 
point of view. The main lesson to be learned is that the most difficult was to  
attract the attention of people and to engage the interaction. 

Keywords: Communication, mobility, cerebral palsy (CP), communication aid, 
COMMOB. 

1 Introduction 

People with disabilities are often marginalized, due to different processes of exclusion 
depending upon their physical, psychological, or cognitive functioning level. Re-
stricted access to transportation works to isolation. Progress has been made in terms 
of accessibility due to architectural and technological improvements, but many indi-
viduals did not take advantage of these environments especially because of communi-
cation limitations. Fear to be unable to get information and/or help from others if they 
had to deal with an unforeseen situation may lead to feelings of generalized helpless-
ness. The presence of an accompanying person (mostly usual family or professional 
careers) is thus often a sine qua non condition for travelling. However, this dependen-
cy can be seen by several disabled people as a limitation in both the development of 
an expected barrier-free living and their wish to have a meaningful role in the society. 
But requesting help from an unknown person is a challenge for many of them. 
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The first goal of the present research program is the development of a communica-
tion system designed to assist people with communication impairments not only at 
home or at work with their relatives or colleagues, but also on the go with unknown 
individuals. This communication system also allows the communication with soft-
ware applications (e.g., to write a document, to consult web sites, or to program), but 
the approach reported here does not exploit this potentiality. The specifications of this 
communication system, called COMMOB (COMmunication means for MOBility), 
have been published in [4,5]. The second goal is to test the efficacy of this system in 
real setting for both the disabled requester and the information/help providers. This 
paper focuses on this goal and it begins with a brief state of the art about different 
categories of communication systems for people with cerebral palsy. Different com-
munication needs of such people (considered here as users) are accordingly presented. 
Then, our current work on the COMMOB communication system is explained. The 
article concludes with a discussion and research perspectives. 

2 State of the Art 

People with athetoid cerebral palsy (CP), i.e., multifaceted impairment syndrome 
secondary to lesions or anomalies of the brain arising in the early stages of develop-
ment, often encounter difficulties to formulate understandable sentences due to dy-
sarthria. They also frequently present difficulties in making gestures that prevent the 
production of written language with either pen or keyboard. No two patients are af-
fected in the same way, including as for their intellectual abilities: despite mental 
retardation is frequent, many patients have a normal intelligence [6] allowing them to 
use rather sophisticated systems.  

Several main categories of communication aids, more or less usable by people with 
cerebral palsy, can be identified in the literature: virtual keyboards (see several exam-
ples in [2], [5], [7]), physical aids (such as Guide finger [1] or EdgeWrite [12]), 
speech recognition system [11], brain-computer interface [13] (Please note that opti-
cal motion tracking is not considered in this study, due to the uncontrolled movements 
of many people with cerebral palsy). The time required for text entry using virtual 
keyboards is important for people with cerebral palsy; more, such devices require a 
significant physical effort over a long period (see an example of a study in [3]). The 
physical aids have the drawback that they must be used since childhood to be very 
effective [3]. Speech recognition is not yet effective for people suffering from  
dysarthria [11]. Brain-Computer Interfaces are not usable for complex tasks. 

The state of the art of the different categories of communication systems for these 
people revealed that very few are designed for a mobile usage. 

3 User-Centered Evaluation of COMMOB 

A first prototype of the COMMOB communication system is available. COMMOB is 
part of the doctoral thesis of the first author. This system is based on pictograms that 
were chosen to allow quick text entry using virtual keyboards. The difficulty is not 
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only to make the software easy to use from the user interface point of view; the users 
have also to be efficient in their communication tasks; too much involuntary move-
ments would temporarily or permanently reduce their accuracy in their actions 
through the user interface. The communication system is used on a tablet computer, 
which is installed directly on the wheelchair. We chose a tablet computer to make a 
compromise between the size and the display surface. 

The Figure 1 shows page screens of the user interface, accessible through a joy-
stick installed on the other side of the wheelchair: from the window #1, each module 
is accessible; for instance, the window #2 contains a module helping a computer 
scientist user to program (different pictograms helping to insert Java code are availa-
ble); the window #3 shows a module supporting the generation of sentences from 
pictograms; the window #4 shows the virtual keyboard helping to generate words and 
sentences which are not represented by the available pictograms (e.g., names of  
cities). 

 

Fig. 1. Page-screens of the user interface of the COMMOB system 

By definition, the system must help the user to explicit a request or exchange in-
formation without ambiguity and with a sufficiently high production rate. The per-
formance at this level can be quantified with a series of objective parameters, such as 
the time needed to create a sentence and to express it to somebody, or the number of 
words produced per minute. 

In addition to its technical performance, the system is also expected to play a role 
in the social interaction between the requester and the information/help provider, who 
is latter called "the respondent". As shown by [2], CP adults often report lower well-
being that healthy controls and this seems to come from their life environment  
be-cause of inconvenient life in their community and few opportunities to go out. 
How-ever, many CP adults had self-esteem scores similar to those of the nondisabled 
groups [8]. The desire to be perceived as mentally competent to the greatest extent 
possible has also been reported [9]. Ordinary people in the street can be ignorant of 
the characteristics of the syndrome and its variability. The risk of failure in the infor-
mation or help request is thus high, especially since uncertainty for the respondent as 
regards the requester can be a barrier to the social interaction. To see the technical 
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Figure 4 showed the notes given by the respondents for the 3 items bearing on the 
quality of their own experience with COMMOB for reading the sentences on the tab-
let screen (median note: 10/10; 3 respondents were excluded since they did not look at 
the screen), for hearing the sentences produced by the speech synthesis (median note: 
9/10), and for the communication rate allowed by COMMOB (median note: 6/10). 
Overall, these three notes significantly differed between themselves (F(19,2)=6.14, 
p<.05); the communication rate note was significantly smaller than both the reading 
note (W(19)=16, p=.02) and the hearing note (W(22)=17.5, p<.01), which did not 
significantly differed and were not significantly correlated between each other 
(ρ=0.35, ns). However, both the reading and the hearing notes were significantly re-
lated to the note provided for the communication rate (respectively, ρ=0.49, p<.05, 
and ρ=0.56, p<.01). The correlational approach did not significantly relate each of 
these three notes to the respondents’ opinion about the help provided by COMMOB 
and about how it incites people to help the requester. However, the mean note for 
these three items significantly predicted the estimates of the helping power of 
COMMOB (ρ= 0.43, p<.05, Fig. 5; for its incitative power: ρ=.297, ns).  

 

Fig. 4. Respondents’ assessment of the quality of their experience with COMMOB (notes rang-
ing between 0 and 10) for reading the sentences on the tablet screen (left side), for hearing the 
sentences produced by the speech synthesis (center), and for the communication rate (right) 

 

Fig. 5. Rating of amount of help the respondents though that COMMOB provides to the re-
quester (note between 0 "not at all" and 10 "extremely") as a function of the mean evaluation of 
their own experience with COMMOB [(reading + hearing + communication rate)/3] 
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COMMOB from the Requester’s Point of View. Difficulty in the access to the 
pictogram was reported only once by the requester ("quite a bit", due to reflection on 
the tablet screen). The ratings for the communication rate ("quite a bit" or "extremely" 
satisfactory in 81% of the cases) and for the speed of the joystick manipulation ("quite 
a bit" or "extremely" satisfactory in 95% of the cases) were not significantly corre-
lated (ρ=0.36, ns), the lowest communication ratings given by the requester being 
mostly related to understanding difficulties he attributed to the respondent. Interes-
tingly, these two ratings by the requester were far to correlate with the communica-
tion-rate note provided by the respondents (respectively, ρ=.03 and ρ=.06, ns). 

As for the socio-behavioral components of the effective interactions, their initiation 
and the interactions themselves were rated by the requester as easy or very easy in 
respectively 95% and 86% of the cases, with a significant link between these two 
variables transformed into a 5-point scale (ρ=.69, p<.01). The correlational approach 
also revealed that the satisfaction of the requester with the interaction itself was sig-
nificantly related to his satisfaction with the manipulation of the joystick (ρ=.43, 
p<.05), but not with the other factors including the communication rate (ρ=0.34, ns) 
as well as fatigue or pain (respectively, ρ= -.17 and ρ=-.32, ns). Pain was experienced 
during 7 interactions ("a little bit" for 6 interactions and "moderately" for another 
one), and fatigue occurred during 15 interactions ("a little bit" for 12 interactions and 
"quite a bit" for 3 interactions). Overall, pain and fatigue were significantly related 
(ρ=.48, p<.05), and the amount of fatigue was also negatively related to the satisfac-
tion with the joystick manipulation (ρ=-.53, p<.05).  

6 Conclusions 

The study confirmed the usefulness of COMMOB for helping a cerebral palsy person 
with strong communication limitations to request information to unknown individu-
als. Some technical improvements are suggested, especially to the screen location that 
limited the requester’s gazing toward the respondent, which is an important compo-
nent of the social interactions. The engaged interactions were mostly a rewarding 
experience for the requester towards an expected barrier-free living. However, the 
more crucial point was the difficulty to engage the interactions. The short-term pers-
pectives focus on the strategies aiming at increasing the response rate with the help of 
COMMOB. 

Other perspectives are linked to (a) the development of the COMMOB system, 
about new functions which can be envisaged, especially for improving the communi-
cation flow, and to (b) different types of complementary evaluations in laboratory or 
in mobility contexts.  
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Abstract. This paper describes recent progress on Crosswatch, a smartphone-
based computer vision system developed by the authors for providing guidance 
to blind and visually impaired pedestrians at traffic intersections. One of 
Crosswatch’s key capabilities is determining the user’s location (with precision 
much better than what is obtainable by GPS) and orientation relative to the 
crosswalk markings in the intersection that he/she is currently standing at; this 
capability will be used to help him/her find important features in the intersec-
tion, such as walk lights, pushbuttons and crosswalks, and achieve proper 
alignment to these features. We report on two new contributions to Crosswatch: 
(a) experiments with a modified user interface, tested by blind volunteer partic-
ipants, that makes it easier to acquire intersection images than with previous 
versions of Crosswatch; and (b) a demonstration of the system’s ability to local-
ize the user with precision better than what is obtainable by GPS, as well as an 
example of its ability to estimate the user’s orientation. 

Keywords: Visual Impairment, Blindness, Assistive Technology, Smartphone, 
Traffic Intersection. 

1 Introduction and Related Work 

Crossing an urban traffic intersection is one of the most dangerous activities of a blind 
or visually impaired person's travel. Several types of technologies have been devel-
oped to assist blind and visually impaired individuals in crossing traffic intersections. 
Most prevalent among them are Accessible Pedestrian Signals, which generate sounds 
signaling the duration of the walk interval to blind and visually impaired pedestrians 
[3]. However, the adoption of Accessible Pedestrian Signals is very sparse, and they 
are completely absent at the vast majority of intersections. More recently, Bluetooth 
beacons have been proposed [4] to provide real-time information at intersections that 
is accessible to any user with a standard mobile phone, but this solution requires spe-
cial infrastructure to be installed at each intersection. 

Computer vision is another technology that has been applied to interpret existing 
visual cues in intersections, including crosswalk patterns [6] and walk signal lights 
[2],[9]. Compared with other technologies, it has the advantage of not requiring any 
additional infrastructure to be installed at each intersection. While its application to 
the analysis of street intersections is not yet mature enough for deployment to actual 
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users, experiments with blind participants have been reported in work on Crosswatch 
[7] and a similar computer vision-based project [1], demonstrating the feasibility of 
the approach. 

2 Overall Approach 

Crosswatch uses a combination of information obtained from images acquired by the 
smartphone camera and from onboard sensors and offline data to determine the user’s 
current location and orientation relative to the traffic intersection he/she is standing at. 
The goal is to ascertain a range of information about the intersection, including 
“what” (e.g., what type of intersection?), “where” (the user’s precise location and 
orientation relative to the intersection) and “when” information (i.e., the real-time 
status of walk and other signal lights). 

We briefly describe how the image, sensor and offline data are combined to  
determine this information. The GPS sensor determines which traffic intersection the 
user is standing at; note that GPS resolution, which is roughly 10 meters in urban 
settings [5], is sufficient to determine the current intersection but not necessarily 
which corner the user is standing at, let alone his/her precise location relative to 
crosswalks in the intersection. Given knowledge from GPS of which intersection  
the user is standing at, a GIS (geographic information system, stored either on the 
smartphone or offline in the cloud) is used to look up detailed information about  
the intersection, including the type (e.g., four-way, three-way) and a detailed map of 
the intersection, including features such as crosswalks, median strips, walk lights or 
other signals, push buttons, etc.   

The IMU (inertial measurement unit, which encompasses an accelerometer, mag-
netometer and gyroscope) sensor estimates the direction the smartphone is oriented in 
space relative to gravity and magnetic north. Finally, information from panoramic 
images acquired by the user of the intersection, combined with IMU and GIS data, 
allows Crosswatch to estimate the user’s precise location and orientation relative to 
the intersection, and specifically relative to any features of interest (such as a cross-
walk, walk light or push button); given the pose, the system can direct the user to aim 
the camera towards the walk light, whose status can be monitored in real time and 
read aloud. 

In [7] we reported a procedure that allows Crosswatch to capture images in all di-
rections from the user’s current location: the user stands in place and turns slowly in a 
clockwise direction (i.e., panning left to right) while the Crosswatch app periodically 
acquires images (every 20° of bearing relative to north), making a complete circle. 
The system activates the smartphone vibrator any time the camera orientation is suffi-
ciently far from horizontal, to help the user acquire images that contain as much of the 
visible crosswalks as possible (and prevent inadvertently pointing too far up or down). 
The system stitches the images thus acquired into a full 360° panorama (see Fig.1a), 
which was analyzed in [8] to determine the user’s (x,y) location (Fig. 1b,c). 
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Fig. 1. Crosswatch user localization. (a) 360° panorama. (b) Aerial reconstruction of intersec-
tion based on (a) shows crosswalk stripes as they would appear from above. (c) Intersection 
template (i.e., map of crosswalk stripes). Matching features from (b) to (c) yields (x,y) localiza-
tion estimate (shown in red, near ground truth in green). (d) Localization error of our algorithm 
(black) and of GPS (gray), shown as histograms with x-axis in meters and the number of counts 
on the y-axis, demonstrating superior performance of our algorithm. 

However, capturing the full 360° panorama forces the user to turn on his/her feet in 
a complete circle, which is both awkward and disorienting. In this paper we describe 
our initial experiments with an approach that requires only a 180° (half-circle) pano-
rama, which spans enough visual angle to encompass multiple crosswalk features in 
the intersection; this approach has the benefit that it can be executed by the user by 
moving arms, shoulders and/or hips without having to move his/her feet. The assump-
tion underlying this approach is that the user can orient him/herself accurately enough 
using standard Orientation & Mobility skills, so that the 180° panorama encompasses 
enough of the intersection features. 

We tested this new user interface in informal experiments with two blind users. 
The user interface was modified in two additional ways relative to the earlier (360°) 
version of Crosswatch: (a) in order to signal the beginning and end of the 180° sweep, 



430 G. Fusco et al. 

 

the system not only issues loud audio beeps but also augments them with special  
vibration patterns (three short vibration bursts in rapid succession), since past experi-
ments revealed that street noises sometimes obscured the audio tones; and (b) in order 
to capture more of the crosswalk stripes in the images, the camera is designed to be 
held with a slightly negative pitch, i.e., pointing slightly down such that the horizon 
line appears horizontal but somewhat above the middle of the image (see Fig. 2a); 
when this pitch requirement is violated, or the camera is held too far from horizontal, 
the smartphone vibration is turned on to warn the user. 

We trained the first user to use the system indoors, before going outdoors to a sin-
gle intersection, where we acquired a panorama to check that the system was working 
correctly. The second user was also trained indoors, and was then led outside to a total 
of 18 locations at a total of five distinct traffic intersections. The main challenge for 
this user was to orient himself sufficiently accurately so that the 180° sweep encom-
passed all the nearby crosswalk stripes; he tended to begin his sweeps farther to the 
right than was optimal for the system, even with repeated hints given by the experi-
menters who accompanied him outdoors. 

In these informal experiments with the second user we recorded which corner  
he was standing at for all sweeps. The localization algorithm estimated the correct 
corner in 16 out of the 18 cases. While these experiments were informal, we note the 
following observations: (a) users were able to acquire panoramas without having to 
move their feet during image acquisition, by using a combination of hip, shoulder and 
arm movements; (b) better training is required to help users orient themselves accu-
rately enough to encompass all important intersection features in the 180° sweep. In 
the future we will experiment with improving the training procedure, as well as ex-
panding the sweep range (e.g., to 225°) in a way that still permits the user to acquire 
the entire sweep without moving his/her feet. 

3 Evaluating Localization Estimates 

In a separate experiment, we evaluated the accuracy of the Crosswatch localization 
estimates relative to ground truth estimates. In this experiment, one of the authors 
(who is sighted) photographed a total of 19 panorama sweeps (seventeen 180° sweeps 
and two 360° sweeps), each in a distinct location. The locations were distributed 
among three intersections, two of which were four-way intersections and one of 
which was a T-junction intersection. Another experimenter estimated the photograph-
er's “ground truth” location for each panorama, making reference to curbs, crosswalk 
stripes and other features visible in satellite imagery; such ground truth is not perfect, 
but we estimate that it is accurate to about 1-2 meters. Using this ground truth, we 
evaluated the localization error of our algorithm and compared it with the localization 
error of GPS alone (Fig.1d). The histograms show that our algorithm is more accurate 
than GPS. The typical localization error of our algorithm is roughly 1 meter or less, 
except when gross errors occur (i.e., failure to detect one or more crosswalk stripes, or 
mistaking a non-crosswalk feature in the image as a crosswalk stripe). In ongoing 
work we are creating more accurate ground truth and decreasing the rate of crosswalk 
stripe detection errors. 
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4 Demonstration: Where is the Walk Light? 

The intersection template in the GIS includes the 3D locations of features such as 
crosswalks and walk lights. Once the user’s (x,y) location is determined, the system 
has enough information to help the user find a specific feature of interest, such as the 
walk light. We choose the walk light as a sample target of interest because a blind 
user will need to be given guidance to aim the camera towards it, so that its status can 
be monitored and reported (e.g., using synthesized speech) in real time. Fig. 2 shows 
an example of how Crosswatch can predict the location of the walk light even before 
detecting it: in Fig. 2a, a photo acquired by the second blind user in our experiment 
(during a panorama sweep) is marked with a red rectangle indicating the system’s 
prediction (calculated offline in this experiment) of the approximate walk light loca-
tion; the green box shows the precise location of the walk light inside (see Fig. 2b for 
zoomed-in portion of image), as detected by a simple walk light detection algorithm 
(similar to that used in [9]). 

This ability to predict the location of a feature in an intersection before detecting it 
in an image is important for two reasons. First, using high-speed orientation feedback 
from the IMU, the prediction provides a way for the system to rapidly guide the user 
to aim the camera towards the feature, without relying on computer vision, which 
could greatly slow down the feedback loop. Second, the prediction may be used either 
to simplify the computer vision detection/recognition process (by ruling out regions of 
images that are far from the prediction), and is available if computer vision is unable 
to perform reliable detection/recognition (for instance, for features such median strips, 
which are extremely difficult to detect based on computer vision alone). 

 

Fig. 2. Example of Crosswatch’s prediction of the approximate walk light location (see text for 
explanation) 

5 Conclusion 

We have demonstrated new modifications to the Crosswatch user interface for acquiring 
panoramic imagery intended to make the procedure simpler and less disorienting for the 
user. A basic performance analysis of the Crosswatch localization algorithm that this user 
interface facilitates shows that the algorithm performs much better than GPS. 
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We are planning more rigorous experimental tests with more blind users, which 
will suggest further improvements to the system and to the user training process. 
Meanwhile, we are improving the localization algorithm and creating more accurate 
ground truth data to better evaluate its performance. Future work on Crosswatch will 
include integrating past work on another common crosswalk pattern (the zebra) and 
walk light detection into a single app, which may be accomplished by offloading 
some of the computations required by our algorithms to a remote server. Finally, we 
plan to investigate ways of creating an extensive GIS of intersections throughout San 
Francisco (and eventually other cities worldwide) through a combination of municipal 
data sources and crowdsourcing techniques, and to make the GIS data freely available 
(e.g., via OpenStreetMap). 
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Abstract. Aiming for older adult’s comfortable and independent outing, we are 
researching and developing the body water management system according to 
their outing schedule, their surrounding environment, and their activities like 
eating and drinking. In this paper, we describe our proposed system, the physio-
logical formula for non-invasive estimation of the body water balance and the 
method of calculating the suggestion timing. 

Keywords: Elderly People, Dehydration, Context Driven, Body Water Balance. 

1 Introduction 

For older adult, going out is one of the most important activities to keep their cogni-
tive and physical abilities and gives them good stimulation and pleasure in daily-life 
[1]. However, many older adults have a problem managing the body water balance. 
Older adults tend to be the symptom of dehydration by the reduction of cell water 
retention capacity and dry mouth feeling [2]. Many older adults die from heat stroke 
in the summer. Additionally, going out is likely to become their pain for some older 
adults with aging, especially due to a matter of toilet. Consequently, they often tend 
not to drink water enough, while their outing due to the anxiety to go to a toilet. It is 
likely to be the cause of getting dehydrated, especially in summer. Aiming for older 
adult’s comfortable and independent outing, we are researching and developing the 
body water management system according to their outing schedule, their surrounding 
environment, and their activities like eating and drinking. In this paper, we describe 
our proposed system, the physiological formula for non-invasive estimation of the 
body water balance and the method of calculating the suggestion timing. 

2 The System Overview 

We developed the body water management application that runs on the Android ter-
minal. Fig 1 shows the system overview. The system calculates the suggestion timing 
of drink and toilet using the formula weight and gender, from exposure temperature of 
the user and notifies a voice for the user. 
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4 Experimental Method 

We conducted the experiment to investigate the effectiveness of the proposed sys-
tem. The subjects of this experiment are five male and five female healthy (does not 
have any urination disease) older adults. Table 1 shows the subject’s details. The one 
of male subject was excluded from the result because he had the severe pollakiuria 
which wasn't noticed. The subjects drink water and go to the toilet according to  
the suggestion timing that the system calculated or when they want. The number of 
drinking water and going to a toilet and the amount of the urine per elimination are 
recorded for the analysis. The amount of excretion of the subject is obtained from the 
changes of the body weight before and after elimination. The timing of suggestion is 
rearranged dynamically at every time when the subjects push buttons during the expe-
riment. At the end of the experiment, the subjects are asked to answer the question-
naire in order to subjectively measure the effectiveness and the appropriateness of the 
suggestion timing. The temperature of the laboratory is kept on 22 degrees Celsius. 

Table 1. Subject’s details 

 Number 
(average) 

Age 
(average) 

Body Weight 
(average) 

Urinary Frequency 
Trend (5 steps) 

Male 4 63-71 (66.8) 64.0-79.8 (70.23) 2-4(3.5) 
Female 5 63-79 (71.8) 43.9-63.7 (55.59) 1-4(2.6) 
 9 63-79 (69.5) 43.9-79.8 (62.09) 1-4(3.0) 

5 Experimental Results 

All subjects didn’t receive drink suggestion among the experimental period. They 
ingested amounts of water sufficient on its own. Fig.2 shows the experimental result  
 

 

Fig. 2. Experimental result of the amount of urine 
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of the amount of urine. The result of female subject shows scores under 150ml. Our 
previous research [4] sets that the amount of water makes older adults want to urinate. 
However, the average of male subject result shows 275ml. 

6 Conclusion 

We are analyzing experimental result minutely. We will improve our system based on 
this result of this experiment and ought to consider about the people who are not 
aware of the disease. 
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Abstract. The number of persons with hearing and vision loss is on
the rise as lifespans increase. Vision plays an important role in commu-
nication, especially in the presence of background noise or for persons
with hearing loss. However, persons with vision loss cannot make use of
this extra modality to overcome their hearing deficits. We propose auto-
matically utilizing some visual information in hearing aids through the
addition of a small wearable camera. Our initial results show potentially
significant benefits to incorporating low level robust visual cues when
the background noise is high. This technique can potentially benefit all
persons with hearing loss, with substantial improvements possible for the
speech perception performance of persons with dual sensory loss.

1 Introduction

In daily conversations, visual information significantly improves comprehension
of speech [8], as well as providing the location and identity of the speaker. Seeing
the speaker’s face can account for up to 10 decibels improvement in speech
perception in the presence of speech-babble noise [5]. Persons with hearing loss
can use techniques such as speech-reading to significantly improve their speech
perception. However, as the population in most developed countries is aging at
a significant rate, the incidence of vision loss as well as hearing loss is also on
the rise. Persons with such dual sensory loss cannot utilize the complementary
information present in the facial cues, making communication more difficult.

The proportion of the population with vision and/or hearing loss directly cor-
relates with age. Age related vision loss also manifests as loss in contrast/color
sensitivity and temporal resolution, which cannot easily be corrected by lenses
[4]. Age related hearing loss can also lead to decreased spectral and temporal res-
olution [4], making it harder to isolate the sound from a speaker in the presence
of non-uniform noise, such as that due to other speakers in the environment, a
problem known as the cocktail party effect. Such dual sensory loss affects more
than 1 in 5 persons aged 70 years and over [6]. In this paper, we present our
investigations into the benefits of utilizing the visual information in an intuitive
and reliable way to enhance digital signal processing algorithms such as those
used in current hearing aids. This research may lead to substantial benefits for
persons with hearing loss, especially those with additional vision loss.
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Fig. 1. Overview of the proposed system

Due to technological limitations, conventional hearing aids are unable to pro-
vide satisfactory performance in noisy and crowded environments [3]. Directional
microphones can offer a 3-5dB improvement over omni-directional microphones
when there is a known nearby speaker, such as at a restaurant [1]. Some micro-
phones can even use a technique called beamforming to overcome the limitations
of the static beam patterns of most hearing aids. However, there are often other
sources of noise in the vicinity of the speaker that limit their effectiveness [2].

Most of these limitations may be alleviated, allowing significant performance
improvements, by incorporating visual information in the audio processing stage.
We propose integrating a wearable camera to obtain such visual information.
This proposed system can improve the efficiency of speech processing algo-
rithms, as well as provide information to the user regarding the identity of the
speaker. There is similar, promising research into speech recognition algorithms
that model head movements and lip articulations. However, these results are
mostly limited to very well controlled conditions where the facial image is high
resolution and well-lit. Such conditions are uncommon in the real world; as a
result, we focus on using more robust cues, e.g., detection of mouth movements
and the speaker in crowded environments using low-resolution videos.

2 Approach

Almost all speech enhancement techniques rely on being able to detect voice
activity reliably; this allows these techniques to sample the background noise
efficiently and frequently in order to enhance speech, as the statistics of noise are
highly dynamic. In noisy environments, conventional algorithms can easily make
mistakes since they only rely on the noisy audio cues to make their decisions. In
these cases, using video of the speaker as well, voice activity may be detected
more robustly; we illustrate this in Figure 1. In addition, since only certain
acoustic components (e.g., signal power in different bands) will be related to a
given speaker, it may be possible to learn these bands and inform the spectral
speech enhancement algorithms to focus on eliminating sounds that are clearly
unrelated to the speaker. We note that this proposed video information can
supplement existing speech enhancement techniques, and we can build on the
existing wealth of research on hearing aids and similar technologies developed
for persons with hearing loss. Location and speech activity of a speaker can be
obtained more reliably from the visual information which is often less noisy than
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audio in real-world scenarios. We have performed some initial experiments to
show the feasibility of this approach. We extracted audio and video features at 30
frames per second. The audio features include Mel-frequency cepstral coefficients,
long-term spectral divergence (LTSD), and energy of the audio spectrum in the
frame. Video features include variance and mean intensity, as well as spatio-
temporal derivatives of the mouth region of the visible speaker. These are low-
level cues that may be reliably extracted from lower-resolution video as opposed
to the high-definition videos used in audio-visual speechreading research.

We determined the contributions of the various features by maximizing the
mutual information of the linear combination of audio and video features, i.e.,

α∗,β∗ = argmaxα,βI(α · fa;β · fv) (1)

The results indicate a higher emphasis on video components such as the tem-
poral statistics of the mouth area as captured by temporal gradients, and audio
components such as LTSD and total audio signal energy in a window. We de-
veloped a simple audio-visual VAD using a linear combination of these features,

v = α∗ · fa + β∗ · fv. (2)

By comparing this value to a threshold τ , it is possible to determine whether
voice activity is present. If v > τ , voice activity is assumed to be present, and
the speech enhancement algorithm attempts to clean the noisy speech signal.
Otherwise, we assume that we are in a silence period, where the background
noise estimate is updated by sampling the noise spectrum in this period.

3 Experimental Results

To establish the contribution of the visual information, a video-only VAD (where
the audio components were nulled by setting α = 0) was compared with a
conventional audio-only VAD based on the long-term spectral divergence [9].
The VAD outputs were used to enhance speech using a Wiener filter, [7], on a
video with one speaker, where the audio signal was corrupted by various levels
of additive white Gaussian noise and speech-babble noise. Segmental signal- to-
noise ratio (SSNR) values were estimated to compare the performances as SSNR
has been shown to correspond better with speech intelligibility than SNR.

Figure 2 illustrates this point. In this example, increasing levels of background
noise were addded a quarter and a half-way through a video. While both ap-
proaches show similar performance for lower noise conditions, the performance
of the audio-only method suffers more in high-noise situations, due to the inac-
curacy of the voice activity detector at such high noise levels. In this case, the
output SSNR using the video-VAD was on average 8dB better, showing that
video can provide complementary information when audio is very noisy.
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Fig. 2. Speech enhancement performance using video vs audio-based VAD’s

4 Conclusion

We are exploring the potential of incorporating video in speech-enhancement
technologies. Our preliminary results are promising, and we plan to validate the
output using subjective evaluations by persons with dual sensory loss. A system
that includes video brings some challenges in usability, but the rising popularity
and acceptance of wearable technologies, as well as the potentially significant
improvements in speech perception performance may make this an attractive
solution for the needs of a growing population with hearing and/or vision loss.
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Abstract. Autonomous navigation is a critical factor for visually impaired 
people. Outdoors, positioning based on ubiquitous signals is available, contrary 
indoors no ubiquitous navigation solution does exist. Because of the implemen-
tation of screen-reader software into mobile devices, visually impaired people 
start using smartphones. This paper focuses on the abilities of an indoor  
positioning purely based on sensors already present in smartphones nowadays. 
Therefore, algorithms specifically designed for low-cost sensors are developed. 
The outcome of these algorithms, which process the accelerometer, gyroscope, 
magnetometer and barometer data and a WiFi fingerprinting, is integrated  
within a mathematical filter to get a final position and heading information. 

Keywords: Indoor Positioning, Visually Impaired People, Smartphones. 

1 Introduction 

Autonomous navigation is a critical factor for visually impaired people to master 
common tasks in civil life. An autonomous positioning system, that can support 
people with visually impairments to navigate without assistance, is a huge benefit for 
the society. Outdoors, positioning based on ubiquitous signals like GNSS is possible 
with cheap equipment and with accuracies up to some decimeters if processing tech-
niques like precise point positioning can be used. Contrary, indoors no ubiquitous 
navigation solution, especially with affordable equipment, does exist nowadays. 

The market introduction of smartphones with their touchscreens was a step back in 
the mobile phone development for the use of visually impaired people, so they may 
not profit from mass market developments like the huge advances within processing 
and sensing chips for smartphones in the last couple of years. The implementation of 
Apple’s screen-reader software VoiceOver into the iOS operating system changed this 
tremendously. Visually impaired people start using smartphones like everyone else 
and additionally may benefit from the sensors within smartphones for positioning. If a 
smartphone could be used as a ubiquitous outdoor and indoor navigation device, it 
could support all groups of the society since the device would be already available by 
almost all people in some years. This paper focuses on the abilities and opportunities 
of implementing an indoor positioning purely based on smartphone data of sensors 
which are already present in smartphones nowadays. 
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2 State-of-the-Art 

Currently, companies like Ekahau [1] or Skyhook [2] are providing indoor positioning 
solutions. These companies developed positioning solutions based on WiFi, RFID, 
incorporating GNSS if the visibility is given. The achievement of room-level accura-
cy is claimed, however, this strongly depends on the available wireless signals present 
in the specific indoor environment. Additionally, just absolute positioning is provided, 
no robust heading information can be gathered out of these solutions. 

The state-of-the-art for indoor navigation of visually impaired people are specially 
tailored solutions, no mass market application does exist today. These specially tai-
lored solutions are mostly based on dead reckoning approaches with Inertial Mea-
surement Units (IMU) which are fixed to the person’s body. These techniques are 
called foot-mounted or waist-mounted, depending on the sensor position. Commercial 
foot-mounted systems for visually impaired people exist from e.g. [3], where [4] 
shows the possibility of a waist-mounted system for blind people. Additionally,  
special solutions based on infrared sensors as proposed in [5] are currently under  
investigation. One thing, which all systems have in common, is that they are specially 
tailored systems with a high monetary attribute. Therefore, such systems are not  
affordable as a pure navigation device for visually impaired people. 

3 Methodology 

An affordable navigation support for all groups of the society is the main goal of our 
investigations. Since the outdoor positioning is mainly solved by applying appropriate 
GNSS techniques, indoor-positioning just based on sensors incorporated within 
smartphones is presented. 

The developed indoor positioning solution is based on the integrated WiFi receiver, 
the accelerometers and gyroscopes, the magnetometer and the barometer of the 
smartphone Samsung Galaxy Nexus, a roughly three year old smartphone. These 
sensors are available in most of today’s smartphones. Unfortunately, the senor bias 
errors of the integrated inertial sensors are high compared to consumer grade IMU 
sensors, like shown in [6]. Although smartphone sensors have evolved in the last 
couple of years, the main purpose of these sensors never was or will be positioning, so 
classic sensor integration algorithms cannot be applied. Therefore, more promising 
Pedestrian Dead Reckoning (PDR) algorithms have been implemented within these 
investigations. PDR algorithms are specifically designed for low-cost inertial and 
magnetometer sensors and tailored to the motion of walking people. The PDR algo-
rithm consists of three components, the step detection, the step length as well as the 
heading estimation. The results of a step detection and a heading estimation are 
shown in Fig. 1. The step detection is based on a multiple-event classification, whe-
reas the step length estimation is calculated with previously calibrated parameters. 
The estimation of the step direction is conducted within a Kalman filter which filters 
the absolute orientation gained by the tri-axial magnetic sensors with the angular rates 
gained by the gyroscope. 
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can be performed reliably with the developed approach. In the right graph the hori-
zontal trajectory of a walking person is shown. For the trajectory estimation, a particle 
filter with 400 particles is used. The measured state corresponds directly to the WiFi 
fingerprinting, where the best estimation shows the outcome of the particle filter. 

 

Fig. 3. Floor detection based on WiFi and barometer data (left) and trajectory (right) 

5 Conclusion 

Within this paper, the possibility of indoor positioning for visually impaired people 
with cheap, universally available signals and sensors already present in today’s 
smartphones is presented. By applying appropriate algorithms (PDR algorithm, WiFi 
fingerprinting, Kalman and Particle filter) and integrating the information content of a 
building layout, position accuracies of a few meters can be realized. 
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Abstract. IT-based assistive services offer the potential to support the
independent living of people with dementia provided that they accom-
modate their specific needs. Due to their declining cognitive functions,
these users face among other issues a diminishing capacity for problem
solving and attention focus. As a consequence they get easily distracted
and finally lost while using assistive services. To counteract such situ-
ations it is necessary to implement scaffolding features that will assist
users in navigating through all relevant sub-tasks. In our user study it
was evaluated whether remote collaborative interaction —obtained by
offering family carers remote access to assistive services running in the
homes of the relatives they care for— could serve as an extended scaf-
folding feature. The user study has shown promising results because the
vast majority of users even in later stages of dementia understood this
concept and could achieve a task in collaborative interaction with their
relatives.

1 Introduction

It is a known fact that the ageing population in Europe will increase dramatically
in the near future.1 This trend has severe implications for the prevalence of the
age-related decline in physical and cognitive abilities of the population, which will
cause inevitably breakdowns in self-management hindering older people’s chance
to live independently. This, in turn, will create a high demand for independent
living solutions, which seems to be one of the basic principles the vast majority
of older people thrive to adhere to as long as possible (97%2). The wish to age in
dignity, leveraged by the fact that the usage of technology to fulfil daily routines
becomes more and more common, will lead to the assumption that older people

1 http://bit.ly/1dFIg7n
2 http://bit.ly/1dFIrQ8
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will be open to rely on IT-based assistive services. To achieve this goal it is of
utmost importance that assistive services are designed according to the users’
needs. In regard to assistive services for people with dementia, design issues
have been the subject of several recent research projects [1, 2, 3, 4, 5]. However,
the incorporation of scaffolding features guiding the user through sequences of
sub-tasks to achieve their objectives and offering fall-back solutions in case a
user gets lost have hardly been considered yet.

The goal of the nationally funded research project WebDA (Web-based Ser-
vices for Older People and Family Carers3 ) was to create services for older peo-
ple who had reduced cognitive abilities, ranging from forgetfulness influencing
their proper management of everyday life up to moderate dementia. During the
project, services for structuring everyday life and fostering communication skills
were developed, including tools for biographical-related tasks, context-aware re-
minder messaging and a service to locate lost objects. To ease caring respon-
sibilities of the family carers, all services were also accessible remotely, so they
were able to support their relatives from their own homes. This feature of the
WebDA services was also intended to serve as an immediately available fall-back
scaffolding solution. The focus of the user study described in the following was to
investigate whether such a usage scenario would allow for suitable collaborative
interaction between carers and their relatives with declining cognitive skills.

The process of deteriorating cognitive abilities is highly individual. In most
cases it starts with an age-associated decline in mnemonic abilities, progressing
up to a mild cognitive impairment (MCI), followed by mild and several other
stages of dementia. Dementia is a profound loss of cognitive abilities affecting
memory functioning, problem solving skills and selective attention, inhibiting a
person’s ability to develop and maintain action plans to achieve personal objec-
tives like, e.g., prepare a meal or use an IT-based assistive service for independent
living.

IT-based services can compensate for such deterioration by implementing scaf-
folding features that support users staying on the task. For example, focusing their
attention on the next step by speechmessages. However, particularlywhen demen-
tia is progressing, the distractibility of these users increases remarkably with the
result of loss of attention and disorientation. Such situations are almost unforesee-
able and human intervention is necessary, which can be provided best by carers.
To avoid the escalation of such situations and its associated frustration, assistive
services should intervene by suggesting to the user to contact her carer and/or
inform the carer, e.g., by SMS, that her relative might have difficulties using a
particular assistive service. Since carers struggle hard in most cases to balance
their personal lives with work, family and carer tasks, remote access to the assis-
tive environment of their relatives could provide an efficient means to satisfy the
needs of both: the carer by facilitating supply of help from home, for instance, and
the relative by achieving immediate attention. Moreover, the remote collaborative
interaction could serve as an extended scaffolding feature, eventually leading to a
user with dementia learning more reliably how to use an assistive service, which

3 http://webda.info/ (website available only in German).

http://webda.info/
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in turn fosters feelings of mastery. Research on dementia has shown that feeling in
control of one’s life plays a major role in slowing down the otherwise often rapidly
ongoing progress of dementia [4, 5].

2 Distributed Cognition

Achievement of a task with computational assistance is a “. . . distribution of the
cognitive act across an individual and the system” [6]. In this sense, successful
achievement of a task depends on the cognitive skills of the user and on how
well a system supports these skills in a given human action. Following this un-
derstanding of cooperation among personal cognitive skills and system design,
the importance of a user–centred design approach thriving to leverage existing
human abilities is stressed and it also depicts the potential of IT-based assistive
systems to compensate for the loss of cognitive skills. Errors or mistakes in oper-
ating a system must be understood as the result of a failed interaction between
a user and a system, which should be especially avoided when serving people
with dementia, who are particularly vulnerable to disorientation. To allow a sys-
tem to accommodate the special design requirements of people with dementia,
it was found in the user studies conducted within WebDA that the animation of
navigation buttons and addressing the user by speech are very efficient means
for compensation [7]. Implementing such features was therefore part of the scaf-
folding strategy used in WebDA. Scaffolding is understood as the technique to
implement distributed cognition in computational assistive systems [8].

3 The User Study

To evaluate the aforementioned setting for remote collaborative interaction with
users afflicted by cognitive loss, a test scenario was developed following common
standards for usability testing [9] and recommendations for testing with people
with dementia [5], [10]. Beyond this, ethical standards for user testing were
considered carefully, thus the test procedures, the possibility to drop out of
the user test at any time, anonymous processing of test results and the like
were explained to the test participants and where applicable to their appointed
guardians as well.

The goal of the user study was to explore three aspects of remote collaborative
interaction. First, to investigate whether users in different stages of cognitive
decline (MCI to moderate dementia) are open to work collaboratively with a
carer accessing their desktop remotely. This is not an immediate assumption
because interpersonal relationships play a role in such interaction forms and
shortcomings in operating an assistive service might convey an obvious loss of
mastery to the user. The second aspect refers to the question whether users with
dementia will not get confused about actions on their desktop being executed
from the outside. Thirdly, we researched whether users were able to grasp the
concepts of collaborative interaction, like following actions of others and taking
turns for the operation of a system.
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For the test a typical usage scenario was designed where the test participants
with constrained cognitive skills were asked to search, in collaboration with their
carers, for a specified object using the object locator service developed within
WebDA (Fig. 1). To achieve this task assignment, 5 sub-tasks needed to be com-
pleted in turns, like opening the application, looking for the object by flipping
pages of the object locator with searchable objects, etc. It was defined in the
usage scenario whether carers or the test participants should continue with the
next task, to observe whether the latter group was able to cope with the pro-
cesses of remote collaborative interaction, like for instance, taking turns, and
most importantly understand the action undertaken by the collaborating part-
ner. Carers accessed the tablet PCs of their relatives running the object locator
service remotely via a desktop sharing application. Communication between car-
ers and their relatives took place via a mobile phone with loudspeakers turned
on. Communication was voluntarily not offered via computer to avoid confu-
sion when using other WebDA services for everyday management, also running
on the users’ tablet PCs. These services also addressed the user via speech but
requested manual input.

Fig. 1. Remote collaborative interaction scene

For data collection a structured questionnaire was used to gather data about
the personal background and computer skills of the test participants. In addition,
a structured protocol sheet was created that included comment areas for each
subtask of the test scenarios to note problems arising, help provided, comments of
the test participants and observations of the test conductor. Time and successful
or unsuccessful completion of a sub task were also stated there. At the end of the
test scenario, all test participants were asked about their opinion on the service
as well as possible usability issues.

The test sample for this user study was comprised of 31 test participants (TPs)
having in common a diagnosed decline in cognitive skills. The distribution of the
cognitive status among the test participants was as follows: 15 TPs with a mild
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cognitive impairment, 9 TPs thereof were female and 6 TPs were male, ranging
from 70 to 91 years (mean age 76.12). 16 TPs belonged to the group of users
with dementia, ranging from mild dementia (5 TPs) to moderate (11 TPs). In
this group 12 TPs were female and 4 TPs were male, ranging from 67 to 90 years
(mean age 80.7). The group of test participants with dementia was dominated
by TPs in later stages of dementia because it was assumed that especially this
user group will need help by carers when operating an assistive service and also
may have most difficulties in coping with remote collaborative interaction as an
intervention strategy. In regard to computer skills, only 3 TPs of test participants
with MCI had some experience with computers.

Test results showed that communication via the mobile phone worked well
also to chat about the service and who is in charge of the next turn. Except for
two test participants, all test participants were able to cope with the concept of
remote collaborative interaction. The two test participants where this was not
possible were assigned to a later stage of moderate dementia. Communication
skills deteriorate remarkably in this stage, accounting partially for this test re-
sult. Their behavior appeared not to be collaborative because they were guided
by the strongest stimulus perceived on the screen, which was for instance an
animated navigation button, and clicked on it without communicating this to
their carers. The navigation behavior was correct though, as the assistive service
uses the fact that the strongest stimulus wins for people with cognitive disabil-
ities as scaffolding technique. Two more test participants of the group of users
with moderate dementia had initially difficulties with understanding the concept
of remote collaborative interaction but then grasped the idea and participated
in the process. All remaining 27 test participants were able to interact collabo-
ratively by taking turns and observing actions of their carers with interest and
commenting on it. As their behavior and comments showed, they understood the
special circumstances of this setting and some of them were surprised that such
scenarios were possible. Usability issues could not be detected and all the test
participants commented this service as helpful, stressing its potential for scaf-
folding. Although these test results appear promising, we should mention that
the usage scenario was only simulating a situation where a user needs support
in operating an assistive service. To validate the applicability of the test results
in real life situations, the WebDA services are now planned to be implemented
in a flat shared by several people with dementia.

4 Conclusions

This user evaluation has shown that remote collaborative interaction provides a
feasible approach for people with dementia and their carers to achieve together
an assigned task. Furthermore, the vast majority of users with moderate demen-
tia suffering from significant restrictions in cognitive functioning, were able to
participate in the remote collaborative environment. Test results encourage to
implement this approach as part of a socio-technical care environment, where
IT-based assistive services support older people in managing their everyday life
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to prolong their stay at home. Remote collaborative interaction should ensure
an appropriate use of assistive services in such care environments by providing
an efficient scaffolding strategy, even for people in advanced stages of demen-
tia. It offers the potential to ease caring activities for a relative with declining
cognitive skills, because carers can access remotely the assistive care environ-
ment and communicate with their relative about its proper usage. It also invites
them to participate in fulfilling caring tasks, like electronically ordering meals
for the upcoming week, leveraging existing abilities of their relative not possible
otherwise.
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Abstract. PALRO is a humanoid type robot which can communicate with  
human through voice. This paper describes effective application for people with 
Dementia of PALRO. PALRO, a humanoid communication robot (Fujisoft Co 
Ltd.). It responds to users' speaking and even remembers faces of over 100 
people. Our team wanted to see how seniors with dementia would react to 
PALRO and it’s programs. We concluded that the effectiveness of PALRO is 
encourage people with dementia to interact with others, verbal and non-verbal 
interactions with others, et cetera.  

Keywords: Communication Robot, Robot Therapy, Occupational Therapy, 
Dementia. 

1 Introduction 

1.1 Background 

The number of people suffering from dementia in Japan is about 4.62 million in 2012, 
according to the Health, Labor and Welfare Ministry (June 6, 2013) [1]. Robots have 
been developed as tools to help rehabilitation and care for people with dementia. For 
example, PARO is a therapeutic robot modeled after a baby harp seal, developed by 
National Institute of Advanced Industrial Science and Technology (AIST). A substan-
tial number of reports showed that PARO can improve Behavioral and Psychological 
Symptoms of Dementia; BPSD. For example, Patrizia Marti and Kazuyoshi Wada 
showed in their research that the use of PARO improved dementia patients’ commu-
nication and sociability and also alleviated their depression [2,3]. At daycare center 
with nine dementia patients, team incorporated a therapeutic activity with PARO as 
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2 Method 

In December, 2013, our team conducted study at a nursing home’s day room when we 
also introduced robot “PALRO.” The length of each observation was 1.5 hours 
long(“Free session” 30 minutes; “Recreation program” 30 minutes and “Free session 
after recreation” 30 minutes). 25 regular members(average age: 86.6 years, 6 males, 
19 females) suffering from Dementia participated in this study. The DCM version 8.0 
was employed for observation tool. The three DCM mappers were two certified care 
workers and one Occupational Therapist.  

3 Results 

Group WIB Scores: 2.0 for the “Free session; 2.2; for the “Recreation program” and 
1.8 “Free session after recreation.” (All values are presented as average) Regarding 
Group Behavior Category Codes (BCC), the most remarkable results were 

A  “Interacting with Others”  
E  ”Engaging in expressive or creative activity” 
I  “Prioritizing the use of intellectual activities”  
L  ”Engaging in leisure, fun and recreation” 
O  “Objects, verbal and non-verbal interactions with others”  

People with severe dementia tended to note “O” (watching PALRO). On the other 
hand, seniors with mild dementia tended to note “I”,” L” (enjoying games, talking) 20 
out of 25 regular members showed good reactions to the PALRO program. 

4 Discussions and Conclusion 

These results showed that the program encouraged seniors suffering from dementia in 
their communication, activity expressions, intellectual activities, and fun. These re-
sults are important guideline for the future treatment. 

It is effective to combine various non-drug treatments for dementia and PALRO is 
useful device helping patients with different activities. 

PALRO is better for seniors with mild dementia, because they can enjoy PALRO 
program, while people with serious dementia cannot. Our group will gather many data 
to analyze them. 
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Abstract. With the aging of the population the numbers of people with a chronic 
condition such as Alzheimer’s disease (AD) are expected to increase. Most 
people with a chronic condition, such as AD, are cared for by a family member. 
Although caregiving can be rewarding many caregivers experience emotional 
distress and physical comorbidities. In this regard, there a broad range of inter-
ventions aimed at decreasing caregiver stress. Despite the proliferation of these 
interventions they have only met with limited success for a variety of reasons. 
Information technology offers the potential of enhancing the ability of caregivers 
to access needed services and programs. This paper evaluated the feasibility and 
efficacy of technology-based psychosocial intervention for family caregivers of 
AD patients. Overall, the results indicated that the caregivers were enthusiastic 
about the program, found the technology easy to use, and indicated that the in-
tervention enhanced their access to resources, support and caregiving skills. 

Keywords: Caregiving, Technology, Dementia Patients. 

1 Introduction 

The population is aging at an unprecedented rate in both developed and developing 
countries. The growth in the number of older people, especially the old-old, has im-
portant implications for society and the healthcare system.  The likelihood of devel-
oping a chronic disease or disability and the need for support and healthcare services 
generally increases with age. Currently about 36 million people worldwide have Alz-
heimer’s disease (AD) or some other form of dementia and this number is expected to 
increase to 66 million by 2030 [1]. 

Most people with dementia are cared for at home by family members such as spouse 
(often times who is older themselves) or a daughter. Although caregiving can be reward-
ing and many caregivers are proud of their role and glean positive benefits, caregiving 
clearly creates challenges. Overall, caregiving has been shown to result in psychological 
distress, the adoption of poor health habits, and increased use of psychotropic medica-
tions; sleep disruption, psychiatric and physical illnesses and mortality. Caregiving also 
often disrupts social and family relationships and employment activities [2,3]. Given 
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these consequences associated with care provision, there has been a broad range of inter-
vention studies aimed at decreasing caregiver stress. Several studies have demonstrated 
significant effects in reducing caregiver burden and depression, and delaying patient 
placement.  Despite the proliferation of these interventions, services are not always 
available to caregivers or caregivers are unwilling to use available services because of 
issues such as cost, logistic problems, or feelings of guilt about receiving help from out-
side of the family structure. Current information technologies offer the potential of re-
moving these barriers and providing support and delivering services to caregivers.  This 
study evaluated the feasibility and efficacy of using technology to deliver a psychosocial 
intervention to minority family caregivers of dementia patients. The intervention was 
modeled after the REACH II program [4].  

1.1 Objectives 

The focus of this paper is on the perceived feasibility and value of the support group 
component of the intervention. An emphasis is given to the use of technology to faci-
litate support group participation. In addition, ethnic differences in participation and 
perceptions of the support groups are discussed. We also present data on perceptions 
of the usability of the videophone system.  

2 Methods 

The VideoCare Study was a randomized trial that evaluated the effects of a technolo-
gy-based intervention among an ethnically diverse sample of caregivers. Following a 
baseline assessment a sample of 110 caregivers (56 Hispanic Americans and 54 Afri-
can Americans) were randomized into: 1) the videophone intervention condition; 2) a 
nutrition attention control condition; or 3) an information only control condition.  
Those assigned to the intervention group received a Cisco videophone that was in-
stalled in their home and connected to a DSL line and a secure server at the host site 
(see Figure 1, left). The Videophones were used to conduct individual skill building 
sessions with a certified interventionists and facilitator led support groups. Other 
available features included an annotated resource guide, caregiver tips: educational 
seminars. The features were presented in hierarchical menus in a multi-modal format 
(speech and text). Caregivers received training in the use of the videophone, were 
provided with a help card, a help feature on the menu, and access to technical support. 
All features were available in English and Spanish. A total of 30 participants were 
assigned to the intervention condition and participated in the “online” support groups. 
The intervention duration was 5 months, followed by a post intervention assessment. 
A key component of the intervention was providing caregivers with five live video 
support group sessions to expand their social network, provide a venue for interaction 
with other caregivers, and increase their knowledge and caregiving skills.  

The support groups were conducted via the videophone in English and Spanish and 
followed a structured education/supportive format (see Figure 1, right). This included 
an introduction to and discussion of themes related to the caregiving experience.  
The group themes included: 1) Introduction to Dementia; 2) Managing Behavioral 
Problems; 3) Caregiver Well Being; and 4) Communication; and Planning for Life  
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Fig. 1. Left: The Videophone Technology. Right: An example of an online support group. 

Transition. The support group sessions were closed, 60 minutes in duration, and were 
interspersed with the individual videophone skill building sessions.  The caregivers 
participated from their own homes via videophone.  

3 Results 

Overall, 73% of caregivers reported benefiting from participating in the VideoCare 
study with African Americans indicated a higher level of perceived benefit (86%) 
than the Hispanic participants (62%). The majority of the caregivers felt that study 
participation did not require too much work or effort 97%. Importantly 90% of the 
participants indicated that participation in the program made their life less stressful 
and 83% indicated that it helped them provide care to their loved one. 

Overall, the majority of caregivers (82%) found participating in the on-line support 
groups was valuable, and improved their knowledge about caregiving and their care-
giving skills. All of the caregivers (100%) indicated that participation in the groups 
helped them share their feelings about being a caregiver.  In terms of the usability of 
the videophone technology, 96% percent of the caregivers indicated that the system 
was easy to use and 98% indicated that the information provided by the Videophone 
was easy to understand. Further, having access to the VideoCare network was ranked 
as the most valuable aspect of the study. This was followed by learning strategies on 
how to communicate with others, information about resources available in the com-
munity and participation in the support group with other caregivers.  
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4 Conclusions 

The findings demonstrate that technology is a viable and valuable option for deliver-
ing intervention programs and conducting support groups with diverse caregiver pop-
ulations. The caregivers were enthusiastic about the program and were able to use the 
technology. They also found it useful in terms of enhancing their access to resources. 
They perceived participation in the support groups as valuable, beneficial with respect 
to enhancing their caregiving knowledge and skills, and providing an opportunity to 
share their feelings with others. These findings are important as inadequate social 
support is linked to depression and burden in caregiver populations. Overall, the find-
ings from this study demonstrate that technology-based programs may enhance care-
givers’ ability to overcome logistic barriers and access needed support and services. 
Further research is needed to examine the efficacy of this type of program in a larger 
more diverse sample of caregivers and to evaluate other outcomes such as cost-
effectiveness of technology-based interventions. In addition, the project indicated 
some challenges associated with these types of interventions such as lack of Internet 
access by the majority of the caregivers that have policy implications.  
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Abstract. Seventeen fifth graders of elementary school in Taipei were adminis-
tered a web-based AIFD learning system where they practiced aural skills in re-
sponse to musical intervals, pitch identifications, and rhythms then tested on 
their recall of these aural skills while using adaptive immediate feedback drill 
as cues. The pre and post-tests resulted in a significant increase in scores from 
the pre-test to post-test (t (16) = 2.759, p = .014). Advanced analysis showed 
significant differences were observed between the pre and post-tests only for 
the interval recognition (t (16) = 2.634, p = .018). The result of the interviews 
showed that the teachers and the parents hold positive views on this AIFD 
learning system. They were satisfied with the progress of the students’ aural 
skills, participation during the class, and preference on music. 

Keywords: Aural Skills, Intellectual Disabilities, Adaptive Immediate  
Feedback Drill. 

1 Introduction 

Aural skills which include identifying pitch, interval and rhythm are essential ele-
ments to access music [1]. Although only a few of the special children in cognitive 
impairment will have either the interest or ability in traditional music learning at the 
elementary level, those who do generally should be encouraged in their pursuits. 
However the inherent abstract complexity of extraction in musical variation is hard 
for these children with intellectual disabilities to comprehend and memorize [2, 3, 4]. 
In the teaching of music there would be opportunities not only for rhythms, singing, 
and expression, but also for listening and developing appreciation of certain musical 
pieces through games, dances, or even work.  

The move to use technology to support learning has been an emerging develop-
ment in the recent music pedagogy. Music education applications use a range of  
techniques to create music, to edit any aspect of it and to play it back at virtually any 
tempo has meant that children are now able to compose music that they cannot physi-
cally play [5, 6, 7]. However, in the learning process of identifying pitch, intervals 
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and rhythms, children need more immediate error feedback to review, reinforce, and 
develop their own aural skills. The supply of learning error analyses would consoli-
date children’s individual development of aural skills. 

The Adaptive Immediate Feedback Drill (AIFD) learning system proposed in  
this study tries to make the musical elements accessible aurally and visually [8, 9]. To 
facilitate the immediate learning error feedback for children with intellectual disabili-
ties, each classified error type of aural skills in identification with different corres-
ponding image color cues would possess educational implications and the effects of 
verbal articulation from the text-to-speech engine for each specific error type of aural 
skills could facilitate memory recall of musical pas-sages. In such design, children 
with intellectual disabilities would have greater opportunities for learning indepen-
dence than ever before. 

2 Adaptive Immediate Feedback Drill (AIFD) Learning System 

The web-based AIFD learning system is composed of assessment analysis engine and 
piano drill engine. The assessment analysis engine(Fig. 1)is designed to provide im-
mediate diagnostic feedback on the melodic line assessment with pitch recognition, 
interval recognition and rhythm recognition(Fig. 2). Questions on the online assess-
ment based on the pre-identified error types of aural skills were organized. All  
the answers of a learner made together with the corresponding information associated 
with each question would be analyzed and searched from the XML tree by the  
assessment analysis engine and saved into an XML file. A learner could receive  
personally adaptive feedbacks for the result of analyzed error type after taking the 
assessment process. With the specific error type, each learner would be transferred to 
the piano drill mode with more diagnosed error type of practices from the assessment 
analysis engine. 

 

Fig. 1. The framework of assessment analysis engine 

The piano drill engine(Fig. 3)is designed to provide immediate practicing feedback 
after the melodic line assessment with pitch recognition, interval recognition and 
rhythm recognition(Fig. 4). 
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Fig. 2. The piano drill engine 

3 Method and Results 

Participants of this study included 17 students who attended an elementary school in 
Taipei. Parent permission forms were sent to all children who were receiving ser-
vices in the special education classroom for children with intellectual disabilities and 
all were granted permission to participate in the study. They (10 males and 7 females) 
were fifth graders and classified as mild intellectual disabilities (IQ range 60-75, 
mean 71). 

Participants were given pre and post-tests. The test included identifying pitch, inter-
vals, and rhythm. After the pretests were administered, the web-based AIFD learning 
system was implemented for about 20 minutes per daily session over a three-month pe-
riod. Children were encouraged to make self-regulating learning by manipulating the 
AIFD. At the completion of the learning sessions, all children were administered post-test 
measures. Focus interview technique was used to perform interviews on parents and 
teachers. The results of the interviews were used for social validity.  

Result showed a significant increase in scores from the pre-test to post-test  
(t (16) = 2.759, p = .014). Advanced analysis showed significant differences  
were observed between the pre and post-tests only for the interval recognition (t (16) 
= 2.634, p = .018). The result of the interviews showed that the teachers and the par-
ents hold positive views on this AIFD learning system. They were satisfied with the 
progress of the students’ aural skills, participation during the class, and preference on 
music. The social validity of this manipulation was confirmed. 

4 Conclusion 

The adaptive immediate error feedback could move children in cognitive impairment 
beyond basic drill exercises to a competence that is tailored to the content of individ-
ual needs in the aural skills sequence. And the further exercises created by the AIFD 
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learning system require the learner to master the aural skills. The remediation will be 
handled by the exercise itself. Aural skills development occurs when children with 
intellectual disabilities interact with AIFD learning system in a drill with dual coding 
mode. Many misconceptions could then be cleared up through the combination of 
practice and immediate error feedback. 
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Abstract. New devices have made their way into everyday life in recent years, 
opening the doors to new ways of interacting with computers, providing  
different, and potentially better, solutions to some problems. But this raises the 
question of if there is any way of measuring whether or not these new devices 
are suitable. This paper presents a strategy for evaluating the suitability of new 
interaction devices in the context of teaching children with special educational 
needs. 
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1 Introduction 

New devices have made their way into everyday life in recent years, opening the 
doors to new ways of interacting with computers. This affords the opportunity to de-
vise new systems to exploit these new interaction paradigms and provide different, 
and potentially better, solutions to some problems, like the teaching of children with 
special educational needs (SEN). 

The question raised is whether it is a good idea to use these devices in teaching 
systems targeting SEN users and whether there is any way of measuring the suitability 
of these new paradigms. Furthermore, new metaphors of interaction associated with 
each new device will have to be defined, and it will be necessary to validate whether 
or not each metaphor is suitable or needs to be tailored. 

Therefore, we believe that a protocol should be established to measure and com-
pare how usable an interaction device is and how the user would interact with the 
system using the respective device in a SEN context. 

This paper outlines the first step towards this objective, which involves: 

• selecting the user types who will participate in the tests and the device types to be 
compared 

• developing a system that will act as a testbench for the devices 



464 P. Cantón et al. 

• defining the information to be gathered both automatically by the system and 
manually by an observer 

• defining the experimental procedure. 

In the following we will explain the state of the art, the methodology applied to define 
the experiment and the conclusions and future lines of research. 

2 Related Work 

In recent years, many newly designed devices have changed the face of human-
computer interaction. Some examples are games systems (Wii, DS), mobile devices 
(tablets or phones) or other devices (tactile screens and Kinect). In this section, we 
will look at some approaches in this field and their educational applications. 

Seven years ago Apple revolutionized the field of mobile devices by providing sup-
port for user interaction via gestures and actions. Apple introduced two concepts: 
touches and gestures. Google built a similar touch- and gesture-based system into its 
Android operating system for mobile devices. Microsoft has developed a similar effort 
for interacting with Microsoft software using gestures (from Windows 8 to Kinect) [1]. 

There have been different initiatives to use these kinds of new interaction devices 
to improve education. Technology and education can be combined at all educational 
levels, but a conceptual framework should be used that identifies the required knowl-
edge (content, teaching method , and technology) and supports teachers with technol-
ogy integration [2]. 

In this context, children usually show clear preferences for games using relatively 
simpler interaction modes; they mostly prefer to play touch games (using a multi-
touchable display) than computer games (using mouse and keyboard) [3]. 

Another interesting learning approach is based on a collaborative game played by 
six players with handheld motion-sensitive tangible user interfaces in front of a large 
shared display. The game teaches children how to cooperate with each other (social 
skills) and collectively reason about the cause-and-effect relationships of the different 
mechanisms required to move, saw and lift planks (problem-solving skills) [4].  

Another type of device enables touchless gestures, that is, gestures performed in the 
air without touching a device. One example is Microsoft Kinect, a new device for the 
Xbox 360 game system launched in 2010 (which can also be used on Windows com-
puters) [5]. Kinect set out to change the way gamers usually play videogames by convert-
ing their body into the “game controller” controlling the different elements of the game 
and interacting through a natural user interface using gestures and spoken commands. 

Kinect was initially released as a gaming device, but it has been used as an artificial 
vision device in many areas of application by researchers worldwide. Research into 
Kinect is growing, but, so far, there is not much literature on the adaptation of  
this technology for children and young people with disabilities. Nevertheless, Kinect 
had been used effectively by people with special needs and as an auxiliary learning 
tool in the traditional classroom. Some successful experiences with Kinect are: im-
provement of the outcomes of a daily life game used by children with autism, a system 
of drawing via hand motion, a system to create music by arm motion  [6], a system to 
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help immigrant children learn a new language for the purposes of classroom learning 
and integration into local society [7], or a system for rehabbing students’ motor skills, 
enhancing the memory of people with autism and encouraging greater sociability 
(helping them to cooperate with each other and gradually develop their oral expression 
to a point where they can give basic instructions to each other during the game) [8].  
An interactive framework using Kinect for e-learning specific for presentation and 
assessment has also been published [9]. The goal is to create a virtual smart classroom 
environment rendering the classroom more interactive and exciting. 

To sum up, touch and touchless gesture systems are able to enhance classroom in-
teractions, increase participation, improve teachers’ ability to present and manipulate 
multimodal materials, create opportunities for interaction and discussion, kindle stu-
dent creativity, afford technical interactivity (including children with SEN), enhance 
teaching, or support learning. But as researchers are not yet clear about how the appli-
cation of gesture-based computing improves learning, these devices need empirical 
evidence to support their legitimacy as an adequate educational technology [10] and 
to identify their suitability for different situations and educational environments. 

3 Methodology 

The process followed to develop the research was composed of the following steps:  

• Identify the profile of participant users. 
• Select the devices to be tested as part of this first interaction. 
• Develop an educational game to test and compare devices. 
• Define the information to be gathered by the system and the educator accompanying 

the child during the experiment (to be performed at the same time as the last step). 
• Define the experiment protocol to assure reproducible and consistent results. 

3.1 Identifying the Profile of Participant Users 

The SEN users that most often use and find it easier to access these ICT devices have 
mild intellectual disability. On this ground, our study commences with this user popu-
lation. This user group does not have any real trouble handling the target devices, 
although they do not use them as precisely, rapidly and skilfully as other users gener-
ally do. The study sets out to answer the following questions: What problems do they 
have? How do they show up? What influence does their intellectual disability have on 
the use of the selected devices? 

3.2 Selecting Devices 

At the start of this research project in September 2012 we found that the interaction 
devices that the educational field was starting to try out were mostly touch-sensitive  
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devices and contactless gesture interaction devices. The first group includes mobile 
telephones, tablets and touchscreen computers. The second group includes webcams, 
motion sensors derived from the technology developed by PrimeSense [10] and other 
promising sensors like Leap Motion [11]. 

As the aim is to be able to develop a system to compare different types of devices, 
they logically had to be tested in the same environment. On this ground, we opted to 
develop the system on a personal computer running Windows 7 or Windows 8. The 
selected devices were a multi-touch screen and Microsoft Kinect. 

3.3 Developing the Educational Game 

We have designed an educational game that covers the most common movements 
used in the selected devices in order to analyse how they are performed by users and 
how user characteristics influence their performance. 

The subject matter and operation of the game was defined in partnership with a teach-
ing specialist, and activities in which the above movements are suitably functional and 
coherent were selected. The characteristics of the target users was another factor taken 
into account in the design of the activity, which was tailored to their educational level, 
the teaching goals for the user group and their gaming preferences. While the game has 
to be attractive, dynamic and interactive enough to motivate the users to play, it must not 
contain so many stimuli as to distract users and render it overly complex. Thus, the 
graphical interface of the games was designed to be simple and attractive. 

Defining the Games. The best practice for defining the games that were to be part of 
the experiment was considered to be to use a subject matter that had the potential to 
test and compare several gestures using the selected devices. During this phase, we 
concluded that the actions that the user would have to perform to complete the game 
should include vertical, horizontal and wrist-twisting movements. We also decided 
that the child should be allowed to use non-educational games to learn how to operate 
the devices they are to use. 

The first of these training activities is a bowling game, including skittles and coloured 
bowling balls. The player has to select and roll the respective coloured bowling ball.  
In the second training activity, the user has to use a set of letters to form a word. This 
game uses the same actions as the bowling game, plus the open action. In the same  
vein of gradually adding new actions to the activities, we designed a classification game 
organized at three difficulty levels (Fig. 1). At the easy level, the user has to select the 
respective element at the top of the screen (cloud), drop it on to the belt and then knock it 
into a round box. At the normal level, the stop box rotation and open box actions are 
added. At the hard level, the rotate gesture is added to the above. 
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Fig. 1. Classification game 

Defining the Interaction Vocabulary. The gestures denoting the actions that the user 
is to perform vary depending on the selected device. We focus on the gestures that are 
most commonly used in activities targeting younger users, which tend to be the most 
intuitive and look, on paper, to be the simplest to perform. 

The gestures have been defined taking into account that the aim is to rate particular 
skills or abilities when moving certain body parts or performing hand gestures: 

• Sweeping movements of arms, like up-down, sideward, in-out, rotational motions, etc. 
• One-/two-handed movements: simple motions like touching part of the screen or 

moving right/left or up/down on the screen. 
• One-finger movements: simple motions like touching or moving around the screen. 
• Two-finger movements: complex motions like pinching with the index finger and 

thumb. 

Additionally, these movements must be performed at a particular speed, which may 
vary. Faster movements are harder to execute properly than slower ones. These 
movements can be used to interact with the device applications and perform actions 
like select, execute, move/drag, zoom, etc. 

By examining these movements and how effectively they are performed by users 
with an intellectual disability, we will be able to analyse what requirements the new 
interaction paradigms introduce and what competences users require for their per-
formance. We believe that these gestures and body movements may be a limiting 
factor for users with intellectual difficulties, because, although they do not have 
physical handicaps, they do have problems with hand-eye coordination, precision, 
speed or visual-spatial processing, which can have a bearing on the effectiveness with 
which they perform these gestures to solve the assigned activities. 

Fig. 2 shows the gesture defined for knocking an object into a box using Kinect 
and Fig. 3 illustrates the equivalent gesture for a tactile screen. 
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On the other hand, the teacher completes a questionnaire designed to gather addi-
tional information regarding teaching and system user experience: 

• Session data, like session time and whether or not the child had used the system 
before 

• User personal data: any learning, visual and motor disabilities, as well as age and 
sex 

• Data on gaming performance, recording observed gestures, postures and mobility 
problems 

• Questions on user experience based on standard usability questionnaires. 

3.5 Experimental Process  

We have established a four-phase process in order to develop the experiment. De-
pending on the results of each phase, it may be necessary to revise the defined process 
and tailor the experiment in order to achieve more reliable results. 

The phases are: 

1. Functionality test: evaluate the system with 6- to 11-year-old children without SEN 
at our facilities. The goal is to check that the game works properly with respect to 
both activity performance and data collection. The questionnaire will not be used 
to collect data at this stage. 

2. Pilot test: evaluate the system in a real environment (at a school) with 10 to 12 
children aged from 6 to 11 years without SEN. The teacher monitoring the activity 
will take the survey after each child finishes using the system. This will serve to 
check that the system works in a real-world situation and that the questionnaire is 
adequate for collecting additional data. 

3. Experiment: visit several schools that have pupils with mild intellectual disability. 
The pupils will perform the set activities, the system will collect data and the 
teacher will complete the respective questionnaires in accordance with the experi-
mental protocol refined in phase 2. 

4. Results analysis: the results of phase 3 will be analysed in order to determine and 
compare the adequacy of the multipoint touchscreens and the Kinect system for 
educational systems to be used by children with special educational needs. 

Phase 1 was performed in February 2014 and the initial results show that the children 
were able to perform the tasks without too much trouble, but the gesture recognition 
system needed some refinement to increase its reliability. Once the system has been 
upgraded we will enact phases 2 and 3 from October to December 2014. If all goes 
according to plan, phase 4 will get under way in February 2015. 

4 Conclusions and Future Lines of Research 

New devices and ways of interacting with machines have emerged in recent years. 
But there is no standardized means of assessing which of these devices to use and 
how to use them in each context. 
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This paper reports the design of an experiment and the development of an educa-
tional application whose architecture can straightforwardly accommodate new devices 
and interaction paradigms. In this manner, it will be easy to compare the adequacy of 
each device in a particular context. 
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Abstract. Participation in online social networks has considerable potential  
to empower people with intellectual disability who might experience social  
isolation in the real world. However, this issue has received little research atten-
tion. In response to this challenge, we conducted an accessible online research 
survey to learn how adults with intellectual disability use and perceive  
Facebook. Results from 58 respondents indicated that they use Facebook much 
as non-disabled users do to connect with family members and real-world 
friends. At the same time, the respondents reported challenges such as privacy 
setting and literacy demands. We discuss these findings and how to make social 
networking sites accessible for this population. 

Keywords: Online Social Networks, Facebook, Accessibility, Disability. 

1 Introduction 

Research has indicated that participation in online social networks strengthens rela-
tionships with close friends, provides social support, contributes to psychological 
well-being, and promotes political engagement [1,2,3]. In this sense, online social 
networks have considerable potential to empower people with disabilities who might 
experience social isolation in the real world [4]. It allows them to expand their com-
munication channels and social circles, organize disability-rights actions, and promote 
disability events [5,6]. Participation in online social networks may particularly contri-
bute to individuals with intellectual disability since they often lack peer friendships, 
especially after school or job hours [7,8].  

The American Association of Intellectual and Developmental Disabilities [9], de-
fines an intellectual disability (ID) as a disability that originates before the age of 18 
and is characterized by significant limitations both in intellectual functioning and in 
adaptive behavior as expressed in conceptual, social, and practical adaptive skills. 
According to the U.S. President's Committee for People with Intellectual Disabilities 
approximately 7-8 million Americans of all ages (one in ten American families), or 
three percent of the general population, experience intellectual disabilities or what is 
often referred to in the UK as “learning disability.” 
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McClimens and Gordon [10] explored the potential of the Internet and particularly 
blogs to increase the range of contacts available to people with ID outside their im-
mediate family or professional support networks. The participants who were all adults 
with ID composed and posted blogs, supported by volunteer students. The findings 
indicated that blogging promoted the self-expression of people with ID. Mazurek et 
al. [11] also found that youth with cognitive impairments were more likely to engage 
in online social interactions (email and chat rooms) than those with autism. The above 
studies highlight the opportunity that social media offer people with ID in terms of 
sharing personal stories, exchanging information, and expanding their social circles.  

However, participation in social media requires managing the challenges of acces-
sibility and usability that people with ID might encounter. An online service where 
the user has to sign up for an account, sign in using a username and password, and 
then understanding the concept of the specific online social network and its terminol-
ogy might be difficult for people with cognitive impairments. This process requires 
relatively high literacy skills which are not common among people with ID [12,13]  

This issue of how people with ID use online social networks, including potential 
benefits and risks and how to make this service accessible for them has received little 
research attention. We addressed this issue by conducting an accessible online re-
search survey to reach a pool of adults (18 years and older) with ID who use Face-
book and document their online experiences, accessibility challenges and desires. Our 
primary research aim was to learn how adults with ID use and perceive Facebook. 
The secondary research aim was to produce practical recommendations from the users 
themselves about future accessibility of Facebook.  

2 Method 

We applied a method – a self-report online survey – to maximize participation of 
people with ID in responding to our questions toward better understanding of the 
experiences, capabilities and desires of Facebook users with ID. Currently, there are 
no data about how many people with disabilities, and ID, in particular, use Facebook. 
The online survey allowed us to include the voices of people with ID in the develop-
ing knowledge base about use and accessibility of online social networks. As our 
survey platform, we used SurveyGizmo, an online software program for designing 
and conducting Internet surveys. 

The target population was adults (18 years old or over) with ID such as Down syn-
drome or other disabilities that make learning hard or slower, who use Facebook. To 
enhance accessibility to people with ID, the questions were framed in plain language. 
The volunteer participants could complete the online survey by themselves or ask for 
assistance, as stated in the online consent: "You should decide the answers to the 
survey questions by yourself (no help). However, if you need help putting your an-
swers into the survey, ask someone you trust for help. This person can be someone 
like a family member, staff person, or friend."  

The online survey consisted of 52 questions. The first part included 20 multiple-
choice questions focused on how the participants with ID use Facebook; most of these 
questions were rated on a 4-point scale. Then, there were 18 questions focused on 
how the participants perceive Facebook. These questions were rated on a 2-point scale 
(agree vs. disagree), as indicated in Table 1. 



How to Make Online Social Networks Accessible for Users with Intellectual Disability? 473 

 

Table 1. The second part of the online survey: Facebook perceptions (selected items) 

Here are some sentences - Please tell us if you agree or disagree with them: 
1. Facebook is not accessible 
2. I wish others (such as my guardian, family, etc.) would allow me to use  

Facebook more 
3.  I feel good when I am on Facebook 
4. When I have a problem in life, I can always ask for advice from people on 

Facebook 
5. When I am on Facebook, I feel like everyone else 
6.  I wish Facebook included  pictures to communicate with friends (instead of 

text) 
7. Facebook is too boring 
8. Facebook makes it is easy to make new friends 
9. It is dangerous to use Facebook 
10. I feel more comfortable talking with people on Facebook than in person 

(face-to-face) 
 
In addition, there were 11 demographic questions such as gender, age, education, 

occupation, ethnicity, etc. The final part of the survey included an open-ended  
question about recommendations for future change of Facebook in order to make it 
accessible for users with ID: "What changes would you recommend on Facebook?" 

By the end of the survey period, 71 people with disabilities had logged in to the 
survey. We excluded partial participation (13 respondents), resulting in a total sample 
of 58 respondents who completed the survey. We used primarily descriptive statistics 
to convey the characteristics, experiences and perceptions of people with ID who use 
Facebook. In addition, we compared Facebook experiences and perceptions across 
demographic variables (such as gender, living style, etc.) using nonparametric tests 
(Chi-Square and Kruskal–Wallis). We also used a qualitative approach to analyze the 
responses to the open-ended question [14]. 

3 Results 

The majority of the respondents with ID were female (57.9%), 30 years and older 
(57.9%), and residents of the U.S. (84.5%) who had learning disability and/or 
ADD/ADHD as a secondary disability (51.2%). We found that the respondents visit 
Facebook at least once a week (67.2%) from their own device which is connected to 
the Internet, such as personal computer, mobile phone or tablet (67.8%). Most of them 
(82.8%) reported that they use Facebook with no assistance from a caregiver or friend 
and use it primarily for connecting with people they meet in face-to-face settings 
(e.g., friends, family members, caregivers). Only a few (10.5%) use Facebook for 
connecting with people they meet only online.  
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3.1 Quantitative Results 

A nonparametric test (Kruskal–Wallis test: P(2)=1.00, p > 0.05) revealed a non-
significant difference between the living style of the respondent with ID (guardian, 
alone, friends/roommates/ supported living) and the frequency of using Facebook 
(once two (or more) months, at least once a month, at least once a week, at least once 
a day). We also used this test to compare Facebook experiences/activities (e.g., send, 
accepting or deleting a friend request, looking for people that the respondent contacts 
face-to-face, looking for old or new friends, hit “Like” on posts or photos of friends, 
sending private messages, asking for help, chatting, updating the status, uploading 
photos, etc.) between male and female respondents. Of the 17 experiences, only one --
"hit “Like” on posts or photos your friends put on Facebook"-- was significantly dif-
ferent between male and female respondents ,i.e., women hit "Like" more than men 
(P(1)=4.27, p < 0.05).  

When we compared Facebook experiences of respondents who use Facebook by 
themselves with respondents who get help, we found significant differences only on 
three experiences: (1) Respondents with ID who use Facebook by themselves signifi-
cantly tend to look for people that they know (contact every day, week or month) 
(P(1)=4.07, p < 0.05); (2) Respondents with ID who use Facebook by themselves 
significantly tend to ask for help from someone else on how to use Facebook 
(P(1)=10.42, p < 0.001); (3) Respondents with ID who use Facebook by themselves 
significantly tend to chat with a friend on Facebook (P(1)=12.81, p < 0.001).   

The respondents also asked to rate their perceptions of Facebook on a binary scale 
(1- Agree, 2 – Disagree). The results indicated that they, on average, perceive Face-
book positively (M= 1.33, SD= 0.17). Female and male respondents with ID seemed 
to perceive Facebook similarly (non-significant differences), except in regard to the 
information presented on Facebook. Male respondents said there is too much informa-
tion to read on Facebook compared to female respondents (χ2=4.14, p < 0.05). 

3.2 Qualitative Results 

Thirty-one respondents took time to answer the open-ended question. The respondents 
suggested how to make Facebook accessible for users with ID. Many of them viewed 
Facebook timeline (a recent profile page design) as a negative change since they had 
to relearn how to use Facebook: "Stop changing so much. Every time there is a 
change it takes me a long time to figure it out. The timeline scares me. I hope I do not 
have to get it"; "Not slowly changing everyone's page to the timeline. And going back 
to the way it used to be before it started making all those changes." They recommend-
ed developing a simple version of Facebook that will allow users with ID to adjust the 
level of complexity.  

In addition, the majority of the respondents said that Facebook should become eas-
ier for users with ID through speech-to-text software (voice-control programs) and  
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should include more graphics and less text: "I can read but not everyone can read"; 
"More graphic and explanations like how to." Other respondents referred to the priva-
cy settings that should protect the safety of Facebook users with ID. They asked to 
make the privacy settings more set to the user's control: "I think that Facebook should 
change the way they prevent personal information of a Facebook user from getting 
out to the world." One respondent suggested adding a function of online help guided 
by a trusted adviser or mentor. 

4 Discussion and Conclusions 

The results indicated that, as is true for all Internet users (62% male users compared 
to 72% female users), Facebook is more popular with women with ID [15]. Accor-
dingly, more female than male users with ID reported that they significantly hit 
“Like” on posts or photos of their Facebook friends [16]. In general, the respondents 
with ID positively perceive and use Facebook. They use it primarily for connecting 
with family members and real-world friends i.e., people they meet in face-to-face 
settings, similar to Facebook users in general [17]. Some of them reported that by 
participating in Facebook they feel "like everyone else" which means it contributes to 
their sense of belonging to the general community [18].   

Previous studies have shown that people with ID have problems using typical 
computer interfaces including web browsers [19,20]. Nonetheless, the majority of 
respondents in our study reported they use Facebook with no assistance which might 
imply that individuals with ID who have basic cognitive abilities can surf the Internet 
and participate in social networking sites. However, they did report challenges they 
face while using Facebook.  

Supporting findings in the literature [21,22], the respondents in the present study 
found the privacy settings and the frequent changes in the user interface (e.g., the 
timeline) hard to understand and navigate. In an online service where most of the 
communication is text-based, literacy support is essential, especially for users with 
ID. A simplified version of Facebook (http://m.facebook.com) that was originally 
intended for users with vision impairments or people who use the service over a slow 
network connection [23] might be valuable also for users with ID. However, it seems 
that the respondents in our study were not familiar with this version, except for one 
respondent who raised the idea of "Simple Facebook" or "Easy Facebook" which 
allows users to keep clicking until they are comfortable with the level of complexity. 
The other respondents also suggested solutions for making Facebook more accessible. 
These included voice-control programs (such as speech-to-text application) and 
graphics to overcome difficulties with writing, reading and reading comprehension. 
Future development of the Internet and its social services should follow the concept of 
universal design, meaning that the web has to be maximally accessible for all users 
whether they have disabilities or not. 
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Abstract. People with Autism Spectrum Disorder (ASD) find it hard to com-
municate and interact with other people. Although technology has been  
involved in sup-porting people with ASD in developed countries, research on 
such technologies has been mainly related to Western culture. Arab adults  
with ASD require sup-port for improving their social skills. However, cultural 
differences could limit the usability of existing technologies. The proposed 
study aims to investigate the use of social networks for supporting Arab adults 
with High-Functioning Autism or Asperger syndrome in order to improve their 
abilities in social situations such as family relations and friendships, considering 
the influence of culture and tradition views on the usability and sociability of 
social media technologies. 

Keywords: Accessibility, Usability, Autism Spectrum Disorder, Arabs, Adults, 
Social Media, Technology, Social Skills, Communication. 

1 Introduction 

Autism Spectrum Disorder (ASD) is a lifelong developmental disability, varying from 
High-Functioning Autism (HFA), or Asperger syndrome, to Low-Functioning Autism 
(LFA) [1]. HFA and Asperger syndrome are the less severe levels of autism. People 
with ASD find it hard to communicate and interact with other people [2].  The  
National Autistic Society (UK), following DSM-5 “The Diagnostic and Statistical 
Manual of Mental Disorders” [3] identifies the main difficulties people with ASD 
face as social communication and interaction, and restricted, repetitive patterns of 
behaviour, interests, or activities. 

In Arab countries, the situation of social communication is more difficult, as com-
municating with the opposite gender is already an issue with many people in certain 
Arab countries [4]. In addition, awareness of ASD in these countries is limited [5], 
and families are more likely to hide their diagnosed child to prevent themselves from 
feeling ashamed and from the harsh judgment of society, which could increase the 
isolation of people with ASD from social interaction. Many studies have been imple-
mented with the aim of improving social skills for people with ASD; however, most 
research in the ASD field has been concerned with children, with only a few research 
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projects on the use of technology by adults, some of which will be mentioned in  
Section 3. A high number of adults with ASD face problems in face-to-face commu-
nication and try to avoid social interaction situations and group activities [6,7]. About 
60%-75% of adults with ASD have been found to have poor outcomes in their adult 
experiences, such as friendships, education, employment and independent living [8].  

In addition, almost all of the studies and innovations have appeared in developed 
countries, and are mainly relevant to Western culture [9,10,11]. People with ASD 
receive less attention in the Arab world, and the use of technology is not widely  
considered. Services and support for improving their communication and interaction 
skills are also limited. This research is focused on investigating the use of social tech-
nologies for supporting Arab adults with High-Functioning Autism or Asperger syn-
drome in order to improve their abilities in social situations, considering the influence 
of culture and tradition on the usability of social media technologies. 

2 ASD in Arab Countries 

A number of studies have shown that the average number of diagnosed individuals in 
Arab countries is lower than in developed countries [9], [12,13]; however, there is 
also a significant difference between the numbers of ASD diagnoses in different Arab 
countries. This might be due to the differences in beliefs, customs and relationships or 
to economic problems [14]. It has been claimed by different studies [9,10], [12], that 
the assumption of this low percentage in countries such as Saudi Arabia, Oman and 
the UAE is due to the lack of information identifying children with ASD, under-
diagnosis and under-reporting of cases. These point to a number of possible factors 
such as cultural differences, level of education, lack of services, and low levels of 
experience and professional training. Although, people with ASD used to receive  
less attention in the Arab world and fewer health care services [9], this has changed 
and more consideration is now given to support this group. More support centres  
for people with ASD have been established in different Arab countries and events  
and work-shops are organised to raise awareness [15,16]. However, in some Arab 
countries, qualified experts, and specialists are still needed in this field, in addition to 
support services [17]. As one of the supportive tools used in Western countries for 
people with ASD, technology could be used to bring its interest and usefulness to the 
life of people with ASD in Arab countries [18]. 

3 Social Technologies and ASD  

Several studies on the use of technology have shown a potential impact on the quality 
of lives for people with ASD in developed countries, and the improvement of social 
skills [18]. Moore & Calvert found that children with ASD enjoyed working with 
computer technologies, and experienced greater learning results [19]. In addition, it 
has been reported that users with ASD prefer to interact with technology such as 
computers and robots, rather than real humans because they find it safer and more 
interesting [20]. When it comes to socialising, observably, social networking sites 
have been popular in the past few. Social networks offer a type of human-human  
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interaction rather than just a computer-human interaction [21], that allows users to 
connect and socialise without the pressures of time and immediacy that they face in 
real-life social situations, which could be helpful for people with ASD.  

A number of studies have investigated the usability of online social networks for 
persons with autism spectrum conditions. These studies showed that adults with ASD 
could benefit from using social networks to support them in social communication, 
interaction, building and maintaining friendships and receiving advice. For example, a 
project developed by Autism Connections Europe (ACE) was presented to help adult 
individuals with ASD to make friends: ACEbook aims to enable friends to meet via 
Facebook, according to a specific interest, and then arrange personal meetings around 
Europe to strengthen their friendship [22]. This project has shown some improve-
ments in social and communication skills, independence, mood, and in overcoming 
fear among the participants [22]. Thinking about encouraging Arab users with ASD to 
use a social network such as the ACEbook might raise different opinions and views 
due to cultural differences. 

In addition, managing timing, schedules, daily life activities and self-care is also 
important. By working on improving these skills, people with ASD can have a better 
chance to be employed, be in a relationship, have friends, increase independence, 
have a better life and be part of the community [2]. One example of this effect comes 
from the Graphics, Visualization & Usability Centre in Georgia, and is a social sup-
portive technology for adults with ASD, implemented by Hong et al. [23]. The aim 
was to help adults with ASD to be more independent and to learn daily life skills, by 
providing them with on-demand support, with an idea similar to prompting systems. 
The design is called the SocialMirror; the name was driven from the idea of the de-
vice which is an interactive display integrated into a mirror and connected to an on-
line trusted social network. 

For adolescents and adults with ASD it is important to practice their social skills 
and learn social rules in order to improve their communication and interaction with 
people. In addition, a more recent study considered the use of a supportive social 
network aiming to provide young adults and adolescents with ASD the opportunity to 
gain support from a group of family and friends, instead of over-relying on one care-
giver. The idea was to use circles (a feature in social networks that combines a group 
of people interested in a particular topic, or people with a common social connection) 
in order to seek information and advice, and build independence [24]. These studies 
showed that including social networks in assistive technologies could bring their ben-
efits to the life of an individual with ASD. 

4 Preliminary Study 

The studies mentioned above established the usefulness of social networks for adults 
with ASD in Western countries. However, this may have a different perspective when 
considering Arab users. Based on the literature and the cultural perspective of the 
researcher, we have identified some cultural and traditional factors that might have an 
influence on Arab users with ASD when using technologies, creating a Framework 
for Autistic Arabs’ Social Communication and Interaction Technology (FAASCIT).  

Some of these factors are grouped under technical issues such as: Internet access 
and cost, availability of technology services, language and accents, usernames and 
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passwords, variety of devices and software, cultural differences in technologies, ab-
breviations and Internet language and the use of Arabic language using Latin letters, 
which is known as “Arabizi” [25]. The other factors were grouped under personal 
issues, such as spoken language, accents, gender differences in the use of technology, 
playing music in the technology, and some related to social rules such as the restric-
tions towards communicating to the opposite gender, building relationships and the 
validity of publishing personal information and photos online. Additional factors in-
cluded the level of knowledge of people with ASD and/or their parents, autonomy and 
independence, lack of public services and offering technologies and support.  

Preliminary interviews were implemented by the researcher in the current study, 
aiming to gather information regarding services provided for people with ASD in 
Saudi Arabia, and, in addition, to find out to what extent the factors mentioned above 
affect the usability and accessibility of technologies by adult Arabs with ASD. 

Two types of flexible, semi-structured interviews were designed, each specified for 
a particular group of participants: (1) a group of experts or members of staff specia-
lized in the field of Autism, and (2) a group of adults (16 years or older) with ASD. 
Twelve members of staff and experts participated in this contextual review from ele-
ven centres in different Saudi Arabian cities. Three participants were interviewed who 
had been diagnosed with ASD. All three were male adults aged 20, 21 and 24. How-
ever, at this stage not all the factors could be considered in the interview questions. 
The data collected from the interviews were in the form of text, driving the research 
strategy to be qualitative research.  

5 Preliminary Findings 

It was concluded that there is a lack of support for adults with ASD in Saudi Arabia 
and the services provided are mainly for children. Only three centres actually accept 
adults with ASD. One centre stops providing services at the age of 14, and one stops 
at the age of 16. All other centres are only for children and they do not have any facil-
ities to support adults. One of the centres was for males only, and all other centres 
were for both male and female children. However, there is a segregation age at each 
centre at which the males and females are separated, at least in classes. The age of 
segregation differs between centres, ranging from 5-13 years. In addition, five of the 
centres do not provide Internet access to the children. Four had both Arabic and Eng-
lish sections, the other centres only used Arabic and did not have any English ses-
sions. Five of the specialists reported a lack of technologies for people with ASD in 
the Arabic language. It was also pointed out by three of the specialists that they had 
faced some problems with children speaking with different accents and dialects. It 
was also observed that there may be some people who are not happy listening to mu-
sic, but this does not really form a significant concern. 

In regard to the use of social media, the three participants with ASD were not very 
familiar with the use of Facebook or Twitter. Two of the participants were using 
Whatsapp1, which “is a cross-platform mobile messaging app that allows you to  
exchange messages without having to pay for SMS”. Even though they seemed  

                                                           
1 http://www.whatsapp.com/ 
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interested in computers, they only use it for basic things such as Google search,  
YouTube or viewing photos of people on Twitter. For presenting their personal in-
formation and pictures online, two of the participants did not have a problem; the 
third participant said he would not want to add his picture online. This was interesting 
because it was noticed that he does display his photo as a profile picture on “What-
sapp”, and he had been interviewed on a T.V program before, which is now available 
on Youtube. In the Arabic culture, males usually do not have a problem with publish-
ing their personal data online; this might differ with female participants.  

In regard to the small number of participants, finding the right participants is chal-
lenging, as it is difficult to reach adults with HFA or Asperger syndrome in Arab 
countries. This could be because they may be hidden, not diagnosed or do not admit 
to having the disability. Widening the study to include participants from a number of 
other Arab countries, such as the UAE, Qatar, Kuwait and Jordan, will be considered 
in the further implementation of the present study. 

6 Research Strategy 

According to the Social Media Update 2013, the percentage of adults on social net-
working sites is 73% of online adult users, with Facebook having the highest number 
of users; 71% of online adults [26]. The 5th edition of the Arab Social Media Report 
indicates that the use of social networks has been increasing in the Arab world [27]. 
This significant increase in the usage of social networks could be connected to the 
Arab Spring, as reported in the Arab Social Media Report, [28]. In 2012 the number 
of Facebook users in Saudi Arabia was over six million, 90% of whom use it in the 
Arabic language [29]. 

It has been reported in different studies that people with ASD are more interested 
in visuals and pictures than in text [30,31]. Putnam and Chong in [32] report that 
people with ASD desire to include social skills in the technologies in order to over-
come their difficulties, as well as developing organisational skills and academic skills. 
According to Cooper [33], photos, with a percentage of about 93%, represent the most 
engaging posts on Facebook, compared to links, videos or text-based posts.  

For the implementation of the proposed research, the role of photos across social 
networks (in particular Facebook) will be investigated. The idea is to examine conver-
sations and comments posted by Arab adults with ASD over the photos on Facebook, 
and how their interest in photos and their interaction can influence their social rela-
tionships with family and friends online. Participants’ profiles and their activities 
around photos will first be evaluated. They will be given specific tasks related to pho-
tos, as part of the study, such as using tags. The activities will be evaluated after a 
period of time using data collected from Facebook API and face-to-face interviews.  

In addition, the impact of the cultural and traditional factors during the study will 
be measured by creating a profile throughout the process of testing the tasks in the 
study, to identify the cultural factors that are important for the Arabs with ASD when 
using social networks, in order to develop the final framework regarding culture, and 
usability and sociability issues (Fig.1). 
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Abstract. There has been, in the last ten years, a fast developing interest in the 
potential use of mobile technology in the classroom and in particular, in the use 
of such technology to support children with ASD (Autistic Spectrum Disord-
ers). The HANDS project developed a software application for mobile Smart-
phones based on the principles of persuasive technology design, which supports 
children with ASD  with social and life skills functioning – areas of ability 
which tend to be impaired in this population. Issues with the application of a 
behaviorist approach to the complex social field of special educational needs 
are considered. An argument is made for the need for ‘thick’ persuasive appli-
cations which take account of such complexity including the role of mediating 
factors. Particular focus is given to qualitative results indicating that user emo-
tional attachment is one such key factor.  

Keywords: User Emotional Attachment, Autism, Special Educational Needs, 
Instructional Design, Persuasive Technology. 

1 Introduction 

Impairments in social and communicative reciprocity and in adaptive, flexible regula-
tion of self and behaviors in individuals with ASD lead to significant difficulties in 
social participation both in simple situations, such as shopping and catching a bus to 
school as well as more intensely in complex social transactions, such as building rela-
tionships, or fitting in with classroom rules in educational contexts [1]. Perhaps  
un-surprisingly, there has been some hope invested in the potential of assistive tech-
nology, and particularly since the launch of the iPhone in 2007, in the use of mobile 
technology to support individuals with ASD in overcoming these barriers to social 
inter-action. In an exploratory study, Mechling et al. [2] evaluated the use of a mobile 
device with multiple prompt levels, indicating its potential to increase efficacy in 
completion of novel tasks and transitioning within and between tasks. Gentry et. al. 
[3] used standardized measurement tools to evaluate the efficacy of mobile devices as 
cognitive aids in a sample of high school students with ASD, indicating positive ini-
tial outcomes. Reports have also being published on the use of mobile technology 
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specifically to support social skills development. For example, Tentori and Hayes [4] 
report on the initial implementation of a smartphone app designed to give children 
social cues in specific social situations. Such research findings form the basis of sup-
port for the development and systematic evaluation of a fully integrated and flexible 
cognitive support tool on a mobile smartphone which can offer a wide range of inter-
ventions personalized to the individual needs of a student with ASD. More recently, a 
number of small scale studies, such as Neely et al. [5] and Mechling, Foster and 
Ayres [6], have been published on the use of tablet technology for similar purposes. 

One such system was developed in the HANDS (Helping Autism Diagnosed Navi-
gate and Develop Socially) research project, which created a cognitive support smart-
phone app which allows teachers to flexibly develop interventions on such de-vices to 
support children with ASD in developing social and life skills. The software design 
for this system was based on the principles of Persuasive Technology [7].  This paper 
reports on aspects of the use and evaluation of the HANDS system. 

2 Persuasive Technology 

The initial development of persuasive design principles by Fogg [7] was rooted in 
social psychology, but also influenced by behaviorism, cognitive psychology and 
communication theory. Fogg also drew on the Computers as Social Actors Approach 
developed by Nass et. al. [8] in which a social rule or dynamic for human-human 
interaction is adapted so that instead of two humans interacting, we have a computer 
and a human interacting in a social context. There has been considerable use and de-
velopment of persuasive systems in healthcare and commerce/marketing (see [9] for 
recent examples). 

Fogg [7] highlights several specific design principles for bringing about behavior 
change that are particularly well suited to incorporation in to technology systems:  

1. Reinforcement – reinforce target behaviors positively when they happen or nega-
tively when they don’t 

2. Reduction – make a complicated task simpler by removing stages in the process 
3. Self monitoring – allow the user to monitor their behavior 
4. Suggestion – perform an intervention at the most opportune moment when the user 

has both motivation and the ability to act.  
5. Surveillance – the person’s behavior is monitored and observed by other people 
6. Tailoring – use of personally relevant information as part of the intervention. 
7. Tunneling – sequencing tasks, to reduce cognitive load on the user, and thus sup-

port completion of the overall goal. 

2.1 Credibility and Kairos 

Fogg also makes extensive use of the two other concepts - source credibility and Kai-
ros. The former is typically categorized in the literature as having two dimensions – 
trustworthiness and expertise [10]. Trustworthiness indicates the perceived goodness 
or morality of the source and expertise indicates the perceived knowledge and skill of 
the source. Tseng and Fogg [11] consider specific features which can influence per-
ceived computer credibility, including interface design features such as color tones 
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and balanced layout. Fogg regards credibility as a central issue for the design of per-
suasive systems because the inherent inflexibility of computer systems means that 
design errors in this area can very easily lead to irretrievable losses of perceived 
source credibility.  

Fogg also highlights the concept of Kairos, namely that messages are more likely 
to be persuasive if they are delivered at the right time and place. Fogg [7, 12] consid-
ers Kairos as being particularly relevant for mobile persuasive systems. He argues that 
as mobile phones, integrated with social networking technology, become more and 
more a central part of the lives of students, mobile offers opportunities for interven-
tions to be delivered at a time and place when they are receptive to receiving them.  

2.2 The HANDS System 

Modeling the HANDS software on persuasive technology design resulted in devel-
opment of the following key functionalities: 1) an interactive calendar function with 
prompts, 2) a “Personal Trainer” training and support function that allowed teachers 
to flexibly develop specific interventions including step by step guidance sequences 
incorporating video and audio content. These interventions were designed on a server 
based application and then uploaded to the client application on the child’s smart-
phone. The Personal Trainer is the key arena for the expression of persuasive design 
principles in the software, further exploiting persuasive principles including tailoring 
to the specific needs of the individual, personalization (such as choosing the audio 
and visual skin of the app), reduction (step by step instructions that reduce cognitive 
load), credibility, and rewards. The first prototype of this software was implemented 
during the 2010 school year. Following a training programme, teachers worked with 
individual children to develop tailored interventions using the smartphone app, with 
ongoing support from the academic and technical team. Evaluation of this prototype 
was fed in to the development of the second prototype which was similarly imple-
mented in the 2011 school year. Implementation took place at four special schools 
across Europe and involved 20 teachers and 40 children. 

3 Special Educational Needs and Persuasive Technology 

From one perspective, special educational needs, such as Autism, Attention Deficit 
Hyperactivity Disorder, Oppositional Defiant Disorder, Down’s Syndrome etc. are 
synonymous with medical categories. Autism is a psychiatric (i.e. medical) definition, 
conceived primarily as a developmental disorder of the human nervous system. Psy-
chiatric definitions of autism are clearly located firmly within a medical model (see 
Barton 1988’s seminal discussion [13]), and as such, when introduced in to the social 
field of education have been subjected to sociological critiques which note that ‘nor-
mal’ modes of social and emotional communication can be thought of as socially 
constructed, and that greater recognition might be given, in educational setting in 
particular, to seeing this is difference rather than deficit, and that as such the diagnos-
tic labels themselves could even be considered as negatively pathologizing groups of 
children [14,15]. These two accounts (psychiatric and sociological) are in fact often 
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both extant, frequently with considerable tension, in the minds of teachers and in the 
national and local discourses and debates on policy on special educational needs.  

This discussion is of particular relevance to the use of persuasive technology for 
special educational needs because of persuasive technology’s provenance. As dis-
cussed, Fogg brought together these strands from the existing disciplines of rhetoric, 
social psychology and persuasion research in his ‘new’ discipline of persuasive tech-
nology. However, the behaviorist slant of Fogg’s work is clear. It is reasonable to 
postulate that there is a tension which arises when an approach derived from beha-
viorism (although certainly not in Fogg’s case a naïve variety) is applied to special 
educational needs, a field where the debates between medical versus social concep-
tualizations of the object of activity put in to question the linear relationship between 
action and object that a behaviorist approach implies. 

This analysis points towards the complexity of the social field in to which persua-
sive applications are applied. In ‘traditional’ persuasive technology, applications are 
designed to apply to a tightly defined area of behavior, i.e. to persuade a person to 
undertake one clearly specified behavior in one clearly specified context. For exam-
ple, Kim, Hong, and Magerko [16] discuss a comparative study of the effectiveness of 
two PC-based widget applications, each designed to give a visual metaphor for the 
energy consumption when the PC is on but not in use, thus persuading users to switch 
their PC off when not being used. Thus we have a clearly specified behavior – switch 
your PC off when you are not using it, in a clearly specified context; that is, the use of 
your PC. In addition, ‘traditional’ applications are relatively context free; that is, there 
is very limited information available about individual target users, and thus applica-
tions focus on interventions and persuasive messages that can be easily replicated for 
use across large populations with a low level of individualization. Although tailoring 
has been identified as a persuasive strategy, the implementation of this strategy in 
typical persuasive applications generally uses a very limited data set about individual 
users. In educational contexts the area of behavior targeted as well as the context are 
typically diffuse. Persuasive technology design to date has resided outside of a defin-
ing social context and empirical research has paid attention to persuasive effects  
rather than studying and using the social context. Yet when you are discussing persu-
asive effects in relation to special educational needs, where even the terms are  
contested and complex, persuasion needs to be considered differently. However, I 
argue that it is perfectly possible to develop what can be termed “thick” persuasive 
applications which explicitly take account of the social context and can be applied to 
a more complex range of behaviors such as those related to special educational needs 
in the classroom. Where then does the potential benefit of persuasive design for spe-
cial educational needs lie? In many diagnostic conditions, including autism, ADHD, 
Oppositional Defiant Disorder, Developmental Coordination Disorder, we see im-
pairments in social communication, emotional regulation and social interaction, 
linked to difficulties with adaptive, flexible regulation of self and behaviors. Conse-
quently, a major objective of the education of young people with these conditions is 
the modification of behaviors associated with impairments in social and life skill 
functioning [17]. Thus persuasive technology has the potential to help children with 
special educational needs who want to change their behavior (and one of Fogg’s key 
principles [7] is that persuasion via technology is only effective when the ‘target reci-
pient’ wants to change their behavior on some level). However, ‘thick’ applications 
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need to take account of the complex social field, one aspect of which is that whether a 
persuasive message delivered by technology is effective depends on how it is me-
diated in that social field. One of those factors is user emotional attachment. 

4 User Emotional Attachment 

Writing from a general HCI perspective, Meschtscherjakov [18] and Wehmeyer [19] 
have noted that mobile device users develop a relationship with their mobile devices 
and that their level of engagement with the device generally and with particular func-
tions is dependent on the quality of that relationship. They use the terms “user at-
tachment” or “user emotional attachment” to signify that mobile devices can act as an 
expression of an individual’s personality or a symbol for group membership, and as 
such act as an extension of or form part of an individual’s sense of identity.  Weh-
meyer [19] and later Geven et. al. [20] note that personalization (i.e. the tailoring of 
mobile phone functions such as wallpaper, screensavers etc.) can be one aspect of the 
process whereby users become “attached” to their mobile devices on an emotional 
level. Fogg and Eckles [12] use the analogous term “mobile marriage”, which is the 
development of an intensive positive relationship between the user and the device, 
based on repeated interactions over a period of time. Fogg and Eckles also employ the 
term “mobile loyalty”, which is the perception by users that a device exists to serve 
their needs and wishes first. The existence of such a perception is postulated as in-
creasing the level of credibility of the persuasive messages provided by on the device, 
credibility being a key principle of persuasive design. Clearly both concepts are inter-
dependent, as a user who has developed a positive emotional attachment to their de-
vice via repeated interaction (user device attachment) is potentially more likely to 
view persuasive messages on the device as being more credible. 

5 Research Methodology 

The objectives of the interpretivist qualitative analysis reported on here were to gain 
an understanding of the factors mediating engagement with the app. A linked quantit-
ative analysis measuring the extent to which the software had an impact on develop-
ing social and life skills is reported elsewhere [21]. Classroom observations and 
linked semi-structured interviews were carried out with 15 teachers working with 
children using the app using the across the four test school sites, and a linked ques-
tionnaire was completed by an additional 15 teachers. Interviews were also underta-
ken with 18 children across the four schools, and with 16 parents. 

6 Data Analysis 

A thematic analysis of the full data set was undertaken. This followed Fereday & 
Muir-Cochrane [22] in using a combined deductive / inductive procedure for the cod-
ing of the data facilitated by the Nvivo software package. Identification of themes and 
patterns in the data was based on a descriptive cross case comparison [23, 24]. Each 
instance of a teacher working with a child (teacher-child dyad) was considered as a 
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case. Firstly a case study summary was constructed for each case, with emerging 
themes and patterns being highlighted. Then each case was iteratively compared to 
the others, and the identified themes and patterns modified during this process to en-
sure a best fit to the overall data set.  

7 Results and Discussion 

The key factors mediating engagement (the ‘thick’ aspects of persuasive technology 
use with this group of children with special needs) are indicated in Table 1. 

Table 1. Factors Mediating Engagement 

Factor 
Number of 
Cases +ve 

Number of 
Cases -ve 

Technical factors  14 15 
Graphical User Interface Design 6 11 
Source Credibility 13 0 
User Device Attachment 18  
Kairos 23 0 
Home-School Collaboration 20 0 

Cases are +ve where the influence on engagement was positive and –ve where the 
influence on engagement was negative 

As indicated in Table 1, user emotional attachment was identified as a mediating 
factor in 18 cases (see Mintz et. al. [21]) for a discussion of other factors identified).   
Teacher, child and parent interviews and teacher questionnaires demonstrated high 
levels of individual usage of the mobile functions and the width and breadth of func-
tions that the children used, and that in the perception of teachers and parents, broader 
engagement with these wider phone functions influenced the children’s level of en-
gagement with the intervention app and responsiveness to persuasive messages de-
signed to develop social and life skill functioning. 

The qualitative analysis gives some support to the proposition that user device at-
tachment is a relevant factor influencing how children using persuasive mobile sys-
tems engage with their device and with specific persuasive functions. Certainly it 
seems clear that overall attachment is influenced, as suggested in the persuasive de-
sign literature, by repeated positive interactions with a range of cognitive and social 
functions on the device.  

This paper also lends support to the contention that thick persuasive applications, 
which take account the complex social field which children with special educational 
needs, their parents and their teachers inhabit, could have a positive effect on behavior 
change. However, for this to happen, consideration of relevant mediating factors, in 
other words, how these interventions are assimilated in to the world of the child and 
made meaningful for the user is crucial. User emotional attachment could be con-
ceived of as a conceptualization of the point that children with autism (and likely with 
ADHD, ODD etc.) do enter in to a type of emotional connection with their device, 
and it is this emotional connection to the whole device, rather than to just a persuasive 
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app, which is meaningful for them. Persuasive technology may have behaviorist roots, 
but when it takes proper account of what technology means for individual children, 
and the complexities that are involved for teachers in working with such children, it 
can have a role to play with children with special educational needs. Such a conclu-
sion also implies that qualitative research methods as applied here are crucial in let-
ting us uncover those meanings. 
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Abstract. This study investigated the effects of the gamification elements of 
scaffolding, score and hints on the user enjoyment and motivation of people of 
low literacy. In a four-condition within-subjects experiment, participants per-
formed mental spatial ability tests with the aforementioned elements. Quantita-
tive results were inconclusive, but post-test interviews provided insights on the 
limited effectiveness of the gamification elements. Complex questionnaire 
wording, high task difficulty, and an improperly situated task environment all 
contributed to ceiling effects in the influence of scaffolding. Score was found to 
be ineffective without proper contextualization connecting the numerical score 
to clearer performance measures. Finally, the underused hints functionality has 
indicated the need for adequate ‘mixed initiative’ support. 

Keywords: Literacy, Gamification, Motivation, User Enjoyment. 

1 Introduction 

In modern Dutch society, people of low literacy engage in low levels of societal par-
ticipation, due to an insufficient grasp of information and communication skills. 
Computer tools to support societal participation learning for this demographic already 
exist, but the design of these tools is not optimal. First, people of low literacy suffer 
from low self-efficacy with regard to learning and the use of information and commu-
nication technology (ICT), which translates into reduced motivation to act. And 
second, the current tools are experienced as complicated and unengaging. This study 
aims to experimentally investigate whether or not gamification elements can improve 
the user enjoyment and raise the motivation of people of low literacy using software. 

The paper is set up as follows. This chapter provides background information on 
low literacy and low societal participation in the Netherlands, the issues with current 
computer support tools related to societal participation learning, and the concept of 
gamification. Chapter 2 presents the experimental methodology, including information 
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on experimental design, measurement operationalization, participant demo-graphic 
information, and materials used. Chapter 3 gives an overview of the results. Chapter 4 
offers discussion on study outcomes and recommendations for future work. 

1.1 Low Literacy, Societal Participation, Information and Communication 
Skills 

At around 1.1 million people, close to 10% of the Dutch work force is currently clas-
sified as being 'low-literate' [6]. The concept of low literacy encompasses not only a 
deficient grasp of basic reading and writing ability, but also indicates a lack of the 
information and communication skills needed to effectively participate in modern 
information societies [14]. Murray et al [10] report on a standard of functional literacy 
that is associated with higher societal participation, independence and learning, which 
is seen as the minimum level required for effective participation in society [14]. 

Societal participation is the common term for goal-directed behaviors enacted in 
the context of a social structure. Schouten [13] provides a model of societal participa-
tion consisting of two axes: a formal-to-informal social context axis and an informa-
tion-to-communication skill axis. Examples of problematic societal participation for 
low-literates in this model are engaging with formal institutions through writing and 
through interactive voice response systems, reading and understanding traffic signs 
while driving, and using email and Skype to stay in touch with far-away friends. 

1.2 Support Tools, User Enjoyment, Motivation 

One common method for assisting low-literate people in language learning and so-
cietal participation is the use of software support tools. However, Schouten [13] as-
serts that currently available tools in these areas are not optimal. Particularly in the 
areas of user enjoyment and motivation, low-literate users often run into issues. 
Schouten [13] posits that people of low literacy often suffer from low levels of self-
efficacy with regard to both learning and ICT use, which negatively impacts motiva-
tion. Negative affect towards learning and towards ICT play a role as well. While 
many low-literate people express a desire to learn, the (perceived) complexity of sup-
port tools acts as an additional impediment. 

User enjoyment, a subset of user experience, indicates users’ general pleasure or 
displeasure with a system. Based on Gajadhar et al [3], user enjoyment encompasses 
several concepts. Positive and negative affect refer to the user’s general affective state 
towards the software. Annoyance measures judgment about the software’s usability. 
Finally, competence and challenge indicate respectively the user’s sense of being 
good at using the software, and the difficulties encountered during use. All of these 
concepts are self-reported. Preliminary reports from low-literate user workshops [13] 
show issues with regard to support software and user enjoyment. High levels of com-
plexity exacerbate negative attitudes towards ICT, causing frustration and annoyance. 

Motivation is a powerful predictor for software use and learning outcome. This 
study specifies four kinds of motivation, based on Guay et al [4]. Intrinsic motivation 
refers to engaging in an activity ‘for its own sake’. Extrinsic motivation, engaging in 
an activity to obtain a certain goal, is divided into identified regulation (where the  
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activity itself is seen as valuable and self-chosen) and external regulation (where the 
activity is strictly seen as a means to an end). Finally, amotivation refers to a lack of 
desire to engage in an activity. 

1.3 Gamification 

Gamification is becoming increasingly ubiquitous. Deterding et al [2] define it as "the 
use of game design elements in non-game contexts" (p.1). Within the context of this 
study, gamification could prove useful in increasing user enjoyment and motivation 
with regard to societal participation support. Gamification has already been applied in 
astronaut training software to improve individual motivation [1] and to improve user 
engagement in e-learning [9]. 

Three specific gamification elements are seen as being particularly interesting in 
this context. Scaffolding refers to gradually increasing difficulty level and reducing 
guided support in track with user progress [2]. This matching of user skill and task 
difficulty could make the user feel more competent at tasks, and implementations of 
similar ideas have been shown to influence intrinsic motivation [12]. 

Hints, implemented as helpful guides and comments designed to facilitate progress 
and avoid frustration [16], can be seen as a form of learning support, aimed at reduc-
ing experienced challenge. Good use of hints supports players in solving problems on 
their own, rather than just ‘giving’ them the solution [12]: hints used in this learning-
support way could increase intrinsic motivation. 

Finally, Zichermann and Cunningham [17] consider the numerical performance 
measure of score to be "an absolute requirement for all gamified systems" (p.36). 
Score and reward systems have been linked to increased extrinsic motivation in users 
[16]. Furthermore, score’s provision of feedback and social-competitive context to the 
user [17] links it to possible higher positive affect with regards to a task. 

1.4 Research Question 

To our knowledge, studies into gamification specifically with low-literate users are 
nonexistent. There are reasons to suspect that general findings about gamification do 
not directly apply to a low-literate demographic, however. Information and communi-
cation skill deficiencies cause problems with software use at large, likely impeding 
the effectiveness of gamification [14]. The addition of extra elements to software can 
create perceptions of high complexity and necessitate learning new functionality and 
new information structures, which would exacerbate problems derived from this. 
Finally, van Linden and Cremers [8] report that low-literates, among other things, 
often show reduced abstract thinking skills: this could reduce the effectiveness of 
certain gamification elements, such as score. 

This study aims to investigate the effectiveness of the gamification elements of 
scaffolding, score and hints in improving the user enjoyment and motivation of people 
of low literacy. The principal research question is: Can the use of gamification in ICT 
software applications enhance motivation and user enjoyment for people of low  
literacy using these applications? The following hypotheses are tested: 
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1. Scaffolding 
(a) Scaffolding increases intrinsic motivation in low-literates. 
(b) Scaffolding increases self-reported competence in low-literates. 

2. Score 
(a) Score increases external regulation in low-literates. 
(b) Score increases positive affect in low-literates. 

3. Hints 
(a) Hints increase intrinsic motivation in low-literates. 
(b) Hints decrease experienced challenge in low-literates. 

2 Method 

2.1 Experimental Design 

This study employed a counterbalanced mixed-method within-subjects design. To 
measure the effect of gamification on user enjoyment and motivation, four experi-
mental conditions were used: three conditions corresponding to the scaffolding, score 
and hints gamification elements, and one control condition. 

Each condition consisted of the participants completing a mental spatial ability test 
(SPAT). Developed by Neerincx et al [11], the SPAT involves matching a provided 
three-dimensional figure with a correctly rotated version of that same figure, chosen 
from a set of alternatives. While this test is non-verbal, it has a high base level of 
difficulty and complexity that supposedly provides room for support initiatives like 
gamification to have clear effects. Research shows that low-literate participants per-
form relatively poorly at this test, exacerbating this effect [8]. Figure 1 shows a 
screenshot of the SPAT-application used during the experiment. 

 

Fig. 1. Screenshot of Spatial Ability Test (SPAT) software used in the study. The participant 
should indicate which of the three right-most figures is identical to the left-most figure. 

In the control condition, participants were asked to solve a set of 15 SPAT puzzles. 
Puzzles ranged in difficulty from 2 to 5 answer possibilities, and a predetermined 
random difficulty order was used. Each puzzle had a time limit of 15 seconds. Other 
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conditions were differentiated as follows: in the scaffolding condition, the predeter-
mined random difficulty order was changed to a sequential difficulty order, gradually 
increasing the puzzles in difficulty level: 2 answer categories, then 3, then 4, then 5. 
In the hints condition, a ‘hint’ button was added to the user interface: participants 
could click this button once per puzzle to remove one incorrect answer, a maximum 
of ten times total. In the score condition, participant performance was displayed at the 
end of the condition, in a '[number correct]/15' format. 

2.2 Participants 

With the help of the Dutch Stichting Lezen & Schrijven, 17 low-literate participants 
were recruited for this study. 12 female and 5 male subjects participated, ranging in 
age from 33 to 71 years (mean=51.94 years, SD=11.255). 

2.3 Measures 

In order to measure user enjoyment and motivation in low-literate participants, a short 
questionnaire was created. This questionnaire was adapted from the Game Experience 
Questionnaire (GEQ) [7] and the Situational Motivation Scale (SIMS) [4], containing 
five questions to measure self-reported competence, annoyance, challenge, and posi-
tive and negative affect, and four questions to measure intrinsic motivation, identified 
regulation, external regulation, and amotivation. All questions were rated on a 5-point 
Likert scale. Question wording was simplified to better fit the low-literate partici-
pants. Participant performance on the test, defined as the number of puzzles solved 
correctly, was also measured in all conditions. 

2.4 Procedure 

Two participants were present in each experimental session, participating in parallel. 
A brief introduction of the task was given before starting. The test was demonstrated, 
paying special attention to operation, and any questions were answered. 

Each participant completed all four experimental conditions in sequence: condition 
sequences were counterbalanced. Participants filled out the enjoyment/motivation 
questionnaire after each condition; experimenter help in reading questionnaires was 
offered, but not enforced. After completing the experiment, participants also filled out 
a questionnaire measuring demographic information, computer experience and gam-
ing preferences. Finally, short interviews were held. The intent of these interviews 
was to gain more in-depth insights into participant motivation and enjoyment. Inter-
views were semi-structured: questions like 'what did you think of this game?' and 'did 
you notice any differences between different play sessions?' were used as predeter-
mined starting points, with follow-up questions based on insight. 

3 Results 

Questionnaire results were analyzed using linear and quadratic regression analysis. 
Scores for positive affect, intrinsic motivation and identified regulation were high 
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across participants, while other scores (including SPAT scores) were more varied, 
with no immediate trends. None of the six hypotheses were confirmed (see Table 1). 

Table 1. Overview of regression analysis results as related to the six hypotheses 

1a: Scaffolding, Intrinsic Motivation F(3.64) = .082 p = .969 Unconfirmed. 
1b: Scaffolding, Competence F(3.64) = .777 p = .511 Unconfirmed. 
2a: Score, External Regulation F(3.64) = .104 p = .957 Unconfirmed. 
2b: Score, Positive Affect F(3.64) = .022 p = .995 Unconfirmed. 
3a: Hints, Intrinsic Motivation F(3.64) = .118 p = .960 Unconfirmed. 
3b: Hints, (Experienced) Challenge F(3.64) = .476 p = .700 Unconfirmed. 

The follow-up analysis found two interesting significant results. First, a linear rela-
tion between competence (R^2=.066, F(2,64)=4.57, p=.36) and performance indicates 
that self-reported competence was a good predictor of actual competence. And 
second, a quadratic relation between positive affect (R^2=.209, F(2,64)=4.671, 
p=.000), intrinsic motivation (R^2=.109, F(2,64)=3.931, p=.023), identified regula-
tion (R^2=.216, F(2,64) = 8.800, p=.000) and performance seems to indicate a rela-
tion between skill and enjoyment. Analysis of computer self-efficacy and gaming 
preferences showed no significant outcomes: values for both constructs measured 
across the range, with no trends to speak of. 

4 Discussion and Conclusions 

Based on quantitative analysis, none of the hypotheses could be confirmed. As this 
represents a deviation from expectations, possible explanations are offered next. 

Generally speaking, this study seems to have underestimated the issues low-
literates experience with regard to information and attention complexity. Simply deal-
ing with the ‘base’ SPAT proved complex enough for participants to require their full 
attention. Furthermore, questionnaire wording was found to be overly complex, even 
after editing. The motivation questions were particularly misunderstood, with partici-
pants often verbalizing one answer and noting another. The concept of ‘motivation’ 
may be too abstract for this demographic to be measured in questionnaires. 

This study reaffirms the vital importance of strongly taking the constraints asso-
ciated with low literacy into account (c.f. [8]). While attempts were made to adapt 
measuring instruments to the target demographic, issues of complexity, abstraction, 
and information overload were still encountered. 

The lack of results for scaffolding can be attributed to two ceiling effects. First, 
almost all participants reported high motivation and enjoyment, both in questionnaires 
and in post-test interviews, simply from participating in the study. The experimental 
task was too 'fun', and seen as a game, which led to a high baseline for enjoyment and 
motivation even in the control condition. These findings confirm the importance of 
properly situated test design [14]. An experimental design that was less enjoyable, 
framing the situation as a problem or a test, could have avoided this issue. 
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Task difficulty presented a second ceiling effect. Perceived difficulty did not 
change as a function of the number of answer possibilities, but instead seemed de-
pendent on participant skill levels: participants were either consistently good at the 
task, or consistently bad, with little change between conditions. Particularly for the 
latter group, and counter to expectations, the difficulty of the experimental task influ-
enced outcomes in an undesired way: the base task difficulty was so high that the 
effect of the experimental manipulations was too small to make any real difference.  

It could also be argued that since the SPAT measures the stable trait of mental rota-
tion skill, little room would be left for difficulty manipulation through scaffolding to 
begin with. While this notion does not invalidate this study’s scaffolding manipula-
tion, given that measurements focused on more affective factors, it does provide a 
compelling alternate reason for why this manipulation had so little effect. 

The lack of results for score can be attributed to insufficient context: displaying 
score in only one condition lacked any progress and skill information. Participants 
also did not always report ‘seeing’ the post-test score screen; as no equivalent screen 
existed in other conditions, this could be due to information overload or attentional 
division. Finally, the numerical nature of score was difficult to some participants. 

Earlier assumptions about the application of this gamification element should be 
rethought. The combination of information and attention overload and interpreting 
numeric information could mean that a visual representation of score as a motivator is 
simply not suited for low-literates. Future studies should attempt to clarify this. 

The lack of results for hints can be attributed to two factors. First, about 50% of 
participants reported not 'seeing' the hints button in the condition it was present: as 
with score, this could represent information or attention issues. Second, the partici-
pants that did see the hints button reported a desire to not use it: they saw the test as a 
game, and wanted to test their skills. A similar attitude was visible with the question-
naires: participants would never ask for help with reading the questions, but any offer 
of help was always gladly accepted. These findings seem to indicate the need for bet-
ter design of support options: mixed initiative design principles could be used to 
achieve a better balance in offering and enforcing help [5].  

Finally, the quadratic relation between positive affect measures and performance 
seems similar to flow theory and the Zone of Proximal Development [12], which 
present the optimal user experience as a between frustration and boredom. The notion 
that societal participation learning for low-literates is subject to flow considerations 
could be used as a starting point for designing better software to this effect. 
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Abstract. Tangible multitouch tabletops allow multiple users to interact with 
physical and virtual objects simultaneously and afford natural and intuitive so-
cial interactions. Although some applications have shown that multitouch table-
top technology is an applicable technology with potentials for children with 
ASD, more research is need to understand how to take advantage of the affor-
dance of this technology. This research presents an effort in exploring the po-
tentials of tangible and multitouch games for children with ASD. 

Keywords: Autism Spectrum Disorder, Tangible User Interfaces, Multitouch, 
Tabletop Games, Children. 

1 Introduction 

Autism Spectrum Disorder (ASD) is a set of neurodevelopmental disorder characte-
rized by impairment in social interaction, communication skills and in behavior, 
which is restricted and repetitive. Recent statistics have shown that autism is the 
second most prevalent neurodevelopmental disorder among children and is estimated 
to be 1–2 per 1000 children. Meanwhile ASD is estimated to affect about 6 per 1000 
children. The spectrum of ASD is continuous and includes many variations. However, 
all types of ASD present three common well-defined difficulties known as the Triad 
of Impairments: impairments of social interaction, of social language and communica-
tion, and of flexibility of thought and imagination [1]. 

Computer-based applications are considered to be useful tools for therapeutic and 
educational purposes for children with ASD because they are predictable, consistent, 
free from social demands and specific in focus of attention [2]. In recent years there 
has been a large body of research on tangible and multitouch tabletop interfaces. 
Tangible user interfaces (TUIs) augment the real physical world by coupling digital 
information to everyday physical objects and environments [3]. Tangible multitouch 
tabletops allow multiple users to interact with physical and virtual objects simulta-
neously and afford natural and intuitive social interactions.  

Although some applications have shown that multitouch tabletop technology is an 
applicable technology with potentials for children with ASD, we still need to under-
stand how to take advantage of the affordance of this technology in order to provide 
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the best possible support for children with autism, their families and professional who 
support them. This research is one of the efforts in exploring the potentials of tangible 
and multitouch games. 

2 Related Work 

Multitouch technologies, which allow multiple users’ simultaneous input, provide 
more opportunities for flexible collaboration compared with traditional interfaces. 
They allow direct and simultaneous manipulation of digital objects on the interface 
and provide possibility of non-verbal and gestural communication. The past few years 
have seen a great increase in research on multitouch technologies for autistic children. 
These researches range from enhancing social interactions and communication skills 
to improving imaginations [4,5]. Most recently Hourcade et al. [6] developed applica-
tions and activities on multitouch tablets for promoting social skills among children 
with ASD. They observed increased pro-social behaviours such as collaboration and 
coordination and augmented appreciation for social activities. They also found that 
these applications provided children with novel forms of expression. Tangible tech-
nologies, which have shown to be able to help children with social skills [7], have 
also been investigated by researchers on their affordance in supporting autistic child-
ren to collaborate and communicate. For example, Farr, et al. [8] compared the activi-
ties of autistic children in two conditions, one where the children played with Topobo, 
a constructive assembly system with kinetic memory, and one where they played with 
LEGO building blocks. The research found that more cooperative play occurred when 
children used Topobo. In our research we aim to investigate the joint benefits of tang-
ible and multitouch technologies on children with ASD. 

3 The Design of a Game Suite 

Inspired by previous research in tangible and multitouch technologies and their appli-
cations, based on game design principles, and through communication with ASD 
experts, family and caregivers of ASD children, we have identified the requirements 
for the application and implemented a suite of games. The game suite is developed on 
the Samsung SUR40 multitouch table using Microsoft PixelSense. Byte Tags are used 
to mark physical objects such as dog food and Frisbee so that the table recognizes 
these objects. Depending on where and which objects are placed on the table by the 
children, the system will take different actions and give different feed-back.  

3.1 Requirements 

The games in the suite should be designed for different purposes and different levels 
of difficulties so that teachers, parents, and caregivers can choose which game to give 
to the children based on the conditions of the children [9]. Children themselves should 
also have the opportunities to choose which game they would like to play. 

The game suite should include both single-player games and multi-player games. 
Preferably the games should have single-player mode and multi-player mode. In mul-
ti-player games and multi-player mode, tasks should enforce collaboration and  
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communication, rather than dividing the tasks to individual children. Turn-taking 
should be built into each game as collaborating sometimes means to compromise 
one's interest for the interest of the whole group [6]. The children should have the 
possibility to decide for their own turn-taking system, as this can make the game more 
challenging than simply following the machine's instructions [4].The games should 
allow children to make mistakes, rather than using constraints to prevent children 
from making mistakes. Children should learn to handle their own mistakes as well as 
others' and to control and manage the frustration resulting from the mistakes. 

3.2 Game Examples 

Circles is a two-player game (Fig. 1a). The two circles (light blue and red ones) are to 
be moved to the end of the maze without touching each other or the walls. Each circle 
is controlled by one player. If a collision happens, the players have to start again from 
the beginning. The game mainly trains four skills: collaboration, communication, 
physical coordination and handling mistakes. The players have to collaborate and 
communicate to give their partners possibility to anticipate the next moves. The mis-
takes involve both players and the objective is to have the children overcome these 
obstacles by recognizing their mistakes or by forgiving the other player's mistakes. 
Faces is designed to help autistic children recognizing facial expressions and relating 
the expressions with feelings (Fig. 1b). When an image appears, the player touches a 
word label representing the feeling. In Pets the players have to offer different objects 
in order to reply to different needs of the pets (Fig. 1c). The mood of the pet changes 
according to the player activities and the object it received. The players should recog-
nize this association to make the right choice. This game is based on the research that 
shows the positive effect of animal-assisted therapy on autistic children [10].  

 

Fig. 1. Interfaces  

4 Discussion and Future Work 

The combination of tangible and multitouch technologies has the potential to provide 
support for autistic children beyond each of the individual technology. In this research 
we aim to increase the understanding of the affordance and potentials of this combina-
tion. In addition, the development of the game suite provides the teachers, parents, 
and caregivers the opportunity to choose games based on the children’s conditions. 
The children themselves can also choose which game to play based on their own or 
joint interests. This flexibility could enhance the engagement of the children [5]. We 
are currently planning a formative evaluation, which will be carried out soon. 
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Abstract. This paper reports our work in developing a mobile application, 
which helps autistic children communicate with those around them, by using 
PECS symbols to formulate a sentence and later on speak it out loud. The appli-
cation in question has gone through a rigorous development process: both the 
requirements gathering and evaluation for this project have been conducted 
with experts in the world of autism in order to further establish the soundness of 
the work. All the issues that were found throughout the evaluation, which was 
carried out as a cognitive walkthrough, were fixed and suggested additional 
functionalities were taken into consideration in order to enhance the application 
with more features. A user-based evaluation, which was conducted in order to 
further establish the validity of the work, proved that the application was well 
accepted by the autistic community in the virtual world. 

Keywords: Autism, Autistic, Verbal Impairment, PECS, Makaton. 

1 Introduction 

Autism is a disorder, affecting more than 400.000 individuals in the UK alone [1], 
which is characterized by a marked impairment in non-verbal communication, peer 
relationship development, delay or absence of verbal communication from a very 
young age. This last impairment, which is this project’s main focus, is usually over-
come in the real world by the employment of communication methods, such as the 
Picture Exchange Communication System (PECS) and the Makaton. Concepts from 
both communication methods will be used in this application in order to provide a 
technological solution that autistic people can use to interact with the world around 
them. 

Researchers have been testing out other methods to make communication possible, 
namely one of these being computer-aided interaction. As [2] shows, multimedia 
programs provided with visual and auditory stimuli can be successfully used to teach 
important skills to individuals affected by autism, as they can in fact introduce them 
to fundamental social communication concepts such as language, emotion recognition 
and social skills. All attention will be narrowed down to the first of these three in this 
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paper. According to [3], computer-aided communication seems to prove as quite an 
efficient and effective choice when it comes to individuals affected by autism. Most 
of these individuals have in fact, not only been shown to prefer the visual channel to 
the auditory one, but have also been known to have quite an eidetic memory.  

The chief concern of this paper is the development of a PECS-based software ap-
plication that is to be used by autistic children with verbal communication difficulties. 
It is expected that the application will not only be beneficial to children affected by 
high-functioning autism but also adults affected by a low-functioning one, since they 
also show a substantial lack in both verbal and non-verbal communicative skills. The 
remainder of this paper is organized as follows. It starts with a critical review of the 
existing applications followed by the design principles that are followed at the devel-
opment stage. It then discusses the requirement and the design process of the intended 
application. Finally, the evaluation of the application is documented and results are 
discussed. 

2 Design Principles 

Four key user interaction related aspects have emerged in the primary steps of this 
project, which will be of vital importance throughout the course of it all, and these are 
[4,5]: 

• It is of the utmost importance to catch the child’s interest; 
• Interaction modalities must be kept simple, ergo an application should not include 

different kinds of them all popping up on the screen at the same time (e.g. allowing 
the user to either type in text or speak it via voice recognition should not be an op-
tion); 

• Children should be able to learn from their own actions, this will be achieved by 
providing them with repetitive and recursive steps;  

• User interfaces should not be over-cluttered with symbols as this may impede users 
from successfully establishing a connection. 

• There seem to be two different communication systems that represent viable and 
already well-tested ways of interacting with children with special needs: the Maka-
ton and the PECS. The PECS is out of the two the one that caught much attention 
because of the engagingness and colorfulness its symbols have, since, as it was es-
tablished earlier, one of main goals of the items in the user interface would have to 
be to attract the user’s attention. 

• One of the Makaton’s traits will also be taken and integrated into this project. The 
sentences in this project will in fact be formulated using key-word symbols, as: 

• Symbol reading would prove far too advanced for the children the application is 
intended for and they would not be benefitting much from it;  

• Functional reading would not be useful because the information the receiver of the 
conversation would be given would not be sufficient for them to understand the 
needs of the sender. 
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3 Requirements Elicitation 

The list of requirements for this project was elicited with the help of several experts in 
the field, one of whom was especially vital to its fruition. All requirements have been 
gathered keeping in mind the stakeholders of the application: 

• Individuals affected by autism; 
• Parents/guardians; 
• The specialist teachers with whose help the requirements for this project have been 

gathered; 
• Experts in the field who might benefit from the development of such a project. 

An extensive background reading alongside discussions with a lecturer from the De-
partment of Psychology at the University of York, specializing in language develop-
ment in autism and specialist teachers working for a school for children with special 
needs in York, have served as a mean to further define the requirements. 

The requirements that have emerged are as follows: 

1. The symbols that shall be used within the application are PECS symbols. Though 
they are highly customizable and, as such, do not themselves retain a standard; 
they represent one of the most used communication systems for people with learn-
ing difficulties and can allow us to successfully achieve the objectives posed by 
this project.  

2. The application shall guide children and allow them to learn from their mistakes. 
Since many teachers suggest that most of them tend to be error-prone. 

3. Autistic children lack the ability to abstract and should therefore not be distracted 
from achieving their goal by having to look for the symbol they are after in differ-
ent folders. Therefore items shall not be over-categorized, though one categoriza-
tion level would not be too deterrent. 

4. The children’s first goal is expressing their needs and not someone else’s. As such, 
the formulation of sentences like “the girl eats an apple” would be of no interest to 
them. The formulation of sentences that are not strictly correlated to the user shall 
not be possible. 

5. As it’s been gathered, the average autistic user’s disabilities demand that steps be 
recursive and repetitive (as mentioned earlier). 

6. All the sentences shall be spoken out in British English. As many teachers have in 
fact pointed out, most applications tend to be aimed at an American audience and 
children here in the UK find it hard to relate to them because of the different ac-
cent. 

7. It is not yet clear at this stage the level of language that shall be required in the ap-
plication. That is if the application should enforce the use of proper sentence for-
mulation, despite the fact that some sentences might result harder for the average 
autistic child to grasp. 
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4 User Centred Design 

User centered design was used as the development process. Going from the previous-
ly gathered requirements, new prototypes have been drawn until an agreement be-
tween the stakeholders could be reached. 

 

Fig. 1. First prototype 

The first prototype in figure 1 was drawn without the input of either users or ex-
perts; it was merely sketched up going from the pieces of information gathered during 
the requirements elicitation. It was in fact drawn on the basis that: 

• An autistic child may only wish to express their own wants (hence the I want to 
and I don’t want to) and no one else’s; 

• There should be no excessive need for navigation, because, as already stated earli-
er, this might drive the children to not accomplishing their goal. 

The feedback the was received from a specialist teacher was fairly positive but a need 
for sequentiality was expressed along with the need of asking for help, wanting to 
sleep and going to the bathroom, which led us to drawing the second and final proto-
type for the application shown in figure 2. 

As can be seen from this prototype, the clear portrait layout, opted for instead of 
the landscape one, along with the division between the steps that need to be underta-
ken in order to get to the formulation of a sentence, gives a clear sense of sequentiali-
ty and navigation which was, what had been said, was missing in the first prototype. 
The validity of the second prototype was verified with a colleague of the specialist 
teacher the first one had been looked over by. 
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Fig. 2. Second and last prototype 

5 Evaluation 

Out of all the different ways this application could have been evaluated, a setting not 
involving users [6] was chosen, the reason for that being that it would have been ex-
tremely difficult to get them to cooperate in an evaluation with an expert, given their 
indisposition as both children and autistic users. 

The expert evaluation was conducted in two different iterations: the first was con-
ducted with a former specialist teacher and whilst second with the mother of an autis-
tic child. 

The former specialist teacher was working at York City Council as a reviewer for 
applications and programs alike, to judge if they be fit to be used by people with men-
tal disabilities in an educational environment. 

Her deep knowledge of autism combined with an experience in evaluating software 
convinced the author that her expertise should be used to evaluate the application. 
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Not only did she guide me through some of the usability issues an autistic child 
could experience whilst attempting to use the application, but also gave me an insight 
into how the application could be better improved in terms of choice of symbols, lan-
guage syntax and coloring.  

The approach the author used was quite straightforward and simple: a cognitive 
walkthrough [7]. Since another kind of walkthrough had been used throughout the 
design stage with the prototyping and had proven fruitful it was thought the same 
would be done again. 

The mother of the autistic child also proved immensely helpful in terms of choice 
of symbols and even allowed the author to indirectly further test the application at 
home with her son. The test lasted one month and proved quite positive as it served as 
a way to further define the symbols for the application. 

A user-evaluation was also conducted by putting the application online on the Play 
Store at the following link:  
https://play.google.com/store/apps/details?id=com.SeGle

Nx.youtalk 
As of the writing of this paper, the application has awarded 3.5 out of 5 stars and 

out of the 421 downloads it has had, it is still being used by 211 people. 

6 Project Overview 

This project has started out with an overview into autism, which delved into its differ-
ent categorizations, the non-computer-aided communication tools already in place for 
dealing with this disorder and finally a thorough critique of already existing applica-
tions that address this or similar problems.  

It then progressed onto the requirements elicitation process that was achieved by 
combining what was uncovered in the literature review with discussions with several 
experts in the field. 

A user-centered approach was used throughout the entire project and extreme care 
was taken whilst designing the application to make sure it complied with the usability 
needs of autistic children. The design went in fact through two prototyping iterations, 
which have been discussed and evaluated by experts in the field. The prototype, 
which was agreed upon, was then enhanced with the functionalities required in order 
to meet the requirements for this project. 

Based on this design, an Android application was then developed. The implemen-
tation also went through two iterations. After the first one, a cumulative evaluation by 
an expert and the mother of an autistic child was carried out and a reviewed imple-
mentation was provided in order to address all the problems that had been found in 
the previous evaluation.  

Rigorous testing was conducted in order to make sure it complied with the re-
quirements that had been set out and that it worked according to design. 

A user-based evaluation was then conducted by publishing the application on the 
Google Play. It was awarded 3.5 out of 5 stars and the Google Play statistics showed 
that 50% of the people that downloaded the application decided to keep it, meaning 
that they must have found it useful. 
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7 Conclusion 

This project’s aim was to address the verbal impairment autistic people suffer from. 
This was achieved by developing an Android application that allowed users to formu-
late sentences using symbols in the PECS (a well establish communication method in 
the autistic community). 

The application that has been developed addressed several usability issues, that had 
been found in other applications currently available, by breaking the sentence formu-
lation in different area of the screen: as such the conversation starters can only be 
found in the top part of the screen, after which the other symbols can be found (with 
their own ramifications). This clear division allows the user to better focus their atten-
tion and the background of the area containing all the items that can be interacted with 
at a certain point of the sentence formulation process, is given a yellow coloring indi-
cating that the user should only concern themselves with those specific items for the 
time being. 

By using this application, the user will hence be able to formulate sentences via 
PECS symbols and speak them out loud, and the people in their near proximity will 
be able to understand their needs without being in a strict contact with them. 

The immediate further work is to continue the user-based evaluation and fix any is-
sues thence found.  
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Abstract. In this paper, we discuss the design and evaluation of a computer 
game “Guess Who” which was used as a tool to encourage social interaction in 
autistic children. We performed an evaluation of the game for a span of six 
weeks at an autistic school in Pakistan. We present the qualitative results col-
lected from the weekly feedback taken from teachers against every child's be-
havior. We also present the video analysis results that give us information about 
the amount of social interaction among children while playing the game.  
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1 Introduction and Motivation 

Autism Spectrum Disorders (ASDs) are intricate, enduring neurodevelopment and 
behavioral disorders found in beginning or early childhood. Children diagnosed with 
ASD shows signs of communication, emotional and social impairment, and the se-
verity of which varies from mild to severe. Researchers have designed and evaluated 
several assistive technologies comprising of computer [1], multi-touch table [2], mo-
bile based applications [3] and games [4] to address these problems. However, one of 
the major problems with these solutions and evaluations is that they are mainly per-
formed in the developing countries and a little attention has been paid on the children 
of developing countries. Recent research has shown that Autism is a severe problem 
in many developing countries particularly in South Asia.  

In this paper, we discuss the design and evaluation of a collaborative computer 
game “Guess Who” which was used as a tool to encourage social interaction in child-
ren with ASD. Games are interactive, engaging, and entertaining but they are no 
longer just used as a tool for entertainment. Researchers have used them for several 
serious purposes for instance; education, learning, and helping people with special 
needs. SIDES [2] is a good example of a tabletop computer game which is designed 
for developing social skills in individuals with Asperger Syndrome. Another good and 



514 M.I. Ahmad, S. Shahid, and J.S. Maganheim 

 

recent example is open autism software based games on tablet devices, which have 
been used to encourage social interaction in autistic children [3]. In addition, there are 
several other mobile apps [5] and games [4] which have been used to encourage face 
to face interaction among these children. 

2 Guess Who? Game and Its Objectives 

Guess Who? is a simple board game in which each player hides one card from the 
deck of 24 cards. Each player takes turn to ask questions about card properties to 
guess the card selected by their opponent. The player, who guesses the first, wins the 
game. We developed a computer version of the Guess Who? board game. The whole 
functionality of the game was replicated using two windows tablets used by two play-
ers and connected via the Internet. It has also been described as a useful tool for help-
ing autistic children in recognizing and describing different faces [6]. In this study, we 
used both manual and computer version of the ‘Guess Who?’ game with high func-
tioning autistic children as a tool or a platform to evaluate our hypothesis 1) Can we 
encourage these children to work collaboratively in an interactive environment, 2) 
Can we improve their social and communication skills by assuring social interaction 
among them during the game play.  

 

Fig. 1. “Guess who?” Game 

3 Evaluation of Guess Who? Game 

We designed a longitudinal evaluation study of six weeks to evaluate our hypothesis. 
The game was evaluated with a group of 8 children aged between 8 to 12 years at a 
school in Lahore, Pakistan.  In the first round of evaluations, we performed ‘Super 
Skills Profile for Social Discovery’ questionnaire with all children to know their cur-
rent state. The reason behind evaluating paper and computer versions was to compare 
the effectiveness of both platforms and to see if the computer platform had any added 
value. Children played both manual and computer version of the game for six weeks. 
We performed a within-subject study with the game. Each team consisted of two 
children and his/her teacher. The children and their teacher sat in front of each other. 
Teachers facilitated and continued to help these children in playing the game when 
required. Each session lasted between 25 to 30 minutes.  We recorded the weekly  
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feedback of teachers about their observation on child’s behavior. We analyzed their 
feedback to measure the usability and impact of our game. In addition, all of the  
evaluation sessions were video tapped. We also performed video analysis for all ses-
sions to measure the amount of social communication among these children. 

4 Evaluation Results 

We discuss qualitative results based on the weekly feedback of parents and results 
generated from the video analysis. Initially children were able to hide the cards with 
the help of their teachers. They used to repeat questions asked by their teachers or 
opponents during the game play. On average, 4 to 8 sentences were uttered per minute 
during the game play. Children were able to show verbal interaction by saying sen-
tences during their opponents’ turn. They were also pointing their fingers to different 
cards. Overall, children asked and repeated questions and answers with prompts like 
“Is he male?”, “Yes, he is male”, “He has brown eyes”. Previous research has shown 
that this kind of a repeating, prompting and recognizing behavior is very important for 
the development of communication skills of autistic children [3], [5]. Children also 
showed progress with every passing week. They were able to distinguish between 
male and female card characters more easily. Their understanding of different cards’ 
properties (e.g. person with a hat, smiling character, etc.) was also improved. From 
the third week, most of the time children were able to ask questions without prompt 
for both app and no app of the game. Teachers also noticed this positive changed in 
their behavior and reported, “He been able to recognize the properties of the cards.”  

 

Fig. 2. X-axis represents the mean value of all children; y-axis represents the minimum and 
maximum value parameters for no of sentences, verbal interaction, and Physical Interaction per 
minute for app and no app 

The videos were coded for the following parameters: no of sentences, verbal inte-
raction, supportive comments, discouraging comments, and physical interaction. All 
of these parameters were coded as numbers. The coding was performed by two re-
searchers. One of them did not participate in the evaluation process. We transcribed 
all the sessions. All of the video were of different length, so we normalized the occur-
rence of above mentioned parameters per minute. We tested whether the data was 
normally distributed using Kolmogorov-Smirnov’s (K-S) test. If normal distribution 
was found, we compared sessions with manual and computer versions using paired  
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t-test. The results showed statistically significant difference between manual and 
computer version of the game for no of sentences (p < .001), verbal interactions  
(p < 0.01) and physical interactions (p < 0.01). The results are showed in figure 2. 
Children were more engaged, used more sentences to communicate and showed much 
stronger physical interaction while playing using the computer version as compared to 
the manual version. The results also showed that the number of sentences spoken, 
verbal interactions and physical interactions also significantly increased over every 
week. However, there were no differences found for supportive and discouraging 
comments. 

5 Conclusion and Future Work 

In general, we conclude that “Guess who?” game proved to be a useful tool for initiat-
ing collaboration among children. It was also able to encourage them to socialize and 
communicate with their peers. Over the weeks, their communication skills improved 
slowly but steadily. Overall, the evaluation results were promising; the school also 
requested a copy of the game and they are also using it at the school on a regular ba-
sis. To the best of our knowledge, this is the first study of such kind in Pakistan that 
has attempted to improve the communication skills of autistic children in Pakistan 
using novel games and in future, we intend to design more card decks for teaching 
children about different emotional expressions and social behaviors in detail. We also 
plan to use the one player version of the game where children can play against the 
computer.  
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Abstract. Mathematics and related subjects are the most difficult disabilities to 
design and develop helping tools in the domain of assistive technologies. In the 
current session we will present 17 short and long papers that deal directly the 
problems associated with math, science and music for the blind and visually 
impaired. While these three areas seem a bit disparate, they really are in close 
proximity to each other and the attention of our special session. 

Keywords: Mathematics, Music, Blindness. 

1 Introduction 

Math, science and music are three areas of life that require special languages that are 
not easily understandable to those with vision impairments. The basic problem in 
these domains is the fact that their languages are two dimensional while Braille and 
other notations for the blind are strictly linear. Being linear implies that Braille cannot 
express these notations in a manner that is directly manipulated by the user. The solu-
tions to these issues normally require a complex representation delivered in what is 
called a content sensitive language. Content sensitive languages, present yet another 
set of problems to the blind. 

2 What’s in Our Session 

This year, ICCHP has received an interesting collection of new ideas for our special 
thematic session, as well as further reporting of improvements to ideas presented in 
the past.  Additionally we have seen a set of authors and institutions new to participa-
tion in ICCHP. This is a very positive sign for the future of ICCHP and the world of 
improving the lives of the disabled. Some of the papers presented will be in the fol-
lowing domains 

1. Using gestures in math education 
2. Intelligent tutoring in math 
3. Nemeth code in 8 dot Braille 
4. Auditory functions in math functions and tables 
5. The Markdown system 
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6. Graph theory algorithms and the blind 
7. Braille and accessible e-textbooks 
8. MathMelodies 
9. Effectiveness of computer assisted instruction 

10. Learning linear algebra by the blind 
11. The LEAN system for math learning 
12. SVGPlott audio tactile math 
13. A Music presentation system 
14. Free tools to help the blind 
15. Multi modal interface for learning algebra 
16. Performance metrics and their ability to render mathematics 

These papers, the hallway chats and QandA sessions look very interesting this year. 
Please come to join us in a lively and interesting session. You will surely walk away 
with new ideas as well as adding new and interesting concepts to the rest of the group. 
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Abstract. Nowadays there are many problems with the access to scientific and 
educational materials for visually impaired people. It especially refers to learn-
ing mathematic. Only a small number of such materials is published in a form 
accessible for blind and low vision people. Particularly, it limits significantly 
disabled persons to participate in education research and engineering works in 
many science and technology disciplines. Fortunately new technological solu-
tions, such as e-learning become more and more popular, and many universities 
use it to improve educational offer and create new possibilities for disabled 
people. However, in many cases it may cause the problems with accessibility. 
The article presents developed, intelligent, interactive tutoring platform for 
math teaching. Currently, the platform is used in the process of education of 
students from Faculty of Mathematics at Silesian University of Technology, and 
disabled students from others faculties of the University. The research results 
clearly indicate the improvement of learning quality by visually impaired 
people, and also confirm the efficacy of designed rules for adapting mathemati-
cal formulas to visually impaired people needs. 

Keywords: e-Learning, Mathematics, Accessibility, Visual Impaired. 

1 Introduction 

Visually impaired people have limited access to scientific and educational materials. 
Only a few of them are published in alternative form accessible for blind and low 
vision people. Particularly, it limits significantly disabled persons to participate in 
education research and engineering works in many science and technology discip-
lines. Nowadays, more and more Universities use e-learning platforms to improve 
educational offers. It creates new possibilities for people with disabilities but, at the 
same time may cause accessibility problems. 

The enormous obstacle in learning mathematic by visually impaired people is the 
shortage of mathematic course books published in Braille form. It is mainly due to the 
high cost of adaptation and complexity of this process. What is more, mathematical 
Braille notations are differentiated depending on the country, which makes it difficult 
to use foreign mathematical books in Braille form.  

Authors of works [1,2] present the developed Lambda system, which offers the alter-
native presentation of mathematical formulas on Braille displays, edition by visually 

The original version of this chapter was revised: An additional reference was added. The erratum 
to this chapter is available at 10.1007/978-3-319-08596-8_10  
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impaired people and graphic presentation on computers display. The only disadvantages 
of the presented solution are the proposed 8- points Braille mathematical notation which 
vary from the nationals Braille mathematical notations, and the high cost of Braille moni-
tor. The other solution presented in papers [3,4,5] is the mathematical extension of Daisy 
standard allowing Daisy browsers the alternative presentation of mathematical formulas.   

Presented solutions of accessibility to mathematical formulas are not applied in in-
teractive alternative presentation of mathematical formulas during exercise solving. 
The further part of the paper presents the developed and implemented platform for 
interactive math learning suited to the needs of visually impaired people.  

2 Problem-Oriented Interactive Learning of Mathematics 

The project ForMath – intelligent tutoring system in mathematics aims to create an 
interactive platform for supporting education in mathematics. It can be used by tech-
nical students to self-study of selected fields of mathematics and expanding know-
ledge in these fields. The platform is primarily a collection of exercises, in which 
there is possibility to appeal to theory (e-books), or get hints on how to solve a specif-
ic problem (at any stage of solving the exercise). It contains exercises of varying  
difficulty within different branches of mathematics. Errors and mistakes made by 
students are registered, analyzed and then are the basis for preparing individual lists 
of exercises tailored to the student's level of knowledge. In case of repeated difficul-
ties the student is directed to the remedial exercises sessions [

During the project pedagogical and cognitive research are conducted, which help to 
choose the best learning solutions. This platform exploits elements of the constructiv-
ist theory of learning that focuses on activation and motivation the student and appli-
cation of the principle 'the more we know, the more we can learn' by adjusting the 
difficulty level to the level of knowledge of the learner, and gradation the difficulty of 
subsequent exercises

3 Platform Implementation 

To implement the developed platform LaTeX and PHP languages were used. Student 
has to login to the platform and can choose a problem to learn. After some sessions, 
system would be able to propose some problems. To make it possible, the platform 
must register the student activity. A solution of a problem (exercise) is divided into 
screens. Each screen presented to a student contains an exercise and some possible 
actions to make. The user can make some decisions: choose some expression from a 
list or write some number or text to an input field. After that, the student can choose 
an action by clicking on a button. Each button is connected to one or more screens 
and moving to the next screen depends on the user decision. Figure 1 presents the 
example of the exercise from 4Math platform. In this case student has to choose the 
correct solution (integral function) from the proposed list of solutions. After selected 
it, the student press the Next button. If the selection is correct, the exercise is finished, 
and in other situation the platform helps student to resolve the problem by providing 
guidance, theorems and math definitions .  [6]

6]. 

[6].
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So the solution can be described as a graph, and the student is moving through that 
graph, choosing a path. Of course, there are some terminal screens, and after reaching 
these screens student can move to another exercise or log out. 

 

Fig. 1. The example of exercise screen which allows user to select the right integral function 
(the exercise solution) 

Teachers give the access code to the platform for theirs students. So after logging 
into the platform student’s activity is saved into data base. Student can choose a group 
of problems or system can propose new problem to solve automatically. After the 
decision is made, the PHP file with the start page is presented to a student. Then  
the user has to solve the problem or can go to page with tips leading to solution of the 
problem. After clicking a button, the platform analyse the user decision and presents 
the new screen with the next part of the exercise. 

On each screen there are some standard buttons. Log out button, which end the ses-
sion, theory button to present contents of a problem to student on each screen. Also a 
new exercise button to break solution of current problem and jump to another one. 

All mathematical exercises available on the platform were prepared by experienced 
math teachers who have been teaching students from different technical university 
faculties. Teachers defined classes of typical errors made by students during resolving 
math exercises. Based on this grouped of errors, the scenarios of exercise resolving 
were prepared. Such interactive exercises give the opportunity to exam of student’s 
math knowledge. The platform implement the intelligent algorithms for automatic 
assessment of mathematics understanding by students and selecting of new exercises 
which allow to improve student’s math knowledge. 
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4 Platform Accessibility 

The concept of alternative presentation of mathematical formulas based on results of 
previously conducted European research project EUAIN (European Accessible In-
formation Network). The project was carried out by Institute of Informatics, universi-
ties, organizations for people with disabilities, and publishers of printed and digital 
materials. One of the main project objectives was development of standards for acces-
sibility adaptation materials to the needs of impaired people. In this project, Institute 
of Informatics carried out a research referring to an alternative access to scientific and 
technical materials, which contain structural information (tables, schemas, diagrams). 

At the beginning of the research the common used mathematical terminology for 
Polish language was analyzed. Next, the examples of basic and complex mathematical 
expressions from various areas of mathematics were prepared. All mathematical for-
mulas were consulted with mathematicians and math teachers in terms of appropriate 
reading, in order to design the principles for their alternative presentation. The results 
of preliminary research indicate diverse (ambiguous) way of vocal reading of mathe-
matical formulas by various people. For examples the equation: 

 3 10 (1) 

Is read: "fraction nominator 1 + x denominator 1 – 2x + 3 = 10" and can be misinter-
preted as: 

 10 (2) 

The above verbal notation does not convey the exact information on the content of 
denominator, hence it is insufficient for understanding the expression by visually 
impaired person. Thus, it is necessary to enclose an additional information about the 
end of a fraction, e.g.: "fraction nominator 1 + x denominator 1 – 2x end of fraction + 
3 = 10". The presented way of reading aloud the expression ensures its correct analy-
sis and understanding by visually impaired person. 

In many languages there are no precisely specified rules for reading mathematical 
formulas. Understanding mathematical formulas being read aloud, requires the access 
to their visual presentation.  For clearly understanding the formulas by visually im-
paired people, it is necessary to design a set of rules used for describing the structure 
of formulas. It can be done by defining additional vocabulary, e.g. fraction, end of 
fraction, end of power, etc. 

In the following phase of the research the exemplary mathematical expressions, de-
scribed according to defined rules were read to the visually impaired persons with a 
different level of knowledge of mathematics. The results confirmed the high level of 
understanding the mathematical formulas and their structures.  

The alternative descriptions of entirely formulas included in exercises on Intelli-
gent Tutoring Math Platform were prepared according to designed principles. For 
example the alternative accessible presentation of equations (possible solutions) in 
Figure 1 is as follow: 
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• Proposal 1 

 ln| |            (3) 

"Integral of x tangents of x power 2 end of power dx = natural logarithm of absolute 
value of cosines of x power 2 end of power end of absolute value end of natural loga-
rithm + C, C is an element of the set R" 

• Proposal 2 

 ln| |            (4) 

“Integral of x tangents of x power 2 end of power dx = fraction nominator 1 denomi-
nator 2 end of fraction natural logarithm of absolute value of cosines of x power 2 
end of power end of absolute value end of natural logarithm + C, C is an element of 
the set R” 

• Proposal 3 

 ln| |            (5) 

“Integral of x tangents of x power 2 end of power dx = -  fraction nominator 1 deno-
minator 2 end of fraction natural logarithm of absolute value of cosines of x power 2 
end of power end of absolute value end of natural logarithm + C, C is an element of 
the set R” 

• Proposal 4 

 ln| |            (6) 

“Integral of x tangents of x power 2 end of power dx = -  fraction nominator 1 deno-
minator 2 end of fraction natural logarithm of absolute value of t end of absolute 
value end of natural logarithm + C, C is an element of the set R” 

The prepared descriptions of formulas can be read by visually impaired people, 
who use screen readers, such as Jaws or Window-Eyes. For better understanding the 
mathematical formulas, their descriptions can be read interactively by visually im-
paired users. The alternative description of mathematical formulas and interactive 
elements of user interface for each exercises is stored in XML files that describe the 
logical structure of all screens representing mathematical exercises. 

Additional, alternative description of mathematical formulas does not influence the 
appearance of exercise screens, but it is accessible to screen reader programs by hiding 
the descriptions behind the screen thanks to the use of CSS (Cascading Style Sheets). 

5 Summary 

The research was conducted with cooperation of visually impaired university students 
and pupils from schools for visually impaired people. The exercises were also  
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consulted with teachers of such students. Thanks to the platform application, visually 
impaired students are provided with single-handed, interactive exercises solving. It 
increases their level of mathematical knowledge, and can be reflected on the im-
provement of learning opportunities in the fields of engineering. 

Currently, the platform is used in the process of education of students from Faculty 
of Mathematics at Silesian University of Technology, and disabled students from 
others faculties of the University. The platform includes hundreds of exercises from 
various branches of mathematics with varying degrees of difficulty, of which about 
30% has been adapted for visually impaired people. In the future it is intended to 
automate the process of adapting new exercises and design new rules for exercises 
with graphical elements such as charts and diagrams. 

The research results clearly indicate the improvement of learning quality by visual-
ly impaired people, and also confirm the efficacy of designed rules for adapting ma-
thematical formulas. Therefore, it is planned to automate the process of translating the 
mathematical formulas written in LaTeX, into their alternative presentation adapted 
for visually impaired people, as well as developing additional rules for alternatives 
description of mathematical formulas dedicated to visually impaired students with a 
good knowledge of mathematics. What is more, for exercises including complex 
graphic elements a special files will be prepare in order to enable preparation of tac-
tile pictures that can be printed on braille printer. 

Acknowledgments. This work was supported by the European Union from the Euro-
pean Social Fund (grant agreement number: UDA-POKL.04.01.01-00-106/09). 
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Abstract. This paper is introducing a new concept which is combin-
ing gestures and speech in applications to help people navigate through
Mathematica notebooks. The application can be used by all people, but
it is targeting visually impaired people specifically. On the basis of the
$1 gesture recognition algorithm our definition of gestures started and
advanced to include the enhancements that took place in the $1 gesture
recognition itself. The prototype system allows users to navigate through
the Mathematica notebooks on the basis of the tree structure receiving
speech as an output. Finally the evaluation and the conclusion that sums
the basic concept and the user feedback is also provided in this content.

Keywords: Mathematics, Mathematica Notebooks, Touch Gestures,
Visually Impaired People, Speech Output, Gesture Recognizers.

1 Introduction

Mathematics plays an important role not only in our educational life but also
in our daily life. Therefore people try to make mathematical content accessible
in an easy way. On one hand mathematical representation is always assisted by
visual aids as drawings and notes which illustrate the main content as geometri-
cal figures (lines, curves), graphical notes (strokes, underlines, highlighting some
parts of the material or links between different terms). Moreover, mathematical
functions or equations are usually displayed in two dimensions, which help the
reader to convey the general structure of the formula. [1] On the other hand, in
order to ease the mathematical accessibility people also considered the Software
tools, as Matlab, Mathematica and R. Which help people perform the mathe-
matical tasks and their representation in an advanced clear way. In both cases
either considering paper-pen or software in accessing math, one can notice the
fact that the sight plays an important factor in providing an understanding of
the mathematical expressions. The reader can perceive the structure of an ex-
pression, localize its elements, and access each of these elements by a deep look
into any mathematical expression. After considering the importance of sight in
accessing the mathematical content, let us have a look on the case of its absence.
Visually impaired people face great challenge in dealing with complex mathemat-
ical content. Therefore they have to rely on other communication channels that
are available to convey the mathematical contents as audio and tactile.[2] One
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example for the audio channel is speech and for the tactile channel is Braille. But
both speech and Braille are basically linear, which means that formulas need to
be linearized and in most cases this linearization generates a much longer repre-
sentation, expressions cannot be presented in two dimensions and the immediate
access to the structure of the mathematical expression is lost. [3] Sometimes an
initial scan of the equation is recommended, as this allows the readers to imagine
the representation of the equation structure, followed by a detailed imagination
when moving from an element to another. This would overcome the difficulty
blind people face when they hear scientific content with equations represented
in a strictly linear form.

2 State of the Art

Many projects and applications tried to combine tactile and audio to help the
visually impaired people. Their main aim is to support the work of blind users,
facilitating their understanding and helping them to carry out calculations. The
first example, Audio System for Technical Reading (ASTER) system aims to
produce accurate renderings of documents. ASTER system provides mechanisms
to control the multiple ways of the audio presentation. [1] The second example,
the Maths Genie is a formula browser that facilitates understanding formulas
using voice.[4] The third example, Lambda is a mathematical reading and writing
system that supports the Braille and is designed for blind students. [3][5] The
fourth example, Infty is an editor which allows people with and without visual
disabilities to share the same technical content through three main modules,
which are InftyReader, InftyEditor and ChattyInfty.[2]

3 Specification of the System

The approach introduced in this paper relies on tactile “gestures” as an input
mode from the user and audio as an output mode to the user. The main aim
of the application is to build an interface to accept gestures from the users
and according to these gestures, the user will be able to navigate through the
Mathematica notebooks. The Mathematica notebooks could hold any type of
cells (text, proofs, mathematical expressions and equations). A combined set
of cells is simply the structure of the Mathematica notebook. The application
supports navigating through existing notebooks and exploring their content. The
definition of gestures in this content is a special motion by one finger on a touch
slate to indicate a shape, based on each shape an action will be performed. One
of our main concerns was to minimize the number of gestures used to make
the memorization processes easier for the users. The hypothesis question we are
asking is: Can blind people use gestures for browsing mathematical content?

3.1 Mathematica as a Choice

As Mathematica is our main program we are using and we are interested in ex-
ploring its notebooks. Knowing that it is a high-level programming language, this
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was the main reason behind implementing our application and its programming
phase using Mathematica and make great use of all its capabilities. Moreover
writing the main code and implementation in a Mathematica notebook will re-
quire no external link to the kernel. The style Mathematica notebooks is using
to display mathematical content is the tree based technique. This way of illus-
tration works better for blind people than the linear Braille display technique,
because it preserves the structure of the mathematical contents, decreases the
representation space and prevents the effort of reading math in a linear fashion.
This is reflected in our implementation, how blind users were able to traverse
mathematical content in a tree form than a linear form.

3.2 The GBM System

The GBM (Gesture Based Browsing of Mathematics) system is well developed
as a prototype system. The state of the art of this paper is not only in providing
a new access to blind people, which is gestures and speech but also in the gesture
detection algorithm itself. Allowing $1 algorithm to detect horizontal, vertical
and diagonal lines is a fresh new feature which is discussed in the coming sections
in details.

The system starts as the user initiates the interaction by performing any
gesture from the defined ones on the touch slate which is in the current state the
touch pad embedded in any laptop. Then this gesture is read into a notebook
defined as the “Main Program” it holds all the programming of the system and it
translates this gesture into an action, sends this action to the Mathematica kernel
through the link between the notebooks and the kernel known as “MathLink”.
The kernel performs this action on the Notebook the user chose to interact with,
then the output of the performed action is spoken out loud to the user. As we
can notice everything is implemented and runs in Mathematica, the advantages
of this approach is obvious in its speed and the quick speech response to any
gesture the user enters. The system has two modes, the first mode is the “Practice
Mode”, it is activated as the user presses on the button “P”, it is designed
specially to help starting users to get to know the GBM system and practice the
gestures and know their responses. The second mode is the “Interaction Mode”,
it is activated as the user presses on the button “I”, it is the real mode where
all the gestures perform actions and the user starts the real navigation and an
exciting trip into the notebook. The gestures are defined in the points below
given the “Gesture Name, Symbol, Abbreviation and Action” respectively in
each point.

– Left Square Bracket → [ →LSqB →Go to the next neighboring left child on
the same level of the tree.

– Right Square Bracket →] →RSqB →Go to the next neighboring right child
on the same level of the tree.

– Diagonal Right Line → \ → DRL →Go to the outermost right child of the
current node.

– Diagonal Left Line →/→DLL →Go to the outermost left child of the current
node.
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– Vertical Line → |→VL →Go to a level upward in the tree.
– Horizontal Line → — →HL →Explore the current node of the tree.

4 Implementation

The approach used in this paper is based on “$1 Algorithm for Gesture Recog-
nition”. The simplicity of $1 algorithm is obvious in the shapes selection as
geometrical basic shapes, for example as circles, triangles, square shapes and
brackets.[6] One can notice the advantages of $1 algorithm, as it is invariant
to rotation, scaling and translation. Invariance means that the gesture doesn’t
get affected by the transformations applied on it. Therefore $1 doesn’t require
any prior feature selection it is very flexible to transformations and can accept
any change. Above all it results in a very high percentage recognition rate. $1
algorithm restricts the focus of the user to uni-stroke movement which means
the user moves one hand with gentle pressure over a surface typically once; these
are defined as gestures that unfold over time. Some of the gestures supported by
$1 algorithm and used in this project are “Caret == ∧” , “Left Square Bracket
== [” and “Right Square Bracket == ]” shapes. The candidate points are then
sampled at a rate determined by the sensing hardware which is laptop touch-
pads in our case. By defining a list of templates {T1, . . . , Tn}, one should try to
find a perfect match to the gesture entered by the user from this list. This is
considered a challenge in the recognition process because due to the fact that
human nature is different, some people draw gestures quickly and others draw
them slowly which results in different number of points. People have different
sizes of fingers which result in different sizes of gestures.

4.1 The $1 Algorithm

The recognition proccess follows the steps of the $1 algorithm:

1. Resampling: First, all the gestures should be resampled to overcome the
movement speed variance from one user to another; this challenge will af-
fect the number of input points in the gesture. Therefore to make gestures
comparable with each other all gestures are resampled to contain 60 points.

2. Rotation: Second, all the gestures should be rotated to allow the two lists of
points being compared, to best align on each other.

3. Scaling and Translation: Third, all the gestures should be scaled in a non-
uniform fashion to acquire same boundaries, followed by a translation to a
reference point.

4. Optimal Angle and Best Score: Fourth, is to find the optimal angle and
the best score between the entered gesture and the list of stored templates.
At this point the real recognition takes place where an entered gesture is
compared to each stored template Ti in order to find the average distance
between the set of points. The least average distance to the entered gesture
is considered the best match of the recognition process.
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Although $1 algorithm results in high precision recognition though it has some
limitations, one of these limitations which we are trying to enhance is that $1 al-
gorithm includes 2D space only no 1D or 3D space are recognizable. And that $1
algorithm cannot differentiate between shapes that differ in orientations, aspect
ratios, or locations. For instance, to differentiate between squares and rectangles,
circles and ovals, or directions as arrows directed upward or downward is not
possible. For example when the users requested to draw gestures as horizontal
and vertical lines, these gestures had to be scaled in a non-uniform fashion and
due to the fact that lines run in the 1D spaces categorization, this affected the
recognition process. And the system couldn’t distinguish between the direction
of the line or its orientation. This brings us to the approach suggested in this
paper to overcome the line recognition challenge. We start by defining a new
term which is dynamic templates, they are templates that are computed by each
entered gesture by the user, not pre-stored in the program as fixed templates
like the ones we introduced before [Square Brackets and Caret].[7] The dynamic
way helps us to compute the best fitting line between lists of Candidate points.
As the user enters a new gesture in the form of a list of points, the function
which fits the best line between these points is being invoked and it returns the
equation of the best fitted line. We determine from this equation the starting
and the ending points of the line by projection. Taking into account the start-
ing and ending points of the line we construct a line between these two points,
where it has 60 equidistant points. This is to guarantee that the line template we
just formed has the same number of points of the entered gesture after running
in the resampling process. Afterwords, this template is being stored in the list
of templates {T1, . . . , Tn} and the gesture entered by the user is compared to
it and to all the previously stored templates. The least distance between these
templates and the gesture is being selected as the best match of the recognition
process. If it happened to be that the best match was our template line we just
constructed, then we get the angle of this line and decide where it occurs on the
Cartesian plane and which line direction it indicates. The only disadvantage of
the dynamic template approach is its time consumption and speed limitations,
when computing a dynamic template to each entered gesture.

Figure 1, illustrates the range of angles on which one can decide what type of
line it is. If the user entered the red dashed line with angle α, therefore the system
can recognize the line according to the α location on the Cartesian plane. If α
lies in the red region 110◦ ≤ α ≤ 160◦ or 290◦ ≤ α ≤ 340◦ then it is a diagonal
left line. If the α lies in the blue region 20◦ ≤ α ≤ 340◦ or 160◦ ≤ α ≤ 200◦

then it is a horizontal line. If the α lies in the green region 70◦ ≤ α ≤ 110◦ or
250◦ ≤ α ≤ 290◦ then it is a vertical line. Finally, if the α lies in the yellow
region 20◦ ≤ α ≤ 70◦ or 200◦ ≤ α ≤ 250◦ then it is a diagonal right line. The
case of the red dashed line with angel α, it appears to lie in the last case the
yellow region which is a diagonal right line.
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Fig. 1. Range of Angles

At this point the gesture recognition is completed by returning a number indi-
cating which template was chosen, from the template list including the dynamic
template we just constructed, and finally according to the returned number a
certain action is performed to navigate through the notebook.

4.2 Navigation

Now, how does the navigation take place and what is its structure?
When people open any book, notebook, section or paper usually they like to

browse it first, know the sections and the subsections it consists of, know the
titles and subtitles and finally they can read it and go through it in details.
This way of reading and exploration of the hierarchy before going in details is
very beneficial, as it structures the piece of reading in the brain in the same
way it is structured in reality. Therefore we divide the program into two main
levels, “Higher Level of Interaction” which is the Notebook and “Lower Level of
Interaction” which is the Cell.

Higher Level “ Notebook Level”. The notebook the user chooses and wants
to browse can be treated in the form of a tree structure, where the root of the tree
is the notebook list with all the cells and the cells are the children of this root.
By having a pointer which points to the current position in the notebook tree,
this pointer gets updated whenever the position in the notebook changes. Taking
into consideration the two levels we are interacting with. The tree structure of
the notebook is quite different from that of any other tree, as the notebook tree
relies on the pattern matching concept in Mathematica.

Pattern Matching. Each time the user performs an action the current position
in the notebook will lie in any of the pattern matching cases. The switch com-
mand applies the pattern matching concept, it will compare the current position
in the tree and will select one of the cases. In each case the user can perform
further actions according to the category the position lies in. Category one is
the case of having a list with any number of cells. This case takes place when
the notebook pointer points to the root of the notebook. Category two is the
case of having a Cell containing another group of any number of cells. Category
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three is the case of having a single cell with a String type. This string could be
an Input/Output or a title, section or subsection form. If the type of the cell
is an Input/Output then the user has the option to switch to a cell interaction
technique. Otherwise the cell is a title, section or subsection then it is spoken out
loud to the user. And finally category four is the base case and an error handling
method, it holds the possibility that the notebook pointer ran out of boundaries
or if the user wishes to access a child’s node where this node happens to be a
leaf.

Lower Level “Cell Level”. As we want to move from the higher level and
go further to lower level to the cell level, as the global variable is assigned a
new cell expression, a pointer is initiated to point at the position in the cell and
is treated as a tree which traverses its nodes. The gestures that the user can
perform in a cell level are the ones defined in the points we mentioned before in
the “The GBM System” part, each of these gestures when applied results in its
corresponding action in the cell level.

These are the cases the user can perform in both the higher and the lower
level of the notebook. Each gesture has a specific meaning and a specific number,
the number is sent back to the GBM system when this gesture is performed.
Regardless of which level the user is standing at and at which position the
pointer is pointing to, these gestures are defined for certain actions.

5 Evaluation and Future Work

The overall GBM system feedback was pleasant, the state of the art was appli-
cable and joining touch gestures to sound feedback turned out to be successful.
The gestures that were used were easy to learn and to memorize by the users,
adding the lines to the gestures were of a great help as they are easy to draw
and to memorize and finally the speech output was satisfying the need. Some of
the coming challenges were solved in the first phase of the GBM system and the
others will be handled in the future phases:

1) The visually impaired people requested a practice mode to train themselves
on the gestures and to memorize the output and action of each before they start
the real interaction. Therefore we made this affordable by running the whole
system in the practice mode.2)One of the issues that appeared while the users
were drawing the gestures is that they accessed the menu bar of Mathematica
by mistake. Therefore a solution to this was to let the gesture drawing notebook
in a “FullScreen” mode. 3) The initial mouse position is a challenging issue, as
after the user draws the gesture he/she becomes lost where the mouse position
ended up. A solution to overcome this problem was to provide the user the
button “M” which provides the user with the current position of the mouse and
guides him/her where to move the mouse in order to initiate a new gesture. As a
future work for this issue is to set the mouse position automatically at the outer
most left side of the screen once the user ends a gesture, so as to possess the
space to draw another gesture.4) To integrate the GBM system with Braille is
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a marvelous step that could be applied in the future, then the user will have all
the options and possibilities to interact with the GBM system and other systems
simultaneously. The users will be able to write/edit to the notebooks, not just
reading and navigating through them. 5) A future step could be supporting
bigger touch slates to draw the gestures for example as the size of the tablets.

6 Conclusion

In this paper, we undertook a first investigation of the idea of combining touch
gestures and speech, which was introduced as a novel concept in the field of
mathematics for visually impaired people. We saw its impact in the evaluation
phase, how it offered a nice environment for the blind people to navigate through
mathematical notebooks and access mathematics in a new fashion. The pros
and cons were discussed together with the challenges that appeared during the
implementation and testing phases. These challenges opened many doors to the
future, such that we are planninbg to extend the system according to the aspects
listed in the preceding section.
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Abstract. In this work, a language-independent design methodology for the 
systematic development of an 8-dot braille code, has been applied to the Ne-
meth code. First, we set the design principles: compression, intra-similarity, in-
ter-similarity, unambiguity, consistency and foresight. Then, we follow the 
Nemeth principles: non enclosure, just in time information, be true to the print, 
good mnemonics and  continuous notation. Finally, we introduce 24 transition 
rules from 6- to 8-dot Nemeth code. Indicative results of the methodology are 
also presented. 

Keywords: Braille, 8-Dot Braille, Nemeth Code, Assistive Technologies. 

1 Introduction 

8-dot braille [1,2] has been introduced as an extension to the 6-dot braille for specific 
tasks where the 63 braille 6-dot cells seem insufficient. The extended 8-dot braille 
character set, with 255 combinations, adds dots 7 and 8 in the last row. These charac-
ters are typically presented through a refreshable braille display. An 8-dot braille code 
is not meant to substitute the 6-dot braille. A language-independent design methodol-
ogy for the systematic development of an 8-dot braille code, to be adopted by 6-dot 
braille readers, have been recently designed and developed by Kacorri and Kouroupe-
troglou [3]. Nemeth code [4] is a well-known braille system for mathematics and 
science used not only in North America but also in other countries. In the current 
study, we present our effort towards the development of an 8-dot Nemeth braille code 
by adopting the methodology of [3].  

2 Methodology and Results 

In the first phase, we have applied the following design principles [3]: compression, 
intra-similarity, inter-similarity, unambiguity, consistency and foresight. Moreover, in 
this phase, we retained the following set of principles suggested by Nemeth [5]: 

• Non enclosure principle: don't put any phantom parentheses or other enclosures 
into the braille that are not in the print. 
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• Just in time information principle: give the reader the needed information exactly 
when it is needed. Don't make him/her have to go looking for it. 

• Be true to the print principle: don't make any braille notation that does not corres-
pond to the print notation.  

• Good mnemonics principle: give to the reader symbols that are grouped together 
logically when the print symbols are grouped together logically. Preserve symme-
try of notation. 

• Continuous notation principle: don't interrupt the reader's reading with letter signs 
and number signs unless some specific indication is needed. 

During the implementation phase, the results from the first phase were taken into 
account to specify the required transition rules from the 6-dot to the 8-dot Nemeth 
braille code. Thus, we have introduced the following 24 rules:  

1. Retain compatibility with the original 6-dot Nemeth as much as possible. 
2. Retain compatibility with ASCII braille where it is possible and it does not abuse 

rule 1. 
3. Use unique symbols borrowed from ASCII braille when it is possible, even 

changing original Nemeth symbols where it is possible to replace double cell 
symbols. 

4. Use dots 7, 8 or both to get unique symbols or to eliminate double cell symbols. 
5. Do not create a specific braille symbol for each representation of the same symbol 

in ink or screen.  
6. Define an open and close symbols to show bold, italics etc. Similar symbols are 

used in original Nemeth code to denote superscript and subscript. 
7. Always use subscript indicators (as in the original Nemeth code) to separate the 

base of the logarithm. 
8. Avoid numeric sign usage. Only lower part numbers are allowed. 
9. Allow double cell braille symbols as an exception only when it is impossible to 

avoid ambiguity with unique 8-dot symbols. 
10. Avoid 3 cell braille symbols (allowed in some cases in original Nemeth) by creat-

ing at least 2 cell symbols if it is not possible to generate unique 8-dot symbols. 
11. Retain language indicators as they are used in original Nemeth code.  
12. Retain original Nemeth symbols that contain letters such symbols for section 

mark paragraph mark etc. 
13. Where only dot 4 is used as a prefix in 6-dot Nemeth replace it with dot 8 if it 

leads to a unique character. If dot 8 leads to an ambiguous character or a clash 
then try dot 7 or both dots 7 & 8 to avoid ambiguity. 

14. If applying rule 13 leads to ambiguous character then retain 6-dot representations 
or try to apply another rule in order to remove ambiguity. 

15. If a decimal dot (.) is used as a prefix in 6-dot Nemeth try first to borrow from 
ASCII braille to replace the 2 cell symbol. 

16. If applying rule 15 leads to ambiguous results or to a clash then try to replace 
symbol by using dot 7 or 8 or both to get a unique symbol or to avoid ambiguity. 

17. Apply rule 15 and 16 in the case dots (4, 5, 6) or ASCII braille (_) is used as a 
prefix. 
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18. Use the underline symbol (_) to open bold face. Close bold face with dot 5, like 
returning to the baseline in the original Nemeth code. 

19. Open italic with decimal point. Close with dot 5 similar to returning to the base-
line in the original Nemeth. 

20. Try the above rules as follows: First, try rules to borrow from ASCII braille. 
Second, try rules related to dots 7, 8 or both. Third, retain the original Nemeth re-
presentation. 

21. Treat the comma and the decimal point as numeral symbols in the case a comma 
or a decimal point is followed by one or more digits. 

22. Treat comma and decimal point as punctuation symbols in the case a comma or  
a decimal point is followed by a letter or space. 

23. The dash symbol is retained from the original 6-dot Nemeth and is used as hyphen 
too. The distinction between its usage as a minus or a hyphen is done by using the 
appropriate spacing. 

24. Use the symbol (4, 5, 6, and 7), borrowed from the 8-dot ASCII braille, as a large 
dash when it is preceded and followed by a space. 

Then, we propose the following subtasks to be followed: (i) apply the transition rules 
to the existing 6-dot Nemeth braille code; (ii) debug each one rule, e.g., eliminating 
any errors; (iii) check for consistency between transition rules’ results, e.g., ensuring 
that the application of two or more rules produces no conflicts; and (iv) provide a list 
of unbounded 8-dot characters available. 

Tables 1 and 2 present indicative results of the above methodology in the cases of 
(6) and (4,5,6) array of the Nemeth symbols respectively.  

3 Conclusions 

Further work includes: a) application of the above methodology to the whole set of 
the Nemeth code and b) user evaluation of the resulted 8-dot Nemeth code. 

Table 1. Example of 8-dot Nemeth code for the (6) array 
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Table 2. Example of 8-dot Nemeth code for the (4,5,6) array 

 

Acknowledgements. This research has been co-financed by the European Union 
(European Social Fund – ESF) and Greek national funds through the Operational 
Program "Education and Lifelong Learning" of the National Strategic Reference 
Framework (NSRF) under the Research Funding Project: “THALIS-University of 
Macedonia- KAIKOS: Audio and Tactile Access to Knowledge for Individuals with 
Visual Impairments”, MIS 380442. 

References 

1. ISO/TR 11548-2:2001, 1st ed., Part 2: Communication aids for blind persons–Identifiers, 
names and assignation to coded character sets for 8-dot Braille characters - Latin alphabet 
based character sets. International Standards Organization. Zurich, Switzerland (2001)  

2. APH: 8-dot Computer Braille Table (2013), http://tech.aph.org 
3. Kacorri, H., Kouroupetroglou, G.: Design and Developing Methodology for 8-dot Braille 

Code Systems. In: Stephanidis, C., Antona, M. (eds.) UAHCI 2013, Part III. LNCS, 
vol. 8011, pp. 331–340. Springer, Heidelberg (2013) 

4. Nemeth, A.: The Nemeth Braille Code for Mathematics and Science Notation, 1972 Revi-
sion. American Printing House for the Blind (APH), Louisvillem Kentucky (1972) 

5. Nemeth, A.: The Nemeth Code. In: Dixon, J.M. (ed.) Braille: Into the Next Millennium,  
pp. 120–127. National Library Service for the Blind and Physically Handicapped,  
Washington, D.C (2001) 

Unicode Printed 
Symbol

6-dot 
Nemeth

braille 
dots

8-dot 
Nemeth

braille 
dots

Description

0x002E .
4,5,6
2,5,6

2,5,6,8 full stop

0x002C , 6 6,8 comma

0x003B ; 2,3 2,3,7 semicolon

0x00AB «
4,5,6
2,3,6

2,3,6,8
left pointing 
double angle 
quotation mark

0x00BB »
4,5,6
3,5,6

3,5,6,8
right pointing 
double angle 
quotation mark

0x0027 ' 3 3 apostrophe

0x0021 !
4,5,6
2,3,5

2,3,5,8
exclamation-
mark

0x005F _ 4,5,6 4,5,6 under bar

: 2,5 2,5,8 colon

0x20AC €
5

1,5
5 1,5 euro sign

0x0023 # 3,4,5,6 3,4,5,6 number sign

0x00AF ¯ 1,5,6 1,5,6 macron
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Abstract. It is well known that mathematics presents a number of hin-
drances to visually impaired students. In case of function graphs, for
example, several assistive solutions have been proposed to enhance their
accessibility. Unfortunately, both hardware tools (e.g., tactile paper) and
existing software applications cannot guarantee, at the same time, a clear
understanding of the graph and a full autonomous study. In this paper
we present AudioFunctions, an iPad app that adopts three sonification
techniques to convey information about the function graph. Our experi-
mental evaluation, conducted with 7 blind people, clearly highlights that,
by using AudioFunctions, students have a better understanding of the
graph than with tactile paper and existing software solutions.

1 Introduction

Visually impaired students face many difficulties while studying scientific sub-
jects. This is due to the fact that many concepts are harder to understand
without their graphical representations (e.g., a graph). In some cases, typical
exercises actually require to deal with graphical information (e.g., drawing geo-
metrical symmetries). Mathematics is probably the clearest example and indeed
the hindrances of accessing this subject have been extensively studied in the
literature [1]. In particular, in this paper we address the problem of rendering
functions graphs accessible.

Traditional solutions to this problem include tactile drawings printed by a
tactile embosser as well as on swell paper or produced with pen and sheets (e.g.,
by a Sewell kit). These solutions have some drawbacks. First, these drawings
cannot be changed once printed, therefore the whole drawing has to be printed
again to correct a mistake. Moreover, direct interaction with tactile drawings
(both embossed or on swell paper) is not possible. For example a student who
is given the tactile graph of a function cannot draw the symmetric function
on the same drawing. Direct interaction is possible with a Sewell kit, but very
good manual skills are required. One more drawback of tactile drawings concerns
tactile labels (e.g. Braille labels) that are often too large to be embedded in a
drawing without overlapping with lines or other labels. For example, a Braille
label on the orthocentre of a triangle may easily overlap with the heights.
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Software solutions have also been proposed. Among the others we mention
mainstream calculus programs that can be used to generate value tables of func-
tions (e.g. Octave, MatLab, Mathematica, etc.) and programs for graph function
sonification (e.g. Audio Graphing Calculator [1] and Sonification Sandbox [2]).
Value tables are very useful to get quantitative information about the functions.
Nonetheless this solution presents many drawbacks. First of all, it takes a long
time for a blind student to understand the curve trend. Moreover, since the ex-
ploration is basicly sequential (from left to right or from right to left along the
abscissa-axis), global features such as symmetries as well as absolute maximum
and minimum points can hardly be recognized by a blind student [3]. Some local
features, like concavity, are very difficult to understand too.

Sonification programs enable blind students to understand the trend of a
curve and the existence of local maximum and minimum points as well as inter-
sections with the abscissa-axis [4]. Nonetheless, no quantitative information is
straightforwardly provided by these programs while a blind student is exploring
the curve. Hence, it turns out to be very difficult to find out global features
depending on quantitative information (e.g. absolute maximum and minimum
points) and features depending on exact numeric values (e.g. the coordinates of
a given point such as the axes intersection points, the beginning and the end
of a given interval, and so on). Moreover, the sound feedback is not enough to
convey information about the asymptotic behaviour of a function (e.g. to find
out an horizontal asymptote) and concavity in a given interval. One more draw-
back concerns the difficulty for a blind student to understand mutual relations
between two distant points or between distinct portions of a curve (e.g. it is
very hard to find out whether three points are on the same line or to find out
symmetries).

In this paper we present AudioFunctions , an iPad prototype that makes it
possible to overcome the problems highlighted above and that highly increases
the independence of the student as well as the comprehension of the functions
graphs. AudioFunctions presents two major improvements with respect to ex-
isting software solutions. First, being a tablet application, it benefits from the
non-mediated interaction, which is typical of touchscreen devices. This in turns
makes it possible to design an interaction paradigm that is based on the use
of proprioception. Indeed, the second improvement consists in a set of three
techniques to explore a function graph. Two of these techniques highly rely on
proprioception.

We show experimentally that AudioFunctions tremendously improves, with
respect to the other software solutions, the effectiveness of the application in
terms of how clearly the user understands a function graph. Actually, Audio-
Functions is so accurate that the testing users better recognized the function’s
properties with it (after five minutes of training only) rather than with tactile
drawings (that every tester was well trained to use). Clearly AudioFunctions
also has the great advantage, with respect to tactile drawings, to allow the user
to study function graphs in total autonomy.
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The remainder of this paper is organized as follows: in Section 2 we describe
in more details the existing solutions (both hardware and software). In Section 3
we describe AudioFunctions and, in particular, the three techniques to explore
a function graph. Our experimental evaluation is presented in Section 4 while
Section 5 concludes the paper.

2 Related Work

The problem of function graphs accessibility for blind and sight impaired people
has been tackled with a number of ICT solutions in the field of assistive technol-
ogy for education. These solutions can be grouped in four categories: embossing
tactile drawings, understanding graphs through query languages, sonification of
function graphs and haptic tools for exploring diagrams.

Techniques for embossing graphs on paper have been improved over the years
[1]. Indeed, at present, there are many tools to create and emboss high qual-
ity graphs on paper [5]. Nonetheless, some drawbacks still exist. First, tactile
graphs cannot be edited once embossed, so the mistakes cannot be corrected
and students cannot draw on the same graphs (e.g. to draw symmetric curves).
In addition, Braille labels can easily overlap with lines or other labels, so they
must be very short and in many situations even one letter Braille labels render
difficult graph understanding [6].

The second category of techniques concerns understanding graphs through
query languages. The student can understand the properties of a graph by query-
ing information to a software application through a formal language (e.g. a cal-
culus program such as Mathematica or Matlab) or through natural language [7].
These techniques do not provide a global understanding of the graph trend and
require the student to know concepts of mathematical calculus even while ex-
ploring function graphs for the first time (e.g. what is a maximum, a minimum,
concavity, etc.).

The use of sonification to enable sight impaired people to access function
graphs has been studied through Audio Graphing Calculator [1] and Sonifi-
cation Sandbox [2] applications. These sonification programs provide a sound
description of a function graph by using simple sound [1] and midi sound [2].
Sonification enables blind students to understand the trend of the graph and
relevant points such as maxima, minima and intersections [4]. Unfortunately, no
quantitative information is straightforwardly provided by these programs while a
blind student is exploring the curve. Moreover, the sound feedback is not enough
to convey information about the asymptotic behaviour of a function (e.g. to find
out an horizontal asymptote) and concavity in a given interval. One more draw-
back concerns the difficulty for a blind student to understand mutual relations
between two distant points or between distinct portions of a curve (e.g. it is
very hard to find out whether three points are on the same line or to find out
symmetries).

Finally, haptic and audio-haptic systems have also been proposed to make
possible non-visual graph exploration and manipulation [8]. The main advantage



540 M. Taibbi et al.

of these systems consists in the ability of touching and manipulating the graph.
Moreover, guided exploration is also possible. The hand of the student is guided
by the arm of an haptic device (e.g. the Phantom) along the curve. Unfortunately,
haptic devices are still very expensive. Moreover, the workspace is limited (about
15 by 15 cm), so graphs with many details can be hardly understandable.

3 The AudioFunctions Prototype

The use of AudioFunctions can be divided in two main activities: the specifi-
cation of the function expression as well as of its drawing properties and the
function graph exploration.

3.1 Specification of Function Expression and Drawing Properties

To specify a function expression, a user can choose a template and then edit
it (see Figure 1(a)). The template can be chosen from the list of “default” ex-
pressions (i.e., a pre-defined set of common functions, like y = x, y = x2 or
y = sin(x)) or from the list of recently used expressions, as they were edited
by the user (in Figure 1(a) the list of recently used expressions is hidden by the
keyboard). To edit the function expression, AudioFunctions presents an ad-hoc
keyboard, that is similar to a calculator keyboard and that contains keys for the
digits and for the most common arithmetic and trigonometric operators.

(a) Specification of function expression (b) Specification of drawing properties

Fig. 1. Specification of the function expression and its drawing properties

The function drawing properties (see Figure 1(b)) include options to define
the domain and the scale on the two axes. With the first option, the user can
set the function domain in terms of the minimum and maximum values of x to
be represented. The second property is a boolean value indicating if the y axis
should have the same scale as the x axis. If this property is set to “true” (the
default value) then the next two options are disabled. In case this property is set
to “false”, with the third option the user can choose to automatically scale the
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y axis, which means that AudioFunctions chooses the largest scale for the y axis
such that the function graph fits in the screen. If “automatic scale” is disabled,
then the user can manually choose the scale for the y axis, by indicating the
minimum and maximum values to represent on the y axis.

3.2 Function Graph Exploration

The exploration of the function graph supports three “exploration modes” (see
Figure 2). The first one, that we call “non interactive”, is analogous to the so-
lution proposed in Audio Graph Calculator and Sonification Sandbox: by using
a “double two finger tap” gesture1 AudioFunctions starts playing the function
sonification, which is obtained as follows. As shown in Figure 2(a), AudioFunc-
tions divides the function domain into a set of intuitively small intervals (e.g.
the rectangle r). For each interval, given the sonification direction starting from
the lowest and up to the highest x coordinate, the app computes the value of
y = f(x) where x is the minimum value of the interval and reproduces the
“value-sonification” for y, i.e., a sound whose pitch is proportional to the value
of y with respect to the range of y values.

Example 1. With the function y = sin(x), for x ∈ [−10, 10], when x = π/2
we have y = 1 which is also the maximum value for y and hence the value-
sonification for x = π/2 has the highest pitch. Vice versa, if we draw y = x,
for x ∈ [1, 10], the sonification for x = 1 has the lowest pitch, because 1 is the
smallest value represented for y.

We call the second exploration mode “mono-dimensional interactive” (Fig-
ure 2(b)). The user can slide the finger along an horizontal bar positioned at the
bottom of the view that represents the x axis.

While sliding the finger, AudioFunctions uses the value-sonification technique
to represent the value y = f(x) where x corresponds to the current finger po-
sition. The clear advantage of this exploration mode is that, thanks to propri-
oception, the user can perceive the current x position. Also, the user can move
forward and backward along the x axis, at the desired speed, hence, for example,
focusing more on some parts of the functions that are more relevant for the user
(e.g., a minimum point).

The third exploration mode is called “bi-dimensional interactive”. The overall
idea is to make it possible for the user to follow with one finger the graphical
representation of the graph. The shape of the graph is then perceived thanks to
proprioception. This mode adopts a different sonification, that we call “position-
sonification”, since the aim is not to encode the y value, rather to guide the user
while following the plotted line. When the user touches on the function line, the
position-sonification reproduces a sound with the highest pitch. When the user
touches outside the line, the pitch diminishes as the minimum distance between
the touched position and the line increases. For example, in Figure 2(c), point

1 This is the gesture that on iOS devices is associated, for example, to start and pause
music reproduction.
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f(x)

x

r

(a) Non interactive

f(x)

x

(b) Mono-dimensional in-
teractive

B

A

(c) Bi-dimensional interac-
tive

Fig. 2. Function exploration screen and Exploration modes

A is more distant from f(x) than point B. Therefore, when the user touches A
a low pitch sound will be played while touching B will yield a high pitch sound.

The two interactive modes have some additional features. First, while ex-
ploring, AudioFunctions reproduces some additional sounds in case the function
intersects some “interesting points”, like intersection with the axis, local min-
imum and maximum and changes in the concavity. Second, interaction with
two fingers is supported. This is very useful, for example, when it is necessary to
maintain a reference point in the exploration. To achieve this, when a second fin-
ger touches the screen, AudioFunctions starts reproducing the sound associated
to that finger, ignoring the first one. Third, by double tapping, AudioFunctions
reads details on the current position, including: the values of x and f(x) and
the function concavity in that point. This is useful because function concavity
is easily understandable by sight, but hard to figure out with these sonification
techniques.

4 Experimental Evaluation

The main objective of AudioFunctions is to let the user perceive the shape of a
function graph. Therefore we focused our experiments to determine how precisely
a user can recognize the function properties from the exploration. To measure
the level of understanding of the function, we asked each user to explore the
graph and to answer 8 questions (e.g., “which is the concavity of the function
for x = 0?”). We scored each answer with a mark of 0 (totally wrong answer
or no answer), 1 (partially correct answer) or 2 (correct answer). We run the
experiment with 7 blind users, all with some education in Mathematics (at least
high school) and acquainted with tactile drawings. During each test session we
first described AudioFunctions in about 2 minutes and then we left 3 minutes to
let the user get familiar with the app. After these 5 minutes training we started
the test that was divided into three steps, each one involving a different tool:
AudioFunctions , tactile drawings and “Audio Graphing Calculator” (AGC). The
order of the three steps was random. During each step we chose a random func-
tion expression from a set of pre-defined functions presenting the corresponding
graphs to the user and posing him/her the 8 questions. While answering each
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question the user was free to interact with the exploration tool. We recorded the
answers and the time needed to provide them.

Figure 3(a) shows, for each user and technique, the sum of the scores obtained
in all the questions (we recall that the maximum is 16). Intuitively this metric
represents the overall understanding of the function obtained by each user with
each technique. We can observe that every user obtained much better results by
using AudioFunctions with respect to AGC. AudioFunctions also proved to be
more effective also compared with the tactile drawings that, we recall, all the
users were acquainted with. Indeed, every user, except user 7, obtained better
results with AudioFunctions than with tactile drawing and for most of the users
the results with AudioFunctions are much better than with tactile drawings
(e.g., users 2, 4, 5 and 6).
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Fig. 3. Results of the experimental testing

Figure 3(b) compares the total time required by each user to answer the
8 questions by using each technique. Results show that, by using AGC, users
provided answers more quickly (about 2 minutes on average) than with tactile
drawings (about 5 minutes on average) and AudioFunctions (about 9 minutes
on average).

5 Conclusions and Future Work

In this paper we presented AudioFunctions a tablet prototype that allows vi-
sually impaired students to explore function graphs. AudioFunctions presents
three exploration modes, two of which use propriception by taking benefit from
the direct interaction with the tablet touchscreen. The experimental evaluation
that we conducted with 7 users shows that AudioFunctions allows the users
to have a much better understanding of the function graph than existing soft-
ware solutions. AudioFunctions allows the users to have a better understanding
also when compared to tactile paper. This was not expected, as the users only
trained with AudioFunctions for a few minutes, while they were all acquainted
with mathematical exercises on tactile paper.
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While the aim of AudioFunctions was to explore different interaction
paradigms, as a future work we intend to focus on the sonification technique, to
compare different solutions and identify the one that best suites each exploration
mode. We also plan to engineer AudioFunctions and distribute it on the Apple-
Store. This would allow a large distribution of the app, which in turn can have
positive effects on future research. Indeed, by remotely collecting usage data, it
could be possible to evaluate the solution with a much larger number of users,
possibly in the order of hundreds or thousands.
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Abstract. Transcription of study materials into accessible formats is a challeng-
ing but necessary task. The sources of study materials vary from images to mul-
timedia files, which often have to be transcribed manually. A fully accessible 
target format such as HTML is the goal of every transcription process, sup-
ported by guidelines and helpful tools. Therefore the transcribers have to deal 
not only with the content but also with the right usage of the used tools. We 
show that the usage of the easy to use Markdown language can improve the 
technical quality and accessibility of the resulting documents. For further im-
provements of the transcription process several helping tools are presented to 
simplify and speed up the process as well. 

Keywords: Transcription, Image Description, LaTeX, HTML, Markdown, 
SVG, Accessibility, Transcription Process Optimization, Pandoc, Gladtex. 

1 Introduction 

During their studies students require a large amount of study materials such as slides 
of lectures, books and tutorials. The content varies from plain text, plain and animated 
slides up to video and audio files, e.g. in language trainings. All these different media 
can be inaccessible to students with disabilities. Depending on the specific impair-
ment of a student assistive technologies are used, e.g. StickyKeys, screen reader or 
magnifier. Our team has experience in transcription of study material for visually 
impaired and blind students. The transcription process focuses on HTML, but we 
improve the quality of the transcribed material and accelerate the transcription. 

2 Transcription Process  

The TU Dresden Support Center for blind and visually impaired students transcribes 
lecture material and books into HTML (see 2.1). The process is divided into three 
steps: preparation, transcription and quality check. In step one an inquiry for the copy-
right and original sources of the material is sent to the publisher or lecturer. Although 
copyright has been always granted in the past, it is time-consuming to identify the 
proper person for the request. Publishers and lecturers send files in different file for-
mats such as PDF, plain text, LaTeX, Powerpoint or MS Word files. 
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The transcription self is done by students from various faculties of our university. 
Therefore they are using various editing tools, depending on their knowhow and pre-
ferences because some of those tools offer helpful features such as syntax-
highlighting, XML-Validation and many more.  Supplementary the source files can 
be transcribed automatically into HTML. 

LATEX2HTML (http://www.latex2html.com/) is such a tool, but it is 
often necessary to check and edit the generated files afterwards manually. Therefore 
most of the work is done by copy and paste of short text passages and adding the 
HTML tags manually. After the transcription the result is checked for quality by a 
senior member of our Center and is due for revision if necessary. 

2.1 HTML as Book Format 

Our students read all transcribed books either in Braille on a Braille display or visual-
ly impaired using appropriate magnification tools. While Windows is predominately 
used some students rely also on Linux. HTML is independent of any operating system 
and it is accessible for screen readers. Visually impaired people can zoom in and use 
their own styles to adapt the visual presentation. 

In cooperation with blind and visual impaired students an authoring guideline for 
text transcription was developed in the 1990s. The guidelines describe all textual and 
visual elements of a book and how to transcribe them. A consistent naming conven-
tion for the used file and directory structures is defined and ensures further flexibility 
of the transcription process. 

2.2 Quality and Quantity of the Transcribed Material 

Student workers of various faculties transcribe the material. Therefore the know-
ledge/background of the transcribers is different and also the quality of the transcribed 
material is diverse. For example a student of psychology explains a psychological 
picture but he normally does not know so many details on HTML, validation and 
tools. Common problems are linking errors, invalid HTML-code, incorrect data struc-
ture, insufficient description of complex pictures. 

These problems can be alleviated by proper editing software. Some editing applica-
tions offer helpful features including syntax-highlighting, XML-Validation and many 
more. In our experience some expert transcribers develop their own shell script for 
automatic removal of elements or adding markup content. In the following we de-
scribe a new approach for transcription using a different markup language to generate 
accessible HTML. 

3 Markdown 

"Markdown is intended to be as easy-to-read and easy-to-write as is feasible."[3]. It is 
a simple Markup language and highly accessible to print-disabled people. 

The syntax of Markdown covers only a small subset of HTML tag. Furthermore 
LaTeX code can be embedded for example for mathematical expressions by enclosing 
the formula with $$. If additional HTML elements are needed, HTML tags can be 
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inserted. An advantage of Markdown over HTML is its brevity. "...the single biggest 
source of inspiration for Markdown’s syntax is the format of plain text email." [3].  

After the transcription into Markdown it can be converted in several different for-
mats, e.g. Docx, HTML, PDF, OpenDocument, DocBook or MediaWiki markup by 
using Pandoc[4]. Pandoc is a universal document converter offering also different 
methods for rendering the embedded LaTeX math code in HTML: 

• translation to MathML 
• rendering by MathJax as image (http://www.mathjax.org/) 
• using gladtex (http://sourceforge.net/projects/gladtex/) 

Gladtex is a preprocessor for LaTeX math. Rendering of LaTeX math by gladtex 
consists of two steps. In step one the LaTeX math is enclosed in the tag <eq>. Gladtex 
processes the resulting file and creates an image of the formula and link to it in the 
second step. 

4 A Plug-in for the Transcription with Markdown 

We developed a plug-in for the editor Sublime Text [4]. The plug-in supports the 
transcription process and helps to comply with our authoring guidelines. The follow-
ing functions are supported:  

• creation of the file and folder structure  
• insertion of Markdown syntax for a heading, lists, block quote and code blocks 
• adding navigation structure  
• adding metadata of the creator and additional information  
• creation of the index file and generating the table of content 
• generating HTML by using pandoc. 

Some of these functions just add Markdown syntax. Other ones have a GUI for user 
input, e.g. for adding URLs or the file names of images. 

5 Pilot Study 

We conducted a pilot study with two different groups of transcribers. A plug-in was 
developed and used by 5 inexperienced volunteers (Group A). The volunteers got a 
tutorial in Markdown to become familiar with the plug-in and all shortcut keys.  

Their tasks were to transcribe some lectures and some chapters of a text book over 
the course of 4 months. In parallel 3 other participants (Group B) used the authoring 
guidelines in combination with an editor of their own choice and personal modifica-
tion like shell scripts (Group B). The participants in Group B have more experience in 
transcription of books, because they are working in our working group at least 6 
month. All 8 students are studying computer science and are familiar with HTML. 

The resulting HTML files were checked by using LinkChecker.  and were vali-
dated by a XML tool. The LinkChecker results show that errors of Group A were less 
than in Group B. The identified errors made by Group B were wrong named files, 



548 J. Voegler, J. Bornschein, and G. Weber 

 

missing anchors incorrect file paths. The validation results show that the files of 
Group A are valid and well-formed. On the contrary some files of the Group B were 
invalid and not well-formed. Feedbacks of blind students on the quality of the HTML 
were sent by mails. One very import hint is that the quality of the description of the 
image should be done by persons who have the necessary scientific background. 

The answers show participants of Group B are using a variety of tools and also test 
their results in different ways. Some are using validation tools and shell scripts, e.g. 
for the generation of table of content. 

6 Further Works 

We are developing our plug-in for the editor Kate and adapt our author guidelines to 
reflect also Markdown. The plug-in should also support the named functions (see 4) 
and will have additional functions like a link checker, which presents the results in the 
Kate-GUI. A more simple way for the creation of complex tables has to be realized. 
For the description of complex images it is planned to test whether it is possible to 
split the transcription process of describing the image done by experts and transcrip-
tion of the material to Markdown by students. Furthermore it has to be evaluated 
whether it is possible to convert a source file like PDF, DOCX, PPTX to Markdown 
while relying on project Leibniz for preprocessing of source documents. Then the 
mistakes of the conversion can be corrected manually and additional information can 
be added and finally the HTML files can be generated. Additionally gladtex is 
adapted that the conversion fulfills our author guideline. 

Acknowledgements. We thank Sebastian Humenda for his work on the gladtex, the 
pandoc converter and the kate plugin. 
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Abstract. The authors of the proposal are teachers of mathematics for
students with visual impairment at Masaryk University (Brno, Czech
Republic). When giving instruction, they face the following problem: how
can blind people use a given mathematical algorithm in view of the fact
that they follow all the information in linear way. Often the instructors
have to decide whether to adapt such an algorithm or let blind students
work with it in the same manner as their sighted peers do. Their goal is to
find an optimal set of methods which would respect blind people’s linear
manner of working with information and at the same time be sufficiently
effective. In their paper, the authors will present several adaptations of
two algorithms of Graph Theory. They will assess the pros and cons of
all the proposed modifications.

1 Introduction

There are many projects aimed to develop an application for mathematical doc-
uments’ conversion into the format accessible to blind readers. However, active
work with mathematical expressions (editing, simplifying, computing a value)
is not discussed very often. What is more, the issue of adapting mathematical
algorithms based on visual manipulation with objects is usually ignored com-
pletely. Nevertheless, one can find algorithms in many areas of mathematics,
such as graph theory, linear algebra or mathematical analysis, which are part of
the curriculum for students of technical universities and natural sciences.

We are trying to change this situation. We want to help teachers who ask their
blind students to perform an algorithm that requires arranging the input data
spatially and modifying them. With respect to the linear manner of working
with information the teacher should consider in advance

1. how to present the input data to a blind user,
2. how the blind user can work with these data,
3. if the proposed method of the algorithm procedure is sufficiently effective,
4. and if the written procedure is understandable to other people (fellow stu-

dents, other teachers, etc.)

Our goal is to provide teachers with general hints explaining how to solve the
situation and what to focus on. We use our own knowledge and experience to
prepare proposals of adaptations of algorithms, and share them with other people
interested in this issue.
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2 The Methodology Used

To evaluate the effectivity and usability of proposals of adaptations, we enter
a dialogue with the target group. First we introduce the selected algorithm and
explain its standard practical application. Then we discuss its pros and cons
with respect to blind users and try to motivate the participants of the discussion
to suggest possible modifications of the algorithm. Once everybody understands
the principles of the algorithm procedure, we elucidate our own adaptations and
ask the participants to assess them. We consider primarily the effectivity of the
blind person’s work, memory and time requirements, and comprehensibility to
other people.

All the adaptations should respect the blind person’s manner of processing
information. Therefore we include proposals of input data arrangement and no-
tation or the tool for manipulation with them. The traditional arrangement of
objects being used during the standard algorithm procedure can be an obstacle
for blind persons. When looking for a specific piece of information they spend
a lot of time by following other objects and their details which are not important
at that moment. They do not have the opportunity to work with objects gen-
erally without concentrating on their specific values or properties. With respect
to the blind person’s manner of processing the information we have to ensure
easy and quick access to the objects we actually work with during the com-
putation. Therefore, in many cases, it is not useful to respect their traditional
arrangement, although it can help the blind to understand single steps of the
computation more deeply when getting to know the algorithm. [1]

The dialogue with the target group is mostly realized on two occasions: in-
dividual instruction for blind students or consultation with their teachers, and
a meeting with a larger group of interested people blind students and their
teachers, specialists preparing learning materials, or developers of ICT designed
to facilitate access to mathematical documents.

Participants of individual instruction or consultations know the algorithm or
at least understand the context of its application. Therefore they can immedi-
ately decide whether blind users can use the algorithm in a standard way. On
the other hand, they examine the given proposals of adaptations based on their
personal perspective and take into consideration their individual abilities (blind
student) or possibilities (teacher). They are therefore likely to choose a solution
which is ideal with regard to their own preferences and fail to consider other
criteria, such as those mentioned above. The main advantage of meetings with
a larger group of people is a great variability of their assessments. We spend
a lot of time and energy explaining the principles of algorithm procedure but
receive a richer and often unexpected feedback.

3 The Research Work

We presented the results of our previous work at international conferences Univer-
sal Learning Design 2013 and Ahead Conference 2013. We used three well-known
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algorithms of linear algebra and mathematical analysis (polynomial division,
matrix multiplication, function graph analysis), described their adaptation pro-
posals and compared these modifications with results of published works focusing
on didactics of mathematics for the blind (see [2], [3] and [4]).

4 The Current Research Introduction and Related Work

Graph Theory is a field of mathematics with a lot of interesting algorithms used
to solve many practical problems. These algorithms are based on active manip-
ulation with graphs’ elements such as nodes and edges which users highlight or
whose labels they edit. When all the steps of the procedure are completed, the
modified graph serves as the final solution of the task. Blind people often prefer
reading graphs in a tactile form respecting the spatial arrangement of nodes and
edges. If they wish to modify such a tactile graph, they are confronted with limits
of current technologies. The developers of tools for tactile graphics production
expect blind users to use these tools mainly for reading.

The IVEO Hands-on-Learning System by the American company ViewPlus
(see [5]) is one of the examples. A teacher using the system can import or recog-
nize a picture, modify it and divide into areas which are provided with two-level
descriptions. A blind student then puts a tactile version of the picture on a touch-
pad. Tapping on a certain area he can listen to the description using a screen
reader. However, the system in its current state does not enable editing of area
descriptions while the user is exploring the picture on the touchpad.

Members of research centers have been exploring other possibilities of enabling
access to graphics for the blind by non-visual means, for example:

1. Multimodal Interactive System (MIS) based on human-computer interaction.
An object is represented by a virtual model. We can observe its shape, sur-
face and other properties using a special device that provides force feedback
(Phantom, Novint Falcon etc.) See [6].

2. Vibrotactile feedback together with sonification available on any device with
a touchscreen. One can distinguish shape, surface and other properties of
objects by regulating the intensity of vibrations accompanied by acoustic
signals. Diagram Center and its researching team led by Markko Hakkinen
are currently working on a project called Integrating Haptic Feedback for
Image-based STEMAssessments within eTextBooks. The preliminary results
were presented at the CSUN 2014 conference.

Our goal is to provide blind students with algorithm adaptations which are easily
available with regard to technologies and procedures. They need only a computer
equipped with a screen reader, refreshable braille display and standard editors
for text, spreadsheet or mathematical expression processing.

5 The Research Results

The authors of the proposal have chosen two essential algorithms of Graph
theory:
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1. Dijkstra’s algorithm is used to search for the shortest path from an initial
node to all the other nodes of an undirected graph with non-negative edge
path costs and

2. Kruskal’s algorithm is designed to find a minimum spanning tree of an undi-
rected graph.

5.1 Dijkstra’s Algorithm

Original Procedure of the Algorithm. We work with a weighted undirected
graph G = (V,E,w), where V is a set of nodes, E is a set of undirected edges
and w is a weight of any edge. At the beginning of the algorithm we add the
value A/0 to the label of the initial node A and X/∞ to labels of all the other
nodes X with unknown distance from A. We repeat performing the following
three steps until we cannot process any other node:

1. Select the unvisited node X/n with the smallest tentative distance n from
the initial node A.

2. Perform the following two steps for every edge e coming out from the node
X/n to any unvisited node Y/m:
(a) if m > n+w(e), modify the current tentative distance of the node Y to

m = n+ w(e).
(b) otherwise keep the label of the node Y as it is.

3. Mark the node X as visited.

When performing Dijkstra’s algorithm we change labels of nodes only. We update
their current tentative distance from the initial node or we mark them as visited.

Proposals of Adaptation

1. Work with a graph on a sheet of a spreadsheet: We add labels of all the nodes
to the first column starting with the initial node. All the other cells on the
row for a node X are reserved for edges coming out from X and are written
as n-Y where n is a weight of the edge and Y is the end node of the edge,
see Table 1. We modify labels of the nodes in the first column, values of
the other columns are to be read only. We mark visited nodes by asterisk to
avoid proceeding them in the following steps of the algorithm. We finish the
algorithm when all the nodes are marked by asterisk (they are all visited).

2. Work with a graph on two sheets of a spreadsheet: There is only one change
in comparison with the first method of adaptation. We use the first sheet to
explore edges whereas the second sheet includes only one column with the
nodes’ labels to be consecutively modified.

3. Work with a tactile version of a graph, use of any editor to modify tentative
distances of nodes: the method is similar to the previous one and differs only
in representation of the graph which is offered as a tactile image. a student
combines tactile reading of the graph with editing labels of nodes written in
any text editor or spreadsheet.
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Table 1. Example of a graph represented by a table

A/0 1-B 3-E 6-D

B/∞ 1-A 1-E 3-C

C/∞ 1-E 2-F 3-B

D/∞ 4-E 6-A

E/∞ 1-B 1-C 3-A 4-D 4-F

F/∞ 2-C 4-E

Discussion of Pros and Cons. It is clear the first method is advantageous
to teachers. The graph is well arranged and understandable, all the nodes and
edges are in one place. Nevertheless, blind students do not find the method
good. Performing the algorithm is not effective because of the frequent movement
between rows and columns of one sheet of the table.

The second method eliminates the disadvantage. When switching from one
sheet to another the cursor remains in the same position as it was previously
and therefore a user gets all the processed data immediately without searching
for them for a long time. Furthermore, the second method is more economi-
cal concerning memory requirements. When switching between the two sheets
the student needs to hold only the tentative distance of the current node from
the initial one in his/her memory. All the other data s/he needs are easily and
quickly accessible. One of the blind students came with an interesting proposal
of improvement: “I could change the name of the sheet and put there the in-
formation about currently processed node. I have it on my refreshable braille
display all the time I work with the sheet, therefore I need not keep it in my
memory.”

The third method respects the spatial arrangement of the graph preferred by
sighted users of the algorithm and blind ones assessed it as the best one too.
“I prefer working with a tactile version of the graph. One gets a better idea of the
relationships between nodes. When working with the graph in a table, nodes are
arranged alphabetically even though they need not be neighbours,” said one of
the visually impaired students of our university. All the experienced blind users
came up independently with a proposal to write nodes on one line of a plain text
editor instead of separating them, each node on one line, which was recommended
first. As they have a refreshable braille display they can immediately observe all
the (un)visited nodes.

5.2 Kruskal’s Algorithm

Original Procedure of the Algorithm. We work with a weighted undirected
graph G = (V,E,w), where V is a set of nodes, E is a set of undirected edges
and w is a positive weight of any edge.
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1. At the beginning of the algorithm initialize a subgraph T = (V, ∅) containing
all the nodes of the graph G and an empty set of edges.1

2. Sort the edges of the graph G according to their weight and process them
consecutively from the shortest one.

3. Check if addition of the current edge to the subgraph T establishes a cycle.
If not, add the edge to the subgraph T .

4. After processing the last edge the subgraph T becomes the minimum span-
ning tree of the graph G.

When processing the algorithm in the standard way we work with a visual rep-
resentation of a graph. When adding an edge to the subgraph T we highlight it
directly in the graph (using a different color or any other means of highlighting).
There is a graph H with seven nodes in Fig. 1 demonstrating the situation be-
fore processing the fourth edge between the nodes D and G. After the first three
steps of the algorithm the edges CF , DE, CD were added to the subgraph T .
The next one (DG) does not establish a cycle and therefore we can add it to the
subgraph T as well.

�
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�� � �

�

�

�

�

�

��

�

EC

GF

D

Fig. 1. Weighted undirected graph H , highlighting edges of the subgraph T and a cur-
rently processed edge

Proposals of Adaptation

1. Edges of a graph are organized in a table according to nodes, and a subgraph
is created in another document (sheet): the graph is converted to a table.
We add labels of the nodes to the first column. All the other cells on the row
for a node X are reserved for the edges coming out from X and are written
as X-n-Y where n is a weight of the edge and Y is the end node of the
edge. We use another sheet or a separate text file to add the edges of the
subgraph T consecutively and to organize sets of nodes connected together
by existing edges of the subgraph T . Let’s take the same graph H with
seven nodes illustrated in Fig. 1. The following two tables demonstrate the
situation after addition of the first two edges to the subgraph T . The second
part of the Table 2 demonstrates the following fact. The first two edges

1 At the termination of the algorithm the subgraph T becomes a minimum spanning
tree of the graph G.
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of the subgraph T connect two sets of nodes {C,F} and {D,E}. Before
adding the next edge C-3-D we have to check if it does not imply a new
cycle at the subgraph T . a sighted student checks that visually while a blind
one does so by organizing sets of nodes connected together by edges of the
subgraph T . If both nodes of a processed edge belong to the same set of
nodes, s/he immediately knows a cycle is going to be created. Otherwise
s/he can update the Table 2 (second part), add the processed edge to the
subgraph T and modify the sets of nodes connected together. S/he should not
forget the currently processed edge was kept in the Table 2 twice therefore
it is necessary to delete it at both places.

Table 2. Edges organized in a table according to nodes and a subgraph T

A A-5-C A-6-D A-7-B

B B-5-D B-6-E B-7-A

C C-3-D C-5-A

D D-3-C D-3-G D-4-F D-5-B D-6-A

E E-4-G E-6-B

F F -4-D F -7-G

G G-3-D G-4-E G-7-F

MST - Edges: C-2-F D-2-E

MST - Sets of vertices: C, F D, E

2. Edges are organized in two rows of a table, a subgraph is created in another
document (sheet): the graph is again converted to a table but edges are
organized differently. They are completely described in the first column as
strings X-n-Y where symbols X , Y indicate nodes connected by an edge
with a weight n. The second column serves to repeat the weight of the edge.
Most of the spreadsheet applications enable users to arrange data accord-
ing to values of a certain column. Therefore a blind student can sort edges
in ascending order with regard to weights kept in the second column. To
consecutively prepare the subgraph T and sets of nodes connected by the
subgraph’s edges we use the second sheet or a separate document. We process
the algorithm in the same manner as previously.

Discussion of Pros and Cons. Let us state in advance that blind students
find the second method of adaptation better. There are three main reasons for
that:

1. they can immediately find the edge which should processed;
2. they spend less time moving the cursor between rows and columns of the

table;
3. they do not need to delete the processed edge twice.
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When using the first method they have difficulties finding the edge with the
lowest weight. They can solve the problem if they search for them by finding
strings as -1-, -2-, etc. One of the students came up with a proposal to leave
the concept of the graph representation by means of a table and use the same
arrangement of edges in any plain text editor. Edges of a certain node would be
positioned on a line separated by commas or spaces. In that case blind students
can use keyboard shortcuts or a refreshable braille display and its functions to
work with a text effectively.

6 Conclusion and Planned Activities

Students of mathematics and informatics encounter many algorithms. Some of
them can be performed by blind people in a standard manner, but there are
still many algorithms that should be adapted due to the reasons mentioned
above. The authors of the proposal plan to continue working on this. They
would like to share proposals of selected algorithms adaptations with all the
interested people (teachers, students and assistive technologies experts); they
would also appreciate other peoples ideas, comments and solutions. To meet this
objective, they created web pages that allow users to discuss didactical issues
concerning the instruction of mathematics for the blind. The URL of these sites
is http://www.teiresias.muni.cz/amalg.
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Abstract. DAISY or accessible EPUB3 could be a good solution to
make e-textbooks more accessible. However, unfortunately, a good
method to include Braille in them is not established, yet. Due to com-
plicated Situations in Braille notations, automatically converting print
contents, especially, ones for math/science into Braille has its own prob-
lem. Furthermore, Braille translation in Japanese is usually context-
dependent. After reviewing those situations and how Braille is currently
treated in DAISY, what are required for Braille capability in DAISY/
accessible EPUB3 are discussed. Based on our DAISY/EPUB3 author-
ing tools, “ChattyInfty3,” and Braille editor, “BrailleInfty,” a practical
solution to realize the Braille capability is given.

Keywords: Braille, e-textbook,mathematics,DAISY,AccessibleEPUB3.

1 Introduction

In Japan, so-called “digital textbooks” (the official name of an e-textbook in
Japan) are supposed to be fully adopted in elementary and junior-high school in
April, 2020. However, now, a large number of those digital textbooks, especially
ones for math and science are not necessarily accessible. Establishing a good
method to make them accessible is our important task.

As is well known, “The Digital Accessible Information System (DAISY)” [1]
now becomes a standard format of accessible e-books. Actually, “the Interna-
tional Digital Publishing Forum (IDPF)” [2] decided to adopt DAISY4 XML as
a part of EPUB3 standards in 2011. Since EPUB3 will be certainly one of stan-
dard formats in e-textbooks, DAISY (accessible EPUB3) is an excellent solution
for provide accessible digital textbooks to people with various print disabilities.

However, there remain unsolved problems in DAISY technical content to de-
serve greater attention. One of the most important ones is that the current

K. Miesenberger et al. (Eds.): ICCHP 2014, Part I, LNCS 8547, pp. 557–563, 2014.
c© Springer International Publishing Switzerland 2014
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DAISY has no Braille capability. In DAISY, a reader can access a math for-
mula in MathML character by character, symbol by symbol with speech synthe-
sis, magnifying or highlighting, etc. However, the blind cannot access technical
DAISY contents in Braille. In order to use DAISY/accessible EPUB3 textbooks
for the blind in school, Braille-output capability should be required.

In this paper, after reviewing difficulties in translation of Japanese technical
contents into Braille, complicated situations in Braille conversion of technical
notations and Braille capability in DAISY briefly, we discuss what is required
for DAISY/accessible EPUB3 and give a practical solution to realize that, based
on our assistive tools.

2 Problems in Translating Technical Contents into Braille

2.1 Problems in Translating Japanese Contents into Braille

There is seriously complicated situation in Braille translation in Japanese. Four
different character sets are used simultaneously in print: Chinese characters
(Kanji), Hiragana, Katakana and alphanumeric letters. While Hiragana and
Katakana are essentially kinds of phonetic symbols, a single Kanji character
or their compound usually has several ways of pronouncing, according to its
context. Math/science technical terms or the proper nouns such as the name of
a person/a place, particularly, historical ones are often read in a different manner
from the usual.

For instance, as was reported in the ICCHP 2010 [3], we made a brief survey
on the ambiguity in Japanese aloud-reading of mathematical or mathematics-
related technical terms consisting of Kanji. While 416 words can appear in both
mathematical and nonmathematical contexts, 110 words (26.4% of them) have
more than one pronunciation according to context; that is, they should be read
out in a different manner from the usual in a technical context.

To avoid this ambiguity, a Japanese printed document often includes so-called
“Ruby” characters to specify how to pronounce each Kanji or their compound.
It is a kind of phonetic description typically written in hiragana or katakana
to the side of the original Kanji in a small (Ruby-type) font. However, Ruby
characters are not necessarily placed alongside all Kanji. In addition to that, a
Japanese-text sentence in print has no explicit breaks except for punctuation
marks. All the words are always written continuously.

On the other hand, there is only one character set in Japanese literal Braille
code, which is essentially corresponding to Katakana. A word in Braille should
be separated from each other with a space like European languages. When trans-
lating a printed Japanese document into Braille, at first, we have to convert all
Kanji characters into Katakana, based on their pronunciation and put a space
between words before the translation.

Thus, the translation of a Japanese textbook ranging from math to history
is heavily context-dependent. Consequently, popular Braille-translating software
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for Japanese seems to make mistakes quite frequently in converting not only
technical contents but also other many non-technical ones. Furthermore, it can-
not treat math formulas at all.

2.2 Problems in Translating Technical Notations into Braille

In terms of technical notations, there is another complicated problem in Braille
translation, which occurs commonly also in many countries other than Japan.
As is well known, since the ordinary Braille consists of 6 dots, only 63 different
characters (besides a space) can be represented in a single Braille cell. Thus, all
those single-cell Braille characters are assigned to basic literal print characters
in each local language such as the (lower-case) alphabet. The other print char-
acters/symbols including capital letters should be represented in so-called “a
Braille code,” which is a sequence of multiple Braille cells. A particular Braille-
code system such as a Braille math code is usually defined in a different manner
from the literal Braille code system of each language.

Since such code systems have been developed independently from each other
in local community/country, many different systems have been developed for
a same field. For instance, the math notation in print is definitely the most
universal language in the world. However, a Braille math notation in a country
is usually different from ones used in the other countries, even if a national
language is the same. In addition, another confusing problem is that a print
symbol is often assigned to several different Braille symbols in different fields
even in one country. For instance, the Braille symbol for the plus sign, +, in
math is different from one in computer science in Japan.

“The International Council of English Braille (ICEB)” has been working
on a project: “Unified English Braille (UEB) Code” to aim at unifying all of
technical and non-technical Braille notations (except for music) in the ICEB-
member countries. Since In 2012, finally “the Braille Authority of North Amer-
ica (BANA)” decided to adopt UEB officially [4], the complicated situation will
be remarkably improved, at least, in those countries in near future.

However, for quite a while (or from now on), two different types of technical
Braille codes: the Nemeth and the UEB codes are used simultaneously in USA.
They are significantly different from each other. Here, some samples in each code
are shown below.

– Digits: 1 2 3 4 5
Nemeth:
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– Equation: 2x+ 3y = −5
Nemeth:
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Remark:
In the UEB code, many Braille symbols used in algebra are usually of two

cells such as 1 =
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. On the other hand, in the Nemeth code, they are
usually represented as a single-cell symbol. However, when writing a number

next to a space, so called “Number sign,”
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is the Number sign and a number, 1.

Thus, even in USA, a print math expression can be described in two different
manners in Braille. Since the BANA does not give a definite rule to switch them,
we cannot assume beforehand which code should be used for a certain document.

There are hundreds of technical Braille codes in the world. Consequently,
computerized conversion of a technical print document into Braille is usually a
very complicated job. Nevertheless, in terms of math-to-Braille conversion, sev-
eral remarkable results have been achieved until now. Archambault, et al. has
been worked on an open-source project, “Universal Math Conversion Library
(UMCL).” They provide tools to convert LaTeX/MathML formulas into several
Braille math codes [5, 6, 7]. The Duxbury Braille Translator, which is the most
popular Braille translator in the world, also can converts a LaTeX document in-
cluding math expressions into several Braille codes. “The LEAN (Linear Editing
and Authoring Notation) Editor” [8] allows a user to convert a MathType [9]
formula embedded in a Microsoft Word document into Nemeth Braille code used
in USA, and vice versa. There also have been some other challenging activities
such as conversion from MathML into Nemeth by Stanley and Karshmer [10],
the Lambda Project [11], etc. However, completely automatic Braille translation
of technical contents seems to be still an impossible mission.

3 Braille Capability in DAISY

Unfortunately, it is currently impossible to prepare a DAISY XML file that can
automatically output Braille. In 2008, the Braille-in-DAISY Working Group in
the DAISY Consortium worked out a final report on their survey [12]. They
discussed what should be required for DAISY-to-Braille translation; however,
there has been no practical progress after that time.

In addition, we have to point out that, to begin with, their policy cannot
suit our necessity. That working group seems to regard a DAISY file just as
a source for automatic (real-time) Braille conversion. They discuss only how
to do it efficiently with Braille translator (software). As far as literal contents
in European language were concerned, such procedure might work in a certain
level. We believe, however, it is absolutely impossible in most of other fields due
to the complicated situation discussed in the previous section.

In terms of e-textbooks used in school, all Braille descriptions must be com-
pletely correct. That definitely requires proof reading by a human transcriber.
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The approach by the Braille-in-DAISY Working Group cannot meet this de-
mand. We have to give another practical approach, at least, for e-textbooks;
particularly, ones for math or other technical subjects.

We believe that only possible and practical solution for that is to embed
correct Braille descriptions into DAISY/EPUB3. Two different ways can be
considered to realize that. The simplest one is to embed Braille directly into
a DAISY/EPUB3 XML (source) file, itself like an alternative text for an im-
age. However, it seems to be inefficient since this approach requires to produce
multiple kinds of Braille-embedded XML files for the same print contents, to
correspond to changing a Braille-code system, for instance.

The other approach is to prepare a separate file set of Braille descriptions and
call them at each part of DAISY/EPUB3 XML. In a multimedia DAISY, audio
files are treated in this manner. We believe it is a better solution.

4 How to Produce Braille-Embedded DAISY

We have developing several assistive tools for print-disabled people to access
STEM (science, technology, engineering and math) [13, 14]. “ChattyInfty3” is
authoring tools for accessible multimedia contents of STEM in DAISY/EPUB3
[15, 16].

As was reported in ICCHP 2012 [15], in DAISY, we need a way to control
how to read out each technical term in Kanji characters, symbol or mathemat-
ical formula locally according to their context. We refer to this new concept of
assigning a pronunciation as “Yomi” (a Japanese word that means “a manner
of aloud reading”). To realize the Yomi function in DAISY, we tentatively gave
a method based on DAISY4 (EPUB3) Ruby tag. Although we already referred
to Ruby in the previous section, it should be noted that Ruby and Yomi are
conceptually different from each other. Although Ruby is included in an original
print document, Yomi is not. The reading given with Yomi, therefore, should
not appear explicitly in the DAISY version, unlike the case for Ruby. However,
Yomi has to control speech output as well as Ruby.

As was discussed previously, to convert technical contents into Braille in
Japanese, at first we have to give a correct aloud-reading to each of Kanji char-
acters or their compounds included in technical contents before the conversion.
The development of the Yomi function helped us with constructing a dictionary
for this conversion.

Although it has not been reported so far, we also develop a Braille editor,
“BrailleInfty” and a Braille-translation engine for math formulas. A sighted user
can author STEM contents in an intuitive manner with BrailleInfty. The trans-
lating engine allows us to convert math formulas in MathML into one in the
Japanese math/Science Braille code. By combining our Braille-translating en-
gine with a popular Japanese Braille translator, a ChattyInfty3 file can be easily
converted into BrailleInfty.

Based on these tools, we established a new method to embed Braille into
DAISY (accessible EPUB3) XML. As is well known, a source text including a
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MathML formula in DAISY XML is divided into multiple small elements en-
closed with span tags: <span> and </span>. Each span element is a unit for
highlighting, aloud-reading, etc. If the audio attribute were set at the span tag,
a DAISY player would call an audio file such as recorded human voice stored in
an audio folder and play back it at that position.

We defined a new attribute for the span tag: “a Braille attribute.” Embedding
Braille descriptions into DAISY/EPUB3 with the Braille attribute is performed
through the following steps.

1. At first each span element in ChattyInfty3 is listed in a table.
2. Then, they are translated into their Braille description with our engine. A

human transcriber can correct all errors in the table with BrailleInfty.
3. Finally, the result (a correct Braille description), which is connected with

the original span element automatically, is stored in a Braille folder. Each
span element corresponds to one Braille file.

A DAISY/EPUB3 player could call a Braille file like an audio file and output to
a refreshable Braille display.

For the present, our Braille translator can convert MathML into Japanese
math/science Braille code only. However, combining our system with another
engine such as UMCL, we would become able to create Braille-embedded tech-
nical e-textbooks in another language.

5 Conclusion

As is discussed, to output completely correct Braille descriptions in e-textbooks,
we have to embed them into DAISY/EPUB3 XML. Here, we give a practical
manner to realize that.

Unfortunately, however, there is no available device that can treat them for
the present. Although “Braille Sense series” [17] is probably only one portable
Braille device that can play back DAISY audio/text contents as well, it cannot
output Braille embedded in our DAISY e-textbooks. KGS Corporation is now
developing a new portable all-in-one device with a refreshable Braille display,
“Braille Memo Smart” [18]. Braille-output capability for our DAISY e-textbooks
is supposed to be implemented on it in near future.

One problem in our method is that too many Braille files corresponding to
each span element must be prepared in the Braille folder. In the next revision of
EPUB3, EPUB3.01, so called “Rendition Mapping” is supposed to be realized
[19]. Using this function, we will become able to give information of mapping
between elements in EPUB3 and Braille contents. Then, we may simply prepare
a single Braille file that has the same content as the original EPUB3 book. In this
approach, the Braille contents, itself, could be printed out easily if necessary. We
are now working on upgrading ChattyInfty3 so that it can support the EPUB3
Rendition-Mapping function.
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Abstract. Tablet computers are becoming a common tool to support
learning since primary school. Indeed, many didactic applications are al-
ready available on online stores. Most of these applications engage the
child by immersing the educational purpose of the software within an
entertaining environment, often in the form of a game with sophisti-
cated graphic and interaction. Unfortunately, this makes most of these
applications inaccessible to visually impaired children. In this contribu-
tion we present MathMelodies, an iPad application that supports math
learning in primary school and that is designed to be accessible also
to visually impaired children. We describe the main challenges we faced
during the development of this didactic application that is both engaging
and accessible. The application, currently publicly available, is collecting
enthusiastic reviews from teachers, who often contribute with precious
insight for improving the solution.

1 Introduction

A large number of commercial applications exist to support learning of primary
school children. While some of these solutions are in the form of websites or appli-
cations for traditional devices (desktop and laptop), recently these applications
have been developed for mobile devices, in particularly for tablets. For example,
more than 65, 000 educational applications are available for iOS devices1.

Most of these applications engage the child by immersing the educational
purpose of the software within an entertaining environment, often in the form
of a game, generally with sophisticated graphic and interaction. Unfortunately,
this results in most of the existing applications being inaccessible to visually
impaired children which are already discriminated in the access to the print-
based exercises and would actually benefit significantly from the autonomous
use of educational applications. Also, the lack of accessible mobile applications
can limit the social inclusion of visually impaired children.

In scientific literature many different interaction paradigms have been inves-
tigated to make entertaining educational games accessible to visually impaired
children. These interaction paradigms include, in particular: auditory user in-
terfaces and audio-haptic interaction. Educational auditory games have been

1 Source: http://www.apple.com/education/ipad/apps-books-and-more/
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proposed both as desktop applications and recently as mobile applications [1].
While auditory user interfaces solve many interaction challenges [2], they also re-
quire attention and good memory skills [3]. Hence, especially in education (e.g. in
presenting mathematical puzzles), auditory feedback alone is not the best solu-
tion. Auditory user interfaces have been extended with haptic or tactile feedback
in order to help blind people to construct a mental representation of the scene.
Audio-haptic educational games have been proposed both with general purpose
haptic devices [4] and with new hardware devices employing vibro-tactile feed-
back [5,6], specifically designed to generate tactile stimuli which reinforce audio
cues. These solutions proved to be more usable by blind people, but they are far
more expensive and, as far as specific devices are concerned, they are currently
only available as prototypes.

To address these problems, in this paper we presentMathMelodies , an iPad ap-
plication that supports primary school children in learning Mathematics. Math-
Melodies has been designed and implemented to be enjoyable by both visually
impaired and sighted children. The software has been first developed as a uni-
versity prototype and then, thanks to a crowdfunding campaign, engineered and
distributed as a commercial application2.

In this contribution we describe the main design challenges of MathMelodies .
We adopted a user-centered design methodology, driven by a number of tests and
on-the-field evaluations. In particular, we report the results of three evaluation
sessions: an expert-based evaluation, a test conducted with the first prototype of
the app and a more qualitative evaluation conducted on the commercial version
of the application. Finally, we describe the feedback we have received so far and
how they impact the application design.

2 Related Work

Non-visual interaction paradigms to make interactive games accessible to visu-
ally impaired people have been extensively studied in scientific literature. These
paradigms are based on sensory substitution: the visual elements dynamically
displayed on the screen are substituted with multimodal non-visual stimuli that
guide the sight impaired player in the game [7]. The most frequently adopted
non-visual interaction modes include auditory feedback as well as tactile and
haptic stimuli.

Auditory feedback has been successfully employed to replace the sense of sight
in many interactive games. In [8], Roden et al. illustrate a framework to gen-
erate audio game in a 3D audio environment. In [9], Vallejo et al. investigate
sonification techniques in point and click games. Miller et al. [10] propose au-
dio cues in games inherently based on audio feedback (e.g. where the player is
required to reproduce a rhythmic pattern), but that are inaccessible to sight
impaired people because of visual instructions. Ramos [11] and Ng [12] have
recently evidenced the advantages of informative sounds in interactive games.
Furthermore, in recent years, many auditory interfaces have been specifically

2 https://itunes.apple.com/us/app/math-melodies/id713705958?mt=8

https://itunes.apple.com/us/app/math-melodies/id713705958?mt=8
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designed for games on mobile devices [1,13]. Nonetheless, all auditory interac-
tion paradigms for games require much attention, memory skills and the ability
to recognize even slightly different sounds. Furthermore, while auditory inter-
faces that employ spatial sound (e.g. 3D sound) can be successfully used with
headphones that isolate the player from the surrounding environment, this may
prevent the user from interacting with other players.

Auditory games have been extended with haptic or tactile feedback in order
to reduce the cognitive load required to sight impaired people to construct a
mental representation of the scene. Audio-haptic educational games have been
proposed both with general purpose haptic devices [4] and with new hardware
devices employing vibro-tactile feedback [5,6], or haptic gloves [14] specifically
designed to generate tactile stimuli which reinforce audio cues. These solutions
proved to be more usable by sight impaired people than auditory interaction
paradigms only. Nonetheless, haptic devices are currently still very expensive,
most of these devices are available as prototypes only and they are not designed
to be used with mobile devices.

3 Design Challenges

During the design and development of MathMelodies we faced three main chal-
lenges. First, the application has to present exercises that are accessible to vi-
sually impaired children. In the preliminary prototype we experimented two
main interaction paradigms that we called “sonification-based” and “object-
based”. With sonification-based interaction the application presents a generic
image that can be explored through audio-feedback with a solution similar to
the one adopted in [15]. For example, the application can guide the student to
identify a triangle by reproducing a sound when the boundary is touched. Vice
versa, with the object-based interaction paradigm, the application shows some
objects on the screen, each one associated with an audio feedback that represents
the object itself. In this case, the audio feedback is independent on the position
of the touch within the object. For example, touching the figure of a dog, the
application plays a sound of a dog barking. Similarly a digit is read when it is
touched. The experimental evaluation has shown that the object-based inter-
action paradigm is less cognitively demanding for the students, hence resulting
more enjoyable for the users and more suitable to represent complex exercises.
According to these results, we designed a set of 13 different types of exercises
relying on the object-based interaction paradigm. To further simplify the inter-
action model, we decided to organize the objects into a grid layout that, as we
observed in our evaluation, helps reducing the time and mental workload required
to explore the entire screen. Another choice driven by the need of simplifying
the interaction consisted in the definition of two input techniques: a simplified
on-screen keyboard to insert the digits only (e.g., for the addition exercises, see
Figure 1(a)) and a multiple choice dialog (e.g., to answer an exercise like the
one shown in Figure 1(b)). Finally, we observed that the interaction with the
exercises without any preliminary explanation is not intuitive for some children.
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(a) Addition exercise with simplified key-
board

(b) Counting exercise

Fig. 1. Two exercises of MathMelodies

Also, for some exercises, the eyes-free exploration of the screen can be time con-
suming. To address these two problems, we decided to add a short explanation
that is read when a new type of exercise is presented.

The second design challenge is to stimulate children to play the exercises
several times hence taking benefit from reinforcement learning. To address this
challenge, we designed the exercises to have up to 6 difficulty levels. For example,
in the “easy” addition exercise the child is asked to add two single-digit numbers,
while at an harder level (designed for 3rd grade students) the aim is to add
three numbers, each one with up to three digits as in Figure 1(a). For the same
reason, the exercises are defined in terms of their type and difficulty level and
not according to their actual content that is randomly generated each time the
exercise is presented to the student.

Another important aspect to stimulate children to play the same exercise
several times is to entertain them. We pursued this objective by presenting, in
most of the exercises, what we call “audio-icons”: amusing drawings, each one
associated with an easy-to-recognize and funny sound. Also, the application gives
a reward to the child in the form of a short piece of music when a correct answer
is provided. As a future work we also intend to create a more sophisticated
reward mechanism that takes into account the number of wrong answers the
child provided before giving the right one. For example, zero mistakes can be
rewarded with 3 “golden stars”.

The last design challenge is to immerse the educational activities in an accessi-
ble entertaining environment that also links the exercises together and motivates
children to keep on playing. We addressed this challenge with a tale, divided into
6 chapters, organized in increasing difficulty levels (two chapters for each grade).
Each chapter is further divided into “pages”, each one comprising a background
image, some text (read by a speech synthesizer) and some “audio-icons” (see Fig-
ure 2). Pages are intertwined with the exercises and there are about 30 exercises
in each chapter.
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(a) A page with a piano audio-icon (b) A page with a frog audio-icon

Fig. 2. Two pages of MathMelodies story

Overall, the tale and the audio-icons have also the objective of triggering chil-
dren’s interest. This is similar to the approach adopted in most textbooks that
heavily rely on colorful images. The difference is clearly that in MathMelodies
this solution works for visually impaired children too.

4 Implementation of MathMelodies

During the app implementation we had to face a number of technical issues and
here we describe two of them. The first issue deals with the large amount of app
content, i.e., the story text, images (backgrounds and icons), and audio (sounds
and music). Indeed, it is clearly impractical to define the app by hard-coding the
content into the program. Instead, we defined a format for the “content file” that
describes, for example, the structure of each chapter, each page, etc. A “content
engine” in MathMelodies reads this file and presents the content to the user,
in the form of exercises, pages, etc... Thanks to this approach, it is possible to
define the app content independently from the app implementation.

The second issue is related to the implementation of the object-based inter-
action paradigm that is built on top of the system accessibility tools. On iOS
devices, there are two sets of tools that render the system accessible to visu-
ally impaired users. One set is designed for low-visioned users and includes the
“zoom” screen magnifier, font size adjustment and color inversion. While some
ad-hoc gestures are defined to use the zoom functions, the overall interaction
paradigm is analogous to the one for sighted users. The second set of tools is
globally called “VoiceOver” and defines a totally different interaction paradigm.
The overall idea is that, when the user taps on a graphical object (e.g., a but-
ton), VoiceOver gives it the focus and describes it both with a speech synthesizer
and an external Braille display (if connected). To activate a focused object (e.g.,
to press a button), the user double taps anywhere on the screen. In addition
to this basic behavior, VoiceOver has several additional gestures to make the
interaction more efficient.



MathMelodies: Inclusive Design of a Didactic Game to Practice Mathematics 569

In order to enhance the app usability for visually impaired users that rely on
residual sight, we used large fonts and high contrast between the front objects
(i.e., text or pictures) and the background image. Although we did not evaluate
this solution with a sufficiently large number of low-visioned users, we expect
the app to be accessible to most low-visioned students by using the default ac-
cessibility tools. For what concerns blind users or low-visioned users that cannot
totally rely on residual sight, some issues arose in the implementation of the
object-based interaction paradigm. Indeed, the simplest solution to implement
this paradigm would be to fully rely on VoiceOver (i.e., not implementing any
custom behavior for app accessibility). This approach would make it possible
to develop an app that is totally consistent with the system-wide interaction
paradigm. However, this solution suffers from a major drawback, as it is not
suitable to address all design challenges. For example, without defining any cus-
tom behavior it is not possible to develop the audio icons that reproduce the
associated sound upon getting the focus. Other features that call for a custom
behavior are multi-tap exploration and automatic reading of pages. Clearly, to
achieve a deeper customization of the interaction paradigm a larger coding effort
is required and it is quite involved to mimic VoiceOver standard behavior as well
as to guarantee the consistency with the system-wide interaction paradigm. For
example, the current version of MathMelodies (1.0) uses some custom objects in
the story view: to enable the automatic reading of a page, story text is “hidden”
to VoiceOver and “played” automatically with iOS 7’s integrated text-to-speech
synthesiser. We chose this approach because we wanted the app to be of immedi-
ate use also to users that are still not acquainted to standard VoiceOver gestures.
Our preliminary tests, presented in Section 5, validated this approach. However,
after app publication we received feedback that led us to reconsider our choice.
Indeed, with this solution the text is not shown on external Braille displays. To
address this issues we are now working on a new version of MathMelodies that
minimizes the use of objects with custom behavior.

5 Experimental Evaluation

During the whole design and development process we took benefit from the
feedback obtained from one of the designers who is blind and experienced in
education for blind persons. In addition, we organized three evaluation sessions.

The first session was organized with four teachers expert in education for
blind students3. The evaluation was divided in two steps. In the former, we
presented a list of the exercises derived from Italian educational directives and
integrated with workbooks and online resources. For each exercise we asked the
experts to evaluate the importance of the exercise in the education of a blind
person and to rate how difficult it is to practice it with existing solutions. In the
second step of the evaluation we presented the preliminary prototype implement-
ing sonification-based and object-based interaction paradigms. All four experts

3 From the center for the blind people in Brescia, Italy.
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independently agreed on the fact that object-based paradigm would be quicker
to learn and also more adaptable to a larger variety of exercises.

The second session was conducted as a test with three blind children. After
a short training with the prototype, we asked each child to solve three exercises
with object-based interaction and one exercise with sonification-based interac-
tion. All students have been able to complete and correctly answer exercise 1
(counting) and 2 (position in a table). Vice versa, one student has not been able
to complete (and hence to provide an answer to) exercise 3, a spelling exercise,
and exercise 4 consisting in recognizing a triangle by a sonification-based inter-
action. Overall, all students reported that the object-based interaction is easier
to understand and two of them also highlighted that it is funnier.

The third evaluation session was conducted with three blind children in pri-
mary school and with two sighted children in primary school. All children were
required to complete all the exercises in the first chapter consisting in counting
exercises, sums, etc. All blind children were enthusiast while using the applica-
tion. Two out of three reported that they were entertained and engaged especially
by the sounds used (e.g. the call of animals and the rewarding melodies). All
of them experienced some difficulties in the early exploration of the tables, and
needed some help by a sighted supervisor. However, after at most 2 minutes of
supervised training, all children got familiar with the application and were able
to solve the exercises autonomously and, most of the times, providing a correct
answer at the first attempt. The two sighted children enjoyed the application as
well. One of the two children experienced some difficulties, at the beginning, in
understanding how to answer. This was partially due to the fact that the child
didn’t pay much attention to the exercise explanation. After explaining how to
answer, no more help was needed. To solve this problem we intend to create
introductory exercises in which the focus is not on the exercise itself rather on
how to use the application.

6 Conclusions and Future Work

To the best of our knowledge, MathMelodies is the first app for math learning on
mobile devices that is specifically designed to be accessible to visually impaired
children. In this paper we describe the main challenges that we had to face
in the app design and implementation as well as the results of the experimental
evaluations that shows howMathMelodies is actually accessible and entertaining.

Currently, the app is freely available on the AppStore and it has been down-
loaded 700 times in the first two months after the English version has been
released. Since the app publication we received feedback from about 10 people,
in most of the cases teachers for blind students. This feedback has a high value
for us and is driving the design of the next version of MathMelodies .

As a future work we intend to take an even larger advantage from the app
distribution to the public and we intend to automatically collect usage data and
to use them to evaluate the app itself. In this perspective, 700 users are about
100 times as much as we could expect to involve in the evaluation conducted
with the physical presence of the users.
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Another future improvement consists in developing a collaborative system
that allows the teachers to directly participate in the development of the app
content. This crowdsourcing system can drastically reduce the development costs
of the next versions of MathMelodies and ease the scalability of this solution.
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Abstract. In this paper an interactive workspace designed to help visually im-
paired students practice the fundamentals of linear algebra is introduced. Unlike 
most of the approaches, this interactive workspace aims at enhancing math ma-
nipulation abilities for students who are visually impaired, mainly dealing with 
linear algebra expression that requires more complicated techniques in access-
ing. Read-expression, Hide-Row/Column, and Text-Tools are examples of 
techniques that the workspace implements. Such techniques are invoked by hot 
access keys which in turn with audio feedback allow the user to navigate and 
edit the linear algebra expression, access its elements especially matrices, find 
the solution and save it for further review and edit. The methodology followed 
is to list all the operations required in Linear Algebra. Then the tasks which re-
quire visual abilities were isolated and implemented in the framework. 

Keywords: Accessibility, Linear Algebra, Visually impaired. 

1 Introduction 

Linear algebra is one of the most important branches of mathematics, and is part of 
many areas of science in general. Thus, it is required for students majoring not only in 
mathematics, but also in engineering, physics, and economics [1]. Around the world, 
many high schools provide linear algebra courses as essential parts of the mathemat-
ics curriculum [2,3,4]. The number of high school students with visual impairment is 
significant. For example in the USA, according to the National Federation of the 
Blind (NFB) 1,061,600 visually impaired students were enrolled in high school dip-
loma or a GED in 2011 [5].  

Visually impaired students avoid learning linear algebra in high school. This is 
usually due to them facing a lot of challenges while dealing with linear algebra. For 
example, matrices which are an essential part in linear algebra expressions are by 
nature two dimensional (2D). Thus, solving a simple operation like adding two ma-
trices will pass through two steps: (1) check if the two matrices have the same size, 
(2) add the numbers in the matching positions and write the results in a new matrix. 
These two steps require repeated scans and jumps between the entries of the two ma-
trices. Similarly, finding the number of rows or columns, determining the type of 
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matrix, or accessing elements of a diagonal sequentially can be easily done by sighted 
students while it takes much longer by students who are visually impaired. Unlike 
other approaches that help visually impaired students solve only the one dimensional 
(1D) algebraic expressions; this approach facilitates the manipulation process of two 
dimensional (2D) linear expressions. For example scans and jumps between sub-
expressions to solve an algebraic equation differ than scans and jumps between two 
matrices to solve multiplying operation which requires jumps in two dimensions. 

In this paper, we propose an interactive workspace, aiming at enabling high school 
students who are visually impaired to learn linear algebra. The workspace described 
in this paper provides several techniques and system operations in order to support the 
manipulation of linear algebra expressions. 

In section 2, prior research is summarized. Section 3 details the methodology of 
deriving the tasks that require help for the visually impaired. In section 4 the overall 
framework and its components is described. Section 5 describes the implementation 
of the tasks. In section 6 a plan of system evaluation is presented. Section 7 concludes 
the paper with a summary of achievements and future research ideas. 

2 Prior Research 

Many research projects are designed to overcome barriers and problems associated 
with visually impaired accessibility in mathematics. Two main categories of ap-
proaches exist: static and dynamic. In static approaches such as MAVIS [6] and  
BraMaNet [7],the mathematical content is statically converted into a format that is 
reproducible using assistive devices or that can be printed on Braille paper. The doc-
ument is mostly viewed as a passive entity (akin to a printed document presented to a 
sighted user), while the active component is represented by the user, who uses an 
assistive device (e.g., a refreshable Braille display) to move around the document, 
reading parts, skipping other parts, or backtracking. On the other hand, dynamic ap-
proaches require a conversion process to allow navigation in accordance with the 
mathematical structure. In this case, the document itself becomes an active compo-
nent, its semantic structure is exposed and information overload on the user reduced. 

AsTeR [8] is a system that helps produce rendering audio of electronic documents. 
It allows navigation of the formulas, exploring the expression as a tree-based structure 
and tagging certain nodes for easy recall. MathGenie [14] is specially designed for 
visually impaired students in the sciences. It allows the user to navigate MathML 
formulas through a simple key combination, focusing only on representation of for-
mulas rather than semantics. Mathplayer [9] is a plug-in for Microsoft Internet Ex-
plorer that reads MathML input. 

Despite the number of approaches aimed at promoting accessibility of mathemati-
cal formulae (i.e., reading or writing), there have been relatively limited efforts to 
enhance mathematics manipulation technologies (i.e., doing mathematics). In [10] 
visually impaired students are given the ability to manipulate algebraic equations 
through an interactive non-visual workspace. This workspace enables manipulating 
mathematics in a convenient, accessible, and usable way. By using the selection  
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technique of this workspace, students are able to select sub-expressions of interest as 
well as manipulate functions. However, this workspace only supports doing and  
manipulating algebraic expressions and does not support linear algebra. 

3 Methodology 

In this paper, manipulation of linear algebra expressions by visually impaired students 
is simplified through providing them with an interactive workspace. The aim of such 
a workspace is to enable the visually impaired student to interact with linear algebraic 
content as effectively as possible as a sighted student. The first step towards building 
such a workspace was to identify which tasks required the student to use his/her sight. 
Syllabi of linear algebra courses in high schools were reviewed [2,3,4], as well as 
books and papers written for the purpose of teaching linear algebra [11,12,13]. The 
following topics were identified [13]: Matrix Addition and Multiplication, Systems of 
Linear Equations, Determinants, Properties of Rn, Eigenvalues and Eigenvectors, and 
Orthogonality. Each topic was then broken into several subtopics. "Gaussian elimina-
tion" and "elementary matrices" are examples of subtopics of the topic "Systems of 
Linear Equations". Each sub topic was further broken into basic operations. The basic 
operations were then grouped into several categories according to their type. Table1 
lists the basic linear algebra operations that were obtained from all the identified sub-
topics and their categories. Each basic operation was then broken down into tasks. For 
example the operation "Scalar multiplication" was broken down into the following 
tasks:  

Task 1: Create a new matrix for the result. 
Task 2: Access the scalar value.  
Task 3: Access the current entry in the matrix.  
Task 4: Multiply the entry by the scalar value.  
Task 5: Write the result in the new matrix in the same position.  
Task 6: Repeat the tasks 2, 3, and 4 for each entry in the matrix. 

Tasks were then filtered based on whether or not they needed visual abilities. For 
example, among the tasks of "Scalar multiplication" only tasks 1, 2, 3 and 5 required 
visual abilities. The list of all tasks requiring visual abilities was then analyzed to 
determine the following visual abilities needed in linear algebra: 

V1: Find the number of rows/columns in a matrix. 
V2: Access the entries of a single row/column sequentially. 
V3: Access the entries of the diagonal of a matrix sequentially. 
V4: Return to a bookmark. 
V5: Access a specific entry in a matrix. 
V6: Create a new matrix of certain size. 
V7: Hide row/column of a matrix. 
V8: Unhide row/column of a matrix. 
V9: Check whether entries of a matrix in strategic places were equal. 
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Table 1. Basic Operations and their categories 

Category Basic Operation 

Matrices Arithmetic 
Adding/Subtracting 
Multiplying by a constant (Scalar Multiplication) 
Multiplying by another matrix 

Determinant Matrix 
Determinant of a 2x2 matrix 
Determinant of a 3x3 matrix 

Transpose Matrix Transpose 

Inverse Matrix 
Inverse of a diagonal matrix 
Inverse of a 2x2 matrix 
Inverse of a 3x3 matrix 

Elementary Row/Column opera-
tions 

Interchange two rows/columns 
Multiply each element in a row/column by a non-
zero number 
Multiply a row/column by a non-zero number and 
add the result to another row/column. 

Table 2. Techniques and their description 

Techniques Description 
Visual 

abilities 

Read-
Expression 

Read the selected expression, identify a matrix by its posi-
tion and size (number of rows, number of columns). 

V1 

Read-Matrix 
Read the selected matrix entry by entry after initialize the 
pointer and direction of reading (row, column, or diagon-
al). Stop after read each entry. 

V2, V3,  
and V5 

Next-
Row/Column 

Continue the reading to the next row/column V2 

Feedback 
Inform the end user about the ending of row, column, or 
matrix. 

V2, and 
V3 

Text-Window 
End user can any time open an auxiliary text window then 
close it. 

V4 

Write-Matrix 
The end user can any time write an empty matrix with 
specific size. 

V6 

Text-Tools Select, Copy, Paste, Delete, Write. V6 
Hide-

Row/Column 
Hide a row/column from the selected matrix. V7 

Unhide-
Row/Column 

Unhide a row/column from the selected matrix. V8 

Identify-
Properties 

Inform the end user about the location of zeroes and ones 
in a matrix. 

V9 

 
In order to help the visually impaired students do these visual tasks, the proposed 
workspace provides one or more techniques for each task. The implementation of 
these tasks will evaluate by several usability metrics and the result will collected and 
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reported. In Table2, the techniques are presented along with their descriptions. In 
addition, each technique is mapped to the visual abilities that it supports. 

4 Design and Structure 

The system consists of three main modules: Interface, System Technique, and System 
Object, as shown in Figure1. 

 

Fig. 1. The general architecture of the proposed system 

The Interface module is the space where interaction between the user and the sys-
tem occurs. One of the goals here is effective operation and control of the system on 
the user's end. Another goal is feedback from the system, which aids the operator in 
making operational decisions. Interface contains three sub-modules: Input module 
which allows the users to manipulate the system by using several techniques such as 
Write-Matrix technique, and Output module which allows the system to indicate the 
effects of the users' manipulation by using audio feedback. The audio feedback is 
used to keep the visually impaired students oriented to the manipulation process. For 
example, the system provides audio information about each single entry. Rendering 
Support module, which supports the module of interface by one or more render tech-
niques such as TTS technique. The System Techniques module implements the sys-
tem operations that help the end user in performing the basic linear algebra operations 
mentioned previously. These techniques are classified into two sub-modules: Access-
ing Techniques which allow the user to access the expression, its elements, and the 
history of the manipulation, and Modifying Techniques which allow the end user to 
write or modify his/her solution. The System Object module is devoted to store the 
objects of the system and its data. It consists of two sub-modules: Current Objects 
module which contains the current objects, and History module which contains all the 
manipulation steps. 

After accessing a file that contains a MathML content the system automatically de-
tects and converts the linear algebra expressions into objects which make them much 
easier to be navigated, edited, and updated. Dealing with objects allows the user to 
stop at each element in the matrix and call one of the available techniques such as 
Next-Row/Column. 
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5 System Description 

The ultimate goal of this workspace is to facilitate the manipulation process of a li-
near algebra expression for visually impaired students. This workspace allows the 
student to navigate expressions, select a certain matrix, and navigate its entries by 
using hot access keys and audio feedback. Using audio, the workspace starts with a 
brief description of the available options. The user has the ability to either choose to 
read from a specific file stored locally or online from a web page. The system will 
then detect the MathML content and convert the linear algebra expressions to objects. 
All objects identified are then grouped in a list which the user can navigate using the 
arrow keys. The system will then inform the user about the number of expressions 
available. The user can then choose an expression and the system will read the ex-
pression for the user.  

Matrices in an expression are read to the user as the letter m followed by an index 
along with the size of the matrix. The number of rows and columns, and the location 
of zero's and one's; are examples of the information about the selected matrix that the 
system provides to the user. Moreover, the system allows the user to select a matrix in 
order to navigate its entries. By using the available techniques in the system like 
Next-Row/Column and Feedback techniques, the user can access the entries and 
know the nature of the matrix by using Identify-Properties technique. 

Editing an expression in order to solve it is available to the user during the naviga-
tion in the main window. By using suitable hot access keys, the user is able to update, 
delete, and add a component to the expression. The system provides several tech-
niques in order to help the user handle the linear algebra expression such as: Hide-
Row/Column, Text-Tools, Write-Matrix and more. The user has also the ability to 
save the results of his/her manipulations. Saving the results will update the MathML 
file to include a MathML representation of the new results so that when the user reo-
pens the file later on he/she will be able to navigate the results as well as edit them. 

Using arrow keys in navigating instead of several hot access keys for each system's 
component will reduce the amount of memorizing by the user. For an example, the h 
button in the keyboard is devoted to invoke the help function that is used for finding 
out the current status or reviewing the list of available hot access keys. The tab button 
in turn allows the end user to access different available windows. In addition the ar-
row keys employed by the system to help the user in navigating the names of existing 
files, the available expressions, the elements of an expression, and the entries of a 
matrix. 

Figure 2 illustrates the interface of the workspace. The user is able to navigate and 
select a linear algebra expression by using the available techniques such as Read-
Matrix technique. In addition, the user can edit any selected expression, perform the 
operation, and save the solution. Also the user has the ability to move freely between 
the available forms using hot access keys as shown in the figure below. 
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Fig. 2. The workspace of the system 

6 System Evaluation 

The system is currently under evaluation with visually impaired students enrolled in 
Lebanese High schools and Universities. Several experiments using a system proto-
type will be conducted for evaluating the system. The prototype involved most func-
tional features of the designed workspace: Adding two matrices, Multiplying two 
matrices, Transpose a matrix, and more. A number of participants who have vision 
impairment will be involved in the experiments. In each of the experiments, partici-
pants will be asked to do specific tasks by two approaches: first through the conven-
tional way they use (CCTV or Braille writer), then through the system after it will be 
fully introduced to them by a demo. Time needed by each student to accomplish  
the tasks, answers reached, mistakes made, will be recorded in order to measure the 
effectiveness and efficiency of the system. 

7 Conclusion and Future Work 

Students with visual impairments have unique learning needs that must be addressed 
if they are going to access the general education curriculum. In this paper we pre-
sented an interactive workspace that is designed for helping visually impaired  
students in practicing the fundamentals of linear algebra. After listing all the basic 
operations required in linear algebra and identifying the tasks that require visual abili-
ties, a set of techniques was constructed in order to help the visually impaired students 
perform these tasks. The implementation of these techniques was then described and 
followed by the plan for the usability test. In the near future, we will work on the 
enhancement of the system based on the results of the ongoing usability test and eva-
luating its benefits on other categories of visually impaired students. Also it would be 
of interest to extend the current workspace to serve visually impaired students in other 
areas of mathematics.  
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The LEAN Math Accessible MathML Editor 
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Abstract. This article describes the new LEAN Math application. LEAN Math 
will input MathML and convert it to an internal representation from which any 
number of accessible formats can be generated. It is useful for reading math, but 
its real importance is that it fills a void for blind people who need an efficient, 
usable tool to create, edit, and manipulate math equations in braille and/or au-
dio.  The first application of LEAN Math is as an editor for MathType equa-
tions in MS Word, the most popular scientific authoring system today. The  
editor can open and edit existing equations or create new ones. It also puts a 
word description or braille translation of the equation into the MathType alt text 
property. This alt text is read by any screen reader, making MathType equations 
in MS Word fully accessible.  This paper gives a brief overview of its features. 

Keywords: Accessible Math, Reading Math, Writing Math, Manipulating 
Math, MS Word, MathType. 

1 Introduction 

1.1 Accessible Methods for Reading Math 

Math in scientific web and e-book documents can be directly accessible to people 
with print disabilities provided the math is expressed in the MathML1 markup lan-
guage. Some web browsers, including older versions of Internet Explorer with the 
MathPlayer2 plugin and Chrome with the ChromeVox3 speech display provide audio-
access to MathML. Safari on iOS systems with VoiceOver4 provides both audio and 
braille access to MathML. Specialized applications such as the EASYReader5 and 
GH ReadHear6 provide access to electronic books in formats adhering to accessibility 
standards set by the International Digital Publishing Forum7. There is hope that future 
electronic books and web documents will adhere to such standards, making math in 
all web and e-books accessible. 

                                                           
1 http://w3.org/math 
2 http://www.dessci.com/en/products/mathplayer/ 
3 http://www.chromevox.com/ 
4 http://www.apple.com/accessibility/osx/voiceover/ 
5 http://www.yourdolphin.com/productdetail.asp?id=9 
6 http://www.gh-accessibility.com/software/readhear-pc/ 
7 http://idpf.org/ 
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Math in PDF documents is not directly accessible, but such documents can be indi-
rectly accessible if the author’s manuscript is available.  Most modern authors use 
MS Word with the MathType math editor to write scientific documents, though a 
substantial number still use LaTeX and similar variations of the TeX family of mar-
kup languages.  LaTeX source files are directly readable by any screen reader, and 
generations of blind people have had good access to scientific documents by becom-
ing experts in reading LaTeX[1]. 

MS Word+MathType documents can also be accessible to blind readers, be-cause 
MathType permits one to display equations in LaTeX.  The user must develop suffi-
cient knowledge of LaTeX to read the equations, but it is only the math that is ex-
pressed in LaTeX.  It is much easier to read MS Word with LaTeX equations than to 
read a corresponding LaTeX document, because the latter generally has pages of text 
markup that must be read past.  This slows the reading process and interferes with 
comprehension.   Blind people who know math braille have a better option for read-
ing MS Word documents. Several translators are available to convert MS 
Word+MathType documents into braille. 

1.2 Accessible Methods for Writing and Manipulating Math 

Blind people who know math braille can write math equations compactly in braille. 
Braille is not as flexible as a pencil – one cannot easily cross off terms, trans-pose 
them to the other side of the equation, etc.  One can only write equation after equa-
tion with appropriate changes.  Braille is also not easily converted to a main-stream 
form.  Computer translation from any conventional math code to a mainstream repre-
sentation is notoriously unreliable.  So if the math is intended for mainstream use (eg 
for a sighted teacher), the translation must be done by a human math braille expert, 
and there are not many of these.   

For several decades, LaTeX was the only accessible route by which a blind person 
could create a mainstream document with math.  LaTeX is a complex lan-guage, and 
compiling it to the final document is a non-trivial task.  It is unreasonable to expect 
that any student needing to write math equations must become a LaTeX expert, par-
ticularly if the student has no intention of becoming a professional scien-tist.  Learn-
ing enough LaTeX to write equations in MS Word+MathType is a less onerous task. 
Unfortunately, there is no feedback when those equations are converted to standard 
form.  It is very easy to make mistakes, so the user is never sure that the equation is 
actually what is intended. 

The ChattyInfty8 editor was developed originally to provide access to documents 
recognized by the Infty Reader9, the only Optical Character Recognition (OCR) ap-
plication that recognizes math expressions.  Chatty Infty can export in several main-
stream formats, including MS Word, LaTeX, and XHTML, but it does not import 
these formats.  It is somewhat expensive but does offer several nice features, includ-
ing an image of the equation in standard visual form during the creation/editing 
process. 

                                                           
8 http://www.sciaccess.net/en/ChattyInfty/ 
9 http://www.inftyreader.org/ 
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1.3 LEAN Math 

LEAN Math was developed so that blind people would have an easy and affordable 
way to write and manipulate math. When LEAN Math for MS Word is installed, two 
applications are installed, LEAN-In and LEAN-Edit. LEAN-In inserts alt text in se-
lected MathType equations. LEAN-Edit is the main application that allows the user to 
create MathType equations or edit existing ones. LEAN-Edit’s preference menu in-
cludes choices of format for saving alt text. LEAN-In saves in the currently-selected 
preference. LEAN Math is a commercial product whose beta test phase is expected to 
end in mid-2014. It will be a commercial product but will be licensed free to blind 
individuals. 

2 The LEAN User Interface 

The LEAN Editor User interface is a dialog with four lines. The top line shows the equa-
tion in LEAN notation. LEAN uses a special Unicode set with special characters for 
open-root, close-root, open-fraction, fraction-line, close-fraction, etc. These particular  
 

 

Fig. 1. The LEAN Math Editor User Interface. The top line is the LEAN notation, the second is 
for messages spoken during editing, the third is the equation in LEAN Braille notation, and the 
bottom line in the user’s choice of conventional math braille.  Focus is on the bottom line, 
which is Nemeth. 
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LEAN symbols are shown in Figure 1, which shows the LEAN interface when the editor 
contains the equation 

  (1) 

3 Basic Features of the LEAN Editor 

The first-time user needs to know how to install the LEAN Editor and needs to know 
the following items to get started: 

• LEAN_Edit is started by clicking on the icon in the desktop.  
• MS Word must be open when starting LEAN Editor or else an error occurs. 
• MathType must be installed or LEAN will not work. 
• Keyboard characters are entered normally into LEAN equations. Only a few  

(@ ^_) are special hot keys.  Other characters must be entered by opening an ap-
propriate list with a function key. 

• The function keys play the role of pull-down menus in LEAN Editor. ALT keys 
are hot keys. They do not pull down menus as in most Windows applications. 

• Once LEAN Editor is open, press CTRL+h to access a thorough list of help topics.  
These are an internal manual for LEAN. LEAN can be learned by reading these 
help topics. 

3.1 Help Files 

Pressing CTRL+h in the LEAN Editor brings up a list of help topics.  These topics 
cover basically every feature of LEAN_Edit and LEAN_In. Users should arrow up 
and down to find a topic, then press ENTER to open it. Navigation is standard. 
Up/down arrows move line to line, right/left arrows move letter by letter, 
CTRL+right/left move word by word. The * key navigates by sub topic and reads it.  
The line length is user-selectable to match the length of a braille display if desired.  
The length is set in the preference menu as discussed below. 

3.2 Preference Menu 

CTRL+p opens the preference menu. Preferences are used to control display parame-
ters but do not affect the actual equation. One navigates the menus with up/down 
arrow and makes selections with right/left arrows. Pressing ENTER accepts a new 
preference, and pressing ENTER twice makes it the default. Defaults are non-volatile. 

3.3 Function Key Selections 

Function key F1 plays its normal Windows role. It is the context-dependent help key.  
When focus is on an object in the equation or on an item in some list, F1 brings up a 

2 4

2

b b ac
x

a

− ± −=



584 J.A. Gardner 

 

dialog with a description of the item. One may browse the dialog and close it with the 
ESC key. All other function keys open menus. 

• F2 opens a menu of common non-keyboard math characters, including dot and 
cross product, plus minus, minus plus, infinity, and degree. 

• F3 opens a menu of structures including fraction, square root, subscript, super-
script, and squared.  All these can be inserted with a single hot key. The hot key is 
given in the list so that beginners can use the menu and learn the hot keys as they 
become power users.  There are of course many structures in this list that are less 
common and do not have a dedicated hot key. 

• F4 opens a menu of lists including the lists opened by F2 and F3. Many of these 
lists, eg integrals, tables, can be opened with hot keys, and the hot keys are given. 

• F5-F10 bring up lists of advanced characters and are arranged in alphabetic order 
of the type of symbol. 

• F5 opens a list of arrow characters as well as lists of several sets of specialized 
arrow symbols. 

• F6 opens a set of binary operators.  Binary operators are symbols that “operate” 
between two characters. The “+”, “=” symbols are common binary operators. 
These two are available from the keyboard so are not given in the F6 list. 

• F7 opens a set of symbols common in calculus including differential, partial diffe-
rential, integral sign, etc. 

• F8 opens a list of geometry symbols. 
• F9 opens a list of modifier symbols.  Modifiers are symbols that combine with 

another symbol.  Examples are the dagger and prime symbols. 
• F10 opens a set of symbols used in set theory.  Examples are the union and inter-

section symbols. 
• F11 is presently unused. 
• F12 lists all navigation commands and is intended as a reference for finding the 

right key to use for less common navigation procedures such as table navigation, 
compacting equations, and clipboard commands. 

3.4 Clipboards 

The Lean Editor has three types of clipboard. All are non-volatile, so any-thing saved 
in a clipboard will not be changed when the editor is closed or even if the computer is 
re-booted. One can copy or cut to a clipboard and paste from it. Partial expression 
cannot be copied. An attempt to do so results in an error dialog.  

• The normal clipboard is modeled on the standard Windows clipboard.  One selects 
a character or string of characters by holding the shift key and moving forward or 
backward through the equation.  The copy command is CTRL+c, cut is CTRL+x, 
and paste is CTRL+p.  Apart from the restriction of copying only complete ex-
pres-sions, this is normal Windows behavior. 

• The Selectable Clipboard. The selectable clipboard is actually a set of ten clip-
boards.  One selects a string just as one does for the normal clipboard and copies 
to the selectable clipboard with SHIFT+CTRL+c. Then one either types a number 
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from 0 to 9 or arrows down to the clipboard with that number, and then presses 
ENTER to complete the copy command.  SHIFT+CTRL+x is identical to copy ex-
cept that it cuts the selected region.  SHIFT+CTRL+v pastes from the selectable 
clipboard in a similar manner. 

• The Fraction Clipboard. The fraction clipboard is dedicated to copying, cutting, 
and pasting fractions. To copy a fraction it is necessary only to put the cursor on 
the open or close fraction symbols or anywhere inside the fraction.  When one 
presses ALT+c or ALT+x, the smallest fraction enclosing the cursor is copied or 
cut respectively. ALT+v pasts from the fraction clipboard.  The fraction clipboard 
is also manipulated with other commands. ALT+I pastes in the inverse of the frac-
tion in the clipboard. ALT+u converts the numerator of a fraction to a non-fraction 
string and cuts the denominator to the fraction clipboard.  These are all very useful 
commands for manipulating algebraic equations while “doing math” as opposed to 
simply writing math. 

4 Advanced Features of the LEAN Editor 

4.1 Structures 

LEAN does not permit the user to insert the open or close symbol for frac-tions, roots, 
or any other structure.  One may insert structures only by inserting the full structure 
and then inserting the various parts of the structure.  For example, a fraction is en-
tered by finding it in the F3 menu or by pressing ALT+f. The cursor is automatically 
placed on a numerator place-holder symbol.  One then creates the fraction numerator, 
presses the right arrow to move to the denominator and then creates it. Consequently 
it is relatively difficult to create a LEAN equation that is not valid MathML.  

4.2 Special Features for Manipulating Equations 

The fraction clipboard was described above. It is largely intended for the kinds of 
manipulation frequently needed while solving algebraic equations. One can cut a 
fraction from one side of an equation with one keystroke (CTRL+x) and insert its 
inverse on the other side with one more keystroke (CTRL+i.  One can cut the de-
nominator from a fraction and convert the numerator to a string in the same place with 
CTRL+u. One can convert a selected string to the numerator of a fraction and place 
the cursor in an empty denominator with ALT+t. These are all extremely useful 
commands for manipulating algebraic equations. 

4.3 Compound Elements 

The LEAN Editor has internal structure that permits multiple-character quantities 
such as multiple-digit numbers and multiple-character scripts to be part of a com-
pound character.  These permit numbers to be spoken more intuitively and for cogni-
tively simpler browsing of complex equations.  The user can hear x sub ijk super abc 
instead of something like x sub {ijk} super {abc}. 
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4.4 Compacting Equations 

LEAN Math permits users to create a compact view of a long equation and then view 
the various terms by gradually decomposing the parts.  The parts are the structures 
that make up the equation or portion of equation that the user compacts. 

4.5 LEAN Braille 

LEAN Braille is an invention of the author. It was developed as a braille equivalent of 
the LEAN notation and has many advantages over conventional math braille codes.  
It is unique and not context-dependent and therefore can be back-translated more 
robustly than can conventional math braille.  It also permits nice features such as the 
compact view, which conventional braille codes cannot.  

LEAN Braille is inspired by the GS Braille Code research done by Gardner and Sa-
linas (http://dots.physics.orst.edu/gs.html). GS is a dual 6/8dot braille code originally 
begun because of the displeasure of the researchers with Unified English Braille 
committee’s insistence on adopting literary braille numbers.  The GS Braille research 
was terminated with the untimely death of Prof. Salinas. 

GS and LEAN Braille use the Antoine numbers that are used in DIN (Central Eu-
ropean) computer braille.  These are derived from literary numbers by dropping the 
number sign and adding a dot-6 to each of the letters a-I that represent the digits 1-9.  
The zero is represented by dots346, because adding a dot-6 to “j” is a “w”, and unfor-
tunate consequence of “w” not being included in French when M. Louis Braille de-
veloped the braille character set.  The great advantage of Antoine numbers is that 
they do not conflict with any non-accented letter. In fact non-contracted English 
braille does not have these ten characters at all. 

LEAN adopted the basic features and most of the symbols of GS. The author 
created LEAN Braille symbols for the LEAN special symbols. Math equations ex-
pressed in LEAN Braille are quite compact when the 8-dot form is used.   

5 Beta Testing and Commercialization 

Commercial product testing proceeds quite differently than research beta testing. The 
author has been both a research scientist and a commercial developer and understands 
the difference. Research testing must begin by determining whether the research di-
rection is sensible. For commercial products, a company must make a prior judgment 
that the product is sensible in order to justify the usually considerable development 
expense. So the purpose of commercial product testing is to help the developers cor-
rect bugs, tune features, and make the product as user-friendly as feasible.  Normally 
product beta testers are given prototypes and asked to use them in their daily work or 
recreation.  Feedback is normally in the form of unstructured commentary. LEAN 
Math is being beta tested as a commercial product, not a research project. Although 
approximately fifty people are on the beta test list, the number of dedicated beta tes-
ters is only approximately five. They have helped with finding bugs, and some have 
suggested feature improvements, including the compacting feature. At least two beta 
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testers are also using LEAN Braille to some extent and appreciate its compactness and 
lack of context sensitivity. 

LEAN Math will be a part of several ViewPlus information accessibility “so-
lutions”. It was never intended to be a money-making product in its own right, so 
licenses will be given free to blind individuals. Companies and educational institu-
tions may purchase LEAN Math as part of a ViewPlus solution and receive training 
and support. 

Acknowledgements. The author is grateful to Michael Whapples, Courtney Christen-
sen, and Yuemei Sun for software assistance in developing this product. 
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Abstract. Curve sketching is a hard task for blind and visually impaired pupils 
and students, but it is an essential part in education. To help those students as 
well as their colleges, teachers and other people to prepare good tactile function 
plots the platform independent console program SVGPlott was developed. It 
enables users without any special knowledge about creating graphics for blind 
or visually impaired people to prepare highly adaptable mathematical function 
plots in the SVG format, which can also be used for audio-tactile exploration. 
SVGPlott was developed in a user-centered design process, including teachers 
and users. We show that blind and sighted users can prepare function plots in-
cluding key as well as an automatically generated textual description not only 
for tactile, audio-tactile and print output, but also for usage on a dynamic tactile 
pin device and as a high contrast visualization for low vision people. 

Keywords: Accessible SVG, Science and Mathematics, Function Graph Plots, 
Tactile Graphics, Audio-Tactile Graphics, Adaptability of Graphics, Style 
Sheets, User Groups, Blind and Visually Impaired Users, Tactile Pin Device, 
Accessibility. 

1 Introduction 

Mathematics is a basic course every student has to take. The graphical aspect of the 
curve sketching task is a big challenge for blind and visually impaired students – not 
only creating function graphs by their own, but also reading previously prepared 
graph plots of classmates, colleges or teachers with less experience in creating such 
kind of graphics for special reader groups. 

There are several systems for making mathematical function graphs accessible. Ex-
isting hardware calculators, such as Orion TI-84 Plus Talking Graphing Calculator 
[1], or software calculators, such as MathTrax [2], sonify the graph and give audio 
feedback about the trend of the graph via pan and pitch of sound signals correspond-
ing to x- and y-values of the function. With the Accessible Graphing Calculator [3] 
the user can plot more than one function to find intersections. The TermEvaluator [4], 
for example, offers a highly adaptable user interface. Some of these tools have the 
opportunity to print out the resulting graphics. Providing an additional description of 
the function graph can help to better understand the graphic. Some programs automat-
ically create descriptions of the graph and its distinctive characteristics [2]. 
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In the following we describe a simple java- and gnuplot-based [5] console program 
that can create graph plots for mathematical functions as adaptive Scalable Vector 
Graphics (SVG) for audio-tactile output. The program allows the user to easily create 
graphical representations of mathematical functions that can be printed, displayed on 
screen or used for audio-tactile (including Braille) or visual exploration. Existing 
functions can also be adapted for user groups with special needs. 

2 The SVG Graph Plotter Program 

Using a tool to calculate function values of a graph often results in a list or a table of 
numerical values. To convey a qualitative meaning of this data to the reader, the rela-
tionship between the points can be displayed, for example, by sonification, which is 
also very abstract, or in a graphical manner. In mathematics education a graphical 
representation can help students to perform curve sketching tasks. Commonly, there 
are tasks such as “find the main features of the curves”, “find the turning point”, “find 
the x-intercepts” etc. In addition, a tool which allows such a graphical output should 
also permit the combination of more than one function in one coordinate system. In 
this way, further mathematical exercises, for example comparing two functions or 
finding their intersections, will be possible.  

For this reason, we aim at designing SVGPlott as a tool that allows visually im-
paired students as well as their teachers to create tactile graph plots of mathematical 
functions for curve sketching including support for Braille. For a better understanding 
of the tactile output it should be enriched with additional textual information that can 
be accessed, for example, with an audio-tactile system, such as IVEO [3].  

The program can plot an unlimited number of planar functions in one coordinate sys-
tem, but it is optimized for up to three different functions for a tactile output. As the hete-
rogeneous usage of special mathematical notations for writing function terms is a prob-
lem producing inconsistencies, every function can get a freely-assignable title. This title 
can be an intuitive name or the function term written in another mathematical language, 
such as LaTeX or Nemeth-code, in cases the function call differs. 

A key (legend) is generated as an independent SVG file containing the line styles 
used in relation to the plotted functions, the optional individual function title as well 
as a description of the axes’ scales and their ranges. Supplementary, a textual descrip-
tion is generated as structured HTML. It explains the chosen view port, plotted func-
tions and feature points of the plots in structured lists for an easy exploration with a 
screen reader. This description can be used as an alternative text placed, for example, 
in a DAISY book.  

3 Adaptability of Graphics 

As the main feature, the output should be easy to adapt in style to several different 
output media or user groups. A subsequent adaptation of graphical output is not 
straightforward. If the image is pixel based, special programs with graphic tools and 
filters are necessary for editing. Even if the picture is available as a vector graphic,  
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which can theoretically be edited without any quality and information loss, special 
tools, knowledge and programs are required. Vector based image formats, such as 
SVG, have the advantage that image elements are declared in a programmatic, ma-
thematical way by describing how an object has to be painted. For this a vector image 
can be increased without quality loss and, theoretically, can be read in text by a user. 

The features supported by the XML based SVG format allow the adaptation in a 
simple, fast and powerful manner. Changing the style information for several parts of 
the image is possible and gives the opportunity to adapt a wide range of visual as well 
as tactile properties of an image. This can be achieved by using Cascading Style 
Sheets (CSS), which allow the declaration of simple rules for color, size and other 
visual properties of elements. It is also possible to define separate representations for 
different output media in one file. One can distinguish between a view on a screen 
and a printer or embosser. This makes it possible to define a view for a Braille reader 
on paper and a view for a sighted college or teacher on a screen in the same file. A big 
advantage of SVG is that the files can be viewed with every current web browser. 

To support this flexibility, the SVG has to be well prepared. Nearly every object of 
the SVG has to get a unique identifier as well as a meaningful class name that groups 
associated elements in their visual representation. These names and identifiers can be 
used by the different implemented style sheets. 

3.1 Tactile Optimization 

One of our main goals for the development of SVGPlott was to find an easy way of 
creating tactile graphs for blind students. This means basic characteristics for tactile 
imaging should be followed, for example keeping the image as simple as possible and 
not presenting image elements too small allowing a good tactile recognition. Adapta-
tion with style sheets cannot add further information to an image or change the whole 
composition. For that reason the basic image structure has to be well designed. 

A basic implementation for tactile output, especially for Tiger embossable tactile 
images, is created. Three highly different line styles for the plotted curves were de-
signed, so that they can be immediately distinguished by the reader from their tactile 
shape. More than three different lines in one plot seem not to be reasonable, but are 
possible. The lines of the plotted functions have to be the most noticeable ones in the 
graphic, followed by the coordinate axes. Thereby, variations between two different 
function lines can be only presented through diverse patterns in a tactile output. We 
chose to use a continuous line for the first curve, a dotted line for the second and 
dashed lines for any further curves (see Fig 1). The different line styles vary in their 
ease of tracking. Therefore, the user has to select the used line style by sorting the 
functions by complexity. The most complex function has to get the continuous line 
and should be inserted as first and so on. 

Other elements of the graphic are adjusted for tactile print as well. For example, all 
texts inside the key or the titles of the plot and the axes, will be set to Braille. Lines of 
the underlying grid as well as the coordinate axes are styled in gray values which will 
appear as different embossing depths on the tactile paper. 

Induced by user feedback the feature to mark special points in graphs or to paint 
only some points into an empty coordinate system was integrated. Thereby, the user 
can set up several lists of points, name them and place them into the graph (see Fig. 1, 
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left). The points will be described in the key and in the textual description as well, but 
they will not be labeled in the plot itself. Therefore they have to be intuitively identi-
fiable and distinguishable in visual and tactile shape. For a better recognition some 
free space around the points is realized by a border defined in the style sheet. This 
prevents points from falling together with axes, function lines or other points. Infinite 
amount of point lists are possible, but more than two different point lists and styles 
should be avoided in the context of a usable tactile graphic. 

SVGPlott also addresses user who want to plot integral functions. It is possible to 
define integrals between the x-axes and a function or between two functions, deli-
mited by the image section or by manually adjustable limits. The integral area is filled 
with a tactile pattern, overlapping the underlying grid. The axes and the function lines 
overlap the integral area and are separated to the filling pattern by some free space for 
a better recognition, too. The area can be filled with two different diagonal line style 
patterns (left oriented and right oriented, see Fig. 2) or with a freely selectable color. 

 

Fig. 1. Plot of sine/cosine functions and two point lists optimized for tactile output (left) and 
plot of three functions with visible overlay regions (light gray) for audio-tactile output (right) 

We also tested the possibility to adapt the output of SVGPlott to the two-dimensional 
refreshable Braille display BrailleDis7200 (see Fig. 2), which has a resolution of 10 dots 
per inch and therefore is comparable to a normal Braille text embosser with equidistant 
setting [6]. As a consequence of the low resolution different line styles for the func-
tion graphs are not feasible, therefore only one function – except the combination 
with another easy function, such as a line – should be displayed in one plot. Different 
styles for marked points are a problem, too, as well as Braille text. It cannot be en-
sured that Braille is rendered correctly on the device, because of interpolation prob-
lems when rescaling the rendered SVG image to the low resolution of the pin device. 
In contrast to a static embossed printout on paper users of the pin device have the 
opportunity to pan and zoom in the displayed image, comparable to the using of mag-
nifier software. This allows the reader to have a more detailed look at difficult regions 
in the plot. But this also makes it difficult to display Braille because the rendered 
Braille text will be zoomed as well and will be unreadable again. To overcome this 
problem we define all texts not in Braille, but in uppercase sans-serif font type. The 
reader can have a look at the tactile ink-print by zooming in (letters can be identified 
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from a size of nine pins on the pin device [6]) or can use a standard screen reader to 
get access to the textual value of the labels. To reduce the information in the plot the 
underlying grid will be hidden on the pin device. 

 

Fig. 2. Plot of the Gaussian function optimized for pin device (left) and its representation on the 
pin device where black pixels will be set as raised pins (right) 

3.2 Audio-Tactile Optimization 

Some parts of the graphic are enhanced by additional text information, which provide 
feedback on their name, value, or intention, for example the axes. This is done by 
using the SVG feature of giving those elements a title and a description. Using title 
and description can also support the understandability of an image for sighted readers, 
for example by showing the title as a mouse-over pop-up in the web browser. In a 
tactile exploration on the IVEO system blind users can touch on the graph with their 
fingers and get the title and description via audio feedback. 

For that purpose, important points have to be marked as special regions, which can 
be realized by defining overlays in the SVG. Therefore, the chosen points are overlaid 
with invisible, selectable regions providing further information about the underlying 
centering point. An individual small point is hard to select with a finger. For making 
sure that the important points are reachable to convey their information, the size of the 
selectable region has to be increased for getting that information. The regions are 
distributed over the function curves and the coordinate system (see Fig. 1, right). Care 
is taken that no of these additional information regions overlap, so every region can 
be selected. Therefore a hierarchy for distributing such regions is implemented: 1) 
intersections between the functions, 2) turning points, 3) x intercepts (null), 4) func-
tion points crossing the underlying x-grid values, 5) further spread function values 
between the main feature points, 6) points on the given axis scale.  

How can the readability of the function plot be supported when no audio output is 
available? As previously mentioned, an underlying grid is plotted. With this grid, 
which resolution is twice as high as the axes scales, the user can easier count and 
estimate the function values across the plot. Furthermore, an unlimited number of 
reference lines in x and y direction can be added to the picture, helping the reader to 
identify special values. 

3.3 High Contrast Optimization 

Plots can be created not only for tactile output, but also as high contrast version for 
low vision users by simply loading another style sheet. For example, the functions 
will be drawn in different highly contrasting light colors, such as yellow, magenta and 
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lime green, on a black background with white coordinate axes and grid (see Fig. 3). 
Marked points also will be painted in white with different shapes. For people with a 
defective color vision the functions should be additionally plotted with different line 
styles as in the tactile version. Integral areas will be filled with a less opaque version 
of the tactile filling patterns resulting in a structured light gray plane that is easily 
recognizable (see Fig. 3, right). As in the tactile version important elements, such as 
axes, functions and marked points, have some free space surrounding and separating 
them. For printouts the style sheet contains a media switch for a black on white print 
version of the image while the user is looking at a high contrast version on the screen. 
The group of low vision and visually impaired users is very heterogeneous in their 
preferences and needs, so no general recommendation for styling of such plots can be 
given. 

 

Fig. 3. High contrast versions for plot of three functions and two point lists (left) as well as a 
Gaussian function with a marked integral area (right) 

4 Evaluation 

In the context of user-centered design we did a first pilot study with two blind sub-
jects, in which the program's usability and its results for tactile and audio-tactile out-
put were tested. Both subjects are late blinded students of information technology, 
which are experienced users of command line tools and gnuplot, have a good know-
ledge about curve sketching, but are less experienced with the IVEO system. After a 
short briefing on the usage of the program the subjects should create a plot containing 
two given functions. Because the program is fully portable and platform independent, 
the subjects could run the test setup on their own, well known Linux and Windows 
computers. The tactile outputs (graphic and key) were embossed by a TigerPro on 
DIN A4 paper. 

As their first task the subjects had to find the value 1 on the x-axis by interpreting 
the grid and the key. The second task was to estimate the feature points on the tactile 
graphs. In the third task the subjects had to redo the second task with the audio-tactile 
support of the IVEO system, using the same tactile graphic as in the first task (com-
pare Fig. 1, right). Thereby, the feature points, estimated by the subjects in a view 
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range from -8 to +8 in both axe-directions, deviated from the real numeric solution in 
average about 0.04. Without IVEO support the mean error was about 0.29. Finally, 
several previously prepared plots of different shapes and numbers of functions were 
presented and the users were asked to give some more feedback about the intelligibili-
ty and distinguishability. 

In a second step, interviews with three sighted teachers of science and mathematics 
for blind and visually impaired pupils were conducted. Thereby, we asked them about 
didactic requirements for such a tool aiming at pupils/students and teachers, after the 
available features of SVGPlott and the resulting graphics were presented. It became 
clear that the given structured description can help the user to better understand the 
tactile graphic or can be used as an alternative of the printout. To get an overview 
about the characteristics of a function the textual description should follow its trend 
and, therefore, the feature points should be sorted by their x-value instead of grouping 
by their type (interceptions, turning, null). To this it is also important to declare from 
which quadrant the graph is entering and leaving the coordinate system. In this way, 
the reader can walk along the graph while reading it from a low x-value to the higher 
ones visiting all feature points in their order of appearance. 

In further tests with two blind subjects the point symbols and the suitability for the 
tactile pin device were analyzed. Therefore, specially prepared plots for Tiger em-
bosser and the pin device were shown and the subjects had to identify and follow the 
function lines and axes as well as several marked points placed on the function line 
and freely somewhere inside the coordinate system. After finding all points they had 
to sort the different point symbols by recognizability and distinguishability. As men-
tioned before, only two different point symbols should be used in one graphic. A 
small filled square was rated best followed by a plus symbol as they are highly distin-
guishable to each other and also fast and easy to recognize. This rating is indepen-
dently supported by the results of the interviews with teachers who also have the best 
experience with small solid points surrounded by some free space and sharp line sym-
bols, such as a cross or plus symbol. 

In a fourth test the high contrast version was tested with a low vision student nor-
mally using magnifier software. High contrast versions of several function plots were 
presented (three function plot, plot with different marked points, integral function) 
and the user should follow the function lines and identify and distinguish the marked 
point without using magnifier software. It became clear that solid lines are better to 
recognize and to follow as structured lines. The subject was not able to follow all the 
function lines without using the zoom feature of the standard web browser. Similar to 
the subjects in earlier tests, the low vision subject mentioned that all solid objects 
seem to appear as the same, but were easy to distinguish against a cross or a plus 
symbol. The subject also used the key and the additional textual information by ho-
vering over them with the mouse and reading the appearing small pop-up. 

5 Conclusions and Outlook 

We showed that the developed console program can be easily used by blind students 
to successfully create tactile function plots. The tactile results can be used for solving 
classical curve sketching tasks. This can be done by the normal tactile version of the 
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graph as well as by the audio-tactile version on the IVEO system which can increase 
the accuracy of the results. The SVG plot can be customized via style sheets to other 
user groups.  

In the future a fully accessible graphical user interface should be developed so that 
a wide range of users have a better joy of use while using SVGPlott. The extensibility 
of the program has to be increased that users can freely define and use their own fill-
ing pattern or point symbols. Features for measurable or equidistant coordinate sys-
tems are desirable as well as functionalities for doing scatter plots. To overcome prob-
lems of low resolution on the pin device the novel opportunities of this medium 
should be used by implementing animations and interactions, such as blinking or ac-
tive hiding of objects inside the SVG, which is possible with standard SVG-features 
or embedded JavaScript. SVGPlott will be freely available as an open source project. 
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Abstract. This paper describes solutions to improve the access to music for 
blind people. These solutions are proposed during the European project Mu-
sic4VIP. The objective of the project is to help teacher to teach music to blind 
pupils and to create tools which will enable blind people to learn music inde-
pendently. A method base on SUS questionnaire is described and used to have a 
quick feedback for users. These first results indicate that users perceive our so-
lution as good but these results have to be consolidated with further surveys 
with a large number of respondents.  

1 Introduction 

As Antonio Quatraro said in 2009, during the conference for the Commemoration of 
the Bicentenary of Louis Braille’s Birth, access to music for blind people is on the 
decrease. We can see this clearly in a moving film, Braille – My Musical Language, 
[2] in which three Blind musicians, through their own stories emphasize the impor-
tance of Braille Music. Music is the only totally accessible art for blind people but it 
is difficult for them to learn it. In the past, music was learnt in specialized schools and 
a lot of blind people became very good musicians or at least gained a good musical 
culture. Due to the decrease of specialized schools and the integration of blind people 
into mainstream schools their musical education is poor. Braille music is not widely 
taught because music teachers are reluctant to learn it themselves. At the same time, 
the number of people who are able to transcribe musical scores in Braille is also on 
the decrease so it is difficult to find musical scores in Braille. This alarming situation 
requires the help of computer tools to transcribe, edit and read musical scores. 

This paper describes the solutions proposed by the European project Music4VIP. 
In the first part of this project we researched the requirement and the current state of 
the art for accessible music. In the second part we describe the Music4VIP solutions 
that will enable teachers to teach music to blind pupils and tools which will enable 
blind people to learn music independently. Finally, we propose a methodology for the 
evaluation of these tools and didactic solutions. 

2 Requirement and State of the Art 

Based on the analysis of the results of the questionnaire carried out during the first 
step of the project music4VIP we can structure the requirement in six following areas: 
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• Students, Teachers and Music Schools: For children at a young age it is important 
to encourage them to study music and introduce soon and step by step the use of 
Braille music. With the help of IT technology children can use easily Braille but 
the problem is the teacher who is not up-to-date with IT technologies in this specif-
ic area. Teacher need training courses to adapt their teaching methods, to commu-
nicate with Blind children and to give equal importance to studying by ear than to 
learning by reading Braille music. 

• Availability of Braille Texts: It is necessary to obtain Braille score easily which 
correspond as precisely as possible to the print editions but also which can be man-
age and reduce following the user needs. 

• Braille Music and Informatics [IT]: Numerous software exist for editing music for 
sighted people, most of them use MusicXML and Midi to code a musical score. To 
exchange musical score and to produce them quickly in Braille, it is necessary to 
use software making the conversion of scores from Braille music into staff notation 
and vice versa. A computer program to manage and edit Braille score helps blind 
teacher or blind student to exchange their production with sighted musicians. Hear 
and read the music on the same system is important to facilitate the memorization. 
Most people prefer embossed copies when they read musical score but some of 
them prefer to use a computer when they read Braille music. The program should 
support some presentation customizations such as presentation section by section 
or bar over bar. The software should be easy to use with a simple documentation, 
using shortcuts and should be accessible using screen reader technology.  

• Web Service: As it exists for Braille text, the creation of an international Braille 
music catalogue should permit to find quickly Braille musical scores produce in 
several countries and to improve the communication between production centers. 
Braille music syntax: The Braille music syntax is well defined in the new interna-
tional manual of Braille music notation [3] but some dialects exist, it is a complex 
syntax because it depends of the context and Braille music is a linear code which 
not permits to Blind people to have a complete vision of a music score. The Braille 
music in electronic form contains Braille and Midi information so it is easy to hear 
and read the musical information, the electronic form permits to read the Braille 
music using a screen reader. 

• Support for Braille Music Pedagogy: It is important to adapt the pedagogy to get 
an overall picture of the score, to re-duce the reading speed, to not refer to the mus-
ical information with the visual aspect. 

Responding to this different requirement, we propose the solutions defined and rea-
lized during the Music4VIP project. A proposal of evaluation of the usability of these 
solutions will be explain and the results will be analyzed. 

3 Music4VIP Solutions 

The Music4VIP project aims to develop the best possible use of new technologies to 
help with the teaching and learning of Braille music. We propose some free technical 
tools as well as some guidelines and videos which can help teachers to teach music to 
blind students. 
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3.1 Technical Tools 

Thanks to the previous work done during the Contrapunctus project [4] to create a 
code able to code musical information in Braille (BMML Braille Music Markup Lan-
guage) [5] we propose a number of free tools to manage musical information in 
Braille. BMML has been designed to code the structure and content of music Braille 
notation according to the New International manual of Braille Music Notation. 
BMML facilitates the conversion to and from other music notation codes and permits 
the flexibility to code Braille music variants. 

We have developed a free online conversion module which is able to convert a 
MusicXML file score into BMML and vice versa. This module is accessible for blind 
people using a screen reader and very easy to use also for teachers who want to pro-
duce Braille music files. 

We also offer free software called BMR (Braille Music Reader) which can read 
BMML files and facilitates the reading of musical information in Braille, by sound 
and in spoken form. With BMR the musician can explore the score, hide some parts 
or elements and access all the musical information. BMR has the same functionality 
to read a score as BME (a commercial product) [6] which can also edit a score in 
Braille.These different tools are necessary but not sufficient to help blind people in 
their musical learning. We propose some guidelines, video and pedagogical scenarios 
to help teachers and students in their use. 

3.2 Pedagogical Aids and Scenarios 

We propose several video lessons and choose to present four of them which aim to 
help a sighted teacher to teach music for blind student. 

The first video gives a history of Braille notation and several principles for normal 
text. 

The second video addresses the theme of the musical education of young blind 
people, with particular reference to aural teaching within musical studies. In this vid-
eo we talk about perception and classification of various sounds, focusing on the main 
similarities and differences between auditory perception and perception based on data 
coming from other sensory canals (sight, smell, touch). 

The third video proposes guidelines for efficient and effective communication with 
blind students. 

The fourth video describes Braille music principles and computer tools that facili-
tate the management of musical scores. 

Having viewed these lessons a teacher will be able to teach blind pupils more effi-
ciently. 

Teachers have to adapt their teaching and the following scenarios can help. We 
propose for example a scenario to teach a song and one to construct a didactical unit 
for a piano student. In each case the teacher has to prepare the score in MusicXML or 
in BMML using the transcription module and send them to their blind pupils. The first 
scenario is a suggested lesson plan designed to teach the two-voice “Ode to Joy” to a 
class. The second scenario describes practice strategies for developing agility at the 
piano, based on Hanon’s exercises.  
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We also propose a music theory book and some acoustics lessons with examples in 
BMML which can be studied directly and independently by blind pupils or with the 
help of a teacher.  

To evaluate the usability of our different tools and guidelines we propose to use the 
SUS (system usability scale) [7] questionnaire which is very simple (10 questions) but 
efficient to provide subjective feedback for the users. We focus our attention on two 
groups of users, one composed of teachers and one of blind music students. 

3.3 Methods and Results of This Questionnaire 

We use the SUS (System Usability Scale) which is a very simple questionnaire based 
on 10 items with a scale from 1 to 5 based on Likert scale. The Likert scale is based 
on forced-choice questions which indicate the degree of agreement or disagreement 
with the statement. Table 1 shows the adapted SUS. 

Table 1. Adapted SUS 

   Strongly 
disagree 

    Strongly 
agree 

1 I think that I would like to use this 
system frequently 

1 2 3 4 5 

2 I found the system unnecessarily 
complex 

1 2 3 4 5 

3 I thought the system was easy to use 1 2 3 4 5 
4 I think that I would need the support 

of a technical person to be able to use 
this system 

1 2 3 4 5 

5 I found the various functions in this 
system were well integrated 

1 2 3 4 5 

6 I thought there was too much incon-
sistency in this system 

1 2 3 4 5 

7 I would imagine that most people 
would learn to use this system very 
quickly 

1 2 3 4 5 

8 I found the system very cumbersome 
to use 

1 2 3 4 5 

9 I felt very confident using the system 1 2 3 4 5 
10 I needed to learn a lot of things before 

I could get going with this system 
1 2 3 4 5 

 

• For the teachers we propose two questionnaires: In the first questionnaire we 
change “the system” to “the video lessons” and delete the question 5 because in 
this case it will make no sense.  For this questionnaire concerning video lesson the 
score of question 5 is calculated with 3. 

• For the second questionnaire we change “the system” to “the conversion module”. 
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• In the questionnaire for the students we change “the system” to “BMR” (Braille 
Music Reader). 

Perhaps we have also to add a questionnaire for the students with the conversion 
module because in some cases the teacher gives them a MusicXML file and the stu-
dent has to make the conversion. 

At the present time, we are not asking for feedback concerning the conversion 
module because there remain some problems with the version of MusicXML files and 
with some MusicXML files found on the web. The conversion module frequently 
responds it is not an XML file.  

So, we focus our attention on the teachers’ answers concerning the video lessons 
and the students’ answers concerning the BMR module. 

To calculate the SUS score, as indicated in [7], we sum the score contributions 
from each item and multiply the sum of the scores by 2.5 to obtain the overall value 
of SUS. SUS scores have a range of 0 to 100. 

For items 1,3,5,7 and 9 the score contribution is the scale position minus 1. 
For items 2,4,6,8 and 10, the score contribution is 5 minus the scale position. 
We analyze the results with the help of the result done in the figure 1 in the article 

[7] which qualifies the SUS score with adjective rating. 

Table 2. SUS Score and adjective rating 

SUS Score Adjective Rating 
SUS score <25 Worst imaginable 
25 < SUS score < 38 Poor 
48 < SUS score < 52 OK 
52 < SUS score <72 Good 
72 < SUS score < 85 Excellent  
85 < SUS score Best imaginable 

We have very few answers (less than ten for each questionnaire) but all of them 
qualify as Good or Excellent. 

• For the teachers’ questionnaire the average is 75 and the answers are in the range 
70-80 which puts the responses between Good and Excellent. The open question at 
the end of the questionnaire contains no answers. 

• For the student questionnaire the average is 77 with range of [75-80].  

Several suggestions appear in the open question such as: 

• BMR is better for beginners 
• BMR runs well with Jaws and NVDA 
• I need help with my Braille table to manage my Braille display. 

These first results indicate that users perceive our solution as good but these results 
have to be consolidated with further surveys with a large number of respondents. 
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4 Conclusion 

We propose several tools and guidelines to facilitate Blind pupils in their musical 
studies. All the tools are free and teaching material is in CC BY-NC creative com-
mons licenses. As the copyright laws concerning musical scores are not the same in 
different European countries each teacher must choose which scores to convert into 
Braille. The work done has to be tested on a large scale but the preliminary tests, ex-
plained in this article, are good. It will be useful to create an open archive in which 
each teacher or student can exchange their lessons and can comment on the lessons 
proposed by others. In this case, it is necessary to add metadata information in LOM 
(learning object metadata) [8] format to use a research engine efficiently to find  
spe-cific resources for class teaching or individual teaching. This prospect is not so 
easy due to the multilingual and different musical curricula in the different European 
countries. 

Acknowledgements. Part of this work have been undertaken in the European project 
Music4VIP, I have to thanks all the partners of the project.  
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Abstract. We have been developing the Body-Braille system, which
transmits Braille characters to disabled people through vibrations on
any part of the body. Five years ago, we began working on music ap-
plications of this. Using 9 micro vibrators, any melody with a sound
range less than 2 octaves can be expressed by vibration. Last year, we
developed the music presentation system using only two vibrators. Using
special equipment (Pocket-Body braille, Pocket-Bbrll), we performed two
experiments and obtained successful results for applying a small number
of vibrations to music expression. The details of the system to present
music tone by vibration and the results of the experiment are described.

Keywords: Body-Braille, Vibration, Deaf-blind People, Music.

1 Introduction

Since 2002, we have been developing the Body-Braille system, which transmits
Braille characters to disabled people through vibrations by six vibrators on any
part of the body [1]. We have performed several experiments for the support of
disabled people’s daily life. Although we could obtain several successful results,
affixing six vibrators on the surface of the body was still not a simple matter.
So, we developed a “two-points system” to transmit Braille characters [1]. In
this system, the two vibrators are driven three times for each Braille cell. With
this simpler Braille code, we can use fewer vibration motors, which is convenient
for body parts having a small area and makes it possible to use much smaller
equipment (Pocket- Bbrll).

Five years ago, we began to develop musical applications of this technology;
that is, presentation of a melody by vibration. First, using nine micro vibrators,
we developed the system in which any melody with a sound range less than
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Fig. 1. Illustration of a PWM duty cycle

two octaves can be expressed by vibration [2]. Second, from two years ago, tak-
ing advantage of the “two-points system”, we have also been developing music
presentation by two vibrators. This paper describes the details of this system.

2 Music Presentation System

In the previous system, we developed a music presentation system by using nine
vibrators, which means two Braille cells are used. Seven out of nine vibrators
correspond to the notes (Do Re Mi Fa So La Ti) and two vibrators correspond
to the half tone and octave. Nine fingers of both hands were used to detect the
vibration. Using this system, almost all the songs used in the experiment were
recognized by experimental participants. If this music presentation system is
realized by using only two vibrators, a very small and portable musical equipment
could be used. Disabled people can enjoy music by vibration anywhere, and it
would help the study and practice of singing or playing a melody. Two years ago,
we began to develop a music presentation system which uses only two vibrators
to express any melody with a sound range less than two octaves. In this system,
PWM (Pulse Width Modulation) technology is used to control the intensity of
vibration, and the seven levels of intensity correspond to the seven notes. We
propose two modes of presentation, “fixed system” and “moving system”.

3 Expression of a Melody by Two Vibrators

In this system, since we have only two vibrators, we decided to use the intensity
of vibration to express the note. The length of each note is expressed in the same
manner as in the previous system; that is, by the vibration continuation time. To
control the vibrator intensity, we adopted the PWM technology. By switching
the voltage to drive a vibrator very rapidly, the vibration intensity would be
proportional to the average power. In other words, if the pulse duty cycle becomes
larger, the intensity of the vibration would be stronger (see Fig. 1). We set seven
levels of PWM duty cycle corresponding to the intensity of each note (Do Re
Mi Fa So La Ti). Two vibrators take charge of two octaves, which realize the
presentation of a melody. We call this the “fixed system” (see Fig. 2). We also
tested another system, which uses Phantom Sensation. A phantom sensation
occurs when a user feels as if the vibration is occurring somewhere between
the two vibrators although there is no actual vibration at that location. If the
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Fig. 2. Fixed System

Fig. 3. Moving System

intensity of two vibrators (m1, m2) is set in complementary fashion like k & (1-k)
respectively, the pseudo-location would be L*(1-k) from the m1 location. Here,
L is the distance between m1 and m2. Thus, if the intensity of the vibration
has seven levels, distance L is divided into seven locations and the imaginary
vibration would be moving around within the seven pseudo-locations. As such,
a melody whose sound range is less than one octave can be expressed by the
movement of the phantom sensation. We call this the “moving system” (see
Fig. 3). Several melodies are written into the ROM of Pocket-Bbrll and played
back by vibration with these two systems (fixed and moving).

4 Experiment and Results

Fig. 4 shows a picture of the experimental set-up. In this experiment, the left arm
was used and the two vibrators were settled near the wrist and near the elbow.
We had two participants, a partially sighted man and a blind woman. Both
of them were very familiar with music. Seven easy and well-known Japanese
nursery songs were used. At first, the title of each song were told to the subjects
beforehand and melody by vibration were recognized by them. Following are
some opinions and comments from the participants:
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Fig. 4. Experimental Set-up

– Almost all the notes of test melodies could be recognized in the “fixed sys-
tem”. The “fixed system” would be very useful in music education for dis-
abled people.

– The transition from the low octave note to the high octave feels unnatural.
– One subject felt the “moving system” was interesting and useful.

5 Conclusion

We tried to apply the Body-Braille technology to the entertainment field, par-
ticularly in the presentation of a music melody by vibration. Using only two
micro vibrators, any melody whose sound range is less than two octaves can
be expressed. We tested two kinds of presentation system, the “fixed system”
and the “moving system”. Through the two experiments, we obtained successful
results for applying a small number of vibrations to music expression. In the
near future, a very small and portable apparatus by which hearing, studying,
and appreciating music anywhere can be implemented.
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Abstract. In an integrated school environment for Mathematics learn-
ing, effective communication and collaboration between sighted and non
sighted students and teachers is a crucial aspect. Common activities in
the classroom as doing dictations, exercises and exams, become cumber-
some without an adequate support. We have developed a prototype in-
terface to support these activities using visual, speech and braille output
modalities. User testing with students showed that the interface facili-
tated writing, manipulation and communication.
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1 Introduction

At present, non sighted students still struggle to follow Mathematics courses,
and very few of them pursuit higher level Mathematics related studies. Students
need to understand concepts, take notes, make questions and submit homework
amongst other activities. While they can manage to use braille to perform most
of these activities, they need the help of an intermediary to communicate with
their sighted peers and teachers. At times, they also face the problem of follow-
ing verbal descriptions based in spatial aspects of the concepts being explained.
Taking into account the needs of sighted and non sighted students and teachers,
we developed a prototype interface where sighted and non sighted students can
produce and manipulate mathematical contents, and visualize them in a syn-
chronised way. A set of features that aim to facilitate the resolution of basic
algebra equations is included in this interface. The possibility to use such an
interface could bring some advances working in an integrated environment.

2 State of the Art

Regarding the access and work with mathematics with a sighted-non sighted col-
laborative orientation, there exist software to visually represent mathematical
contents including speech output, such as the Math Genie [9], InftyReader [13],
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braille output such as the MAWEN prototypes [1], or both, such as LAMBDA
[5]. LAMBDA uses a linear visualisation of expressions and allows copying and
pasting terms as an aid for solving. The MAWEN prototypes includes assistants
to support manipulation and simplification [12], though the results showed that
they needed improvement. Other research projects concern the analysis of the
audio output using prosody, earcons, spearcons and lexical cues [4], and presen-
tation modalities based in complexity [3],[6], amongst others. Aiming to support
more advanced studies in mathematics, other projects use LATEX as input, and
either braille or audio as output. LABRADOOR [10], converts LATEX into the
Marburg braille code; the LATEX-access project [8] produces mathematical braille
according to the Nemeth code, and the project PSLM (Programme Spécialisé de
Lecture Mathématique à l’Usage des Non-Voyants) takes a LATEX input to pro-
duce an audio output in French. These projects have facilitated to some extent
the access to mathematics for the blind, though most of them, with the excep-
tion of LAMBDA and InftyReader, are research projects which are not available
to end users as AT products. There exist as well another type of software with
advanced capabilities as symbolic calculators aimed for the general user, such
as Sage, Axiom and Mathematica. However, the use of this type of software is
not recommended for educational purposes since it performs automatic transfor-
mations which can affect the development of the student’s algebraic symbolism
[2,11]. On the other hand, most of them are based in graphical interfaces which
are, most of the time, not accessible to screen readers.

3 The Interface

We have developed an interface with the aim to facilitate the edition, compre-
hension and resolution of algebraic equations using visual, speech and braille
output modalities. The development of the interface followed a User Centered
Design approach, after which design is based upon an understanding of users and
the tasks to be undertaken, and potential users are involved in the development.

Firstly we analysed the actions of sighted and non sighted students while solv-
ing linear equations, as well as those of mathematics teachers while explaining
the resolution. Teachers were also interviewed regarding the didactical aspects
to be considered. The results of the analysis are reported in [7].

The development followed an iterative process which began with the imple-
mentation of edition and navigation according to the needs detected in our first
analysis. A first prototype was reviewed by users and modified according to their
suggestions. A second round of functions were implemented in the latest version,
whose evaluation we present in this article.

The latest version of the interface has the following features:

– Edition of basic algebra equations, involving exponents, fractions and square
roots, using the computer keyboard and the braille keyboard. We use delim-
iters to indicate the beginning and the end of fractions and square roots.
Writing delimiters with the computer keyboard implies the use of shortcut
keys, or menus.
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– Possibility to visually display expressions in a bidimensional and linear way.
– Synchronised visual, audio and braille display.
– Folding and unfolding of sub expressions.
– Display and navigation by semantic blocks according the levels of the ex-

pression tree.
– Search of parts of the expression, search of common terms.
– Marking of terms and shortcuts to “jump” between them.
– Possibility to keep the cursor in the last visited position of each line.
– Possibility to read and copy marked terms independently of the position of

the cursor.
– Possibility to save contents on file in MathML format.

The interface was developed in the Mozilla Platform, using XUL for the graphi-
cal interface, Python for the back-end and MathML for the visual representation.
The MathML expression tree is transformed dynamically as elements are typed.
Marking and folding of terms are indicated internally by the use of additional
boolean attributes. The synchronisation to braille is achieved through a conver-
sion table; a string representing the audio output is built and then passed on
to the screen reader. NVDA is used to control the audio and braille output on
Windows.

We used a Model-ViewController (MVC) architecture to facilitate implemen-
tation and modification of the interface components (see Figure 1).

Fig. 1. Model-View-Controller Architecture

The interface and its views is shown in Figure 2. An example of expression is
written in the bidimensional and linear modalities in line 1 and 2 respectively.
The braille output is the same for both. The block view and the audio string
reflect the active term.
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Fig. 2. Bidimensional and linear writing of an expression. Views : 1) Full expression,
2) Semantic blocks, 3) ASCII Braille, 4) Audio string.

4 User Testing

The purpose of the evaluation was to observe the possible difficulties while typing
with the computer keyboard or the braille display, the ease of verification of
the written terms by audio or/and braille, the recognition and recovery from
typing errors, the memorisation of shortcuts, the difficulties in understanding
expressions, the efficacy of communication teacher-student and the possibility
to execute the desired strategy for solving.

The participants were :

– 4 mathematics teachers : 3 with normal vision, 1 partially sighted.
– 6 students: 2 non sighted students from high school, and 4 from junior high

school, of which 3 are non sighted and 1 is partially sighted.

The test consisted of four parts:

1. Writing/Reading Expressions: Participants (teachers and students) wrote
expressions using either the keyboard or the braille display, following a prac-
tical demonstration on how to write exponents, fractions and square roots.

3x2 − 6 = 3(x2 − 2)
2x

x+ 2
=

4

x− 10

√
x+ 4

(1)

2. Comprehension: The student is given three nested fractions of increasing
complexity, in order to analyse each of them using the audio output. We
wanted to observe the efficacy of the audio output, as well as the participant’s
use of the navigation by blocks. The features were demonstrated to each
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participant, but its use was not mandatory. Following the analysis of each
fraction, the student was asked to reproduce it verbally.

a+ b
c

d+ e

a+b
c+d

x− y

x+1
8+y
x−1
9+z

(2)

3. Communication: The teacher dictates to the student an expression involving
a fraction, a square root and parenthesis. The teacher verifies the output and
proposes a correction if necessary.

5 +
√
2x

8(2y + 4)
(3)

4. Solving: The student is given 3 equations to solve, involving simplification,
distribution, clearing of fractions and parentheses. This part was done ex-
clusively with audio output.

7− x+ 3

x
= 5 (4)

x+ 2(x+ 2(x+ 2)) = x+ 2 (5)

(3a2 + 2a+ 7)(a+ 5a− 4) (6)

The tests were executed on Windows XP and 7, with a Papenmeier Braillex Trio.
The partially sighted teacher used a computer with Mac OS X Mountain Lion
and the system zoom. The tests were performed in three different high schools
in France.

5 Results and Discussion

Writing. Students have different levels of knowledge on the use of the com-
puter, the braille display and the mathematical braille code; therefore they had
different abilities and preferences for the input/output modalities. Typing expo-
nents, fractions and square roots did not present important difficulties, though
the users require to get used to using shortcuts in order to write bidimensional
structures using the keyboard. They agreed that the audio output is comprehen-
sive, but it can be very tiresome if used alone. Participants got used to identify
and correct errors in a short time. The braille input, whose interactions were
more limited in implementation than those of the computer keyboard, allowed
participants writing fractions, roots and exponents.

Comprehension. Teachers expressed that understanding a mathematical ex-
pression involves recognising the symbols, understanding the organization of the
expression, and knowing how to start the solving process. In the activity of lis-
tening and reproducing the structure of the nested fractions, students were able
to reproduce correctly the structure of all three. In general students preferred
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to listen to the full fraction, even if it meant to listen to it 2 or more times.
We observed that they were more susceptible to use the navigation by blocks as
fractions became more complicated. On the other hand, students expressed that
in cases like this is when one can really appreciate the braille representation.

Communication. The direct communication between student and teacher was
very effective in all cases. The teacher dictated the expression in the way he
is used to; some teachers consider that dictation must be particular for blind
students, for example : “now I’m going to tell you the terms in the numerator”,
while others would dictate the same way they would to sighted students. The
student wrote the expression and the teacher validated the writing or made
corrections. Since the students had already written fractions and roots, they did
not make significant errors. The immediate visualization of the student input
during dictation was greatly appreciated by teachers.

Solving. Not all participants were able to do this part of the evaluation since
they did not have the required knowledge of algebra. Only the 2 students from
high school were able to do the solving exercises. Junior high school students
participated in the edition, reading and dictation exercises, but their teachers
mentioned that the students had not learned operations with fractions, and that
the exercises were too complex for them. Only one of the junior high school
solved a linear expression proposed by her teacher; this student was not familiar
with the computer keyboard, so she used the braille device.

The two students who were able to perform this part expressed some kind
of frustration when presented with a simplification of multiple terms and the
distribution of 2 factors of 3 terms each, but they did not express discouragement
when realising the complexity of a double nested expression, or the expression
involving the clearing of a fraction. Both students solved correctly the expression
with nested parentheses. Figure 3 shows the solution of one of the students, who
identified an initial simplification and then carried on with distribution.

Students used the functions to fold and unfold sub expressions while exploring
exercise 6 (see Figure 4). We observed that the possibility to go back to the last
visited position of each line was very useful, especially during distributions, since
it allowed students to follow up the order of multiplications. One of the students
used the search for common terms after the simplification of quadratic terms, in
order to make sure he had considered them all.

For most of the activities, students tried to replicate on the interface their
usual work in text editors or in the braille display. They did not use the naviga-
tion by blocks very often, and they did not use the function for marking terms.
This could be due to the recent introduction of this functions in their usual
work environment and the mental load of having presented all the features and
shortcuts at the same time. Further exposure to such features during real exer-
cises could allow us to observe whether they support resolution or not. While
the interface provides basic braille input and output, the braille implementation
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Fig. 3. Student’s solution to equation 5

PRODUCT

� FACTOR FACTOR

� (3a2 + 2a + 7) FACTOR

� (3a2 + 2a+ 7)(a+ 5a− 4)

Fig. 4. Unfolding sequence on exercise 6

for interaction must be improved so that it also allows reverse pointing with its
correspondent visual highlight. On the other hand, it was observed the need to
personalize shortcut keys and levels of verbosity of speech.

6 Conclusion

Communication is probably the most critical aspect for the integration of a
non sighted student in a mainstream environment. This communication does
not only involves visualizing what the other is doing, but also being able to do
it while using their preferred method for writing and reading contents. Users
have different backgrounds and preferences; offering multiple modalities on an
interface it is also part of the consideration for user diversity. We performed
a second type of tests in a cognitive walkthrough modality with Mathematics
teachers with experience working with non sighted students, in order to verify
the pertinence of the features regarding didactical aspects. While the results of
the tests are encouraging for this level of education, we need to open up the
possibilities for students in more advanced levels. Higher studies of Mathematics
currently demand the knowledge of LATEX for working with complex documents;
however, the verbosity of LATEX makes it hard to use with a screen reader and
a braille display. It would be interesting to analyse the implementation of the
dynamic visualisation, synchronisation and access features proposed in our work,
in order to create and maintain LATEX documents in a more straightforward way.
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Abstract. We introduce and compare three approaches to calculate structure- 
and content-based performance metrics for user-based evaluation of math audio 
rendering systems: Syntax Tree alignment, Baseline Structure Tree alignment, 
and MathML Tree Edit Distance. While the first two require “manual” tree 
transformation and alignment of the mathematical expressions, the third obtains 
the metrics without human intervention using the minimum edit distance  
algorithm on the corresponding MathML representations. Our metrics are dem-
onstrated in a pilot user study evaluating the Greek audio rendering rules of 
MathPlayer with 7 participants and 39 stimuli. We observed that the obtained 
results for the metrics are significantly correlated between all three approaches. 

Keywords: Math Audio Rendering, Metrics, Accessibility, MathML, Usability. 

1 Introduction 

Acoustic modality is one approach often favored by researchers to create an accessi-
ble platform for mathematics [1-6]. It is essential to evaluate and compare the accura-
cy of mathematical expressions provided by a rule-based system with speech output. 
Recently, we introduced the EAR-Math methodology [7], along with a number of 
associated novel metrics, to automatically calculate their performance through quan-
titative methods in audio rendered mathematics. However, one limitation is the re-
quirement for “manual” steps required in computing these metrics. The focus of this 
paper is to explore and compare alternative ways to  calculate the proposed metrics 
with and without human intervention. This would allow for more robust results with 
fewer human errors during the data processing steps. Furthermore, we present results 
of a pilot study in evaluating the Greek audio rendering rules with MathPlayer [8]. 

2 Related Work 

Relatively few researchers have evaluated the quantitative performance of their math 
audio-access approaches. We reviewed the methods adopted for assessing the accura-
cy of these approaches as perceived by the users. In the user evaluation of MathTalk 
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[9], participants’ response was considered correct if the perceived formula retained 
over 75% of the rendered formula’s content and its major structural features. Howev-
er, no further details on the calculation of these accuracy metrics were available. The 
transcriptions of participants during the evaluation of I-Math [10] were compared 
linearly to the original textual expressions. The number of correct words and positions 
were evaluated using precision, recall, and F-score. Last, TechRead’s evaluation [11] 
and the user study in [12] asked participants to choose among multiple un-weighted 
answers the one that best matched the audio stimuli. The differences in these evalua-
tion approaches and metrics pose challenges for future researchers to compare their 
findings to previous work.  

3 Performance Extraction for Audio Rendered Mathematics 

Evaluation of Audio Rendered Math (EAR-Math), proposed in [7], is as an experi-
mental methodology for user-based performance evaluation of mathematical expres-
sions rendered by a rule-based system with audio output. Mathematical expressions, 
non-linear in nature, make it challenging to define a fine-grained error rate metric that 
describes a rendering system’s performance. To measure the distance between the 
intended math expression and the one perceived by the users, EAR-Math proposes 
three error rate metrics. They are tailored to account for both content and structure 
and are derived by first aligning the two mathematical expressions and then compu-
ting the number of insertions, deletions, and substitutions in the perceived expression 
compared to the reference over the total number of elements in the reference expres-
sion for each of the three categories of elements: 

 
# # ##   (1) 

 
# # ##   (2) 

 
# # ## #   (3) 

• Structure Error Rate (SER) involves structural components of a math formula such 
as fractions, roots, and arrays. 

• Operator Error Rate (OER) is focused on mathematical operators e.g. plus, minus, 
and times. 

• Identifier and Number Error Rate (INER) represent the number of errors for iden-
tifiers and numerical values within the expression. 

The key step in the calculation of the error rates for the performance metrics SER, 
OER, and INER is the comparison of the intended mathematical expression and the 
one perceived by the users. It requires a representation and alignment method that 
allows for fine-grained labeling of the elements in the expressions as structural, opera-
tors, numerical, and identifiers. We compare three approaches that use tree transfor-
mations and discuss their pros and cons with respect to the adopted alignment 
process. For each approach we illustrate an example of alignment for two math  
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expressions: the intended expression rendered by the system (Reference) and the one 
perceived by a user (Perceived).  The box in the Perceived expression indicates the 
part which the user was unable to include in the response. 

 Reference: √    (4) 

 Perceived: √


 (5) 

3.1 Syntax Tree Alignment 

As in [7], the first approach is to draw the Syntax Trees for both reference and per-
ceived expressions. Next, we ‘manually’ perform the alignment of the perceived tree 
to the reference tree and count their differences such as insertion, deletion, and substi-
tution, to calculate the error rate metrics. In this approach, the leaves of the tree are 
considered identifiers or numbers and the inner nodes operators (e.g. +, -, *) or as 
structural elements (e.g. frac, sub, (, ), cos, log, sum). Fig. 1 illustrates the application 
of this error rate extraction method on the example expressions. While identifying the 
operator, identifier, and number errors is a straightforward process, structural errors 
may be more challenging, especially when the correct structural element is improper-
ly positioned in the tree. The approach counts this disposition as a double error, dele-
tion and re-insertion. A drawback of this approach could be the required cognitive 
load and ambiguity in the alignment process, especially when the perceived expres-
sion is sparse compared to the reference. 

 

Fig. 1. Syntax Tree Alignment of the two math expressions 

3.2 Baseline Structure Tree Alignment 

The Baseline Structure Tree [13], introduced for the recognition of handwritten ma-
thematics, captures the layout of a formula without committing to any particular syn-
tactic or semantic representation. Horizontally adjacent symbols in the expression, 
considered to be in the same region, are represented as ordered siblings in the tree. 
Thus, we can draw the tree unambiguously by exploiting its reading order even for a 
sparsely perceived math expression. Next, we ‘manually’ perform the alignment of 
the perceived tree to the reference tree and count their differences such as insertion, 
deletion, and substitution to calculate the error rate metrics. In this approach, the 
structural elements are defined by regions (e.g. center, over, under) and are placed at 
even tree depths, while the operators (e.g. frac, sub, +, -), numericals, and identifiers, 
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i.e. all the printable elements, are positioned in odd depths. Fig. 2 illustrates the appli-
cation of this error rate extraction method for the example expressions. The approach 
inherently counts the disposition of structural elements in the perceived tree. A draw-
back of this approach is that the resulting trees are more verbose than the Syntax 
Trees and is more tedious especially if the alignment and error rates are “manually” 
calculated. 

 

Fig. 2. Baseline Structure Tree Alignment of the two math expressions 

3.3 MathML Tree Edit Distance 

Tree alignment is an optimization problem well defined in computational biology. It 
searches for the minimum operation number of node insertions, deletions and substi-
tutions that are required to transform one tree into another, a measure called edit  
distance. To automate the calculation of the performance metrics, we apply the edit 
distance algorithm proposed in [14] to Presentation MathML encodings of the refer-
ence and perceived formulae. In particular, we parse the Presentation MathML trees 
into regular expressions and use the edit distance implementation in [15] (RTED) to 
obtain the optimal alignment of the trees. We further modified the RTED implementa-
tion to print the labels of the nodes in the tree and to assign them to the error rates 
categories: structural (<mrow>, <mfrac>, <msup>, etc.), operators (<mo>), and iden-
tifiers or numbers (<mi> and <mn>). Fig. 3 illustrates the application of this error rate 
extraction method for the example expressions. 

 

Fig. 3. MathML Tree Edit Distance Alignment of the two math expressions 

A requirement of this approach is that similar MathML notations should be  
used for both formulae, e.g. the same tool generates them. If the MathML code is 
already available for the reference formula, then it is suggested to copy and modify it  
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accordingly for the perceived formula. One of the major advantages of this approach 
is that it provides more robust results while minimizing the required human interven-
tion in the calculations of the proposed metrics.  

4 Comparison of Extraction Methods in a Pilot User Study 

While future researchers focusing on the pros and cons may choose one of the above 
approaches to evaluate their system performance, their results should be comparable. 
Therefore, we investigate the relationship of the obtained results from all three ap-
proaches within a pilot user study.  

4.1 Pilot User Study 

We revisited the results of the user study in [7] by calculating the metrics based on 
each of the approaches. The mathematical expressions, based on the formulae set for 
the ASTeR demonstration [16], were rendered through the Dimitris voice of Acapela 
Greek Text-to-Speech [17] driven by MathPlayer with lexical and prosodic cues.  

Of the 7 participants recruited for the study: 2 were congenitally blind and 5 were 
sighted. All participants had been exposed to more complex mathematical expressions 
than the stimuli. There were 5 men and 2 women of ages 20-34 (average age 25.9). 
During the study, participants would listen to mathematical expressions and write 
down the perceived formulae. They were allowed to make changes to their initial 
guess two more times. We collected all three perceived versions for each of the ex-
pressions. After the experimental session, blind participants would read their notes 
and describe their answers to a sighted member of the team who would then visualize 
the expression in two-dimensions. 

4.2 Results 

As in [7], we ‘manually’ drew and aligned the trees for the perceived and reference 
formulas for the first and second approach and recorded the errors. For the third ap-
proach the MathML tree of the reference math expression was already available in 
MathML. To create the perceived MathML tree we copied the reference tree and 
edited it accordingly to the users’ answers. Then, the alignment of the MathML trees 
was automatically performed as described in section 3.3. We calculated the error rates 
for the aggregated elements among all stimuli, as shown in Table 1. 

Fig. 4 shows the distribution of the SER, OER, and INER for all three methods as 
boxplots with whiskers at the 1.5 IQR (inter-quartile range). To aid the comparison, 
mean values, illustrated with a star, are added as labels at the top of each plot. For all 
attempts, we observe that the MathML Tree Edit Distance results share similarities 
with the Syntax Tree results though the former shows higher variance and mean. We 
speculate this is due to the inherent verbosity of the MathML representation compared 
to the abstract representation of the Syntax Trees. 
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found to be significant. This indicates that future researchers may choose either of the 
approaches to calculate their metrics. We also observe that the aforementioned specu-
lations about the similarities of the first and third approaches are supported. There is a 
significantly strong correlation between SER1 and SER3. While the second approach 
shifts the structure errors to operators, the identifiers and numbers are almost identical 
to the first approach. This is also supported by the significantly strong correlation 
between their INER metrics. 

Table 2. Correlations (Spearman’s rho) between the three approaches.  All values were found 
to be highly significant (p < 0.001). 

 Method 1 & 2 Method 1 & 3 Method 2 & 3 
SER 0.79 0.831  0.662  
OER 0.73 0.529  0.789 
INER 0.975  0.668  0.674  

5 Conclusions 

This paper has described and compared three approaches to calculate the EAR-Math 
performance metrics for user-based evaluation of math audio rendering systems: Syn-
tax Tree alignment, Baseline Structure Tree alignment, and MathML Tree Edit Dis-
tance. While the first two approaches require “manual” tree transformation and 
alignment of the mathematical expressions, the third approach automatically derives 
the metrics using the minimum edit distance algorithm on the MathML representa-
tions of the math expressions. Our metrics and their extraction methods are demon-
strated in a pilot user study evaluating the Greek audio rendering rules of MathPlayer 
with 7 participants and 39 stimuli. We observed that the obtained results for the me-
trics are significantly correlated between all three approaches.  

This research makes three key contributions. First, it provides guidance for re-
searchers conducting user-based evaluation studies to: (i) measure the performance of 
math audio rendering systems against a baseline, (ii) compare alternative systems, or 
(iii) iteratively evaluate improvements/styles. Second, it suggests that future research-
ers may use any of three ways to calculate the proposed metrics since they were found 
to be highly correlated. Finally, it provides results from a pilot study comparing the 
three alternative approaches to derive the metrics. This allows future researchers to 
compare and interpret results across studies irrespective of the extraction approach for 
the proposed metrics.  
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Abstract. It is difficult for blind persons to conduct research using
statistical methods in an effective and independent manner. Jonathan
Godfrey emphasized the usability of R for blind persons. His BrailleR
package can be said to use is the “method of transcribing values repre-
sented in graphics into characters.” The author has shown that the ad-
vantages of the “method of converting graphics into a tactile graphic.”
This research realized access by blind persons to graphics output by R
using that method with no human intervention. The software developed
through this research was employed the approach of interpreting SVG
output produced by RSVGTipsDevice. It was configured that dot size
and inter-dot pitch could be defined. An experiment showed that the
question of which method is more effectively applied differed according
to the experiment participant.

Keywords: Blind Persons, Tactile Graphics, Statistics, R, SVG.

1 State of the Art

The access blind persons have to presentations of graphical representations is
severely constrained. As such, it is difficult for them to conduct research using
statistical methods in an effective and independent manner. In such research ar-
eas, presentations of graphical representations are used to perform research and
communicate the results of that research to other companies. This is particularly
true for exploratory study, whose basis is the task of analyzing data from vari-
ous viewpoints and identifying its characteristics. In order to efficiently perform
that task, visualization using graphical representations, particularly graphs, is
typically applied.

Actual examples of three methods for presenting graphical representations to
blind persons and their respective advantages and disadvantages [1] have been
outlined in Table 1. When considering the use of the three presentation methods
by blind persons for the purpose of effectively and independently performing such
research, the “method of translating graphics to explanatory sentences,” which
absolutely requires human intervention, is inappropriate. With respect to the
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Table 1. Three methods for presenting graphical representations to blind persons

Methods Translating graphics
to explanatory sen-
tences

Transcribing values
represented in graph-
ics into characters

Converting graphics
into a tactile graphic

Examples and Re-
markable R&Ds

Descriptions to
a graphics using
the ALT attribute;
TapTapSee[2]

Charts that show the
source data in nu-
merical form; To pro-
vide a spreadsheet
file as substitution of
graphs; BrailleR[7]

Embossed graphics;
Way(1997)[3]; Tiger
Software Suite[4];
TMACS[5]

Critical Advantages Unified media Presents values ex-
actly

Shared graphical
images with sighted
people

Critical Disadvan-
tages

Human intervention
is required

Lack of an intuitive
understandability

Limited to things un-
derstandable as tac-
tile graphics

Mental Workload Low Heavy Varies according to
object

On-the-Fly Support Not feasible Feasible Feasible

Presentation of visu-
alized objects effec-
tively

Not feasible Not feasible Feasible

task of developing an environment conducive to the efficient and independent
performance of research using statistical methods by blind persons, Jonathan
Godfrey and his series of ongoing efforts have yielded significant results. God-
frey investigated the accessibility of leading statistical analysis software by blind
persons, and emphasized the usability of R in this respect. [6] The BrailleR pack-
age [7] has been implemented based on those findings. R’s plot(), boxplot()
and other high-level plotting functions, when used in tandem with its print()

function, enable the essential portion of values that make up drawn data to be
displayed in numerical form. One of the principal functions of BrailleR Pack-
age promotes substitute display functions for graphics using values similar to
the print() function, and achieves output in the form of numerical values and
characters (text) that makes it easier for blind persons to grasp the nature of
graphic displays.

Among the methods indicated in Table 1, the one that the BrailleR can be said
to use is the “method of transcribing values represented in graphics into charac-
ters.” Consequently, the advantages and disadvantages under that method also
apply to BrailleR. In other words, as stated above, BrailleR allows on-the-fly
support of graphical output, and does not require human intervention. More-
over, values displayed are also accurate. At the same time, that method causes
intuitive understanding of graphical presentation to suffer, and also requires a
heavy mental workload for understanding the content of the graphics. With
that method, it is difficult to present objects that are most effectively served by
graphical representations, such as details of trends represented by line graphs
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and complex topography represented by maps. By virtue of its advanced graph-
ics output functions, in addition to the output of graphs, R is utilized in the
output of maps using GIS data. When this is considered, the constraints of that
method are regrettable.

Methods employed by the BrailleR package require individual support tasks
for drawing functions. With this problem in mind, in order to effectively support
a wide range of high-level plotting functions, the BrailleR package uses utilizes
the methods and class mechanisms possessed by R. And yet, it is impossible to
eliminate the necessity of individual support tasks for drawing functions. For
example, BrailleR is compatible with hist(), R’s standard histogram drawing
function. Although this function utilizes the method established by Sturges, [8]
when data deviates from normal distribution, the applicability of that method
deteriorates. The truehist() function contained in the MATH package using
the method established by Scott, [9] which is believed to be superior in this
fashion, is currently not supported by BrailleR.

The author has shown that the advantages of the “method of converting
graphics into a tactile graphic” can yield sufficient benefits in cases where the
graphics output of software meets certain conditions. [1] For the purpose of
this paper, the “certain conditions that the graphics output of software should
meet” are defined as the intermediate format that handles graphic data within
that software consisting of primitive drawing commands in vector format (as
opposed to bitmap format) and character output commands that handle charac-
ters in the form of code (as opposed to glyphs). To demonstrate this, the author
simultaneously implemented prototype software that converts graphic output by
R into tactile graphics.

2 Approaches of This Research

2.1 Significance and Possibility of Applying the “Method of
Converting Graphics into a Tactile Graphic” to R

This research realized access by blind persons to graphics output by R us-
ing the “method of converting graphics into a tactile graphic.” In accordance
with the analysis presented by Godfrey, this research shares the perception that
among statistical analysis software currently in distribution, from the stand-
point of access by blind persons, R is by far the most superior. At the same
time, the “method of converting graphics into a tactile graphic,” while not used
by BrailleR, holds promise in the utilization of R by blind persons. This method,
which can present objects effectively represented to the user graphically (such
as graphs and maps), is defined by the crucial advantage it demonstrates with
respect to graphics output by R. Godfrey emphasized that blind persons should
also possess understanding with respect to graphs viewed by other people. [7]
Through the advantage the above method offers by providing advanced support
of graphical representations viewed by other people (with normal sight), it is
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safe to say that Godfrey’s position would be realized with a higher level of
completeness. Meanwhile, the disadvantage of the above method in that it carries
the constraint of limiting objects to things that are easy to understand using
tactile graphics does not pose a major problem when the purpose of using R is
considered.

To a certain extent, the approach taken in this research mitigates the imprac-
ticability of tactile graphics output in statistical learning and research environ-
ments as indicated by Godfrey. [7] Writing with refreshable tactile displays in
mind, Godfrey did not consider tactile graphics output in such environments as
a practical choice due mainly to the following reasons: (1) blind persons cannot
widely access tactile graphics output (due to its high cost); (2) there are con-
straints on the quality of graphics that can be presented. This impracticability
cited by Godfrey can be mitigated to a certain extent when a braille embosser
equipped with graphics output functions is used instead of a refreshable tactile
display. Braille embossers, which can also be used to print general character
text in addition to graphic representations, have general versatility, and as such
rank higher on lists of equipment for establishing learning and research environ-
ments for blind persons. Moreover, braille embossers also top refreshable tactile
displays in terms of the graphics quality they can present. For example, on a
Dot View DV-2 [10] refreshable tactile display sold by KGS, a single dot type
can only be displayed with a pitch of 2.4mm. On the other hand, the ESA721
Braille Embosser [11] can emboss three sizes of dots: large (1.7mm in diameter),
medium (1.5mm) and small (0.7mm). Plotting accuracy is 0.32mm horizontally
and 0.35mm vertically.

Additionally, when pondering the actual performance of tasks for statistical
analysis, an inherent level of effectiveness can be expected of the approach pro-
posed by this research. Plotting multiple data sets on a single graph plane and
eliciting an intuitive understanding of their correlation makes statistical analy-
sis work significantly more efficient. Comparisons of chronological trends of such
multiple data sets are difficult with numerical chart-like formats such as those
outputted by the BrailleR package.

2.2 Limits of Prototype Software and Image Formats Supported by
This Research

As touched upon above, the author implemented prototype software that con-
verts graphic output by R into tactile graphics. Using said prototype software,
the author loaded graphics data saved by R in PiCTeX format and converted
it into tactile graphic data. Due to the use of PiCTeX format files as the data
source, this approach has critical two limitations.

– Limited Means of Presentation: As PiCTeX was developed with only
monochrome output in mind, it cannot output in color. When reverting out-
put to tactile graphics, there is more room to utilize the color data belonging
to the source graphics (discussed below).
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– Uncertainty Surrounding Maintenance: The help() function of R’s
GRdevice mechanism contains a disclaimer that the PiCTeX driver is “of
historical interest only.”

Given the above limitations, among image formats for graphics output supported
by the R version 2.15.1 contained in Debian GNU Linux 7.0, the author searched
for formats that fell under the condition of consisting of primitive drawing com-
mands in vector format and character output commands that handle characters
in the form of code. At last, it is revealed that all vector formats–pdf, postscript,
cairo pdf and svg–do not fulfill the above condition perfectly.

As a graphics output driver that fulfills the above condition, the author used
RSVGTipsDevice. [12] This SVG [13] output driver was released as an add-on
package for R. The main purpose behind its development was to add graphics
output functions to R that use JavaScript to enable dialogic commands. SVG files
outputted by RSVGTipsDevice differ from those outputted by the R-standard
SVG graphics output driver in that when RSVGTipsDevice outputs character
strings, the files use commands—in other words, SVG text tags—that handle
characters as code. Moreover, RSVGTipsDevice supports color outputting and
continues to undergo active development.

3 Software Developed

The software developed through this research was given the provisional name of
“RSVG2TVG” (short for “RSVGTips to Tactile Vector Graphics”). A process-
ing flow for parsing XML using the pull-parser method was introduced for the
loading of line units and the detection of PiCTeX commands through pattern
matching conducted by the prototype software. By employing the approach of
interpreting SVG according to XML-based planning, in addition to SVG out-
put produced by RSVGTipsDevice, RSVG2TVG successfully attained the pos-
sibility of rendering output by various forms of graphic software that support
SVG-format output in tactile graphic form. For implementing RSVG2TVG, the
programming language Ruby, which is highly competent in processing character
strings and is equipped with an advanced XML parser module as a standard,
was used. Using Ruby enables RSVG2TVG to run on a multi-platform basis
similar to R.

For incorporating character strings in graphics into tactile graphics, meth-
ods that utilize the prototype software [1] — replacing as one character label
and generating a chart sheet matching these labels and original strings — were
applied. Tactile graphics data outputted using RSVG2TVG can be printed as
embossed graphics using an ESA721 braille embosser. [11] RSVG2TVG was con-
figured so that dot size and inter-dot pitch could be defined for each color used in
SVG files. In statistical graphs, the presentation method of using different colors
for each data set to plot multiple data sets on a single graph plane and realize
intuitive comparisons between those data sets is used with great frequency. In
outputting graphical representations using a braille embosser, the corresponding
method is adjusting dot size and inter-dot pitch. With the use of RSVG2TVG,
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when preparing graphs using R, users can adjust the dot size and inter-dot pitch
for embossed graphs by making appropriate adjustments to colors in accordance
with the data set at hand. This corresponding relationship between colors and
dot presentation can be freely changed by using YAML to state that relation-
ship. SVG supports presentation using 65,536 RGB gradations, meaning that
there are essentially no constraints on corresponding dot presentation.

As an output sample, Figure 1 indicates a line graph used to plot Nikkei
closing share price averages and dollar-yen exchange rates for 2013. In embossed
this graph in the same figure, the black lines have been outputted with a small
dot size and an inter-dot pitch of 2mm, and the red lines a large dot size and an
inter-dot pitch of 4mm. In consideration of paper printing, for the SVG data for
the source graphics, the line type for the red line was changed. This graph can
be safely assumed to help facilitate analysis that assumes a correlation between
share prices and the currency rate.

Fig. 1. A line graph used to plot Nikkei closing share price averages and dollar-yen
exchange rates for 2013 (left) and .the embossed output of that (right).

4 Results—Evaluation Experiments

An experiment was performed to verify which of the following two methods is
effective in allowing blind persons to ascertain the nature of graphics output
using R when said methods are used: the presentation method employed by
BrailleR; and the presentation method employed by RSVG2TVG. The tasks
under this experiment were established in conformity with the practical us-
age of R. Average monthly temperature data for 2012 was acquired for four
cities in the Northern Hemisphere and four cities in the Southern Hemisphere
from http://www.climate-charts.com/. These eight total data items were out-
putted line graphs for each data set using RSVG2TVG and braille tables for each

http://www.climate-charts.com/
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data set (modeled after output applied to hist() functions in BrailleR Pack-
age) were used. “Set A” and “Set B” were formed consisting of four graphs
or tables that combined the two cities from the Northern Hemisphere and the
two cities from the Southern Hemisphere. Experiment participants discerned the
data on the Northern Hemisphere cities contained within each set. The order of
presenting each condition is shown in Table 2. Participants were three blind
undergraduate or graduate university students who use braille every day.

Correct Rates: One out of three participants made perfectly correct answers
in all conditions. Two out of three participants, one judging from the braille
table set and the other from the embossed graphs set, were unable to discern
that Bangkok was a Northern Hemisphere city.

Reaction Times(Table 3): There was a participant who discerned the braille
table set quickly, one who discerned the embossed graph set quickly, and one
whose discernment time did not change based on the presentation method.

Observations: The question of which method is more effectively applied dif-
fered according to the experiment participant. The presence of experiment par-
ticipants who failed to discern data for both embossed graphs and braille tables
suggests that it would be preferable to outfit R usage environments for blind
persons in general with the presentation methods employed in both BrailleR
and RSVG2TVG in order to improve those environments. The distribution of
response speed is also a likely indicator of the same conclusion.

The participant b’s reaction time of the embossed graph set was remarkably
slow. He tried this set at first. After the experiment, he explained that he thought
how to distinguish a city’s Hemisphere from its temperature. Pursuing a practical
task, the task of this experiment might be too complicated.

Table 2. The order of presenting each condition

Participants A B C

First Braille table Set A Embossed graph Set B Embossed graph Set A

Second Embossed graph Set B Braille table Set A Braille table Set B

Table 3. Reaction times (seconds)

Participants Braille table Embossed graph

a 37 29

b 42 155

c 39 39

5 Discussion

It is possible that the “method of converting graphics into a tactile graphic” may
result in advantages that potentially cannot be enjoyed using the “method tran-
scribing values represented in graphics into characters;” moreover, RSVG2TVG
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realizes that possibility. One may conclude that there is a need to establish
environments in which BrailleR and RSVG2TVG can both be used in a com-
plementary manner based on which software is appropriate for the situation at
hand.

Through supporting output by drawing applications by RSVG2TVG, such
software can be utilized as tactile graphics creation software. Moreover, graphs
outputted with R can also be outputted as post-processed tactile graphics.
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Abstract. We have been studying the Body-Braille system that trans-
mits Braille characters to disabled people through vibrations on any part
of the body. Two years ago, we began to use a SMA (Shape Memory Al-
loy) device instead of a micro-vibrator. As a result, several advantages
were obtained such as smaller equipment size, high resolution transmis-
sion, and low power consumption. This year, we developed test equip-
ment for the SMA device which can supply flexible PWM (Pulse Width
Modulation) parameters and performed several tests for Braille reading.
The test results reveal several possibilities for using a SMA device as a
communication channel.

Keywords: Body-Braille, Vibration, Deaf-blind, SMA.

1 Introduction

Since 2002, we have been developing the Body-Braille system, which transmits
Braille characters to disabled people through vibrations by six vibrators on any
part of the body [1]. We have experimented with Body-Braille in several systems
such as the “Tele-support system”, which is a remote support system for deaf-
blind people, “an independent support system” for deaf-blind people’s urban
mobility using RFID, and “Helen Keller phone system” for deaf-blind people’s
communication. Through these experiments, we realized that we could reduce
the number of vibrators. We call this new system the “two-point Body-Braille
system”. In this system, the two vibrators are driven three times for each Braille
cell. With this simpler Braille code, we can use fewer vibration motors which are
convenient for body parts having a small area and it makes it possible to use
much smaller size equipment.

K. Miesenberger et al. (Eds.): ICCHP 2014, Part I, LNCS 8547, pp. 630–633, 2014.
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Fig. 1. The BMF self-elasticity [3]

For the vibration device, we used an inexpensive and easily obtained device,
which was a micro vibration motor that is often used in mobile phones. But its
size, resolution, response, lifespan, consumption power and waterproofness are
problematic. In order to overcome these several problems, we began to apply a
new vibration device technology to our application (mainly to the “two-point
Body-Braille system”) from three years ago. The details are described in this
paper.

2 What’s SMA?

SMA is a functional device which changes thermal energy to kinetic energy. In
particular, since SMA made from Ti-Ni is stable and has high electric resistance,
a new device as an actuator using the heat by sending the current directly is being
developed recently [2]. Bio Metal Fiber (BMF), one of the SMA devices, has
self-elasticity like a muscle — normally softly pliant. But once it has an electric
current, it shrinks strongly. When the electric current is removed, it becomes
pliant again and expands, returning to its original length. This movement makes
the vibration [3].

3 Research of SMA and Application

We researched various types of SMA and found that Bio Metal Fiber from Toki
Corp. is the easiest to obtain and has excellent features as a vibration device
by the repetition of extension and contraction [3]. Several applications have
been developed and tested previously [4]. By using SMA as a tactile display
equipment, a Braille display system and entertainment uses were realized [4].
We experienced those devices and we felt the need for some practice, especially
for six-point Braille reading. So, we decided to apply the SMA device to our
“two-point Body-Braille system”.
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Fig. 2. PWM pulse control for driving the SMA

Fig. 3. Picture of the mounting state of BMF devices

4 Driving SMA

As described above, it is necessary to turn on and off the current repeatedly
in order to get vibration in a SMA device. For that purpose, we used PWM
technology (see Fig. 2) in which it is possible to give heat to SMA by average
current. Cooling is done by dissipation. Three parameters of SMA — pulse volt-
age, pulse width and pulse interval — must be decided correctly to get the best
vibration. Following the previous study [4], we developed a flexible experimental
equipment to decide the best parameters. As a result, we decided that for the
BMF100 device, the optimal parameters were as follows: pulse voltage is 2.6V,
pulse width is 1ms and pulse interval is 30ms. To get the stronger vibration, we
placed two devices adjacently as parallel drive. Fig.3 shows the picture of the
mounting state of the BMF devices.

5 Experiment

We performed three experiments with two subjects: a partially sighted man and
a blind man. First, we performed an experiment to compare the present system
with a previous system using two micro vibration motors and we obtained a
result that is equivalent to using SMA device in terms of the reading accuracy
in the two-point Body-Braille system. After that, we tested many parts of the
body for reading Braille code. The results and observations are below.
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1. Qualitative observations
– Vibration is very clear and comfortable.
– Older people tend to feel a little uncomfortable.
– After feeling continuous vibration for a long time (not in Braille code

case), heat is felt, but Braille code was fine.
– The accuracy depends on the angle and pressure applied to the SMA

device. How to settle the device on the body surface is problematic.
2. Comparison of body surfaces for device placement

We tested the sensitivity of many body surfaces for reading Braille characters
such as the tip of the index finger on both hands, finger root, palm, wrist,
arm, elbow, neck, ear, back, abdomen and leg. Results show that the fingertip
is the best, back and abdomen are difficult, and other parts are usable (the
preferable part depends on the subject).

3. Braille code reading
A Braille code reading test was done by using original software which gen-
erates and presents one random character (Japanese Kana) for subjects to
identify. Fingertip, finger root, arm, wrist, neck, ear and leg were tested and
on all the surfaces except the arm, we got more than 80 percent of correct
answers.

6 Conclusion

We applied a new vibration device to the two-point Body-Braille system. We de-
veloped the experimental equipment by which we could determine suitable PWM
parameters. Using these parameters, we tested many surfaces on the body and
selected several suitable surfaces. Furthermore, we performed a Braille character
reading test and obtained a high percentage of correct answers on many surfaces
of the body. Consequently, we could observe the possibility of using a new vi-
bration device instead of a micro vibration motor. In the near future, we would
have more experiments and develop the new equipment using SMA.
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Abstract. In professional and educational settings, a document’s pre-
sentation can be as important as its content. Thus, blind people often rely
on sighted help for fear of having their documents treated dismissively or
misinterpreted as lack of professionalism or education, by sighted read-
ers when the documents do not meet presentation ‘standards’. Still, most
work on helping blind people with word-processed documents focuses on
the content rather than the formatting. Our work aims to enable the
development of efficient tools to help blind people independently format
their documents. We first sought to understand blind peoples’ experi-
ences and issues with document formatting and sighted readers’ strate-
gies and expectations regarding well-formatted documents. As a result,
we compiled a set of guidelines for such tools and present them here.

Keywords: Assistive Technology, User Interface, Blind Users, Word
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1 Introduction

In professional and educational environments, some documents’ presentation can
be as important as their content (e.g. resumes, thesis, project proposals, research
papers). Hence, a person’s career can vastly depend on being able to commu-
nicate through written word in a way that is professional, visually appealing
and similar to one’s peers. Even for sighted people this is not always easy, but
the formatting tools and references are easily available (and accessible) to them.
Unfortunately, the same cannot be said for blind people.

Blind people feel less comfortable when presentation is key and the readers are
‘important’ (e.g. employers, recruiters, peers), because they are aware their writ-
ten works are treated dismissively when they do not meet sighted reader’s for-
matting ‘standards’ [1], [3], [6] and, as we found, they feel their badly-formatted
works are misinterpreted as lack of professionalism or education. Further, the
study reported in [3] found that documents produced by blind people, while well
written grammatically, often contain formatting and layout errors (a formatting
error is the incorrect or inconsistent formatting of text and a layout error is
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the incorrect or unusual positioning of text on a page). In theory, blind people
can check their documents to locate formatting errors by using a word proces-
sor like Microsoft (MS) Word along with a screen reader software. But, as we
found through interviews with 15 blind people and [3] reported, the task can be
painstaking, tedious, slow, frustrating, overwhelming, and sometimes impossible.
It is not surprising then that blind people often rely on sighted help for a sec-
ondary check or even the creation of documents, because otherwise their work is
unlikely to be treated fairly or accepted [1], [3], [6]. Moreover, sighted help is not
always cheap or available, which further hampers blind peoples’ productivity. In
sum, blind persons cannot be as productive as their sighted peers.

Still, there is not much work on supporting blind people create well-formatted
documents. Document preparation that separates content and style as in LATEX
can mediate the issues, but it usually requires quite advanced technical knowl-
edge and this would unavoidably exclude a percentage of blind persons. In the
1980s there were works on producing word processors specifically for blind peo-
ple, but these mainly concentrated on supporting blind persons in the more
general tasks associated with writing documents rather than formatting [5].
Moreover, word processors specifically targeted at blind users appear to have
been superseded by the widespread use of standard word processors with screen
readers. In [3] they studied documents produced by blind persons to determine
and classify the most common formatting and layout errors produced by blind
persons, and based on this they developed two prototype tools: one for creat-
ing letters and another that checked for the common errors, notified the user of
possible errors and suggested how to correct them (it did not give the user the
option to directly edit the text). Hence, there is still a need for work that focuses
on facilitating blind people to independently format their documents.

The work presented here focuses on the design characteristics of tools that will
help blind people independently format their documents. For this, we surveyed
and interviewed blind persons to learn about their experiences and issues with
document formatting. In addition, we interviewed and observed sighted people
to investigate their expectations and strategies regarding well-formatted docu-
ments. As a result, we extracted a set of preliminary design guidelines for tools
that will help blind people format documents and present them here.

2 Survey among Blind Persons

We ran a survey on the concept of document formatting and the tools used to
format documents among 21 people who: 1) are blind (with at most some light
perception), and 2) use word processors and screen readers. For the qualitative
data, we analyzed open-ended responses by doing open-coding and theme ex-
traction. Participants were between the ages of 18 and 56, 81% reported being
blind since birth or infancy, 76.2% said MS Word is the word processor they use
most often, 76.2% said JAWS is the screen reader they use most often, they were
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all aware of the concept of document formatting before the survey, 70% learned
about the concept when they were less than 18 years old and 55% while in high
school, and 90% knew or had formatted documents without sighted help. Par-
ticipants that did not know about the concept or had not formatted documents
on their own wanted to learn how to format documents to make them visually
appealing and be certain they do it correctly.

Participants that knew how to format documents on their own learned with
tools such as: screen readers, Braille NoteTaker, and word processors’ built-in
formatting functions. Among these, 33.3% prefer getting sighted help when for-
matting documents for reasons such as: accessibility issues with word processors
and screen readers, sighted people can do it better, it is hard or impossible, and
it is for the sake of the sighted reader. Still, these participants said they would
be motivated to do it themselves if they: understood document formatting bet-
ter, could take a class on it, or had a good tool for it (i.e. one that is reliable,
informative, and accessible). The other 66.7% prefer to format their documents
themselves (although some said sometimes they use sighted help) for reasons
such as: the satisfaction and advantage of doing things independently, aversion
to requesting assistance, and to save time.

Most of the participants that prefer to format their documents themselves
said that the word processor they use most often when formatting documents
has the necessary features and is easy to use, but some still said they have issues
with: accessibility, efficiency, getting the necessary information, or understand-
ing how to use formatting functions. Also, some said they use additional tools,
such as embossers and braillers, to format their documents but it is hard and
time consuming. When these participants were asked whether they thought a
better tool for formatting documents was needed, the ratio of those that an-
swered “yes” to those that answered “no” was 5 to 7. Those that answered “no”
felt that: 1) screen readers and word processors are sufficient even though the
accessibility can be improved, or 2) that other resources, such as tutorials or
guides on how to format properly and check a document’s formatting with ex-
isting tools, should be created instead. In contrast, those that answered “yes”
felt that tools for formatting need to be: easier to use, more accessible (espe-
cially the formatting features), straightforward, informative (e.g. provide better
feedback on whether the formatting is appropriate), helpful (e.g. make visual
information, such as graphs or figures, straightforward), reliable, and efficient
(i.e. it should enable them to format their documents independently as well as
and in the same amount of time as a sighted person).

Finally, most participants (95.2%) thought that it is important for blind peo-
ple to know how to format documents for reasons such as: independence, one
less barrier towards equality, it makes them more competitive in professional
and educational environments (they thought badly or unformatted documents
might lead people to erroneously believe they are careless, unprofessional or
uneducated) and hence, it can improve one’s quality of life.
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3 Interviews with Blind Persons

We interviewed another 15 blind people to learn more about their document
formatting experiences (i.e. strategies, issues, tools) and the functionalities they
wish for in a tool to help them format documents. We found that adventitiously
blind participants’ mental models and techniques were different from those of
congenitally blind participants, due to their prior experience seeing formatted
documents. Hence, we analyzed the interviews from the 10 adventitiously blind
participants and the 5 congenitally blind participants separately:

3.1 Results from Congenitally Blind Participants

Interviewees occupations included: attorney, specialist in technology and com-
puter support for blind people, vocational rehabilitation counselor, and student.
They primarily use screen readers, some also use Braille technologies (e.g. Braille
NoteTaker, Braille display), and most use MS Word. Three main topics emerged:

Formatting Strategies and Problems. Most participants write content first
(sometimes they change everything to plain text to avoid unwanted formatting),
then check the document line by line for content errors, and finally format in a
linear fashion going line by line. Some stated that they use an established style
guide for their documents, such as the Modern Language Association style. Still,
some said that accessing and implementing style guides is a bit difficult and they
cannot be sure they are using them correctly without sighted help. The format-
ting problems that participants mentioned included: difficulty with indentation
(it can be hard to do correctly or catch, so when delineating paragraphs they
use a line space instead), font styles, footers, and headers; and errors that were
due to them forgetting they had made changes or not realizing that MS Word
had automatically changed the formatting. Some said they get around the prob-
lems with screen readers by using Braille technologies, because Braille contains
many formatting symbols that can help them get a sense of the location of the
formatted element and thus, make the formatting process easier.

Existing Tools Are Not Helpful for Some Formatting Tasks. Some par-
ticipants stated having problems with word processors (e.g. when MS Word
automatically changes formatting), Braille technologies, and screen readers. The
problems with Braille technologies included: having to guess the number of
spaces needed for indentation (when using the Braille NoteTaker) and margins
being limited by the physical size of the display area on the device, which makes
formatting larger documents difficult. Similarly, the problems with screen read-
ers included: the output (listening to every space and formatted item is tedious,
slow, a huge memory load, distracting, frustrating, and just overwhelming), not
getting all the necessary information (e.g. the number of spaces between words),
and the difficulty with jumping back and forth within a document to find the
appropriate formatting style, which slows down the formatting process. Still,
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some participants stated that some screen readers have improved their capabil-
ities for skimming documents and checking for extra spaces and describe font
style and font color. In general, participants believe that screen readers need
improvements to effectively help users: 1) better understand the content of the
documents they are reading, 2) better edit and format their documents, and 3)
navigate documents. On that note, participants said screen readers should give
users more control over the output and how they navigate documents.

Characteristics of a Formatting Tool for Blind Persons. Participants’
ideas on the characteristics of a tool that will help them with formatting in-
cluded: automatically checks the document’s formatting, makes suggestions in
a linear fashion (similar to MS Word’s grammar and spelling checkers) instead
of performing automatic corrections, gives the user the choice to either accept
or reject suggestions, allows users to correct similar instances throughout the
document, runs with shortcut keys, callable at anytime, provides the function-
ality and usability necessary for them to use the application on their own to
confidently format documents, gives tips on how to format based on the docu-
ment’s type (e.g. essay, resume), and provides templates (that apply the proper
formatting to whatever is typed in) of various document types.

3.2 Results from Adventitiously Blind Participants

Interviewees occupations included: counselor, program manager, college student,
clinical psychologist, computer system analyst, blogger, writer, magazine editor,
retired VP of a bank’s marketing team, and retired medical secretary. The tech-
nologies they use included: screen magnifiers, document scanners, Braille Note-
takers, Eudora for email, and screen readers. As before, 3 main topics emerged:

Formatting Strategies and Problems. To format their documents, they
usually stick to formatting styles they are familiar with and know will look good
(many of these participants lost their sight after high school and thus, remem-
bered formatting styles). They also use: formatting approaches that are easier
to implement with current tools (e.g. line space to delineate paragraphs), tem-
plates that are document type specific (to get a better idea of how to format) or
that they created, and documents that they are able to use as a guide by scan-
ning through the formatting with a screen reader. To check their documents for
formatting errors they either go line by line and character by character across
the whole document, or use sighted help to also check for visual appeal and
graphical content, especially when writing books in Braille, emails, letters, pro-
posals, papers, etc. Still, participants stated that they feel that they do not have
enough time and sighted help (since it is not always available when needed)
for the number of documents they create. In addition, these participants use
Braille writers and readers to format, because these provide a better idea of the
locations of various formatting features and they feel this makes the formatting
process easier. The problems participants mentioned having included: finding
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accessible versions of documents and forms they needed to work with, working
with pictures and graphs or any document element that has location or direction
associated with its presentation, dragging and dropping items, creating works
cited pages, using certain websites, adding page numbers to documents, and in
general, formatting. Another problem they mentioned was that most of their
errors are introduced when MS Word automatically formats text that is typed
or pasted into the document, and that these are hard to catch because they are
unexpected and unannounced.

Existing Tools Are Not helpful for Some Formatting Tasks. Similar to
the congenitally blind interviewees, these participants also encountered difficul-
ties with their screen readers not being able to read all the formatting informa-
tion (e.g. borders, paragraph indentation, highlighting, and hanging indents).
They believe that screen readers need to have better formatting feedback that
does not load their memory, and is fast and clear in conveying information.

Characteristics of a Formatting Tool for Blind Persons. Participants
stated that a tool to help them format their documents must provide: recom-
mendations on how to format different types of documents, information on why a
specific formatting was applied and why it is needed, and accessible style guides
and templates that include a description of the formatting for different types of
documents. Also, the tool must help them put pictures, tables, and graphics in
their documents; and it must be affordable or free. Some even suggested that it
have an alternate interface, such as speech or tactile (they felt it would be help-
ful to be able to touch the area on the screen where they want the formatting
done), to improve feedback and interaction.

4 Study with Sighted People

We ran a study with 14 sighted people (all MSWord users, which have been using
it for at least a year to create or edit documents at least once a week) where we:
1) observed them and recorded their on-screen actions while they formatted a
document to learn about their formatting techniques (especially those that may
be difficult to do without sight with current tools) and 2) inquired about what
they expect in a well-formatted document. For the first part, participants were
asked to use MS Word 2007 or higher to format a given two-paged document
that contained formatting errors commonly found in documents produced by
blind people [3] and to use the Thinking Aloud protocol [2] so that we could
learn about their thought process with regards to their formatting decisions.
For the second part, we transcribed the interviews and analyzed them by doing
open-coding and theme extraction.

Formatting Techniques. We observed the following commonalities in the for-
matting techniques of participants: they learn about the desired formatting style
(e.g. font size and type of headings) before proceeding with formatting, look at
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formatting at paragraph level (not word-by-word like blind people), and ap-
proach the formatting task in a top-down manner (i.e. starting at the top of the
document, they format linearly until they reach the end of the document) but
occasionally jump back to review a previous formatting style (this is something
blind people have difficulty doing with current tools). Also, they focus on head-
ings more than the body of text, use style sheets they created or an existing one
that requires the least amount of changes in the document (some blind people
have difficulty accessing and implementing styles), correct inconsistent format-
ting (observing visual consistency for blind people can be difficult for they need
to hear the formatting attributes of similar items and they cannot do this with
existing tools as easily as sighted readers), and they use the mouse to navi-
gate the document (something blind people cannot do) and shortcut keys or the
formatting functions on the MS Word ribbons to quickly format the document.

Expectations Regarding Well-Formatted Documents. We gathered that
sighted readers expect well-formatted documents to have visual consistency in
terms of positioning of text (spacing, justification and layout) and font (size,
type, and color), look good and professional, and be easy on the eyes (a difficult
concept to convey to a blind person, especially a congenitally blind one).

5 Summary of Results – Preliminary Design Guidelines

Consolidating the previous studies with blind and sighted people through an
affinity diagramming exercise, we came up with the following preliminary design
guidelines with regards to the functional requirements of a formatting tool for
blind people (we only took the first level of the affinity diagram that we created):

1. Check document in a linear top-down approach
2. Accessible at anytime and from anywhere inside a word processor
3. Functions must be callable using intuitive shortcut keys
4. Minimize memory load–give info on formatting incidences and functions only
5. Provide the option to ignore, change or correct the formatted occurrences.
6. Correct in real-time.
7. Work well with various screen readers.
8. Explain formatting error and suggest how to fix it, do not just correct it.
9. Notify when the word processor changes the formatting automatically
10. Provide and explain templates and/or styles for various document types.

6 Conclusion

The main goal of our work is to facilitate blind people to independently pro-
duce documents that meet sighted readers’ presentation standards. For this,
we surveyed and interviewed blind people to understand their experiences with
document formatting. Also, we interviewed and observed sighted persons to un-
derstand their strategies and expectations regarding well-formatted documents.
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In sum, the contributions of this work are: 1) a better understanding of blind
people’s formatting problems with current tools and their strategies regarding
document formatting, and 2) a set of 10 preliminary design guidelines for creators
of tools to help blind people independently format documents.

7 Future Work

To verify some of the guidelines and see if new ones emerged, we developed a
prototype tool and tested it with 8 blind participants. Due to space limitations,
details on the prototype and its evaluation will be presented in a future paper.
The next steps would be to improve the prototype based on the feedback, test it
and iterate until we determine the optimal design characteristics. Also, like [3]
did in 2003, we plan to study documents created by blind people to validate and
find their most common formatting and layout errors, and develop a prototype
tool that helps check for and correct those types of errors. We will keep collab-
orating with blind people and sighted people through user studies, surveys, and
interviews to determine and validate what such tools need to do in order for
them to work correctly and efficiently.
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Abstract. This paper presents an image conversion process on tactile maps in-
tended for the use by people with blindness. This process is based on the image 
processing which includes image segmentation, shape recognition and text rec-
ognition. The proposed approach can be applied to different types of images. 

Keywords: Accessibility for Blind People, Image Segmentation, Shape Recog-
nition, Text Detection, Fuzzy Methods. 

1 Introduction 

This work aims to develop tools to facilitate the accessibility of images for visually 
impaired people. Indeed, for these people, the multimedia progress which is based on 
the exchange of visual information constitutes a real obstacle. It is evident that visual 
information is a very rich source of information: unfortunately, visually impaired 
people cannot benefit from it. This work is precisely dedicated to the development of 
specific solutions for this problem. 

Despite the proposed solutions of tactile access for written information, for exam-
ple Braille transcription, the automation of this process is not easy in the case of im-
ages. Currently, the transcription of images is made manually. This requires a lot of 
time and resources. In fact, this transcription process is very delicate because there are 
certain limitations in the sense of touch that do not exist for the visual sense. Of 
course, in contrast to the sighted person who can easily distinguish a rich number of 
colors and other visual information, the blind person can only distinguish a relatively 
small number of textures by using touch. Also, when we pass from one textural area 
to another, this is not as obvious for a blind person as it is for a visually impaired 
person. By consequently, the contours of the different textural areas required to be 
enhanced for a better exploration and understanding by non sighted people. In addi-
tion, given the fixed font size written in Braille, it is more appropriate in most cases to 
establish an independent image caption and introduce the labels in this image to refer 
to the legend. All these specific constraints of tactile transcription images are general-
ly taken into account for manual transcription of tactile image maps [1]. The main 
objective of the presented work is to contribute to the automation of the transcription 
process, taking into account all the parameters related to visual deficiency. 
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2 Methodology 

In order to automate the image transcription, the proposed approach begins by detect-
ing and classifying the various regions contained in an image. The detection of the 
different areas is done by a segmentation algorithm. Then, the separation of the vari-
ous elements provided by the previous step is achieved via a post treatment. After 
this, we affect textures on the different extracted regions. Otherwise, the recognition 
of forms takes place, in which a feature vector is calculated for each form. This vector 
is then used to identify the form by applying a fuzzy clustering algorithm. For the text 
region, we extract and recognize the different text areas so that they can be tran-
scribed into Braille language. Thus, the proposed approach contains the following 
steps: segmentation, post treatment applied for each segmented region, shape recogni-
tion and text transcription into Braille. 

2.1 Segmentation and Post Treatment 

The main objective of this step is to identify and extract the different regions of the 
image. The applied algorithm is the FCM (Fuzzy C-Means) segmentation [2,3]. It is 
based on color.  

First, we estimate automatically the number of colors by using the RGB histogram. 
This number is done by the number of predominant colors in the image histogram. 
Afterwards, we determine the number of classes (colors), we apply the segmentation 
method. This method is based on a fuzzy clustering algorithm which optimizes a qua-
dratic criterion of classification where each class is represented by its center of gravi-
ty. A fuzzy partition of the image is then obtained by assigning to each pixel a degree 
of membership in a given region. 

After this, we use a post treatment for each region detected by the FCM segmenta-
tion step. This treatment is essential for the validation of the previous step. The used 
algorithm is based on the analysis of connected components [4]. It permits to improve 
the segmentation results by distinguishing between the different regions dedicated to 
be transformed on textural regions. Indeed, each detected region will be assigned a 
well differentiable texture in the corresponding tactile image. However, knowing that 
a blind person cannot effectively distinguish more than five different textures, we 
impose a maximum limit on the number of textures used by tactile map: five distinc-
tive textures for each transcribed card. In this work, we propose also to smooth and 
improve the contour of each textured area. Thus, in order to provide a better under-
standing and exploration of the tactile card, the contours of different regions (textured 
areas) are smoothed and heavily accented. 

In figure1, we represent the results of this step. 
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Fig. 4. Text region detection with SWT 

For the text recognition step, we use Tesseract OCR. Then, we apply a Braille trans-
formation in order to propose a tactile access of the written information. Note that 
given the constraints of tactile exploration that fixes a certain size for Braille text, we 
propose to put it in a "legend card" other than the tactile map representing the image. 

3 Experiment Results 

In this work, we used different types of images including geographic maps and peda-
gogic images where we can find various contents: geographic areas, geometric forms 
and text. The results of the different phases corresponding to the tactile transformation 
of these images are illustrated in the following figures: 

The obtained results show the interest of this approach. However, the limits ob-
served in our experiments are mainly those of the OCR step. Indeed, despite the ad-
vance of OCR systems, their performance is not complete. In our application, this 
limit is mainly due to the frequent overlap enough text with different outlines of the 
images. Nevertheless, according to the context of the image, it is possible to introduce 
specialized dictionaries according to the domain of interest of this image. This will 
have as results to limit errors generated by OCR. 
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Abstract. Tailored text input methods for visually impaired and blind users are 
needed on touchscreen devices to support their accessibility. Therefore, we de-
veloped a new Braille-based text input method named EdgeBraille, which al-
lows entering Braille characters by swiping one finger along the edges of the 
touchscreen. The approach was compared with the current standard method of a 
talking keyboard, first in a short-term lab study (14 participants) and then dur-
ing two weeks of daily training (7 participants). Overall EdgeBraille was per-
ceived well by the users. In terms of user performance we found no significant 
differences between the two methods. Based on the evaluation results and the 
feedback of our participants, we discuss advantages and disadvantages of 
Braille-based methods in general and EdgeBraille in particular, as well as pos-
sibilities for improvements. 

Keywords: Text Input Method, Touchscreen, Mobile Devices, Braille, Visually 
Impaired and Blind Users. 

1 Introduction 

Many visually impaired and blind (VIB) people are intense technology users and use 
mobile devices regularly. With the emerging era of smartphones, touchscreen devices 
without keypads are becoming increasingly common, thus the improvement of touch-
screen accessibility is an important issue to address.  

An important aspect of interaction with smartphones is the ability to enter text, for 
example in order to write short messages or emails. The common way of making soft 
keyboards accessible for VIB users is based on the “talking fingertip technique” [1]. 
VoiceOver for iOS and TalkBack for Android are commercial products using this 
technique, which allows the device to read onscreen elements (such as letters of the 
keyboard) to the users, when they touch them with their fingers. A disadvantage of 
using a soft keyboard for entering text on touch devices is that the entire alphabet has 
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to fit on the screen, which hampers the selection process. This is why a number of 
alternative solutions for non-visual text input have been presented in the scientific 
literature (e.g. pie-menu-based [2], gesture-based [3] and Braille-based text input [4]), 
aiming to reduce the number of elements on the screen. 

In this paper, we present the design of a new Braille-based text input method for 
touchscreens named EdgeBraille and reflect on Braille-based methods in general as 
well as possibilities for improvement. 

2 Related Work 

Braille-based text input for blind people, which in the basic version uses six dots for 
one letter, was presented as a promising possibility in accessibility research. Previous 
Braille-based input methods can be differentiated into those who allow entering a 
Braille letter in one single step, and those who split the entry into several steps.  

With TypeInBraille [4] three steps are needed to enter one Braille letter. For each 
row, users can select no, one or both dots. Perkinput [5] supports entering a Braille 
letter in one or two steps. For small screens such as smartphones, characters can be 
entered in two steps with three fingers. When using two small screens or one larger 
screen such as a tablet, two hands can be used simultaneously in order to input both 
columns of a Braille character in a single step. 

Input of Braille letters in one step is used in BrailleType [6] and BrailleTouch [7]. 
Both approaches use six targets on the screen that represent the six dots of a Braille 
character. In the BrailleType system, target dots can be selected successively by 
touching them. BrailleTouch uses a multi-touch paradigm. Therefore the mobile 
phone is used with the screen facing away from the user, with three fingers of each 
hand resting over one of the six targets (three on each side).  

Table 1. Summary of evaluation results reported by previous work on Braille-based methods 
(N = the number of participants, # = the number of sessions, wpm = the measured words per 
minute). BrailleTouch [7] reported the performance values captured in the last of 5 sessions. 
For the remaining methods the reported value is the average over all sessions conducted. 
TypeInBraille [8] calculated the error rate by dividing all errors through the length of the text. 
The rest of the methods used metrics proposed by [9]. BrailleType [6] reported the old MSD 
error-rate, Perkinput [5] the uncorrected error-rate and BrailleTouch [7] the total error-rate. 

Method N # wpm error rate 
TypeInBraille [8]  

7 1 
6.30 3.00 % 

VoiceOver 5.20 4.00 % 
BrailleType [6] 

13 1 
1.49 7.00 % 

VoiceOver 2.10 14.12 % 
Perkinput [5]  

8 7 
6.05 3.52 % 

VoiceOver 3.99 6.43 % 
BrailleTouch [7] Expert performance 6 5 23.20 14.50 % 
BrailleTouch [7] Moderate performance 3 5 21.00 33.10 % 
BrailleTouch [7] Poor performance  2 5 9.40 39.30 % 
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For users with residual vision also visual feedback is provided, as the dots are hig-
hlighted green when activated and grey when deactivated. When the finger is lifted, 
the activated dots are registered and the letter is spoken to the user and displayed on 
the screen. To prevent accidentally writing a letter, a threshold of 75 milliseconds for 
lifting the finger was defined.  

The edges of the touchscreen are used as guardrails by marking them with a me-
chanical frame. Thus, we assume that this will ease orientation for the VIB people and 
speed up the process. This assumption is supported by Kane et al. [11], who reported 
that blind people preferred gestures that used screen edges and corners. For the short-
term evaluation we built a cardboard frame to provide physical guidance. For the 
longer-term evaluation we used a commercial cover (Griffin GB01902 Survivor  
Cover) as shown in Fig. 1. 

4 Short-Term Evaluation 

In a short-term evaluation we compared the participants’ performance and opinion 
towards EdgeBraille along with Android’s talking keyboard method TalkBack. We 
did this for two reasons: first talking keyboards still are the standard accessible meth-
od for text input on touchscreens provided by mobile operating systems and secondly, 
the Braille-based approaches presented in the related work were not available for 
comparison at the time we conducted our research. For the short-term evaluation we 
used a HTC Desire S with Android 2.2.3. 

For the evaluation 14 VIB participants (9 male, 5 female) with a mean age of 33.00 
years (standard deviation = 12.22) were invited to participate. All participants were 
able to read and write Braille letters and five of them already had a lot of experience 
with touch-based mobile phones and the talking fingertip method. They were pro-
vided with a short description and five minutes of training with each method. To as-
sess the training effect throughout usage, participants had to enter 16 two-word texts 
successively with each input method. Participants were told to enter the text as quick-
ly and accurately as possible and they could not correct incorrectly entered characters. 
We measured the words per minute (wpm = number of correct characters per minute 
divided by five) and MSD error rate [9] for the methods and compared the beginning 
(i.e. first four tasks) with the end (i.e. last four tasks) of the test, to analyze the train-
ing effect. 

The results show that EdgeBraille achieves the same performance as TalkBack at 
the end of the test (wpm: EdgeBraille=3.97±1.00, TalkBack=3.64±1.35, F1,13=0.793, 
p=.389; error rate (in percent): EdgeBraille=8.43±5.21, TalkBack=10.58±9.99, 
F1,13=0.46, p=.512). Regarding the training progress, it is not surprising that the 
wpm rates are significantly higher (p<.000) in the last four tasks (mean=2.94±1.03) 
than in the first four tasks (mean=3.81±1.18). The further data analysis showed a 
significant increase for EdgeBraille (t13=-6.14, p<.000), as well as for TalkBack 
(t13=-2.76, p=.016). The results are also shown in Fig. 2 (left figure). Regarding the 
participants’ preference, we found that EdgeBraille was preferred by eight users, 
while TalkBack was only preferred by four (and two were indecisive).  
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5 Longer-Term Evaluation 

To understand how the users’ performance and opinions evolve over time, a two-
week evaluation with a subset of seven users of the first evaluation was conducted. 
Five men and two women with a mean age of 38.86 years (standard deviation = 
14.29) participated; two of them were users of the talking fingertip method.  

For the longer-term evaluation we used the iPhone 4 (with iOS 5.1.1), which was 
configured to work exactly in the same way as TalkBack in the short-term evaluation. 
Participants had to enter given texts (92 to 99 characters per method) in a specific 
sequence every day with EdgeBraille and VoiceOver. The input was logged to ensure 
participants conducted all training sessions. At the beginning, the 8th and the 15th day 
of the study, a lab session was organized to assess the participants’ performance and 
opinion.  

At the end of the two-week training, participants were able to enter text at an aver-
age with 7.17 (±2.14) wpm with EdgeBraille and 6.29 wpm (±2.60) with VoiceOver 
(F1,6=1.92, p=.215). The data analysis shows a significant trainings effect 
(F2,5=12.76, p=.011), and a significant difference in wpm between the first and the 
third test for EdgeBraille (t6=-3.72, p=.010) as well as VoiceOver (t6=-4.86, p=.003). 
Regarding the preferences, we allowed the participants to state multiple preferences. 
We found a clear preference for VoiceOver in the first session (five participants pre-
ferred Voice-Over, one EdgeBraille, and two were indecisive). This changed in the 
second session, where EdgeBraille was the most preferred input method (five pre-
ferred EdgeBraille, two VoiceOver and one was indecisive). In the last session the 
preference for Edge-Braille and VoiceOver was balanced (four preferred EdgeBraille, 
four VoiceOver, and one was indecisive). 

 

Fig. 2. Text input rate (wpm) in short-term (left) and longer-term (right) evaluation 
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6 Discussion 

With regard to performance measures, our results show that there is no difference 
between EdgeBraille and the talking keyboard approaches. Also, looking at reported 
results from related work, EdgeBraille has a comparable input speed as TypeInBraille 
and Perkinput, but seems to be faster than BrailleType and slower than BrailleTouch. 

In our research, participants stated that Braille-based methods are especially suita-
ble for people who do not know the QWERTY keyboard layout very well. On the 
other hand for people familiar with the keyboard it is easy to find specific letters. Two 
disadvantages of Braille-based methods compared to keyboard-based methods are the 
need to know all Braille characters by heart and that it is not clear, which characters 
exist, as they cannot be directly accessed with the talking fingertip technique. Regard-
ing the prototypical implementation of EdgeBraille, participants were missing some 
control characters such as delete, enter, cursor back and cursor forward. These could 
be implemented by assigning unused Braille combinations, although those are not 
standardized and therefore could decrease learnability. 

However, our participants appreciated that with EdgeBraille there are fewer ele-
ments on the screen compared to talking keyboard and that the elements are larger. 
Due to the lower number of target elements in Braille-based approaches (typically six 
elements) compared to keyboard implementations (typically more than 26 elements) 
the Braille-based interfaces can be designed much smaller. This concurs with the 
feedback obtained from participants, that they would prefer a smaller version of Ed-
geBraille and expected it to be faster than the full-screen version.  

Another aspect worth noticing is that the currently used 6-point Braille version could 
be extended to improve text input performance. By the implementation of Grade-2 
Braille, contractions and abbreviations could be entered instead of whole words. 

Based on these insights, EdgeBraille offers specific possibilities of further im-
provement of Braille-based methods. EdgeBraille could be used in scaled down ver-
sions, which do not occupy the whole screen’s real estate. Therefore it could better be 
integrated with applications, because text input is no goal in its own but typically used 
in combination with other interface elements. This applies also to TypeInBraille and 
BrailleType but not to Perkinput and BrailleTouch as the size of the interface is di-
rectly related to the user’s hand size and could not be scaled down to very small con-
figurations.  

Finally, all Braille-based methods discussed in this paper – including EdgeBraille – 
use 6-point Braille. Though it seems that for text written with a mobile phone 6-point 
Braille is sufficient, participants of our research activities call for the 8-point version 
to have a greater repertoire of characters. EdgeBraille (as well as Perkinput, TypeIn-
Braille and BrailleType) could be easily extended to an 8-point version. In the case of 
BrailleTouch an extension to 8-point would be problematic, as users will en-counter 
difficulties in handling the device in a stable manner. 

7 Improvements and Future Work 

To analyze the identified improvement potential – smaller size and 8-point Braille – 
we developed a version of EdgeBraille allowing input of 8-point Braille, which was 
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scalable to different sizes. We created two versions of 8-point EdgeBraille, one scaled 
by the factor 0.5 (occupying a quarter of the screen, see Fig. 3) and one scaled by 
factor 0.3 (occupying a ninth of the screen). These smaller versions could seamlessly 
be used as alternative text input method instead of the talking keyboard, by integrat-
ing it with typical smart phone use cases (e.g. writing emails). 

To provide tactile feedback, we used regular screen protection foil where the area 
occupied by 8-point EdgeBraille was cut out, to create a perceptible edge for guidance 
of the input finger. This approach for providing tactile feedback is similar to the one 
presented by [12]. The authors found that that haptic structures can serve as additional 
feedback in non-visual situations (demonstrated for an in-vehicle application). 

In the 8-point version of EdgeBraille we also extended the range of functions. We 
added the possibility to delete characters and to search for unknown characters, by 
assigning unused Braille combinations. For example, to delete a character the unas-
signed dot 7 (down, left corner) was used. Moreover the text written so far could be 
spoken to the user by the text to speech engine. A double tap anywhere on the screen 
triggers the text to speech engine. By these means the text input method could be used 
in a more realistic manner than before. 

 

Fig. 3. 8-point Braille version of EdgeBraille (scale 0.5), guidance with display protection foil 

A first proof-of-concept user study with 7 participants revealed that users are able 
to enter text including special characters using the 8-point version of EdgeBraille in 
both sizes (0.5 and 0.3). Input speed and error rate differed widely depending on the 
experience with Braille-based input in general and knowledge of 8-point Braille in 
particular. However, from the initial results we see that the 8-point version of Edge-
Braille is a promising approach for entering special characters, which is cumbersome 
to do with the talking keyboard approaches.  

Moreover we could show, that it is possible to use a scaled down version of Edge-
Braille with a perceptible edge provided by cut out screen protection foil. All partici-
pants stated that the guidance by screen protection foil was helpful, although two 
participants stated that in real life they would only use it if possible without foil, as 
the edges provided by the foil may be distracting when performing other tasks than 
text input. Regarding size the 0.5 version was perceived well, the 0.3 version was 
perceived as too small by five participants. Providing the user the possibility to tailor 
the size of the input element to their preferences might be a suitable option.  

In future work we plan to examine the optimal size that balances speed and error, 
and analyse text input performance of the 8-point EdgeBraille approach in detail.  
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8 Conclusions 

In this paper we presented a new Braille-based text entry method and discussed dif-
ferent approaches of text entry for VIB people on touchscreen devices. Braille-based 
text entry mechanisms are an important possibility to complement current text input 
paradigms based on talking keyboard.  

Overall EdgeBraille was perceived well by the users, possesses favourable han-
dling characteristics, and performed comparable to talking keyboard. Especially when 
considering the improvements, EdgeBraille has potential to become a convenient 
form of text input for Braille literate users.  
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Abstract. Some mobile devices have been developed for helping the
visually-impaired people to obtain useful information from text on docu-
ments, goods, and signboards. However, it is still difficult for the blind to
find or even notice the text in the environment and to capture the images
suitable for character recognition and speech synthesis. We developed a
prototype of reading assistant device with a scene text locator that shows
the text location by sound signals. To improve the device further, this
paper proposes a real-time text tracking method that enables character
recognition on-the-fly and also helps the users to obtain the text infor-
mation easily and efficiently with less searching efforts. The presented
method is based on our former one, and provides a new feature that it
is tolerant of temporary occlusion or out-of-view of text regions.

Keywords: Reading Assistant, Scene Text Detection, Text Tracking,
OCR (Optical Character Recognition), Text-To-Speech.

1 Introduction

Some text information acquisition devices have been proposed in order to help
the visually-impaired to obtain useful information from text on documents,
goods, and signboards [1]. It is difficult for the blind to find or even notice
the text in the environment and to capture the text images suitable for char-
acter recognition. Particularly, some objects such as signboards are difficult to
find since they cannot be touched by the users’ hands. To help the blind, we
developed a framework of reading assistant device with a scene text locator that
shows the text location by sound signals, and built a prototype device by com-
bining the scene text locator, Optical Character Recognition (OCR) engine, and
text-to-speech engine [2]. Figure 1 shows the block diagram of the device. A
lot of visually-impaired people have tried our device at the Sight World 2012
exhibition in Tokyo, an annual event for the visually-impaired people, volun-
teers, supporting companies, etc., and we have confirmed its usefulness, found
the limitations and some problems to solve.

We assumed user’s active reading actions, i.e. the user was supposed to press
the capture button when he/she wanted the device to read out the located text.
When we think about the case where the user is walking down the street or
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Fig. 1. Block diagram of the reading assistant device [2]

corridor, for example, and just wants to “hear” the prominent text in the scene,
the above manual mode is not so helpful. Active reading mode, in which the
device actively finds all text regions in the scene and notifies the user, must be
very useful in such a situation.

This paper proposes a real-time text tracking method designed for text-to-
speech translation cameras for the blind. Text tracking is a technique for keeping
track of each text region in the video sequence. The new method is based on
our former one [3], and provides a new feature that it is tolerant of temporary
occlusion or out-of-view of text regions.

2 Real-Time Text Tracking for Wearable Camera

Our revised wearable camera device for the blind captures the scene images
continuously, detects text regions on-the-fly, and translates the text into speech
using the OCR engine and the text-to-speech engine. The device needs to know
which text region in the current video frame corresponds to which one in the
previous frame since the text regions are found independently between different
video frames. The user does not want to hear the same text over and over.
Therefore, text tracking is required to keep track of each text region, to pick up
clear images for OCR, and to avoid repeating voice synthesis for the same text.

Scene text tracking for wearable camera is different from the typical object
tracking or caption tracking in the following aspects.

– Since scene text is sticking to the background, we cannot use a popular
object/ background separation method such as background subtraction.

– Text region movements are jerky in the video captured by a wearable camera
compared with a steady camera.

In our former method [3], we employed the pyramidal Lucas-Kanade tracker
combined with the Harris corner detector, and developed a nearest-neighbor
cross-checking region matching. Although the method works much better than
its predecessor, it cannot keep track of text regions once they get out of the
camera’s view. To deal with the problem, we have introduced the object tracking
using SURF (Speeded Up Robust Features) descriptor [4]. The other parts are
basically the same as the ones in our previous method. The overall algorithm is
as follows.

MSER-based text detection [5] is applied to the video sequence once every
Tint = 30 frames. This interval is for achieving a real-time processing as the
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Fig. 2. SURF-based text region matching

Fig. 3. Text tracking using SURF

precise text detection and localization are computationally expensive in general.
For each text-detecting frame (TD frame hereinafter), text regions are found by
grouping text-like blocks. Harris corners are extracted from every video frame,
and the Lucas-Kanade object tracking method is applied to the non-TD frames.
In this way, the text regions are tracked until the next TD frame comes.

Figure 2 shows the SURF-based region matching. A SURF is represented
by a 64-dimensional vector. SURFs are calculated for each text region. Let τ1
and τ2 be pre-defined parameters. The correspondence is considered “good” if
d < τ1, where d is the Euclidean distance between two SURFs. We examine
every SURF combination between the two regions, and count the number of the
good correspondences, N . The contents of the two regions are considered same,
i.e. the same text, if N > τ2.

Some text regions may appear or disappear during the tracking process. As
shown in Fig.3, the following four cases can occur at the TD frame.

1. The same text appears and the tracking continues.
2. The text has disapeared. The SURFs are put into the cache (temporary

memory).
3. The text has appeared again. (Corresponding data is found in the cache.)
4. A new text has appeared. (No corresponding data exists.)

3 Experiments

We have tested the proposed method in an indoor scene with a plain wall as the
current text detection cannot deal with complex backgrounds. The test video was
captured using JVC GZ-HM670 video camera at 640 × 480 pixels, 30fps. The
parameters were empirically set to τ1 = 0.9, τ2 = 8. Figure 4 shows an example
of the text tracking. The proposed method can deal with jerky movements and
keep track of text regions going out of the camera view. Text0 and Text1 are
tracked correctly after they disappear temporarily.
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Fig. 4. Experimental result of the text tracking

4 Conclusions

This paper has proposed a real-time text tracking method to be used in a wear-
able text-to-speech translation camera device for the blind. The new method
is tolerant of temporary occlusion or out-of-view of text regions thanks to the
SURF-based matching technique.

Developing a prototype of wearable text-to-speech translation camera equipped
with the proposed text tracking method is under way. Some more improvements
in the text detection/localization/tracking are included in our future work to deal
with complex scenes.

References

1. Mancas-Thilou, C., Ferreira, S., Demeyer, J., Minetti, C., Gosselin, B.: A multifunc-
tional reading assistant for the visually impaired. EURASIP Journal on Image and
Video Processing, 1–11 (2007)

2. Goto, H.: Text-to-Speech Reading Assistant Device with Scene Text Locator for the
Blind. In: Proc. of AAATE 2013, pp. 702–707 (2013)
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Abstract. Large-scale Braille displays will make participation in modern media 
society easier for visually impaired people. At the moment extensive research is 
done on developing new technologies for affordable refreshable Braille dis-
plays. However, the developed displays often do not match the user require-
ments. This is because most of the engineers entrusted with the development 
know little to nothing about the potential users of their systems. To bridge that 
gap we carried out an online survey. Within this survey 69 people who either 
are visually impaired themselves or take care of someone who has lost his/her 
sight stated their opinion on how a large-scale refreshable Braille display should 
be designed. The results of this survey were used to build a first prototype of a 
large-scale refreshable braille display for displaying text and tactile graphics. 
This prototype relies on cheap, energy efficient microfluidic phase change actu-
ators.  

Keywords: Refreshable Braille Display, Braille, Tactile Graphics, Computer 
Display for the Visually Impaired. 

1 Introduction 

People who have lost their sight rely substantially on touch and hearing for obtaining 
information about their environment. Accordingly, displays that plot digital data such 
as text and graphics for visually impaired users must address at least one of these 
senses. While today speech output is integrated in nearly every technical device the 
development of tactile displays falls short of expectations. Because of the high priced 
actuators that are used in tactile output devices, such as refreshable Braille displays, 
many of these devices are limited to one line of text only. Using such a display makes 
it impossible to view graphics. Besides this the limited window makes it difficult to 
navigate through programs and web sites which have been written for sighted people 
using normal screens. One of the first attempts to provide a large-scale refreshable  
Braille display was done by combining several Braille lines to an array using traditional 
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actuators [1]. However as the price scales almost linear with the amount of actuators 
these displays are unaffordable for most members of the blind community [2]. 

In general the approaches of tactile displays can be divided into three groups de-
pending on the stimuli they provide for the receptors located in the skin [3]. Basically 
these receptors can be addressed mechanically e.g., by pressure or by vibration, elec-
trically or thermally [4]. Until today electrical systems where not commercialized 
because of their invasive nature which discourages potential users [3]. It has been 
proven that heat flow is able to influence the sense of touch and may be used for pro-
viding additional information for the reader. As to our knowledge all attempts to 
transfer data like text or pictures via heat flow failed [2]. The most successful ap-
proaches are those that use mechanical actuators. Apart from the approaches based on 
surface acoustic waves nearly all mechanical displays rely on pins that can be lifted or 
lowered individually. The pins resemble the so-called tactile pixels (taxels). This 
group can be further divided into the so-called dynamic displays and the static dis-
plays. Dynamic displays are small pin arrays that are situated on a moveable device 
e.g., a computer mouse. During reading the fingertips of the reader are resting on the 
pin array. In order to explore larger graphics the device is moved around. Depending 
on the position of the device the pin array changes its content. The advantage of such 
devices lies in the reduced amount of actuators required. Unfortunately the actuators 
of such devices can only apply pressure to the fingertips. The signal that is obtained 
from that kind of stimulus is not as big as the one that people feel when reading paper 
braille. This is due to the lack of shear forces which address other neurons than pres-
sure. In addition the neurons which are excited by pressure grow accustomed to the 
sensation if the same taxel is raised for a longer period of time [2]. The static displays, 
which are also called large-scale refreshable Braille display, comprise a huge amount 
of taxels. Like normal screens these displays display the whole picture or text at a 
time. The reader can then explore the surface with both hands. Since this takes some 
time the actuators can react a bit slower than the once that are used in dynamic dis-
plays. If the actuators are bistable the display does not consume any energy during 
reading [2]. Electromagnetic displays which contained suitable latching mechanism 
were the first displays to be invented [5]. However like the piezoelectrically driven 
devices these actuators are expensive. The approach to replace the actuators with 
microfluidic actuators in which a membrane is bulged by pressurized air [6] failed 
because these actuators are not bistable. The same applies to thermopneumatic actua-
tors in which a material is heated. When heated the material expands thereby deform-
ing the membrane [7]. However, both pneumatic and thermopneumatic actuators are 
very cheap. Recently several attempts of using so-called smart materials for these 
applications have been made. These include shape memory alloys, electro active po-
lymers, magnetorheological fluids as well as light activated polymers [3], [8]. As 
these materials are still in the stage of development one cannot say which of them will 
meet the requirements of a large-scale Braille display best. At the moment the actua-
tors that can achieve a sufficient displacement for displaying Braille letters are either 
very big or require high voltages.  

In this paper we present a cheap method for building large-scale microfluidic 
Braille displays by using a bistable microfluidic actuator that relies on a phase change 
mechanism. By this we can reduce the power consumption of the display to a mini-
mum. This is especially useful if the display is fabricated as portable device. The 
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portability of such devices is one of the most important features that a large-scale 
Braille display must meet. We derive this information from an online survey which 
we conducted recently and whose results we present in this paper. In this survey 69 
people who either suffer from blindness themselves or care for someone who is blind 
were asked for their opinion on the ideal microfluidic Braille display. 

2 Identifying the Needs of Blind Users by Means of an Online 
Survey 

Although several attempts have been made to identify technologies that can replace 
the expensive piezo-actuators none of these inventions reached market maturity. This 
may be due to the fact that many people who were entrusted with the research on 
alternative Braille displays do not suffer from blindness themselves. Therefore their 
knowledge of the context in which such a display may be used is limited. To over-
come this problem we carried out an online survey which gave visually impaired 
people, their supervisors and teachers the opportunity to influence the development of 
the refreshable Braille display which we present in this paper at a very early stage. 
For this purpose we developed a barrier-free accessible questionnaire by using the 
forms provided by Google Drive. This tool was chosen for carrying out the interviews 
because an online survey makes it easier to contact a small, distributed group of 
people. However, by using online surveys we are only able to reach people who are 
using computers with web access [9]. In our case this limitation is applicable as po-
tential users working with computers are, at the moment, those that will most likely 
buy a large-scale refreshable Braille display in the future.  

Within three months 69 people aged 17 to 70 years returned the questionnaire. 
42.03 % of these people were born blind. Another 28.99 % of the participants were 
late blind making a total of 49 blind participants. 2.9 % of all participants work as 
teacher or professor for blind people while 5.8 % said that they are supervising a vi-
sually impaired person. 23.19 % of the participants were not able to assign themselves 
to either of these groups. Most of those are people that are visually impaired but do 
not suffer from complete loss of sight. Two people assigned themselves to two groups 
which was possible because one can e.g. be blind and at the same time be a teacher of 
a blind person. Nearly all of the participants (75.36 % of all participants) said that 
they are working with a computer for six to seven days a week. The time that each 
person spends in front of his or her PC per day varies widely ranging from less than 
two hours (7.25 %) to more than eight hours (20.29 %). For the questions on the eco-
nomic potential as well as the design of the display multiple answers were allowed. 
62.32 % of the participants said that they would buy a large-scale display either for 
themselves, for their students or for the person they supervise. 31.88 % of all partici-
pants stated they would not buy such a device. Those were asked to give reasons for 
their decision. Most of these people are afraid that such a display would be too expen-
sive. Only a few people are either not able to read Braille or are only working with 
text for which they can use the small refreshable Braille displays. When asked how 
much they would pay for such a large scale microfluidic Braille display, 29.19 % of 
all participants said that they would spend less than 1.000 €. 21.74 % of the partici-
pants would spend between 1.000 € and 3.000 €. Only 4.35 % of all participants 
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would spend more than 10.000 €. 47.83 % of the participants would only buy a dis-
play, if health insurance or their employer would pay for the system. On the one hand 
the large group of people willing to buy a display shows that there is a significant 
market for large-scale refreshable Braille displays. On the other hand the amount of 
money which these people would spend for such a display confirms the need of 
cheaper actuators.  

After checking the economic boundary conditions we tried to find out what visual-
ly impaired people expect from a large-scale refreshable Braille display. Most of them 
(68.12 %) stated that the refreshable Braille display should be a portable device which 
one can use in combination with a laptop. 36.23 % of the participants said that they 
want a special tablet PC for blind people and only 23.19 % of the participants voted 
for a stationary system. This tendency was also found by asking how big and heavy 
such a display should be. Here the majority (42.03 %) voted for the size of a tablet PC 
while 31.88 % of the participants wanted the display to be as big as a DIN A4 page. 
14.49 % of the participants wished a display with the size of a postcard and 17.39 % 
of the participants thought that the size of a smartphone would be the adequate size 
for such a display. 40.58 % of the participants said that the display may be as heavy as 
a laptop (2-3 kg) while 50.72 % of the participants said that they wanted a display 
which is as heavy as a tablet PC (500 g). These answers indicate that the new Braille 
actuators need to be lighter than the ones used in refreshable Braille cells today. We 
then asked in which environment the participants would use their large-scale refresh-
able Braille displays. 68.12 % of the participants said that they would use it at home, 
55.07 % of the participants wanted to use it in an office, 31.88 % of the participants 
would use it in a classroom or auditorium. All these places have in common that they 
are indoors and normally have some kind of temperature control. However 26.09 % of 
the participants stated, that they want to use their refreshable Braille displays outdoors 
e.g., in the garden. This sets higher requirements to the temperature and moisture 
stability of the actuators to be used in such a display. More constraints are added 
when one wants to fulfill the wish of 27.54 % of the participants who want to use 
their displays in environments where the usage of radio waves is regulated, e.g., hos-
pitals or air planes. Another 7.25 % of the participants want to use their refreshable 
Braille displays in environments that are subject to regulations of explosion protection 
e.g., gas stations.  

Further requirements regarding the actuators are that they need to be fast. 66.67 % 
of the participants said that the taxels should change their state within 10 s, 23.19 % 
of the participants would wait 10 to 30 s for the actuators to switch, 4.35 % of the 
participants said that 30 to 60 s would be an appropriate time and only 1.45 % of the 
participants voted for more than 60 s. 42.03 % of the participants said that all taxel 
should refresh at the same time whereas 53.62 % of the participants quoted that the 
taxels can refresh in a serial manner e.g., line by line. According to 63.77 % of the 
participants the resolution of the display which sets limits to the size of the actuators 
should be somewhere in between the resolution of Braille scripture and the resolution 
of 20 DPI which is used to print tactile graphics. Besides this the actuator should be 
able to latch in several heights in order to encode additional information e.g., colors as 
71.01 % of the participants stated. This would also be helpful for 46.38 % of the par-
ticipants who wanted to adjust the height of the taxels according to their needs. 53.62 % 
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of the participants said that displaying colored pictures that contain taxels with differ-
ent heights should take the same time as displaying a page of text.  

According to 81.16 % of the participants the display should come with integrated 
control items such as buttons for both placing the cursor and scrolling. Additional 
buttons for zooming and changing the heights of the taxels were wished by 53.62 % 
and 44.93 % of the participants, respectively. Another special feature which could be 
integrated in such a display is touch feedback. 44.93 % of the participants stated that 
it would be good if the display could detect where the hands of the reader are. Thus 
the next page could be loaded in advance. A real touch feedback which uses gesture 
control is wished by 44.93 % of the participants. Even though some kind of touch 
feedback is integrated in most modern refreshable Braille displays 30.43 % of the 
participants of the online survey stated that this is not useful. Another special feature 
would be the possibility to display the content not only in a tactile manner but also 
such that it is visible as well. 40.58 % of the participants said that such a feature 
would be unnecessary, 40.58 % of the participants said that it should be clearly visible 
which taxels are activated. 44.93 % of the participants would like to have a display 
that can display blackprint as well as tactile content.  

3 The Concept of the Microfluidic Braille Display 

The results of the online survey underline the need for cheap actuators which are able 
to display braille letters. As described above membrane actuators which are common-
ly used in Lab-On-Chip devices represent a cost-effective alternative as they either 
rely on air or paraffin as actuation material. Unfortunately both actuator types con-
sume energy in form of electricity or pressure constantly while displaying taxels. If 
such a device is built using these actuators portable gas- and/or electrical energy sto-
rage of significant capacities must be implemented. In order to reduce the amount of 
energy that the display needs we designed an actuator which only consumes energy 
while it changes its state. Thus the whole display only consumes energy while the 
content that is displayed changes. During the time the user needs to read this content 
no energy is consumed. Basically our display consists of a microfluidic channel net-
work, which links the individual actuators. The channel network has one inlet. This 
channel splits in multiple channels each of which ends at a dead end. The dead ends 
are blocked by a deformable membrane which forms the tactile surface of the refresh-
able braille display. Beneath the membrane small microfluidic actuators such as phase 
change valves are located (see Fig. 1). While turned off these actuators completely 
block the channel. So even if pressure is applied to the channel systems the mem-
branes will not deform. By addressing the actuators via an electronic platform the 
valves can be opened individually. 

Whenever a valve is open, the pressure that is applied to the channel system e.g., using 
a syringe pump, will bulge the membrane of the channel ending directly above this spe-
cific valve. For stabilizing the bulged membrane, which effectively acts as a taxel, the 
valve is turned off while the channel system is pressurized. After the valve is completely 
closed the pressure is turned off. The taxel will stay as it is until the valve is opened 
again. If the valve beneath a bulged membrane is opened while no pressure is applied to 
the system, the restoring force of the membrane will cause the taxel to decline.  
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Fig. 1. Working principle of the microfluidic actuators. Each actuator of the display consists of 
a tube which is filled with a phase change material (PCM) (a). The tube which is placed on a 
microfluidic chip is covered with an elastic membrane. A heating wire is wound around this 
tube. This wire is connected with a circuit board using the through holes that are integrated in 
the microfluidic chip. If the individual taxel is turned on, the wire will start heating the tube (b). 
During this time the PCM inside the tube starts melting. Then pressure is applied to the micro-
fluidic channel system (c) deflecting the membranes of those actuators which are located above 
the tubes with molten paraffin. When the taxel has reached its full size the heating wire is 
turned off. The PCM solidifies thereby stabilizing the taxel. After the PCM has solidified com-
pletely the pump/syringe which provides the pressure is disconnected (d). The taxel is now 
stable and will maintain its height until the heating wire is turned on again (e). Once heated the 
restoring forces of the membrane, will push the liquid back into the channel within a few 
seconds. 

4 Setup and Test Results with the First Actuator Prototypes  

In our setup the microfluidic actuators are small tubes which are filled with a phase 
change material (PCM) e.g., paraffin. The actuators are covered with a membrane that 
forms the tactile surface of the display. In order to provide optimum heat transfer into the 
phase change material the heating resistors are fabricated by winding a heating wire 
around the filled tubes (see Fig. 1). Using actuators with an inner diameter of 1.4 mm 
taxel actuation times of 11 s (+/-1 s) were measured. Fig. 2 depicts the prototypes of 
these tubular phase change actuators. In order to provide a better view on the details 
the actuators were manufacture with an inner diameter of 2 mm. The time that is re-
quired for stabilizing the taxel is highly dependent on the temperature of the surround-
ing environment. In order to speed up the solidification process a fan may be added to 
the setup. The height of the individual taxel is dependent on the pressure that is ap-
plied to the membrane. By controlling this pressure the taxel can be set to different 
heights. This additional option may be used for encoding additional information such 
as color. 
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Crombie, David I-45
Csuti, Péter I-272
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