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Foreword

In the summer of 2014, Vienna hosted the largest scientific conference in the
history of logic. The Vienna Summer of Logic (VSL, http://vsl2014.at) con-
sisted of twelve large conferences and 82 workshops, attracting more than 2000
researchers from all over the world. This unique event was organized by the Kurt
Gödel Society and took place at Vienna University of Technology during July
9 to 24, 2014, under the auspices of the Federal President of the Republic of
Austria, Dr. Heinz Fischer.

The conferences and workshops dealt with the main theme, logic, from three
important angles: logic in computer science, mathematical logic, and logic in
artificial intelligence. They naturally gave rise to respective streams gathering
the following meetings:

Logic in Computer Science / Federated Logic Conference (FLoC)

• 26th International Conference on Computer Aided Verification (CAV)
• 27th IEEE Computer Security Foundations Symposium (CSF)
• 30th International Conference on Logic Programming (ICLP)
• 7th International Joint Conference on Automated Reasoning (IJCAR)
• 5th Conference on Interactive Theorem Proving (ITP)
• Joint meeting of the 23rd EACSL Annual Conference on Computer Science
Logic (CSL) and the 29th ACM/IEEE Symposium on Logic in Computer
Science (LICS)

• 25th International Conference on Rewriting Techniques and Applications
(RTA) joint with the 12th International Conference on Typed Lambda Cal-
culi and Applications (TLCA)

• 17th International Conference on Theory and Applications of Satisfiability
Testing (SAT)

• 76 FLoC Workshops
• FLoC Olympic Games (System Competitions)
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Mathematical Logic

• Logic Colloquium 2014 (LC)
• Logic, Algebra and Truth Degrees 2014 (LATD)
• Compositional Meaning in Logic (GeTFun 2.0)
• The Infinity Workshop (INFINITY)
• Workshop on Logic and Games (LG)
• Kurt Gödel Fellowship Competition

Logic in Artificial Intelligence

• 14th International Conference on Principles of Knowledge Representation
and Reasoning (KR)

• 27th International Workshop on Description Logics (DL)
• 15th International Workshop on Non-Monotonic Reasoning (NMR)
• 6th International Workshop on Knowledge Representation for Health Care
2014 (KR4HC)

The VSL keynote talks which were directed to all participants were given by
Franz Baader (Technische Universität Dresden), Edmund Clarke (Carnegie Mel-
lon University), Christos Papadimitriou (University of California, Berkeley) and
Alex Wilkie (University of Manchester); Dana Scott (Carnegie Mellon Univer-
sity) spoke in the opening session. Since the Vienna Summer of Logic contained
more than a hundred invited talks, it would not be feasible to list them here.

The program of the Vienna Summer of Logic was very rich, including not only
scientific talks, poster sessions and panels, but also two distinctive events. One
was the award ceremony of the Kurt Gödel Research Prize Fellowship Competi-
tion, in which the Kurt Gödel Society awarded three research fellowship prizes
endowed with 100.000 Euro each to the winners. This was the third edition of
the competition, themed Logical Mind: Connecting Foundations and Technology
this year.

The 1st FLoC Olympic Games formed the other distinctive event and were
hosted by the Federated Logic Conference (FLoC) 2014. Intended as a new FLoC
element, the Games brought together 12 established logic solver competitions
by different research communities. In addition to the competitions, the Olympic
Games facilitated the exchange of expertise between communities, and increased
the visibility and impact of state-of-the-art solver technology. The winners in
the competition categories were honored with Kurt Gödel medals at the FLoC
Olympic Games award ceremonies.

Organizing an event like the Vienna Summer of Logic was a challenge. We
are indebted to numerous people whose enormous efforts were essential in mak-
ing this vision become reality. With so many colleagues and friends working
with us, we are unable to list them individually here. Nevertheless, as rep-
resentatives of the three streams of VSL, we would like to particularly ex-
press our gratitude to all people who helped to make this event a success:
the sponsors and the Honorary Committee; the Organization Committee and
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the local organizers; the conference and workshop chairs and Program Commit-
tee members; the reviewers and authors; and of course all speakers and partici-
pants of the many conferences, workshops and competitions.

The Vienna Summer of Logic continues a great legacy of scientific thought
that started in Ancient Greece and flourished in the city of Gödel, Wittgenstein
and the Vienna Circle. The heroes of our intellectual past shaped the scientific
world-view and changed our understanding of science. Owing to their achieve-
ments, logic has permeated a wide range of disciplines, including computer sci-
ence, mathematics, artificial intelligence, philosophy, linguistics, and many more.
Logic is everywhere – or in the language of Aristotle, ����� ����	 �
���� ����	��

July 2014 Matthias Baaz
Thomas Eiter
Helmut Veith



Preface

This volume contains the papers presented at IJCAR’14: 7th International Joint
Conference on Automated Reasoning (IJCAR) held on July 19-22, 2014 in Vi-
enna. This year’s meeting was a merging of three leading events in automated
reasoning – CADE (International Conference on Automated Deduction), FroCoS
(International Symposium on Frontiers of Combining Systems) and TABLEAUX
(International Conference on Automated Reasoning with Analytic Tableaux and
Related Methods). IJCAR is the premier international joint conference on all
topics in automated reasoning, including foundations, implementations, and ap-
plications. Previous IJCAR conferences were held at Siena (Italy) in 2001, Cork
(Ireland) in 2004, Seattle (USA) in 2006, Sydney (Australia) in 2008, Edinburgh
(UK) in 2010 and Manchester (UK) in 2012.

IJCAR 2014 is part of Federated Logic Conference (FLoC) that is itself part
of Vienna Summer in Logic (VSL) and 24 workshops are affiliated with IJCAR.
The Vienna Summer of Logic is a unique event organized by the Kurt Gödel
Society at Vienna University of Technology from July 9 to 24, 2014.

The call for papers for IJCAR’14 invited authors to submit full papers (of
15 pages) and system descriptions (of 7 pages). There were 83 submissions (63
regular papers and 20 system descriptions) of which 37 were accepted (26 regular
papers and 11 system descriptions). Each submission was assigned to at least
three Program Committee members, who carefully reviewed the papers, with the
help of 116 external referees. We wish to thank the ProgramCommittee members
and all their reviewers for their works and efforts in evaluating the submissions. It
was a pleasure to work with all of them. The EasyChair conference management
system was a great help in dealing with all aspects of putting our program and
the proceedings together.

IJCAR 2014 had invited talks by Rajeev Goré (The Australian National Uni-
versity) and Ken McMillan (Microsoft Research). In addition, IJCAR together
with other FLoC conferences, had two invited plenary talks by Véronique Cortier
(Centre National de la Recherche Scientifique) and by Orna Kupferman (Hebrew
University). These proceedings contain three papers and an abstract of these in-
vited talks. We want to thank the invited speakers for contributing to the success
of the IJCAR 2014.

Many people helped to make IJCAR 2014 a success. We want to thank the
the conference co-chairs and the organizing committee consisting of Christian
Fermüller, Stefan Hetzl and Giselle Reis, the publicity chair Morgan Deters and
the workshop chair Matthias Horbach. We are also indebted to the FLoC and
VSL organization committees.
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Most importantly, we would like to thank all the authors for submitting their
work to IJCAR 2014: we believe the outcome is an exciting technical program.

May 2014 Stéphane Demri
Deepak Kapur

Christoph Weidenbach
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Stéphanie Delaune CNRS, LSV, France
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From Reachability to Temporal Specifications

in Cost-Sharing Games

Guy Avni1, Orna Kupferman1, and Tami Tamir2

1 School of Computer Science and Engineering, The Hebrew University, Jerusalem,
Israel

2 School of Computer Science, The Interdisciplinary Center, Herzliya, Israel

Abstract. Multi-agents cost-sharing games are commonly used for mod-
eling settings in which different entities share resources. For example,
the setting in which entities need to route messages in a network is mod-
eled by a network-formation game: the network is modeled by a graph,
and each agent has to select a path satisfying his reachability objective.
In practice, the objectives of the entities are often more involved than
reachability. The need to specify and reason about rich specifications
has been extensively studied in the context of verification and synthesis
of reactive systems. This paper suggests and analyzes a generalization
of cost-sharing games that captures such rich specifications. In particu-
lar, we study network-formation games with regular objectives. In these
games, the edges of the graph are labeled by alphabet letters and the
objective of each player is a regular language over the alphabet of la-
bels. Thus, beyond reachability, a player may restrict attention to paths
that satisfy certain properties, referring, for example, to the providers
of the traversed edges, the actions associated with them, their quality
of service, or security. Our results show that the transition to regular
objectives makes the game considerably less stable.



Electronic Voting: How Logic Can Help�

Véronique Cortier

LORIA - CNRS, France

Abstract. Electronic voting should offer at least the same guarantees
than traditional paper-based voting systems. In order to achieve this,
electronic voting protocols make use of cryptographic primitives, as in
the more traditional case of authentication or key exchange protocols. All
these protocols are notoriously difficult to design and flaws may be found
years after their first release. Formal models, such as process algebra,
Horn clauses, or constraint systems, have been successfully applied to au-
tomatically analyze traditional protocols and discover flaws. Electronic
voting protocols however significantly increase the difficulty of the analy-
sis task. Indeed, they involve for example new and sophisticated crypto-
graphic primitives, new dedicated security properties, and new execution
structures.

After an introduction to electronic voting, we describe the current
techniques for e-voting protocols analysis and review the key challenges
towards a fully automated verification.

� The research leading to these results has received funding from the European
Research Council under the European Union’s Seventh Framework Programme
(FP7/2007-2013)/ERC grant agreement no 258865, project ProSecure.



And-Or Tableaux for Fixpoint Logics

with Converse: LTL, CTL, PDL and CPDL

Rajeev Goré

Logic and Computation Group
Research School of Computer Science
The Australian National University

rajeev.gore@anu.edu.au

Abstract. Over the last forty years, computer scientists have invented
or borrowed numerous logics for reasoning about digital systems. Here,
I would like to concentrate on three of them: Linear Time Temporal
Logic (LTL), branching time Computation Tree temporal Logic (CTL),
and Propositional Dynamic Logic (PDL), with and without converse.
More specifically, I would like to present results and techniques on how
to solve the satisfiability problem in these logics, with global assump-
tions, using the tableau method. The issues that arise are the typical
tensions between computational complexity, practicality and scalability.
This is joint work with Linh Anh Nguyen, Pietro Abate, Linda Postniece,
Florian Widmann and Jimmy Thomson.



Structured Search and Learning

Kenneth L. McMillan

Microsoft Research

Abstract. Most modern Boolean satisfiability (SAT) solvers use conflict-
driven clause learning (CDCL). In this approach, search for a model and
search for a refutation by resolution are tightly coupled in a way that
helps to focus search on relevant decisions and resolution on relevant
deductions. Decision making narrows the search by applying arbitrary
constraints. When a contradiction is reached, a “learned” fact is deduced
in response. This fact generalizes the conflict and constrains future deci-
sions. The learned fact can also be viewed as a Craig interpolant. As we
will see this view allows us to generalize the notion of conflict learning
in useful ways.

Satisfiability Module Theories (SMT solvers) of the lazy type apply
the same paradigm to first-order decision problems with certain back-
ground theories, such as linear arithmetic or the theory of arrays. In
this case, the interpolants may be validities of the theory generated by
“theory solvers”, but the basic conflict-driven mechanism remains the
same.

A common shortcoming of these procedures, successful though they
are, is that model search and conflict learning are essentially unstruc-
tured. That is, they do not take into account any modular structure that
may be present in the decision problem. Decisions are made on variables
regardless of their structural relationship, and consequently learned facts
do not reflect the problem structure. This is in contrast to a saturation
approach, in which we might order resolution so as to exploit, say, narrow
tree width of the problem.

In this talk we will consider structured approaches to conflict learning.
These techniques have been developed in the context of model checking,
an area in which the need to exploit structure is acute. Structured learn-
ing can produce facts about reachable states of a system or summaries of
procedures, which in turn can be combined to form inductive invariants.
Examples of such techniques include IC3 [1] and Lazy Annotation [2].

These techniques have similar search strategies, differing primarily
in their approach to computing interpolants. The approaches make dif-
ferent trade-offs between cost and generality, which in turn determine
the usefulness of the resulting generalizations. We observe, for example,
that more specialized decisions can make the learning problem easier,
but possibly at the cost of reduced generality or relevance of the learned
facts. Moreover, a substantial effort in generalizing the interpolants can
be justified by the corresponding reduction in search.
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The net effect of structured learning can be a dramatic improvement
in performance, as we observe by comparing with unstructured SMT
solvers on bounded software model checking problems.

References

1. Bradley, A.R.: SAT-based model checking without unrolling. In: Jhala, R., Schmidt,
D. (eds.) VMCAI 2011. LNCS, vol. 6538, pp. 70–87. Springer, Heidelberg (2011)

2. McMillan, K.L.: Lazy annotation for program testing and verification. In: Touili,
T., Cook, B., Jackson, P. (eds.) CAV 2010. LNCS, vol. 6174, pp. 104–118. Springer,
Heidelberg (2010)
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Jordi Levy

SMT

A Gentle Non-disjoint Combination of Satisfiability Procedures . . . . . . . . 122
Paula Chocron, Pascal Fontaine, and Christophe Ringeissen

Equational Reasoning

A Rewriting Strategy to Generate Prime Implicates in Equational
Logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

Mnacho Echenim, Nicolas Peltier, and Sophie Tourret



XXVI Table of Contents

Finite Quantification in Hierarchic Theorem Proving . . . . . . . . . . . . . . . . . 152
Peter Baumgartner, Joshua Bax, and Uwe Waldmann

Computing All Implied Equalities via SMT-Based Partition
Refinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168

Josh Berdine and Nikolaj Bjørner

Proving Termination of Programs Automatically with AProVE . . . . . . . . 184
Jürgen Giesl, Marc Brockschmidt, Fabian Emmes,
Florian Frohn, Carsten Fuhs, Carsten Otto, Martin Plücker,
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Serenella Cerrito, Amélie David, and Valentin Goranko



Table of Contents XXVII

dTL2: Differential Temporal Dynamic Logic with Nested Temporalities
for Hybrid Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 292

Jean-Baptiste Jeannin and André Platzer
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From Reachability to Temporal Specifications
in Cost-Sharing Games
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Abstract. Multi-agents cost-sharing games are commonly used for modeling
settings in which different entities share resources. For example, the setting in
which entities need to route messages in a network is modeled by a network-
formation game: the network is modeled by a graph, and each agent has to select
a path satisfying his reachability objective. In practice, the objectives of the en-
tities are often more involved than reachability. The need to specify and reason
about rich specifications has been extensively studied in the context of verification
and synthesis of reactive systems. This paper suggests and analyzes a generaliza-
tion of cost-sharing games that captures such rich specifications. In particular,
we study network-formation games with regular objectives. In these games, the
edges of the graph are labeled by alphabet letters and the objective of each player
is a regular language over the alphabet of labels. Thus, beyond reachability, a
player may restrict attention to paths that satisfy certain properties, referring, for
example, to the providers of the traversed edges, the actions associated with them,
their quality of service, or security. Our results show that the transition to regular
objectives makes the game considerably less stable.

1 Introduction

The classical definition of a computation in computer science uses to the model of a
Turing machine that recognizes a decidable language: once an input word is received,
the machine operates on it, and eventually terminates, accepting or rejecting the word.
Such a mode of operation corresponds to the use of computers for the solution of decid-
able problems, and there is no need to elaborate on the extensive research in theoretical
computer science about this model and issues like decidability and complexity. The
specification of a Turing machines is done by means of the language it recognizes.
Indeed, the specification of hardware and software systems that are input-output trans-
formers refers to the transformation they perform, for example “z = x·y” or “the vector
of strings is alphabetically sorted”.

The classical definition of a computation does not capture the mode of operation of
reactive systems [23]. Such systems maintain an on-going interaction with their envi-
ronment. Operating systems, ATMs, elevators, satellites – these are all reactive systems.
The computations of reactive systems need not terminate, and their specifications refer
to the on-going interaction of the system with its environment, for example “every re-
quest is eventually granted” or “two requests are never granted simultaneously”. Formal
methods for specification, verification, and design of reactive systems have been a very
active research area since the 80s.

S. Demri, D. Kapur, and C. Weidenbach (Eds.): IJCAR 2014, LNAI 8562, pp. 1–15, 2014.
c© Springer International Publishing Switzerland 2014
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The classical definition of a computation is prevalent in many areas in computer
science, where users need to calculate a function or reach a certain desired goal. In par-
ticular, the classical setting in game theory is such that payoffs are being determined
and paid after some finitely (often one) many rounds [32]. In recent years, we see ex-
change of ideas between formal methods and game theory. In one direction, the setting
of a system interacting with its environment is naturally modeled by a game, where a
correct system corresponds to a winning strategy for the system [35]. Beyond the rel-
evancy of fundamental concepts from game theory, like partial observability [38] or
different types of strategies [33], this gives rise also to the adoption of ideas like stabil-
ity and anarchy in the context of reasoning about reactive systems. For example, [17]
studies synthesis in the presence of rational environments, [7,11] study non-zero-sum
games in formal methods. In the second direction, rich specification formalisms, espe-
cially quantitative ones, enables the extension of classical games to ones that consider
on-going behavior. For example, [9] studies Nash Equilibria in games with ω-regular
objectives, [3,10] introduce logics for specifying multi-agent systems, and [26] consid-
ers selfish on-going behaviors. Our work here belongs to this second direction, of lifting
ideas from formal methods to game theory, and we focus on games corresponding to
network design and formation.

Network design and formation is a fundamental well-studied problem that involves
many interesting combinatorial optimization problems. In practice, network design is
often conducted by multiple strategic users whose individual costs are affected by the
decisions made by others. Early works on network design focus on analyzing the effi-
ciency and fairness properties associated with different sharing rules (e.g., [24,31]). Fol-
lowing the emergence of the Internet, there has been an explosion of studies employing
game-theoretic analysis to explore Internet applications, such as routing in computer
networks and network formation [1,2,13,18]. In network-formation games (for a sur-
vey, see [40]), the network is modeled by a weighted graph. The weight of an edge
indicates the cost of activating the transition it models, which is independent of the
number of times the edge is used. Players have reachability objectives, each given by
sets of possible source and target nodes. Players share the cost of edges used in order
to fulfill their objectives. Since the costs are positive, the runs traversed by the players
are simple. Under the common Shapley cost-sharing mechanism, the cost of an edge is
shared evenly by the players that use it.

The players are selfish agents who attempt to minimize their own costs, rather than
to optimize some global objective. In network-design settings, this would mean that the
players selfishly select a path instead of being assigned one by a central authority. The
focus in game theory is on the stable outcomes of a given setting, or the equilibrium
points. A Nash equilibrium (NE) is a profile of the players’ strategies such that no
player can decrease his cost by an unilateral deviation from his current strategy, that is,
assuming that the strategies of the other players do not change.1

Reachability objectives enable the players to specify possible sources and targets.
Often, however, it is desirable to refer also to other properties of the selected paths.
For example, in a communication setting, edges may belong to different providers,

1 Throughout this paper, we focus on pure strategies and pure deviations, as is the case for the
vast literature on cost-sharing games.
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and a user may like to specify requirements like “all edges are operated by the same
provider” or “no edge operated by AT&T is followed by an edge operated by Verizon”.
Edges may also have different quality or security levels (e.g., “noisy channel”, “high-
bandwidth channel”, or “encrypted channel”), and again, users may like to specify their
preferences with respect to these properties. In planning or in production systems, nodes
of the network correspond to configurations, and edges correspond to the application of
actions. The objectives of the players are sequences of actions that fulfill a certain plan,
which is often more involved than just reachability [14]; for example “once the arm is
up, do not put it down until the block is placed”.

We extend network-formation games to a setting in which the players can specify
regular objectives. This involves two changes of the underlying setting: First, the edges
in the network are labeled by letters from a designated alphabet. Second, the objective
of each player is specified by a language over this alphabet. Each player should se-
lect a path labeled by a word in his objective language. Thus, if we view the network
as a nondeterministic weighted finite automaton (WFA) A, then the set of strategies
for a player with objective L is the set of accepting runs of A on some word in L.
Accordingly, we refer to our extension as automaton-formation games. As in classical
network-formation games, players share the cost of edges they use. Unlike the classical
game, the runs selected by the players need not be simple, thus a player may traverse
some edges several times. Edge costs are shared by the players, with the share being
proportional to the number of times the edge is traversed. This latter issue is the main
technical difference between automaton-formation and network-formation games, and
as we shall see, it is very significant.

Many variants of cost-sharing games and congestion games have been studied. A
generalization of the network-formation game of [2] in which players are weighted
and a player’s share in an edge cost is proportional to its weight is considered in [12],
where it is shown that the weighted game does not necessarily have a pure NE. In
a different type of congestion games, players’ payments depend on the resource they
choose to use, the set of players using this resource, or both [19,27,28,30]. In some of
these variants a NE is guaranteed to exist while in others it is not. All these variants are
different from automaton-formation games, where a player needs to select a multiset of
resources (namely, the edges he is going to traverse) rather than a single one.

We study the theoretical and practical aspects of automaton-formation games. In
addition to the general game, we consider classes of instances that have to do with the
network, the specifications, or their combination. Recall that the network can be viewed
as a WFA A. We consider the following classes of WFAs: (1) all-accepting, in which
all the states of A are accepting, thus its language is prefix closed (2) uniform costs, in
which all edges have the same cost, and (3) single letter, in which A is over a single-
letter alphabet. We consider the following classes of specifications: (1) single word,
where the language of each player is a single word, (2) symmetric, where all players
have the same objective. We also consider classes of instances that are intersections of
the above classes.

Each of the restricted classes we consider corresponds to a real-life variant of the
general setting. Let us elaborate below on single-letter instances. The language of an
automaton over a single letter {a} induces a subset of IN, namely the numbers k ∈ IN
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such that the automaton accepts ak. Accordingly, single-letter instances correspond to
settings in which a player specifies possible lengths of paths. Several communication
protocols are based on the fact that a message must pass a pre-defined length before
reaching its destination. This includes onion routing, where the message is encrypted
in layers [37], or proof-of-work protocols that are used to deter denial of service attacks
and other service abuses such as spam (e.g., [16]).

We provide a complete picture of the following questions for various classes of the
game (for formal definitions, see Section 2): (i) Existence of a pure Nash equilibrium.
That is, whether each instance of the game has a profile of pure strategies that constitutes
a NE. As we show, unlike the case of classical network design games, a pure NE might
not exist in general automaton-formation games and even in very restricted instances
of it. (ii) The complexity of finding the social optimum (SO). The SO is a profile that
minimizes the total cost of the edges used by all players; thus the one obtained when
the players obey some centralized authority. We show that for some restricted instances
finding the SO can be done efficiently, while for other restricted instances, the com-
plexity agrees with the NP-completeness of classical network-formation games. (iii)
An analysis of equilibrium inefficiency. It is well known that decentralized decision-
making may lead to solutions that are sub-optimal from the point of view of society
as a whole. We quantify the inefficiency incurred due to selfish behavior according
to the price of anarchy (PoA) [25,34] and price of stability (PoS) [2] measures. The
PoA is the worst-case inefficiency of a Nash equilibrium (that is, the ratio between the
worst NE and the SO). The PoS is the best-case inefficiency of a Nash equilibrium
(that is, the ratio between the best NE and the SO). We show that while the PoA in
automaton-formation games agrees with the one in classical network-formation games
and is equal to the number of players, the PoS also equals the number of players, again
already in very restricted instances. This is in contrast with classical network-formation
games, where the PoS tends to log the number of players. Thus, the fact that players
may choose to use edges several times significantly increases the challenge of finding a
stable solution as well as the inefficiency incurred due to selfish behavior. We find this
as the most technically challenging result of this work. We do manage to find structural
restrictions on the network with which the social optimum is a NE.

The technical challenge of our setting is demonstrated in the seemingly easy instance
in which all players have the same objective. Such symmetric instances are known to be
the simplest to handle in all cost-sharing and congestion games studied so far. Specifi-
cally, in network-formation games, the social optimum in symmetric instances is also a
NE and the PoS is 1. Moreover, in some games [21], computing a NE is PLS-complete
in general, but solvable in polynomial time for symmetric instances. Indeed, once all
players have the same objective, it is not conceivable that a player would want to deviate
from the social-optimum solution, where each of the k players pays 1

k of the cost of the
optimal solution. We show that, surprisingly, symmetric instances in AF-games are not
simple at all. First, we answer negatively a question we left open in [5] and show that
not only the social optimum might not be a NE, a symmetric instance need not have a
NE at all. Also, the PoS is at least k

k−1 , and for symmetric two-player AF games, we
have that PoS = PoA = 2. We also show that the PoA equals the number of players
already for very restricted instances.
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The paper is based on our paper “Network-Formation Games with Regular Objec-
tives” [5]. Due to the lack of space, some proofs and examples are missing and can be
found in the full version.

2 Preliminaries

2.1 Automaton-Formation Games

A nondeterministic finite weighted automaton on finite words (WFA, for short) is a tuple
A = 〈Σ,Q,Δ, q0, F, c〉, where Σ is an alphabet, Q is a set of states, Δ ⊆ Q× Σ × Q
is a transition relation, q0 ∈ Q is an initial state, F ⊆ Q is a set of accepting states, and
c : Δ → IR is a function that maps each transition to the cost of its formation [29]. A
run of A on a word w = w1, . . . , wn ∈ Σ∗ is a sequence of states π = π0, π1, . . . , πn

such that π0 = q0 and for every 0 ≤ i < n we have Δ(πi, wi+1, π
i+1). The run π is

accepting iff πn ∈ F . The length of π is n, whereas its size, denoted |π|, is the number
of different transitions in it. Note that |π| ≤ n.

An automaton-formation game (AF game, for short) between k selfish players is a
pair 〈A, O〉, where A is a WFA over some alphabet Σ and O is a k-tuple of regular
languages over Σ. Thus, the objective of Player i is a regular language Li, and he needs
to choose a word wi ∈ Li and an accepting run of A on wi in a way that minimizes
his payments. The cost of each transition is shared by the players that use it in their
selected runs, where the share of a player in the cost of a transition e is proportional to
the number of times e is used by the player. Formally, The set of strategies for Player i
is Si = {π : π is an accepting run of A on some word in Li}. We assume that Si is not
empty. We refer to the set S = S1 × . . .× Sk as the set of profiles of the game.

Consider a profile P = 〈π1, π2, . . . , πk〉. We refer to πi as a sequence of transitions.
Let πi = e1i , . . . , e

�i
i , and let ηP : Δ → IN be a function that maps each transition in Δ

to the number of times it is traversed by all the strategies in P , taking into an account
several traversals in a single strategy. Denote by ηi(e) the number of times e is traversed
in πi, that is, ηi(e) = |{1 ≤ j ≤ �i : e

j
i = e}|. Then, ηP (e) =

∑
i=1...k ηi(e). The cost

of player i in the profile P is

costi(P ) =
∑
e∈πi

ηi(e)

ηP (e)
c(e). (1)

For example, consider the WFA A depicted in Fig. 1. The label e1 : a, 1 on the
transition from q0 to q1 indicates that this transition, which we refer to as e1, traverses
the letter a and its cost is 1. We consider a game between two players. Player 1’s ob-
jective is the language is L1 = {abi : i ≥ 2} and Player 2’s language is {ab, ba}.
Thus, S1 = {{e1, e2, e2}, {e1, e2, e2, e2}, . . .} and S2 = {{e3, e4}, {e1, e2}}. Con-
sider the profile P = 〈{e1, e2, e2}, {e3, e4}〉, the strategies in P are disjoint, and
we have cost1(P ) = 2 + 2 = 4, cost2(P ) = 1 + 3 = 4. For the profile P ′ =
〈{e1, e2, e2}, {e1, e2}〉, it holds that η1(e1) = η2(e1) and η1(e2) = 2 · η2(e2). There-
fore, cost1(P ′) = 1

2 + 2 = 2 1
2 and cost2(P

′) = 1
2 + 1 = 1 1

2 .
We consider the following instances of AF games. Let G = 〈A, O〉. We start with

instances obtained by imposing restrictions on the WFA A. In one-letter instances,
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q1q0q2q3
e1 : a, 1

e2 : b, 3
e3 : a, 2e4 : b, 2

Fig. 1. An example of a WFA

A is over a singleton alphabet, i.e., |Σ| = 1. When depicting such WFAs, we omit the
letters on the transitions. In all-accepting instances, all the states in A are accepting; i.e.,
F = Q. In uniform-costs instances, all the transitions in the WFA have the same cost,
which we normalize to 1. Formally, for every e ∈ Δ, we have c(e) = 1. We continue to
restrictions on the objectives in O. In single-word instances, each of the languages in O
consists of a single word. In symmetric instances, the languages in O coicide, thus the
players all have the same objective. We also consider combinations on the restrictions.
In particular, we say that 〈A, O〉 is weak if it is one-letter, all states are accepting, costs
are uniform, and objectives are single words. Weak instances are simple indeed – each
player only specifies a length of a path he should patrol, ending anywhere in the WFA,
where the cost of all transitions is the same. As we shall see, many of our hardness
results and lower bounds hold already for the class of weak instances.

2.2 Nash Equilibrium, Social Optimum, and Equilibrium Inefficiency

For a profile P , a strategy πi for Player i, and a strategy π, let P [πi ← π] denote the
profile obtained from P by replacing the strategy for Player i by π. A profile P ∈ S
is a pure Nash equilibrium (NE) if no player i can benefit from unilaterally deviating
from his run in P to another run; i.e., for every player i and every run π ∈ Si it holds
that cost i(P [πi ← π]) ≥ cost i(P ). In our example, the profile P is not a NE, since
Player 2 can reduce his payments by deviating to profile P ′.

The (social) cost of a profile P , denoted cost(P ), is the sum of costs of the players
in P . Thus, cost(P ) =

∑
1≤i≤k costi(P ). Equivalently, if we view P as a set of tran-

sitions, with e ∈ P iff there is π ∈ P for which e ∈ π, then cost(P ) =
∑

e∈P c(e).
We denote by OPT the cost of an optimal solution; i.e., OPT = minP∈S cost(P ).
It is well known that decentralized decision-making may lead to sub-optimal solutions
from the point of view of society as a whole. We quantify the inefficiency incurred
due to self-interested behavior according to the price of anarchy (PoA) [25,34] and
price of stability (PoS) [2] measures. The PoA is the worst-case inefficiency of a Nash
equilibrium, while the PoS measures the best-case inefficiency of a Nash equilibrium.
Formally,

Definition 1. Let G be a family of games, and let G ∈ G be a game in G. Let Υ (G) be
the set of Nash equilibria of the game G. Assume that Υ (G) 
= ∅.

– The price of anarchy of G is the ratio between the maximal cost of a NE and the
social optimum of G. That is, PoA(G) = maxP∈Υ (G) cost(P )/OPT (G). The
price of anarchy of the family of games G is PoA(G) = supG∈GPoA(G).

– The price of stability of G is the ratio between the minimal cost of a NE and the so-
cial optimum of G. That is, PoS(G) = minP∈Υ (G) cost(P )/OPT (G). The price
of stability of the family of games G is PoS(G) = supG∈GPoS(G).
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Uniform Sharing Rule: A different cost-sharing rule that could be adopted for
automaton-formation games is the uniform sharing rule, according to which the cost
of a transition e is equally shared by the players that traverse e, independent of the
number of times e is traversed by each player. Formally, let κP (e) be the number of
runs that use the transition e at least once in a profile P . Then, the cost of including a
transition e at least once in a run is c(e)/κP (e). This sharing rule induces a potential
game, where the potential function is identical to the one used in the analysis of the clas-
sical network design game [2]. Specifically, let Φ(P ) =

∑
e∈E c(e) ·H(κP (e)), where

H0 = 0, and Hk = 1 + 1/2 + . . . + 1/k. Then, Φ(P ) is a potential function whose
value reduces with every improving step of a player, thus a pure NE exists and BRD is
guaranteed to converge2. The similarity with classical network-formation games makes
the study of this setting straightforward. Thus, throughout this paper we only consider
the proportional sharing rule as defined in (1) above.

3 Properties of Automaton-Formation Games

In this section we study the theoretical properties of AF games: existence of NE and
equilibrium inefficiency. We show that AF games need not have a pure Nash equilib-
rium. This holds already in the very restricted class of weak instances, and is in contrast
with network-formation games. There, BRD converges and a pure NE always exists. We
then analyze the PoS in AF games and show that there too, the situation is significantly
less stable than in network-formation games.

Theorem 1. Automaton-formation games need not have a pure NE. This holds already
for the class of weak instances.

Proof. Consider the WFA A depicted in Fig. 2 and consider a game with k = 2 players.
The language of each player consists of a single word. Recall that in one-letter instances
we care only about the lengths of the objective words. Let these be �1 and �2, with
�1 � �2 � 0 that are multiples of 12. For example, �1 = 30000, �2 = 300. Let C3

and C4 denote the cycles of length 3 and 4 in A, respectively. Let D3 denote the path
of length 3 from q0 to q1. Every run of A consists of some repetitions of these cycles
possibly with one pass on D3.

We claim that no pure NE exists in this instance. Since we consider long runs, the
fact that the last cycle might be partial is ignored in the calculations below. We first
show that the only candidate runs for Player 1 that might be part of a NE profile are

π1 = (C4)
�1
4 and π′1 = D3 · (C3)

�1
3 −1. If Player 1 uses both C3 and C4 multiple times,

then, given that �1 � �2, he must almost fully pay for at least one of these cycles, thus,
deviating to the run that repeats this fully-paid cycle is beneficial.

When Player 1 plays π1, Player 2’s best response is π2 = (C4)
�2
4 . In the profile

〈π1, π2〉, Player 1 pays almost all the cost of C4, so the players’ costs are (4 − ε, ε).
This is not a NE. Indeed, since �2 � 0, then by deviating to π′1, the share of Player 1

2 Best-response-dynamics (BRD) is a local-search method where in each step some player is
chosen and plays his best-response strategy, given that the strategies of the other players do
not change.
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q0 q1

Fig. 2. A weak instance of AF games with no NE

in D3 reduces to almost 0, and the players’ costs in 〈π′1, π2〉, are (3 + ε, 4 − ε). This

profile is not a NE as Player 2’s best response is π′2 = D3 · (C3)
�2
3 −1. Indeed, in the

profile 〈π′1, π′2〉, the players’ costs are (4.5 − ε, 1.5 + ε) as they share the cost of D3

and Player 1 pays almost all the cost of C3. This is not a NE either, as Player 1 would
deviate to the profile 〈π1, π

′
2〉, in which the players’ costs are (4−ε, 3+ε). The latter is

still not a NE, as Player 2 would head back to 〈π1, π2〉. We conclude that no NE exists
in this game. �

The fact that a pure NE may not exist is a significant difference between standard cost-
sharing games and AF games. The bad news do not end here and extend to equilibrium
inefficiency. We first note that the cost of any NE is at most k times the social optimum
(as otherwise, some player pays more than the cost of the SO and can benefit from
migrating to his strategy in the SO). Thus, it holds that PoS ≤ PoA ≤ k. The following
theorem shows that this is tight already for highly restricted instances.

Theorem 2. The PoS in AF games equals the number of players. This holds already for
the class of weak instances.

Proof. We show that for every k, δ > 0 there exists a simple game with k players
for which the PoS is more than k − δ. Given k and δ, let r be an integer such that
r > max{k, k−1

δ −1}. Consider the WFA A depicted in Fig. 3. Let L = 〈�1, �2, . . . , �k〉
for �2 = . . . = �k and �1 � �2 � r denote the lengths of the objective words. Thus,
Player 1 has an ‘extra-long word’ and the other k − 1 players have words of the same,
long, length. Let Cr and Cr+1 denote, respectively, the cycles of length r and r + 1 to
the right of q0. Let Dr denote the path of length r from q0 to q1, and let Dkr denote the
‘lasso’ consisting of the kr-path and the single-edge loop to the left of q0.

q0 q1

. . .
(r + 1)-edge cycle

. . .
r-edge cycle. . .

k · r edges

Fig. 3. A weak instance of AF games for which PoS = k

The social optimum of this game is to buy Cr+1. Its cost is r + 1. However, as we
show, the profile P in which all players use Dkr is the only NE in this game. We first
show that P is a NE. In this profile, Player 1 pays r + 1− ε and each other player pays
r + ε/(k − 1). No player will deviate to a run that includes edges from the right side
of A. Next, we show that P is the only NE of this game: Every run on the right side
of A consists of some repetitions of Cr+1 and Cr, possibly with one traversal of Dr.
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Since we consider long runs, the fact that the last cycle might be partial is ignored in
the calculations below.

In the social optimum profile, Player 1 pays r + 1− ε and each of the other players
pays ε/(k − 1). The social optimum is not a NE as Player 1 would deviate to Dr · C∗r
and will reduce his cost to r+ε′. The other players, in turn, will also deviate to Dr ·C∗r .
In the profile in which they are all selecting a run of the form Dr · C∗r , Player 1 pays
r + r/k − ε > r + 1 and prefers to return to C∗r+1. The other players will join him
sequentially, until the non-stable social optimum is reached. Thus, no NE that uses the
right part of A exists. Finally, it is easy to see that no run that involves edges from both
the left and right sides of A or includes both Cr+1 and Cr can be part of a NE.

The cost of the NE profile is kr+1 and the PoS is therefore kr+1
r+1 = k− k−1

r+1 > k−δ.
�

4 Computational Complexity Issues in AF Games

In this section we study the computational complexity of two problems: finding the
cost of the social optimum and finding the best-response of a player. Recall that the
social optimum (SO) is a profile that minimizes the total cost the players pay. It is well-
known that finding the social optimum in a network-formation game is NP-complete.
We show that this hardness is carried over to simple instances of AF games. On the
positive side, we identify non-trivial classes of instances, for which it is possible to
compute the SO efficiently. The other issue we consider is the complexity of finding the
best strategy of a single player, given the current profile, namely, the best-response of a
player. In network-formation games, computing the best-response reduces to a shortest-
path problem, which can be solved efficiently. We show that in AF games, the problem
is NP-complete.

The proofs of the following theorems can be found in the full version. The reductions
we use are from the set-cover problem, where choice of sets are related to choice of
transitions.

Theorem 3. Finding the value of the social optimum in AF games is NP-complete.
Moreover, finding the social optimum is NP-complete already in single-worded in-
stances that are also uniform-cost and are either single-lettered or all-accepting.

The hardness results in Theorem 3 for single-word specification use one of two prop-
erties: either there is more than one letter, or not all states are accepting. We show that
finding the SO in instances that have both properties can be done efficiently, even for
specifications with arbitrary number of words.

For a language Li over Σ = {a}, let short(i) = minj{aj ∈ Li} denote the length
of the shortest word in Li. For a set O of languages over Σ = {a}, let �max(O) =
maxi short(i) denote the length of the longest shortest word in O. Clearly, any solution,
in particular the social optimum, must include a run of length �max(O). Thus the cost of
the social optimum is at least the cost of the cheapest run of length �max(O). Moreover,
since the WFA is single-letter and all-accepting, the other players can choose runs that
are prefixes of this cheapest run, and no additional transitions should be acquired. We
show that finding the cheapest such run can be done efficiently.
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Theorem 4. The cost of the social optimum in a single-letter all-accepting instance
〈A, O〉 is the cost of the cheapest run of length �max(O). Moreover, this cost can be
found in polynomial time.

We turn to prove the hardness of finding the best-response of a player. Our proof is
valid already for a single player that needs to select a strategy on a WFA that is not used
by other players (one-player game).

Theorem 5. Finding the best-response of a player in AF games is NP-complete.

5 Tractable Instances of AF Games

In the example in Theorem 1, Player 1 deviates from a run on the shortest (and cheapest)
possible path to a run that uses a longer path. By doing so, most of the cost of the
original path, which is a prefix of the new path and accounts to most of its cost, goes
to Player 2. We consider semi-weak games in which the WFA is uniform-cost, all-
accepting, and single-letter, but the objectives need not be a single word. We identify a
property of such games that prevents this type of deviation and which guarantees that
the social optimum is a NE. Thus, we identify a family of AF games in which a NE
exists, finding the SO is easy, and the PoS is 1.

Definition 2. Consider a semi-weak game 〈A, O〉. A lasso is a path u · v, where u is a
simple path that starts from the initial state and v is a simple cycle. A lasso ν is minimal
in A if A does not have shorter lassos. Note that for minimal lassos u · v, we have that
u ∩ v = ∅. We say that A is resistant if it has no cycles or there is a minimal lasso
ν = u · v such that for every other lasso ν′ we have |u \ ν′|+ |v| ≤ |ν′ \ ν|.

Consider a resistant weak game 〈A, O〉. In order to prove that the social optimum is
a NE, we proceed as follows. Let ν be the lasso that is the witness for the resistance
of A. We show that the profile S∗ in which all players choose runs that use only the
lasso ν or a prefix of it, is a NE. The proof is technical and we go over all the possible
types of deviations for a player and use the weak properties of the network along with
its resistance. By Theorem 4, the cost of the profile is the SO. Hence the following. The
full proof can be found in full version.

Theorem 6. For resistent semi-weak games, the social optimum is a NE.

A corollary of Theorem 6 is the following:

Corollary 1. For resistant semi-weak games, we have PoS= 1.

We note that resistance can be defined also in WFAs with non-uniform costs, with
cost(ν) replacing |ν|. Resistance, however, is not sufficient in the slightly stronger
model where the WFA is single-letter and all-accepting but not uniform-cost. Indeed,
given k, we show a such a game in which the PoS is kx, for a parameter x that can be
arbitrarily close to 1. Consider the WFA A in Fig. 5. Note that A has a single lasso and
is thus a resistant WFA. The parameter �1 is a function of x, and the players’ objec-
tives are single words of lengths �1 � �2 � . . . � �k � 0. Similar to the proof of
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Theorem 2, there is only one NE in the game, which is when all players choose the left
chain. The social optimum is attained when all players use the self-loop, and thus for
a game in this family, PoS = k·x

1 . Since x tends to 1, we have PoS = k for resistant
all-accepting single-letter games. The proof can be found in the full version.

q0 q1 . . . q�1−2 q�1−1q′
1

q′
2

. . .q′
�1−1

q′
�1

1

x 0 0 0k · x0000

Fig. 4. A resistant all-accepting single-letter game in which the PoS tend to k

6 Surprises in Symmetric Instances

In this section we consider the class of symmetric instances, where all players share
the same objective, that is, there exists a language L, such that for all 1 ≤ i ≤ k, we
have Li = L. In such instances it is tempting to believe that the social optimum is also
a NE, as all players evenly share the cost of the solution that optimizes their common
objective. While this is indeed the case in all known symmetric games, we show that,
surprisingly, this is not valid for AF-games, in fact already for the class of one-letter, all
accepting, unit-cost and single-word instances.

We start, however, with general symmetric instances, and show that a NE need not
exist.

Theorem 7. Symmetric instances of AF-games need not have a pure NE.

Proof. Consider a WFA A consisting of a single accepting state with two self loops,
labeled (a, 1) and (b, 5

14 − ε). Let �1 and �2 be such that 0 � �2 � �1. We define
L = a6 + ab�1 + aab�2 + aaab. We denote the 4 strategies available to each of the
players by A,B,C, and D, with A = (6, 0) indicating 6 uses of the a transition and 0
uses of the b transition, B = (1, �1), C = (2, �2), and D = (3, 1).

In order to show that there is no NE, we only have to show that the four profiles in
which the players follow the same strategy are not a NE. Indeed, it is easy to see that
for every other profile, one of the players would deviate to one of these profiles. Now,
in profile 〈A,A〉 both players pay 1

2 as they split the cost of the a-transition evenly. This
is not a NE as Player 1 (or, symmetrically, Player 2) would deviate to 〈B,A〉, where he
pays 1

7 for the a-transition and the full price of the b-transition, which is 5
14 − ε, thus he

pays 1
2 − ε.

In profile 〈B,B〉, both players pay 1
2 for the a-transition plus 5

2·14 − ε for the b-
transition, which sums to 0.678 − ε. This is not a NE, as Player 1 would deviate to
〈C,B〉, where he pays 2

3 for the a-transition and, as �2 � �1, only ε for the b-transition.
In profile 〈C,C〉, again both players pay 0.678− ε. By deviating to 〈D,C〉, Player

1 reduces his payment to 3
5 + ε. Finally, in profile 〈D,D〉, both players pay 0.678 − ε

and when deviating to 〈A,D〉, Player 1 reduces his payment to 6
9 .

We continue to study the PoS. Before we show that the PoS can be larger than 1, let us
elaborate on the PoA. It is easy to see that in symmetric AF games, we have PoA = k.
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This bound is achieved, as in the classic network-formation game, by a network with
two parallel edges labeled by a and having costs k and 1. The players all have the same
specification L = {a}. The profile in which all players select the expensive path is a
NE. We show that PoA = k is achieved even for weak symmetric instances.

Theorem 8. The PoA equals the number of players, already for weak symmetric in-
stances.

Proof. We show a lower bound of k. The example is a generalization of the PoA in cost
sharing games [2]. For k players, consider the weak instance depicted in Fig. 6, where
all players have the length k. Intuitively, the social optimum is attained when all players
use the loop 〈q0, q0〉 and thus OPT = 1. The worst NE is when all players use the run
q0q1 . . . qk, and its cost is clearly k. Formally, there are two NEs in the game:

– The cheap NE is when all players use the loop 〈q0, q0〉. This is indeed a NE because
if a player deviates, he must buy at least the transition 〈q0, q1〉. Thus, he pays at least
1, which is higher than 1

k , which is what he pays when all players use the loop.
– The expensive NE is when all players use the run q0, q1, . . . , qk. This is a NE be-

cause a player has two options to deviate. Either to the run that uses only the loop,
which costs 1, or to a run that uses the loop and some prefix of q0, q1, . . . , qk, which
costs at least 1 + 1

k . Since he currently pays 1, he has no intention of deviating to
either runs.

Since the cheap NE costs 1 and the expensive one costs k, we get PoA = k. �

q0 q1 q2 · · · qk

Fig. 5. The WFA A for which a symmetric game with |L| = 1 achieves PoA = k

We now turn to the PoS analysis. We first demonstrate the anomaly of having
PoS > 1 with the two-player game appearing in Fig. 6. All the states in the WFA
A are accepting, and the objectives of both players is a single long word. The social
optimum is when both players traverse the loop q0, q1, q0. Its cost is 2 + ε, so each
player pays 1 + ε

2 . This, however, is not a NE, as Player 1 (or, symmetrically, Player 2)
prefers to deviate to the run q0, q1, q1, q1, . . ., where he pays the cost of the loop q1, q1
and his share in the transition from q0 to q1. We can choose the length of the objective
word and ε so that this share is smaller than ε

2 , justifying his deviation. Note that the
new situation is not a NE either, as Player 2, who now pays 2, is going to join Player 1,
resulting in an unfortunate NE in which both players pay 1.5.

It is not hard to extend the example from Fig. 6 to k > 2 players by changing
the 2-valued transition to k, and adjusting ε and the lengths of the players accordingly.
The social optimum and the only NE are as in the two-player example. Thus, the PoS
in the resulting game is 1 + 1

k .
A higher lower bound of 1+ 1

k−1 is shown in the following theorem. Although both
bounds tend to 1 as k grows to infinity, this bound is clearly stronger. Also, for k = 2,
the bound PoS = 1+ 1

k−1 = 2 is tight. We conjecture that k
k−1 is tight for every k > 2.
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q0 q1

2

ε

1

Fig. 6. The WFA A for which the SO in a symmetric game is not a NE

Theorem 9. In a symmetric k-player game, the PoS is at least k
k−1 .

Proof. For k ≥ 2, we describe a family of symmetric games for which the PoS tends
to k

k−1 . For n ≥ 1, the game Gε,n uses the WFA that is depicted in Figure 7. Note
that this is a one-letter instance in which all states are accepting. The players have an
identical specification, consisting of a single word w of length � � 0. We choose �
and ε = ε0 > . . . > εn−1 as follows. Let C0, . . . , Cn denote, respectively, the cycles
with costs (kn + ε0), (k

n−1 + ε1), . . . , (k + εn−1), 1. Let r0, . . . , rn be lasso-runs on
w that end in C0, . . . , Cn, respectively. Consider 0 ≤ i ≤ n − 1 and let Pi be the
profile in which all players choose the run ri. We choose � and εi so that Player 1
benefits from deviating from Pi to the run ri+1, thus Pi is not a NE. Note that by
deviating from ri to ri+1, Player 1 pays the same amount for the path leading to Ci.
However, his share of the loop Ci decreases drastically as he uses the kn−i-valued
transition only once whereas the other players use it close to � times. On the other hand,
he now buys the loop Ci+1 by himself. Thus, the change in his payment change is
1
k · (kn−i + εi)− (ε′ + kn−(i+1) + εi+1). We choose εi+1 and � so that εi

k > ε′ + εi+1,
thus the deviation is beneficial.

kn

ε0

kn−1

ε1

. . .

kn−2

ε2

k2

εn−2

k

εn−1

1

Fig. 7. The network of the identical-specification game Gε,n, in which PoS tends to k
k−1

We claim that the only NE is when all players use the run rn. Indeed, it is not hard to
see that every profile in which a player selects a run that is not from r0, . . . , rn cannot
be a NE. Also, a profile in which two players select runs ri and rj , for 1 ≤ i < j ≤ n,
cannot be a NE as the player using ri can decreases his payment by joining the other
player in rj . Finally, by our selection of ε1, . . . , εn, and �, every profile in which all the
players choose the run ri, for 0 ≤ i ≤ n− 1, is not a NE.

Clearly, the social optimum is attained when all players choose the run r0, and its
cost is kn + ε. Since the cost of the only NE in the game is

∑
0≤i≤n kn−i, the PoS in

this family of games tends to k
k−1 as n grows to infinity and ε to 0. �

Finally, we note that our hardness result in Theorem 5 implies that finding the social
optimum in a symmetric AF-game is NP-complete. Indeed, since the social optimum
is the cheapest run on some word in L, finding the best-response in a one-player game
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is equivalent to finding the social optimum in a symmetric game. This is contrast with
other cost-sharing and congestion game (e.g. [21], where the social optimum in sym-
metric games can be computed using a reduction to max-flow).
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Electronic Voting: How Logic Can Help�

Véronique Cortier

LORIA - CNRS, France

Abstract. Electronic voting should offer at least the same guarantees than tra-
ditional paper-based voting systems. In order to achieve this, electronic voting
protocols make use of cryptographic primitives, as in the more traditional case
of authentication or key exchange protocols. All these protocols are notoriously
difficult to design and flaws may be found years after their first release. For-
mal models, such as process algebra, Horn clauses, or constraint systems, have
been successfully applied to automatically analyze traditional protocols and dis-
cover flaws. Electronic voting protocols however significantly increase the diffi-
culty of the analysis task. Indeed, they involve for example new and sophisticated
cryptographic primitives, new dedicated security properties, and new execution
structures.

After an introduction to electronic voting, we describe the current techniques
for e-voting protocols analysis and review the key challenges towards a fully
automated verification.

1 Context

Electronic voting promises a convenient and efficient way for collecting and tallying
votes, avoiding human counting errors. Several countries now use electronic voting for
politically binding elections. This is for example the case of Argentina, United States,
Norway, Canada, or France. However electronic voting also causes controversy. Indeed
these systems have been shown to be vulnerable to attacks. For example, the Diebold
machines as well as the electronic machines used in India have been attacked [44,58].
Consequently, some countries like Germany, Netherlands, or the United Kingdom have
stopped electronic voting, at least momentarily [47].

Electronic voting covers two distinct families of voting systems: voting machines and
Internet voting. Voting machines are computers placed at polling stations. They provide
an interface for the voters to cast their vote and they process the ballots. Internet voting
do not need physical polling stations: voters may simply vote using their own device
(computers, smartphones, etc.) from home. In this paper we focus on Internet voting.

Internet voting raises several security challenges. Firstly, since votes need to be sent
through the Internet, they obviously cannot be sent in clear. A simple solution would
therefore to have all the voters encrypt their votes with the key of the voting server. At
the end of the election, the server can then simply decrypt all the votes and announce the
result. This is however not at all satisfactory since voters have no privacy with respect
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under the European Union’s Seventh Framework Programme (FP7/2007-2013) / ERC grant
agreement no 258865, project ProSecure.
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to the voting authority who could easily learn the vote of everyone. Moreover, such a
solution offers no transparency: voters have no way to check that the announced out-
come corresponds to the votes casted by voters. Therefore, two main security properties
are put forward in the context of Internet voting: confidentiality and verifiability.

– Confidentiality or vote privacy ensures that no one can learn someone else’ vote.
Stronger than vote privacy is receipt-freeness: a voter should not be able to prove
how she voted, even if she is willing to. In particular, she should not be given a re-
ceipt that can prove to a third-party for who she voted. This is to prevent vote buying
for example. Even stronger than receipt-freeness is coercion resistance: even if a
voter is temporarily under the control of a coercer, she should be able to cast the
vote of her choice. This is typically achieved by letting voters re-vote (without the
coercer being able to notice it).

– Verifiability ensures that anyone can check that the final result corresponds to the
votes. In the literature, verifiability is typically split into sub-properties: individual
verifiability states that a voter can check that her ballot appears on the bulletin
board while universal verifiability states that the announced result corresponds to
the ballots on the bulletin board. An additional property is eligible verifiability:
only legitimate voters can vote, at most once. Of course, all these three properties
are highly desirable.

A voting system should ensure all these properties despite the presence of attackers who
may intercept communications and control some of the voters. Ideally, these properties
should also hold when some voting authorities are corrupted too since it is desirable
that voters can trust the result without having to trust all the authorities.

There is therefore a need for rigorous foundations for formalizing and reasoning
about security of voting systems. In a slightly different context, formal methods have
shown their usefulness in the analysis of security protocols. This line of research has
started in the late 70’s with the seminal work of Dolev and Yao [42] and Even and
Goldreich [43]. Since then, many decision procedures have been developed to auto-
matically analyse security properties such as authentication or confidentiality. Current
leading tools include e.g. ProVerif [20,21], Avispa [11], and Scyther [36]. They have
been successfully applied to protocols of the literature as well as well-deployed proto-
cols such as SSL and Kerberos, yielding the discoveries of flaws. A famous flaw is the
“man-in-the-middle” attack found by Lowe [51] on the Needham-Schroeder asymmet-
ric key protocol. More recently, an automated analysis [23] proved most of the secure
tokens implementing the PKCS#11 standard to be broken. Similarly, a flaw was dis-
covered using the Avispa tool on the Single-Sign-On protocol [12], used by many sites
including Google.

Despite the similarities between standard security protocols and voting protocols,
the current analysis techniques for standard protocols do not apply very well to voting
systems. This is due to two main reasons. First, the cryptographic primitives used in
e-voting are often ad-hoc and more complex than standard encryption and signatures.
Second, privacy properties such as vote privacy or coercion-resistance are typically ex-
pressed as equivalence properties while the techniques developed so far mostly apply
to reachability properties. We survey here the particularities of Internet voting and de-
scribe the current limitations of existing techniques.
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2 Existing Systems for Internet Voting

We first start by a short overview of some existing voting systems. This list is not meant
to be exhaustive. Many systems used by companies are proprietary and there is few
information available. We focus here on publicly available Internet voting systems, de-
signed for achieving both privacy and verifiability.

Helios [8] is based on a protocol proposed by Cramers et al [35] with a variant pro-
posed by Benaloh [16]. It has been used at the University of Louvain-la-Neuve to elect
its president (recteur) and also in student elections. The IACR (International Associ-
ation for Cryptologic Research) now uses Helios to elect its board, since 2010 [1]. It
makes use of homomorphic encryption and zero-knowledge proofs. Helios has been
proved to offer ballot privacy [33,17,18] (provided some fix is implemented [33]) and
verifiability [32]. Several variants of Helios have then been proposed to enforce more
properties. For example, [37] is a variant of Helios that guarantees everlasting privacy,
that is, vote privacy is guaranteed even if the keys of the election get broken after the
election. Belenios [32] offers better verifiability, in particular even if the election server
is corrupted. However, Helios is not receipt-free (nor its variants): a voter may prove
how she voted. It should therefore be used in low-coercion environment only.

Civitas [29] is one of the only implemented scheme (if not the only one) that offers
both verifiability and coercion-resistance. It makes use of plaintext equivalence tests,
re-encryption and mixnets. Civitas is still quite complex, both in terms of usability and
computational complexity. It is therefore still unclear whether it is scalable to large
elections.

Norwegian Protocol [46]. Norway has conducted Internet voting trials during the par-
liamentary election of 2013 and 2011. For the last election in 2013, about 250 000 voters
of twelve selected municipalities were offered the possibility to use Internet voting [2].
The underlying voting protocol is developed by Scytl [3,4] and is designed for both
privacy and verifiability: voters are given a receipt that allow them to check that their
vote has been counted, under some rather strong trust assumptions.

Several more academic voting protocols have been proposed in the literature such as
the FOO protocol [45] or the Okamoto protocol [53].

3 Cryptographic Primitives

Different formal models have been designed to reason about security protocols. Most
popular ones include process algebra (e.g. CSP [55], applied-pi [5], spi-calculus [7]),
strand spaces [56], Horn clauses [19], or constraint systems [52,30]. They all have in
common the fact that messages are represented by terms.

3.1 Terms

Given a signature F , that is, a finite set of function symbols with their arity, given a set
of variables X , the set of terms T (F ,X ) is defined by the following grammar:

t, t1, . . . , tn ::= x | f(t1, . . . , tn) x ∈ X
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For example, a typical signature for security protocols is

Fenc = {enc, dec, pair, proj1, proj2}

The function symbol enc represents encryption with associated decryption operator
dec while pair represents concatenation with associated projectors proj1 and proj2. The
properties of the primitives are then expressed through an equational theory. For (sym-
metric) encryption and concatenation, the usual equations are the following ones:

dec(enc(x, y), y) = x
proj1(pair(x, y)) = x
proj2(pair(x, y)) = y

For example, proj2(dec(enc(pair(a, n), k), k) = n.
The equational theories are rather simple and belong to the class of subterm conver-

gent theories [6]: they are convergent and the right member of an equational is always a
subterm of the left member, or a constant. Deciding secrecy or authentication properties
have been shown to be decidable both for passive [6] and active adversaries [15], for a
bounded number of sessions. Some tools such as ProVerif [20] or Akiss [25] can handle
arbitrary theories (with no termination guarantee of course) and typically behave well
for subterm convergent theories.

3.2 Equational Theories for e-voting

Cryptographic primitives for e-voting systems are however more complex than standard
primitives such as encryption or signatures. We review here some examples.

A rather standard primitive is blind signature, used for example in the FOO proto-
col [45]. While signatures are typically designed to be non malleable, blind signatures
support some form of malleability. In FOO, voters send a blinded version of their vote
to the voting authority, get it signed and then retrieve the signature of the authority on
their (unblinded) vote. This property can be formalised as follows [41]:

unblind(sign(blind(x, z), y), z) = sign(x, y)

This equation means intuitively that knowing the blinding factor and the signature of
a blinded message, anyone can compute the signature of the original message.

Another example comes from the Helios protocol described in Section 2. This proto-
col involves homomorphic encryption, that is, the combination of two encrypted votes
yields the encryption of the sum of the votes. This property is at the heart of the Helios
protocol since anyone can combine the votes to obtain the result (in an encrypted form).
This homomorphic property can be expressed by the following equation:

aenc(v1, r1, pk) ∗ aenc(v2, r2, pk) = aenc(v1 + v2, r1.r2, pk)

where ∗, +, and . are associative and commutative functional symbols. Note that aenc is
a ternary symbol that represents (randomized) asymmetric encryption. The second ar-
gument r represents the randomness used for encrypting. Using randomized encryption
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proj1(pair(x, y)) = x (1)

proj2(pair(x, y)) = y (2)

dec(aenc(xplain, xrand, pk(xsk)), xsk) = xplain (3)

dec(blind(aenc(xplain, xrand, pk(xsk)), xblind), xsk) = blind(xplain, xblind) (4)

aenc(xpl, xrand, xpub) ◦ aenc(ypl, yrand, xpub) =

aenc(xpl � ypl,xrand ∗ yrand, xpub) (5)

renc(aenc(xplain, xrand, pk(xsk)), ysk) =

aenc(xplain,xrand, pk(xsk + ysk)) (6)

unblind(blind(xplain, xblind), xblind) = xplain (7)

Checksign(xplain, vk(xid), sign(xplain, xid)) = ok (8)

Checkpfk(vk(xid), ball, pfk(xid, xrand, xplain, ball)) = ok

where ball = aenc(xplain, xrand, xpub) (9)

Checkpfkk(vk(xid), ball, pfkk(vk(xid), xbk, xplain, ball)) = ok

where ball = renc(xplain, xbk) or ball = blind(xplain, xbk) (10)

The symbols +, ∗, �, and ◦ are assumed to be commutative and associative.

Fig. 1. Equations used in [34] to model the protocol used in Norway

is crucial in e-voting to prevent an attacker to compare encrypted votes. However, as-
sociativity and commutativity are typically not supported by existing tools for security
protocols.

Other examples of primitives used in e-voting are trapdoor commitments schemes,
zero-knowledge proofs, designated verifier zero-knowledge proofs, or plaintext equiva-
lence tests. Of course, voting systems may mix several of those primitives. For the sake
of illustration, we display in Figure 1 the complete equational theory used in [34] to
model the protocol used in Norway. It is clearly out of reach of existing tools.

4 Security Properties

Most existing techniques developed so far for security protocols focus on reachability
properties, that is, properties of the form: “for any execution trace, nothing bad hap-
pens”. Confidentiality of keys or nonces as well as authentication properties are typical
security properties that fall into the category of reachability properties. Ballot secrecy is
however not expressed as a reachability property. Indeed, ballot privacy does not mean
that the value of the vote remains secret. On the contrary, all the possible values of a
vote (for example 0 or 1 in case of a referendum) are well-known by anyone. Therefore
ballot secrecy is typically stated as an indistinguishability property [41]: an attacker
should not notice any difference when Alice is voting 0 and Bob is voting 1 from the
converse scenario where votes are swapped (Alice votes 1 and Bob votes 0). This can be
easily expressed in process algebra calculus that has a notion of behavioral equivalence
≈.
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VAlice(0) | VBob(1) ≈ VAlice(1) | VBob(0)

where the process Vα represents voter α.
Coercion-resistance and receipt-freeness are also stated using equivalence proper-

ties [40].
ProVerif is one of the only tools that can check equivalence properties. It actually

tries to prove a stronger property than behavioral equivalence [21] for couple of proto-
cols that have a very similar structure. However ProVerif does not work very well on
vote privacy, although it has recently improved [27]. Several recent (and preliminary)
tools have been proposed to check equivalence of protocols, for a bounded number
of sessions. AKiSs [25] can check (trace) equivalence for arbitrary (convergent) the-
ories but is not guaranteed to terminate. APTE [26] checks (trace) equivalence for a
large family of standard primitives (encryption, signatures, hashes, concatenation) and
can handle non determinism and else branches. SPEC [38] implements a procedure for
open bisimulation, a notion of equivalence stronger than the standard notion of trace
equivalence.

Verifiability has not yet reached the same level of maturity than ballot privacy in
terms of modeling. A first proposal has been made in [49] that provides formal def-
initions of both individual, universal, and eligibility verifiability. A much simpler yet
probably weaker definition [48,32] states that the final outcome should contain:

– the votes of all voters that have voted and performed appropriate checks;
– a subset of the votes of the voters that did vote but did not check anything;
– at most k arbitrary valid votes where k is the number of voters under the control of

the attacker.

Another approach [50] proposes a very general framework to define verifiability and
also accountability, a notion that captures that a system should not only be verifiable
but in case something wrong happened, it should be possible to blame who misbehaved.
Due to its generality, the approach developed in [50] does not provide with a unique
definition of verifiability. Instead one has to instantiate the framework for each voting
system.

It is likely that new alternative definitions will still emerge to formally define verifi-
ability.

5 Conclusion

Voting systems raise challenging issues to the area of formal verification of security
protocols. First, tools and techniques need to shift from reachability to equivalence-
based properties. The interest of equivalence-based properties is not confined to voting
systems. Indeed behavioural equivalences are used more generally to formalize privacy
properties such as anonymity or unlinkability in many different contexts (RFIDs [24,10],
passports [28], mobile telephony systems[9]). They may also express security proper-
ties closer to game-based definitions used in cryptography. For example, learning even
a single bit of a key is considered as an attack in cryptography. The fact that not even
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a bit of the secret shall be linked is called strong secrecy in symbolic models and is
defined through the equivalence of two processes. More generally, game-based cryp-
tographic definitions can be defined in symbolic models through equivalences [31,39].
New tools have been designed to automatically check equivalence of security proto-
cols, for a bounded number of sessions. This is in particular the case of AKiSs [25],
APTE [26], and SPEC [38]. For an unbounded number of sessions, the only available
tool is ProVerif [20,21] which can check equivalence for pairs of protocols that have
the same structure and for reasonably general equational theories.

Another major issue of e-voting systems is the complexity and variety of crypto-
graphic primitives that include homomorphic encryption, re-encryption mixnets, zero-
knowledge proofs, and trapdoor commitments. These primitives may be formalized
through equational theories. However, most of them include associative and commu-
tative symbols and are out of reach of existing tools, even for reachability properties.

Moreover, the primitives used in e-voting challenge the abstractions made in sym-
bolic models: although the resulting equational theories are already quite complex,
some equations may still be missed. In cryptography, more accurate models are used:
instead of using process algebra with terms, protocols and attackers are simply any
(polynomial) Turing machines. While cryptographic and symbolic models largely dif-
fer, symbolic models were shown to be sound with respect to cryptographic ones, that is,
any protocol proved to be secure in symbolic models is deemed secure in cryptographic
ones. Such a soundness result holds for most standard primitives [13,22] but very few
results exist outside these standard primitives ([54] being one of the few exceptions).
Some primitives like the Exclusive Or were even shown to be impossible to soundly
abstract [57]. It may be therefore preferable in some cases to analyse e-voting protocols
directly in cryptographic models, possibly using recently developed techniques that as-
sist and partially automate the proof (see for example the line of research developed on
EasyCrypt [14]).

To conclude, we expect e-voting to continue to foster the development of new tech-
niques and tools in both symbolic and cryptographic approaches.
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Abstract. Over the last forty years, computer scientists have invented
or borrowed numerous logics for reasoning about digital systems. Here,
I would like to concentrate on three of them: Linear Time Temporal
Logic (LTL), branching time Computation Tree temporal Logic (CTL),
and Propositional Dynamic Logic (PDL), with and without converse.
More specifically, I would like to present results and techniques on how
to solve the satisfiability problem in these logics, with global assump-
tions, using the tableau method. The issues that arise are the typical
tensions between computational complexity, practicality and scalability.
This is joint work with Linh Anh Nguyen, Pietro Abate, Linda Postniece,
Florian Widmann and Jimmy Thomson.

1 Introduction and Credits

Over the last forty years, computer scientists have invented or borrowed nu-
merous logics for reasoning about digital systems [1]. Here, I would like to con-
centrate on three of them: Linear Time Temporal Logic (LTL), branching time
Computation Tree temporal Logic (CTL), and Propositional Dynamic Logic
(PDL). More specifically, I would like to present results and techniques on how
to solve the satisfiability problem in these logics, with global assumptions, using
the tableau method. The issues that arise are the typical tensions between com-
putational time-complexity, space-complexity, practicality and scalability. This
overview is based on joint work with Linh Anh Nguyen [2, 3], Linda Postniece [4]
and Florian Widmann [5–7]. Some of the implementations have been refined by
Jimmy Thomson. The current best account with full algorithmic details and
proofs is Widmann’s doctoral dissertation [8].

I have deliberately concentrated on tableaux methods, but the satisfiability
problem for some of these fixpoint logics can also be solved using resolution
methods and automata methods. These are beyond my expertise.

I assume that the reader is familiar with the syntax and semantics of proposi-
tional modal, description and fixpoint logics, the notion of global logical conse-
quence in these logics, the associated notions of being satisfiable with respect to
a set of global assumptions (TBox) and with basic tableau methods for classical
propositional logic. I assume that all formulae are in negation normal form since
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this reduces the number of rules. It is well-known that, in all the logics I consider,
a formula can be put into negation normal form with only a polynomial increase
in size, while preserving validity. I also assume that we are given a finite set T
of “global assumptions” (TBox) and asked to solve the problem of whether φ is
satisfiable with respect to the global assumptions T in the logic under consid-
eration. Thus a formula φ is a global logical consequence of T iff the formula
nnf (¬φ) is unsatisfiable with respect to T , where nnf (.) is the function that
returns the negation normal form of its argument.

The tableau method is a very general method for automated reasoning and
has been widely applied for modal logics [9] and description logics [10]. Tableau
methods usually come in two flavours as we explain shortly. Both methods build
a rooted tree with some leaves duplicating ancestors, thereby giving cycles. Be-
cause the same node may be explored on multiple branches, tableau algorithms
are typically suboptimal w.r.t. the known theoretical bounds for many logics. For
example, the traditional tableau method for ALC can require double-exponential
time even though the decision problem is known to be exptime-complete.

For fixpoint logics like LTL, CTL and PDL, optimal tableau methods are
possible if we proceed in stages with the first stage building a cyclic graph,
and subsequent passes pruning nodes from the graph until no further pruning is
possible or until the root node is pruned [11]. Optimality can also be obtained
if we construct the set of all subsets of the Fischer-Ladner closure of the given
initial formula [12]. But these methods can easily require exponential time even
when it is not necessary. Indeed, the method of Fischer and Ladner will always
require exponential time since it must first construct the set of all subsets of a
set whose size is usually linear in the size of the given formula.

Thus a long-standing open problem in tableau methods for modal, description,
and fixpoint logics has been to find a complexity-optimal and “on the fly” method
for checking satisfiability which only requires exponential time when it is really
necessary. We describe such tableau methods for each of the logics K, Kt (i.e. K
with converse) and PDL. The resulting methods necessarily build graphs rather
than trees. The various components can be combined non-trivially to give an
on-the-fly and complexity-optimal tableau method for CPDL (i.e. PDL with
converse) but we omit details. We also describe sub-optimal tableaux methods
for these logics which build one single tree tableau and determine satisfiability
in one pass by exploring this tree one branch at a time, reclaiming the space
of previous branches. We describe such a method for the logic CTL, and give
pointers to how to adapt such one-pass methods to LTL and PDL.

2 Traditional Modal and Description Logic Tree Tableaux

A tableau is a tree of nodes where the children of a node are created by applying
a tableau rule to the parent and where each node contains a finite set of formulae.
We refer to these formulae as the “contents” of a node, noting that the term
“label” is also used to mean the same thing. Thus a label is not a name for a
Kripke world as in some formulations of “labelled tableaux”. The ancestors of a
node are simply the nodes on the unique path from the root to that node.
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(id)
Γ ; ¬p ; p

(∧)Γ ; ϕ ∧ ψ

Γ ; ϕ ; ψ
(∨) Γ ; ϕ ∨ ψ

Γ ; ϕ | Γ ; ψ

(∃) Δ ; []Γ ; 〈〉ϕ1 ; · · · ; 〈〉ϕn

Γ ; ϕ1 ; T || · · · || Γ ; ϕn ; T
Δ contain only atoms and negated atoms

Fig. 1. AND/OR Tableaux Rules for Modal Logic with Global Assumptions T

A leaf node is “closed” when it can be deemed to be unsatisfiable, usually
because it contains an obvious contradiction like p and ¬p. A leaf is “open”
when it can be deemed to be satisfiable, usually when no rule is applicable to
it, but also when further rule applications are guaranteed to give an infinite
(satisfiable) branch. A branch is closed/open if its leaf is closed/open. The aim
of course is to use these classifications to determine whether the root node is
satisfiable or unsatisfiable. But the tableau used in modal logics and those used
in description logics are dual in a sense which is explained next.

Traditional modal tableaux a là Beth [13] are or-trees in that branches are
caused by disjunctions only. Each “diamond” formula in a node causes the cre-
ation of a “successor world”, fulfilling that formula. But such successors of a
given node are created and explored one at a time, using backtracking, until one
of them is closed, meaning that there is no explicit trace of previously explored
“open” successors in any single tableau.

Traditional description logic tableaux are usually and-trees in that branches
are caused by existential/diamond formulae only. Each disjunctive formula causes
the creation of a child, one at a time, using backtracking, until one child is open,
meaning that there is no explicit trace of previously explored “closed” or-children
in any single tableau.

Thus, in both types of tableaux, the overall search space is really an and-
or tree: traditional modal (Beth) tableaux display only the or-related branches
and explore the and-related branches using backtracking while description logic
tableaux do the reverse.

In all such methods, termination is obtained by “blocking” a node from expan-
sion if the node that would be created already exists. For a detailed discussion
of the various blocking methods, and the various notions of “caching” see [2].

3 And-Or Graph and Tree Tableaux for K

We unify these two views by taking a global view which considers tableaux
as And-Or trees or And-Or graphs rather than as or-trees or and-trees. In
particular, since the non-determinism in both traditional tableaux methods is
determinised in And-Or tableaux, we need to build one and only one And-Or
tableau!

Thus the And-Or tableau rules for modal logic K can be written as shown in
Figure 1 where Γ and Δ are finite sets of formulae in negation normal form and
Γ ; ϕ stands for the set Γ ∪ {ϕ}.
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The (∨)-rule creates or-branching, indicated by “|” while the ∃-rule creates
and-branching, indicated by “||”. These are dual in the following senses:

(∨): if the set Γ ;ϕ∨ψ is satisfiable w.r.t. T then the set Γ ;ϕ is satisfiable w.r.t.
T or the set Γ ;ψ is satisfiable w.r.t. T

(∨): if both sets Γ ;ϕ and Γ ;ψ are unsatisfiable w.r.t. T then so is Γ ;ϕ ∨ ψ
(∃): if the set Δ; []Γ ; 〈〉ϕ1; · · · ; 〈〉ϕn is satisfiable w.r.t. T then the set Γ ;ϕ1; T

is satisfiable w.r.t. T and the set Γ ;ϕ2; T is satisfiable w.r.t. T and . . . and
the set Γ ;ϕn; T is satisfiable w.r.t. T .

(∃): if there is some integer 1 ≤ i ≤ n, such that the set Γ ;ϕi; T is unsatisfiable
w.r.t. T then the set Δ; []Γ ; 〈〉ϕ1; · · · ; 〈〉ϕn is unsatisfiable w.r.t. T .

We now give a non-algorithmic description of the procedure to create an and-
or tableau. We have chosen this format over the more algorithmic description in
[2, 14] to highlight its simplicity.

1. start with a root node and repeatedly try to apply exactly one of the rules in
the order (id), (∧), (∨), (∃) to each node but if a rule application to node x
will create a copy y′ of an existing node y then make y the child of x instead

2. if we apply the (∨)-rule to x then x is an or-node and if we apply the rule
(∧) or (∃) to x then it is an and-node

3. whenever we apply the (id) rule to x then set the status of x to unsat, and
if we cannot apply any rule to x then set its status to sat, and propagate
this status through the current graph as follows:
or-node: unsat if all its children have status unsat and sat if some child

has status sat
and-node: sat if all its children have status sat and unsat if some child has

status unsat
4. when every node has been expanded in this way then set the status of all

nodes with undefined status to sat and propagate as above.

A little more formally but still non-algorithmically. Given a TBox T and a
formula φ, both in negation normal form, our method searches for a model which
satisfies φ w.r.t. T by building an and-or graph G with root node τ containing
T ∪{φ}. A node in the constructed and-or graph is a record with three attributes:

content: the set of formulae carried by the node
status: {unexpanded, expanded, sat, unsat}
kind: {and-node, or-node, leaf-node}

The root node has initial status unexpanded and our method constructs the
and-or graph using a traditional strategy explained shortly. But we interleave
this generation strategy with a propagation phase which propagates the status
of a node throughout the graph. We explain each in turn.

Our strategy for building the and-or graph applies the rules for decomposing
∧ and ∨ repeatedly until they are no longer applicable to give a “saturated” node
x, and then applies the ∃-rule which creates a child node for x containing T ∪
{ϕ} ∪ {ψ | []ψ ∈ x} for each 〈〉ϕ ∈ x. The addition of the TBox T to such a
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Fig. 2. Graph constructed by our algorithm for K using global caching

child is a naive way to handle global assumption (TBoxes) but suffices for our
needs. We now saturate any such child to obtain a saturated node y, then apply
the ∃-rule to y, and so on, until we find a contradiction, or find a repeated node,
or find a saturated node which contains no 〈〉 -formulae. For uniformity with our
method for the extensions to converse and PDL, we explore/expand children in
a left to right depth-first manner, although any search strategy can be used for
K (or ALC) [2]. All nodes are initially given a status of unexpanded.

An application of (∨) to a node v causes v to be an or-node, while an applica-
tion of (∧) or (∃) to a node v causes v to be an and-node. Notice that our method
uses the (∨) and (∃) rules which use both or-branching and and-branching as
summarised in Section 2. The crucial difference from traditional tableau meth-
ods is that we create an and-or graph rather than an and-tree or an and-tree,
and we create the required child in the graph G only if it does not yet exist in the
graph: this step therefore uses global caching [2]. Notice that the required child
need not be an ancestor but can exist on any previous branch of the tableau. For
example, as shown in Figure 2, suppose the current node is x and that the rule
applied to x generates a node y′ which duplicates y. The node y′ is not put into
G, but y becomes the child of x instead. Thus, G is really a rooted and-or tree
with cross-branch edges to nodes on previously created branches like that from
x to y or from v to u, or edges to ancestors like that from w to z. The problem
of course is to show that this remains sound.

The propagation phase begins whenever we determine the status of a node as
either unsat or sat as explained next.

A generated node that contains both p and ¬p for some atomic formula p
becomes a leaf-node with status unsat (i.e. unsatisfiable w.r.t. T ). A generated
node to which no tableau rule is applicable becomes a leaf-node with status
sat (i.e. satisfiable w.r.t. T ). Both conclusions are irrevocable because each
relies only on classical propositional principles and not on modal principles.
We therefore propagate this information to the parent node v using the kind
(or-node/and-node) of v and the status of the children of v, treating unsat as
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irrevocably f and sat as irrevocably t. That is, an or-node gets status sat as
soon as one of its children gets status sat, and gets status unsat when all of
its children get status unsat. Dually for and-nodes. In particular, it does not
matter whether the parent-child edge is a cross-branch edge or whether it is a
traditional top-down edge. If these steps cannot determine the status as sat or
unsat, then the rule application sets the status to expanded and we return to
the generation phase.

The main loop ends when the status of the initial node τ becomes sat or
unsat, or when no node has status unexpanded. In the last case, all nodes
with status 
= unsat are given status sat (effectively giving the status “open”
to tableau branches which loop to an ancestor) and this status is propagated
through the graph to obtain the status of the root node as either unsat or sat.

Theorem 1 (Soundness and Completeness). The root node of the And-Or
graph for T ∪ {φ} has status sat iff φ is K-satisfiable with respect to T .

Theorem 2 (Complexity of And-Or graph tableaux). If the sum of the
sizes of the formulae in T ∪ {φ} is n then the algorithm requires O(2n) space
and O(2n) time.

This algorithms thus uses both caching and propagation techniques and runs
in exptime [2].

3.1 And-Or Tree Tableaux

The method described above creates an And-Or graph as shown in Figure 2
which means that we have to keep previous branches in memory. An alternative
is to only allow “loops” to ancestors. Using this strategy gives an And-Or tree
which can be explored one branch at a time, and there is no need to keep previous
branches in memory. We use the term And-Or tree tableaux for the resulting
tableau method.

The soundness and completeness is not affected by this change, but the ability
to reclaim previous branches saves memory but leads to sub-optimality.

Theorem 3 (Complexity of And-Or tree tableaux). If the sum of the sizes
of the formula in T ∪ {φ} is n then the tree-tableaux algorithm requires O(2n)
space and O(22

n

) time.

There are n subformulae of T ∪{φ} and hence 2n subsets which might appear
on a branch before a node repeats, hence a branch can require O(2n) space.
We explore the And-Or tree one branch at a time, so we require at most this
much space. An and-or tree of depth O(2n) may have O(22

n

) or-branches. In the
worse case, we have to close each branch, hence we may require O(22

n

) time.
Thus And-Or tree tableaux are sub-optimal: the satisfiability problem for K is
known to be exptime-complete, but our algorithm has worst-case complexity of
2exptime.

The soundness shows that an ancestor loop always represents a “good loop”
in which every node is satisfiable. It is this property that fails for fixpoint logics.
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Fig. 3. The use of special node z to handle in/compatibility between states x and y.
Scenario (a) occurs when x and y are incompatible. Scenario (b) occurs when x and y
are compatible. Scenario (c) occurs when x and y are compatible, but y is/becomes
toosmall.

4 And-Or Graph Tableaux for Adding Converse

Recall that the standard strategy for rule applications in tableau algorithms is
to apply the rules for decomposing ∧ and ∨ repeatedly until they are no longer
applicable, giving a “saturated” node which contains only atoms, negated atoms,
[] -formulae and 〈〉 -formulae. Let us call such a “saturated” node a state and
call the other nodes prestates. Thus the only rule applicable to a state x is the
∃-rule which creates a node containing T ∪{ϕ}∪{ψ | []ψ ∈ x} for each 〈〉ϕ ∈ x.
The standard strategy will now saturate any such child to obtain a state y, then
apply the ∃-rule to y, and so on, until we find a contradiction, or find a repeated
node, or find a state which contains no ∃-formulae. Let us call x the parent state
of y since all intervening nodes are not states.

When converse modalities � /� (inverse roles) present, we require that {ξ |
� ξ ∈ y} ⊆ x, since y is then compatible with being an R-successor of x in the
putative model under construction. If some � ξ ∈ y has ξ /∈ x then x is “too
small”, and must be enlarged into an alternative node x+ by adding all such ξ. If
any such ξ is a complex formula then the alternative node x+ is not “saturated”,
and hence not a state. So we must saturate it using the ∧/∨-rules until we reach
a state. That is, a state x may conceptually be “replaced” by an alternative
prestate x+ which is an enlargement of x, and which may have to be saturated
further in order to reach a state.

Our algorithm handles these “alternatives” by introducing a new type of node
called a special node, introducing a new type of status called toosmall, allowing
states to contain a field alt for storing these alternatives, and ensuring that a
state always has a special node as its parent. When we need to replace a state x
by its alternatives, the special node above x extracts these alternatives from
the altx field and creates the required alternative nodes as explained next.
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Referring to Fig. 3, suppose state x has an R-successor prestate ps0, and
further saturation of ps0 leads to prestate psk, and an application of an ∧/∨-
rule to pk will give a state y. Instead of directly creating y, we create a special
node z which carries the same set of formulae as would y, and make z a child
of psk. We now check whether z is compatible with its parent state x by checking
whether {ξ | � ξ ∈ z} ⊆ x. If z is not compatible then we mark z as toosmall,
and add {ξ | � ξ ∈ z} \x to the set of alternative sets contained in altx, without
creating y, as shown in Fig. 3(a). If z is compatible with x, we create a state y
if it does not already exist, and make the new/old y a child of z, as in Fig. 3(b).

Suppose that y is compatible with x and that either y is already toosmall

or becomes so later because of some descendant state w of y. In either case,
the attribute alty then contains a number of sets y1, y2, . . . , yn (say), and the
toosmall status of y is propagated to the special node z. In response, z will
create the alternatives y+1 , y+2 , . . . , y+n for y with y+i := y ∪ yi. If y+i is a state
then our algorithm will create a special node zi below z, and if zi is compatible
with x then y+i will be created or retrieved and will become the child of zi
as in (b) else y+i will not be created and zi will be marked as toosmall as
in (a). If y+i is not a state then it will be created as a direct prestate child of z.
Figure 3(c) captures this by using y+i /zi to stand for either y+i or zi. Each of
these new non-special nodes will eventually be expanded by our algorithm but
now the “lapsed” special node z will be treated as a ∨-node.

Global State Caching. The complexities introduced by alternative nodes makes
it difficult to use global caching so instead we use “global state caching”: that
is, the saturation phase is allowed to re-create prestates that occur on previous
branches, but states cannot be duplicated so we must use cross-branch edges to
their previous incarnations. The resulting algorithm runs in exptime [6].

5 Traditional Tableaux Methods for Fixpoint Logics

As we have seen, modal and description logic tableaux require some form of
“loop check” to guarantee termination, but fix-point logics require a further test
to distinguish a “good loop” that represents a path in a model from a “bad loop”
that represents an infinite branch with no hope of ever giving a model.

Most tableau-based methods for fix-point logics solve this problem using a
multi-pass graph procedure [11, 15–17]. The first pass applies the tableau rules
to construct a finite rooted cyclic graph. The subsequent passes prune nodes
that are unsatisfiable because they contain contradictions like {p,¬p}, and also
remove nodes which give rise to “bad loops”. The main practical disadvantage
of such multi-pass methods is that the cyclic graph built in the first pass has a
size which is always exponential in the size of the initial formula. So the very
act of building this graph immediately causes exptime behaviour even in the
average case.
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6 One-Pass And-Or Tree Tableaux for Fixpoint Logics

One-pass And-Or tableaux avoid this bottle-neck by building a rooted cyclic
tree (where all cyclic edges loop back to ancestors) one branch at a time, us-
ing backtracking. The experience from one-pass tableaux for very expressive
description logics [18] of similar worst-case complexity shows that their average
case behaviour is often much better since the given formulae may not contain
the full complexity inherent in the decision problem, particularly if the formula
arises from real-world applications. Of course, there is no free lunch, since in the
worst case, these one-pass methods may have significantly worse behaviour than
the known optimal behaviour: 2exptime than exptime in the case of CTL for
example. Moreover, the method for separating “good loops” from “bad loops”
becomes significantly more complicated since it cannot utilise the global view
offered by a graph built during a previous pass. Ideally, we want to evaluate
each branch on its own during construction, or during backtracking, using only
information which is “local” to this branch since this allows us to explore these
branches in parallel using multiple processors.

Implemented one-pass [19, 20] and multi-pass [21] tableau provers already
exist for LTL. A comparison between them [22] shows that the median running
time for Janssen’s highly optimised multi-pass prover for LTL is greater than the
median running time for Schwendimann’s not-so-optimised one-pass prover for
LTL [20] for problems which are deliberately constructed to be easy for tableau
provers, indicating that the multi-pass prover spends most of its time in the first
pass building the cyclic graph. There is also a one-pass “tableau” method for
propositional dynamic logic (PDL) [23] which constructs a rooted cyclic tree and
uses a finite collection of automata, pre-computed from the initial formula, to
distinguish “good loops” from “bad loops”.

7 One-Pass And-Or Tree Tableaux for CTL

For simplicity, we ignore global assumptions (TBoxes) and concentrate on only
the satisfiability problem since global assumptions can be added by a simple
modification of the rules that create modal successors.

A tableau algorithm is a systematic search for model for a formula φ. The
algorithm stores additional information with each node of the tableau using
histories and variables [20]. A history is a mechanism for collecting extra infor-
mation during proof search and passing it from parents to children. A variable
is a mechanism to propagate information from children to parents.

In the following, we restrict ourselves to the tableau algorithm for CTL.

Definition 1. A tableau node x is of the form (Γ :: HCr :: mrk, uev) where:

Γ is a set of formulae;
HCr is a list of the formula sets of some designated ancestors of x;
mrk is a Boolean valued variable indicating whether the node is marked; and
uev is a partial function from formulae to IN>0.
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The list HCr is the only history since its value in a node is determined by the
parent node, whereas mrk and uev are variables since their values in a node are
determined by the children. In the following we call tableau nodes just nodes
when the meaning is clear.

Informally, the value of mrk at node x is true if x is “closed”. Since repeated
nodes cause “cycles” or “loops”, a node that is not “closed” is not necessarily
“open” as in traditional tableaux. That is, although we have enough information
to detect that further expansion of the node will cause an infinite branch, we may
not yet have enough information to determine the status of the node. Informally,
if a node x lies on such a “loop” in the tableau, and an “eventuality” EU - or AU -
formula ϕ appears on this loop but remains unfulfilled, then uev of x is defined
for ϕ by setting uev(ϕ) = n, where n is the height of the highest ancestor of x
which is part of the loop.

We postpone the definition of a rule for a moment and proceed with the
definition of a tableau.

Definition 2. A tableau for a formula set Γ and a list of formula sets HCr is
a tree of tableau nodes with root (Γ :: HCr :: mrk, uev) where the children of a
node x are obtained by a single application of a rule to x ( i.e. only one rule can
be applied to a node). A tableau is expanded if no rules can be applied to any of
its leaves.

Note that mrk and uev in the definition are not given but are part of the result
as they are determined by the children of the root.

Definition 3. The partial function uev⊥ : Fml ⇀ IN>0 is the constant function
that is undefined for all formulae ( i.e. uev⊥(ψ) = ⊥ for all ψ).

Note 1. In the following, we use Λ to denote a set containing only propositional
variables or their negations (i.e. ϕ ∈ Λ ⇒ ϕ = p or ϕ = ¬p for some atom p).
To focus on the “important” parts of the rule, we use “· · · ” for the “unimportant”
parts which are passed from node to node unchanged (e.g. (Γ :: · · · :: · · · )). We
define ∼ϕ := nnf (¬ϕ).

7.1 The Rules

Terminal Rule

(id)
(Γ :: · · · :: mrk, uev) {p,¬p} ⊆ Γ for some atomic formula p

with mrk := true and uev := uev⊥. The intuition is that the node is “closed”
so we pass this information up to the parent by putting mrk to true, and
putting uev as undefined for all formulae.
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Linear (α) Rules

(∧) (ϕ ∧ ψ ; Γ :: · · · :: · · · )
(ϕ ; ψ ; Γ :: · · · :: · · · ) (D)

(AXΔ ; Λ :: · · · :: · · · )
(EX(p0 ∨ ¬p0) ; AXΔ ; Λ :: · · · :: · · · )

(EB)
(E(ϕB ψ) ; Γ :: · · · :: · · · )

(∼ψ ; ϕ ∨EXE(ϕB ψ) ; Γ :: · · · :: · · · )

(AB)
(A(ϕB ψ) ; Γ :: · · · :: · · · )

(∼ψ ; ϕ ∨ AXA(ϕB ψ) ; Γ :: · · · :: · · · )

The ∧-rule is standard and the D-rule captures the fact that the binary relation
of a model is total by ensuring that every potential dead-end contains at least
one EX-formula. The EB- and AB-rules capture the fix-point nature of the
corresponding formulae according to the valid formulae E(ϕB ψ) ↔ ¬ψ ∧ (ϕ ∨
EXE(ϕB ψ)) and A(ϕB ψ) ↔ ¬ψ ∧ (ϕ ∨ AXA(ϕB ψ)).

These rules do not modify the histories or variables at all.

Universal Branching (β) Rules

(∨) (ϕ ∨ ψ ; Γ :: · · · :: mrk, uev)

(ϕ ; Γ :: · · · :: mrk1, uev1) | (ψ ; Γ :: · · · :: mrk2, uev2)

(EU)
(E(ϕU ψ) ; Γ :: · · · :: mrk, uev)

(ψ ; Γ :: · · · :: mrk1, uev1) | (ϕ ; EXE(ϕU ψ) ; Γ :: · · · :: mrk2, uev2)

(AU)
(A(ϕU ψ)) ; Γ :: · · · :: mrk, uev)

(ψ ; Γ :: · · · :: mrk1, uev1) | (ϕ ; AXA(ϕU ψ) ; Γ :: · · · :: mrk2, uev2)

with:

mrk := mrk1 & mrk2

exclφ(f)(χ) :=

{
⊥ if χ = φ
f(χ) otherwise

uev′1 :=

⎧⎨⎩
uev1 for the ∨-rule
exclE(ϕU ψ)(uev1) for the EU -rule
exclA(ϕU ψ)(uev1) for the AU -rule

min⊥(f, g)(χ) :=

{
⊥ if f(χ) = ⊥ or g(χ) = ⊥
min(f(χ), g(χ)) otherwise

uev :=

⎧⎪⎪⎨⎪⎪⎩
uev⊥ if mrk1 & mrk2
uev′1 if mrk2 & not mrk1
uev2 if mrk1 & not mrk2
min⊥(uev

′
1, uev2) otherwise

The ∨-rule is standard except for the computation of uev. The EU - and AU -rules
capture the fix-point nature of the EU - and AU -formulae, respectively, according
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to the valid formula E(ϕU ψ) ↔ ψ ∨ (ϕ ∧ EXE(ϕU ψ)) and A(ϕU ψ) ↔ ψ ∨
(ϕ∧AXA(ϕU ψ)). The intuitions of the definitions of the histories and variables
are:

mrk: the value of the variable mrk is true if the node is “closed”, so the definition
of mrk just captures the “universal” nature of these rules whereby the parent
node is closed if both children are closed.

excl: the definition of exclφ(f)(ψ) just ensures that exclφ(f)(φ) is undefined.
uev′1: the definition of uev′1 ensures that its value is undefined for the principal

formulae of the EU - and AU -rules.
min⊥: the definition of min⊥ ensures that we take the minimum of f(χ) and g(χ)

only when both functions are defined for χ.
uev: if both children are “closed” then the parent is also closed via mrk so we

ensure that uev is undefined in this case. If only the right child is closed,
we take uev′1, which is just uev1 modified to ensure that it is undefined for
the principal EU - or AU -formula. Similarly if only the left child is closed.
Finally, if both children are unmarked, we define uev for all formulae that
are defined in the uev of both children but map them to the minimum of
their values in the children, and undefine the value for the principal formula.

Existential Branching Rule

(EX)

EXϕ1 ; . . . ;EXϕn ; EXϕn+1 ; . . . ;EXϕn+m ; AXΔ ; Λ
:: HCr :: mrk, uev

ϕ1 ; Δ
:: HCr1 :: mrk1, uev1

| · · · | ϕn ; Δ
:: HCrn :: mrkn, uevn

where:

(1) {p,¬p} 
⊆ Λ
(2) n+ m ≥ 1
(3) ∀i ∈ {1, . . . , n}. ∀j ∈ {1, . . . , len(HCr)}. {ϕi} ∪ Δ 
= HCr[j]
(4) ∀k ∈ {n+ 1, . . . , n + m}. ∃j ∈ {1, . . . , len(HCr)}. {ϕk} ∪Δ = HCr[j]

with:

HCri := HCr @ [{ϕi} ∪ Δ] for i = 1, . . . , n

mrk :=
∨n

i=1 mrki or
∃i ∈ {1, . . . , n}. ∃ψ ∈ {ϕi} ∪ Δ.⊥ 
= uevi(ψ) > len(HCr)

uevk(·) := j ∈ {1, . . . , len(HCr)} such that {ϕk} ∪ Δ = HCr[j]
for k = n+ 1, . . . , n+ m

uev(ψ) :=

⎧⎪⎪⎨⎪⎪⎩
uevj(ψ) if ψ ∈ FmlEU & ψ = ϕj (j ∈ {1, . . . , n + m})
l if ψ ∈ FmlAU ∩ Δ &

l = max{uevj(ψ) 
= ⊥ | j ∈ {1, . . . , n + m}}
⊥ otherwise

(where max(∅) := ⊥)



38 R. Goré

Some intuitions are in order:

(1) The EX-rule is applicable if the parent node contains no α- or β-formulae
and Λ, which contains propositional variables and their negations only, con-
tains no contradictions.

(2) Both n and m can be zero, but not together.
(3) If n > 0, then each EXϕi for 1 ≤ i ≤ n is not “blocked” by an ancestor, and

has a child containing ϕi;Δ, thereby generating the required EX-successor;
(4) If m > 0, then each EXϕk for n+1 ≤ k ≤ m is “blocked” from creating its

required child ϕk;Δ because some ancestor does the job;
HCri: is just the HCr of the parent but with an extra entry to extend the

“history” of nodes on the path from the root down to the ith child.
mrk: captures the “existential” nature of this rule whereby the parent is marked

if some child is closed or if some child contains a formula whose uev is defined
and “loops” lower than the parent. Moreover, if n is zero, then mrk is set
to false to indicate that this branch is not “closed”.

uevk: for n + 1 ≤ k ≤ n+ m the kth child is blocked by a proxy child higher in
the branch. For every such k we set uevk to be the constant function which
maps every formula to the level of this proxy child. Note that this is just a
temporary function used to define uev as explained next.

uev(ψ): for an EU -formula ψ = E(ψ1 U ψ2) such that there is a principal for-
mula EXϕi with ϕi = ψ, we take uev of ψ from the child if EXψ is “un-
blocked”, or set it to be the level of the proxy child higher in the branch if
it is “blocked”. For an AU -formula ψ = A(ψ1 U ψ2) ∈ Δ, we put uev to be
the maximum of the defined values from the real children and the levels of
the proxy children. For all other formulae, we put uev to be undefined. The
intuition is that a defined uev(ψ) tells us that there is a “loop” which starts
at the parent and eventually “loops” up to some blocking node higher up on
the current branch. The actual value of uev(ψ) tells us the level of the proxy
because we cannot distinguish whether this “loop” is “good” or “bad” until
we backtrack up to that level.

Note that the EX-rule and the id-rule are mutually exclusive since their side-
conditions cannot be simultaneously true.

Proposition 1 (Termination). Let φ ∈ Fml be a formula in negation normal
form. Any tableau T for a node ({φ} :: · · · :: · · · ) is a finite tree, hence the
procedure that builds a tableau always terminates [24].

Let φ ∈ Fml be a formula in negation normal form and T an expanded tableau
with root r = ({φ} :: [] :: mrk, uev): that is, the initial formula set is {φ} and
the initial HCr is the empty list.

Theorem 4 (Soundness and Completeness). The root r is marked iff φ is
not satisfiable [24].

Theorem 5 (Complexity). The tableau algorithm runs in double exponential
deterministic time and needs exponential space [24]..
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(1) ∧-node
E(p1U p2) ∧ A(⊥B p2)

[] :: true,uev⊥

α ��
(2) AB-node
E(p1 U p2) ; A(⊥B p2)

[] :: true,uev⊥

α

��
(3a) ∧-node
E(p1 U p2) ; ¬p2 ; ¬p0 ∧ p0

[] :: true,uev⊥

α

��

(3) ∨-node
E(p1U p2) ; ¬p2 ; ⊥ ∨AXA(⊥B p2)

[] :: true,uev⊥

β1��

β2

��
(3a’) id-node
E(p1 U p2) ; ¬p2 ; ¬p0 ; p0

[] :: true,uev⊥

(3b) EU -node
E(p1 U p2) ; ¬p2 ; AXA(⊥B p2)

[] :: true,uev⊥

β1

��




















β2

��
(4a) id-node
p2 ; ¬p2 ; AXA(⊥B p2)

[] :: true,uev⊥

(4b) EX-node
p1 ; EXE(p1 U p2) ; ¬p2 ; AXA(⊥B p2)

[] :: true, · · ·

��
(5) AB-node
E(p1 U p2) ; A(⊥B p2)
HCR :: false, UEV

Fig. 4. An example: a tableau for E(p1 U p2) ∧A(⊥B p2)

7.2 A Fully Worked Example

As an example, consider the formula E(p1 U p2) ∧ ¬E(�U p2) which is obvi-
ously not satisfiable. Converting the formula into negation normal form gives
us E(p1 U p2)∧A(⊥B p2). Hence, any expanded tableau with root E(p1 U p2)∧
A(⊥B p2) should be marked.

Figure 4 and Fig. 5 show such a tableau where the root node is node (1)
in Fig. 4 and where Fig. 5 shows the sub-tableau rooted at node (5). Each
node is classified as a ρ-node if rule ρ is applied to that node in the tableau.
The unlabelled edges go from states to pre-states. Dotted frames indicate that
the sub-tableaux at these nodes are not shown because they are very simi-
lar to sub-tableaux of other nodes: that is node (6a) behaves the same way
as node (3a). Dots “· · · ” indicate that the corresponding values are not im-
portant because they are not needed to calculate the value of any other his-
tory or variable. The partial function UEV maps the formula E(p1 U p2) to 1
and is undefined otherwise as explained below. The history HCR is defined as
HCR := [{E(p1 U p2), A(⊥B p2)}].
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(5) AB-node
E(p1U p2) ; A(⊥B p2)
HCR :: false, UEV

α ��
(6) ∨-node
E(p1U p2) ; ¬p2 ; ⊥ ∨AXA(⊥B p2)

HCR :: false, UEV

β1

��




















β2

��
(6a) ∧-node
E(p1 U p2) ; ¬p2 ; ¬p0 ∧ p0

HCR :: true,uev⊥

(6b) EU -node
E(p1 U p2) ; ¬p2 ; AXA(⊥B p2)

HCR :: false, UEV

β1

��




















β2

��
(7a) id-node
p2 ; ¬p2 ; AXA(⊥B p2)

HCR :: true,uev⊥

(7b) EX-node
p1 ; EXE(p1 U p2) ; ¬p2 ; AXA(⊥B p2)

HCR :: false, UEV

��
blocked by node (5)

Fig. 5. An example: a tableau for E(p1 U p2) ∧ A(⊥B p2) (continued)

The marking of the nodes (1) to (4a) in Fig. 4 with true is straightfor-
ward. Note that ⊥ is just an abbreviation for ¬p0 ∧ p0 to save some space
and make things easier for the reader; the tableau procedure as described in
this paper does not know about the symbol ⊥. It is, however, not a problem to
adapt the rules so that the tableau procedure can handle � and ⊥ directly. For
node (5), our procedure constructs the tableau shown in Fig. 5. The leaf (7b)
is an EX-node, but it is “blocked” from creating the desired successor contain-
ing {E(p1 U p2), A(⊥B p2)} because there is a j ∈ IN such that HCr7b[j] =
HCR[j] = {E(p1 U p2), A(⊥B p2)}: namely j = 1. Thus the EX-rule com-
putes UEV (E(p1 U p2)) = 1 as stated above and also puts mrk7b := false. As
the nodes (7a) and (6a) are marked, the function UEV is passed on to the
nodes (6b), (6), and (5) according to the corresponding β- and α-rules.

The crux of our procedure happens at node (4b) which is an EX-node with
HCr4b = [] and hence len(HCr4b) = 0. The EX-rule therefore finds a child
node (5) and a formula E(p1 U p2) in it such that 1 = UEV (E(p1 U p2)) =
uev5(E(p1 U p2)) > len(HCr4b) = 0. That is, node (4b) “sees” a child (5) that
“loops lower”, meaning that node (5) is the root of an “isolated” subtree which
does not fulfil its eventuality E(p1 U p2). Thus the EX-rule sets mrk4b = true,
marking (4b) as “closed”. The propagation of true to the root is then just via
simple β- and α-rule applications.
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7.3 One-Pass And-Or Tree Tableaux for Other Fixpoint Logics

One-pass And-Or tree tableaux were first given by Schwendimann [20] for LTL.
There is a slight bug in the original formulation but a correct version can be ob-
tained from our method for CTL by using the appropriate α/β-rules for LTL in-
stead of CTL in our description and by changing the (EX)-rule to be linear since
the premise of this rule becomes ©ϕ;©Δ;Λ and the conclusion just becomes
ϕ;Δ. A correct implementation can be found here: http://users.cecs.anu.
edu.au/~rpg/PLTLProvers/. A recent experimental comparison of it also ex-
ists [25].

One-pass And-Or tree tableaux for PDL also exist [6] and a correct implemen-
tation can be found here: http://users.cecs.anu.edu.au/~rpg/PDLProvers/

The method has been extended to the logic of common knowledge (LCK) [26].

8 On-the-Fly And-Or Graph Tableaux for PDL

The one-pass tableau given in the previous section are complexity-suboptimal:
2exptime rather than exptime. Next we show how to regain complexity opti-
mality. Again, we ignore global assumptions (TBoxes) for simplicity.

Our algorithm starts at a root containing a given formula φ and builds an
and-or tree in a depth-first and left to right manner to try to build a model
for φ. The rules are based on the semantics of PDL and either add formulae
to the current world using Smullyan’s α/β rules from Table 1, or create a new
world in the underlying model and add the appropriate formulae to it. For a
node x, the attribute Γx carries this set of formulae.

The strategy for rule applications is the usual one where we “saturate” a node
using the α/β-rules until they are no longer applicable, giving a “state” node s,
and then, for each 〈a〉ξ in s, we create an a-successor node containing {ξ} ∪ Δ,
where Δ = {ψ | [a]ψ ∈ s}. These successors are saturated to produce new states
using the α/β-rules, and we create the successors of these new states, and so on.

Our strategy can produce infinite branches as the same node can be created
repeatedly on the same branch. We therefore “block” a node from being created
if this node exists already on any previous branch, thereby using global caching
again, but now nodes are required to contain “focused sets of formulae” [6].
For example, in Fig. 6, if the node y′ already exists in the tree, say as node y,
then we create a “backward” edge from x to y (as shown) and do not create y′.
If y′ does not duplicate an existing node then we create y′ and add a “forward”
edge from x to y′. The distinction between “forward” and “backward” edges
is important for the proofs. Thus our tableau is a tree of forward edges, with
backward edges that either point upwards from a node to a “forward-ancestor”,
or point leftwards from one branch to another. Cycles can arise only via backward
edges to a forward-ancestor.

Our tableau must “fulfil” every formula of the form 〈δ〉ϕ in a node but only
eventualities, defined as those where δ contains ∗-connectives, cause problems.
If 〈δ〉ϕ is not an eventuality, the α/β-rules reduce the size of the principal for-
mula, ensuring fulfilment. If 〈δ〉ϕ is an eventuality, the main problem is the

http://users.cecs.anu.edu.au/~{}rpg/PLTLProvers/
http://users.cecs.anu.edu.au/~{}rpg/PLTLProvers/
http://users.cecs.anu.edu.au/~rpg/PDLProvers/
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Fig. 6. Graph constructed by our algorithm using forward (f) and backward edges (b)

β-rule for formulae of the form 〈γ∗〉ϕ. Its left child reduces 〈γ∗〉ϕ to a strict sub-
formula ϕ, but the right child “reduces” it to 〈γ〉〈γ∗〉ϕ. If the left child is always
inconsistent, this rule can “procrastinate” an eventuality 〈γ∗〉ϕ indefinitely and
never find a world which makes ϕ true. This non-local property must be checked
globally by tracking eventualities.

Consider Fig. 6, and suppose the current node x contains an eventuality ex. We
distinguish three cases. The first is that some path from x fulfils ex in the existing
tree. Else, the second case is that some path from x always procrastinates the
fulfilment of ex and hits a forward-ancestor of x on the current branch: e.g. the
path x, y, v, u, w, z. The forward-ancestor z contains some “reduction” ez of ex.
The path from the root to the current node x contains the only currently existing
nodes which may need further expansion, and may allow z to fulfil ez at a later
stage, and hence fulfil ex. We call the pair (z, ez) a “potential rescuer” of ex
in Γx. The only remaining case is that ex ∈ Γx is unfulfilled, has no potential
rescuers, and hence can never become fulfilled later, so x can be “closed”. The
machinery to distinguish these three cases and compute, if needed, all currently
existing potential rescuers of every eventuality in Γx is described next.

A tableau node x also contains a status stsx. The value of stsx is the constant
closed if the node x is closed. Otherwise, the node is “open” and stsx contains a

Table 1. Smullyan’s α- and β-notation to classify formulae

α ϕ ∧ ψ [γ ∪ δ]ϕ [γ∗]ϕ 〈ψ?〉ϕ 〈γ; δ〉ϕ [γ; δ]ϕ

α1 ϕ [γ]ϕ ϕ ϕ 〈γ〉〈δ〉ϕ [γ][δ]ϕ

α2 ψ [δ]ϕ [γ][γ∗]ϕ ψ

β ϕ ∨ ψ 〈γ ∪ δ〉ϕ 〈γ∗〉ϕ [ψ?]ϕ

β1 ϕ 〈γ〉ϕ ϕ ϕ

β2 ψ 〈δ〉ϕ 〈γ〉〈γ∗〉ϕ ∼ψ
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function prs which maps each eventuality ex ∈ Γx to ⊥ or to a set of pairs (v, e)
where v is a forward-ancestor of x and e is an eventuality. The status of a node is
determined from those of its children once they have all been processed. A closed
child’s status is propagated as usual, but the propagation of the function prs from
open children is more complicated. The intuition is that we must preserve the
following invariant for each eventuality ex ∈ Γx:

if ex is fulfilled in the tree to the left of the path from the root to the
node x then prsx(ex) := ⊥, else prsx(ex) is exactly the set of all potential
rescuers of ex in the current tableau.

An eventuality ex ∈ Γx whose prsx(ex) becomes the empty set can never become
fulfilled later, so stsx := closed, thus covering the three cases as desired.

Whenever a node n gets a status closed, we interrupt the depth-first and left-
to-right traversal and invoke a separate procedure which explicitly propagates
this status transitively throughout the and-or graph rooted at n. For example,
if z gets closed then so will its backward-parent w, which may also close u and
so on. This propagation (update) may break the invariant for some eventuality e
in this subgraph by interrupting the path from e to a node that fulfils e or to a
potential rescuer of e. We must therefore ensure that the propagation (update)
procedure re-establishes the invariant in these cases by changing the appropriate
prs entries. At the end of the propagation (update) procedure, we resume the
usual depth-first and left-to-right traversal of the tree by returning the status
of n to its forward-parent. This “on-the-fly” nature guarantees that unfulfilled
eventualities are detected as early as possible.

Our algorithm terminates, runs in exptime, and formula φ is satisfiable iff
the root is open [6].

9 On-the-Fly And-Or Graph Tableaux for CPDL

The methods described in the previous sections can be combined to give a
complexity-optimal on-the-fly And-Or graph tableau method for CPDL but the
extension is non-trivial and cannot really be described without giving an ac-
tual algorithm [7]. An implementation by Florian Widmann can be found here:
http://users.cecs.anu.edu.au/~rpg/CPDLTabProver/

10 Further Work

All methods described here have been implemented (http://users.cecs.anu.
edu.au/~rpg/software.html) but further work is required to add optimisations
to make these methods practical on large examples and to extend them to more
expressive logics like SHOIQ: but see [27, 28]. There is also the possibility to
marry these methods with advances from SAT and SMT [29].

Our original aim in this endeavour was to obtain tableaux algorithms for the
modal mu-calculus but we have been unable to extend our one-pass or on-the-fly

http://users.cecs.anu.edu.au/~rpg/CPDLTabProver/
http://users.cecs.anu.edu.au/~{}rpg/software.html
http://users.cecs.anu.edu.au/~{}rpg/software.html
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methods to this logic. Similarly, we have been unable to extend our methods to
handle full computation tree logic CTL*. Finally, we have been unable to find a
complexity-optimal and-or graph tableaux method for CTL using our approach.

Tableaux-like methods for both CTL* and the modal mu-calculus have been
given and implemented, and are an exciting avenue for future work [30–33].
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Abstract. Codatatypes are absent from many programming and specification
languages. We make a case for their importance by revisiting a classical result:
the completeness theorem for first-order logic established through a Gentzen sys-
tem. The core of the proof establishes an abstract property of possibly infinite
derivation trees, independently of the concrete syntax or inference rules. This sep-
aration of concerns simplifies the presentation. The abstract proof can be instan-
tiated for a wide range of Gentzen and tableau systems as well as various flavors
of first-order logic. The corresponding Isabelle/HOL formalization demonstrates
the recently introduced support for codatatypes and the Haskell code generator.

1 Introduction

Gödel’s completeness theorem [12] is a major result about first-order logic (FOL). It
forms the basis of results and techniques in various areas, including mathematical logic,
automated deduction, and program verification. It can be stated as follows: If a set of
formulas is syntactically consistent (i.e., no contradiction arises from it), then it has
a model. The theorem enjoys many accounts in the literature that generalize and sim-
plify the original proof; indeed, a textbook on mathematical logic would be incomplete
without a proof of this fundamental theorem.

Formal logic has always been a battleground between semantic and syntactic meth-
ods. Generally, mathematicians belong to the semantic school, whereas computer sci-
entists tend to take the other side of the argument. The completeness theorem, which
combines syntax and semantics, is also disputed, with the result that each school has its
own proof. In his review of Gallier’s Logic for Computer Science [11], Pfenning notes
the following [29]:

All too often, proof-theoretic methods are neglected in favor of shorter, and
superficially more elegant semantic arguments. [In contrast, in Gallier’s book]
the treatment of the proof theory of the Gentzen system is oriented towards
computation with proofs. For example, a pseudo-Pascal version of a complete
search procedure for first-order cut-free Gentzen proofs is presented.

In the context of completeness, the “superficially more elegant semantic arguments” are
proofs that rely on Hilbert systems. These systems have several axioms but only one or
two deduction rules, providing minimal support for presenting the structure of proofs or
for modeling proof search. A proof of completeness based on Hilbert systems follows
the Henkin style: It employs a heavy bureaucratic apparatus to establish facts about
deduction and conservative language extensions, culminating in a nonconstructive step:
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an application of Zorn’s lemma to extend any syntactically consistent set of formulas to
a maximally consistent one, from which a model is produced.

In contrast, a proof of completeness based on more elaborate Gentzen or tableau sys-
tems follows the Beth–Hintikka style [20]. It performs a search that builds either a finite
deduction tree yielding a proof (or refutation, depending on the system) or an infinite
tree from which a countermodel (or model) can be extracted. Such completeness proofs
have an intuitive content that stresses the tension of the argument: The deduction system
systematically tries to prove the goal; a failure yields, at the limit, a countermodel.

The intuitive appeal of the Beth–Hintikka approach comes at a price: It requires
reasoning about infinite derivation trees and infinite paths. Unfortunately, convenient
means to reason about infinite (or lazy) data structures are lacking in mainstream math-
ematics. In textbooks, at best the trees are defined rigorously (e.g., as prefix-closed
sets), but the reasoning relies on the intuitive notion of trees, as Gallier does. One could
argue that trees are intuitive and do not need a formal treatment, but the same holds for
the syntax of formulas, which is treated very rigorously in most of the textbooks.

This paper presents a rigorous Beth–Hintikka-style proof of the completeness theo-
rem, based on a Gentzen system. The potentially infinite trees are captured by codata-
types (also called coinductive datatypes or final coalgebras) [18]. Another novel aspect
of the proof is its modularity: The core tree construction argument is isolated from the
proof system and concrete formula syntax (Section 3). The abstract proof can be in-
stantiated for a wide range of Gentzen and tableau systems as well as various flavors of
FOL (Sections 4 and 5). This modularization replaces the textbook proofs by analogy.
The core of the argument amounts to reasoning about a lazy functional program.

The proof is formalized in Isabelle/HOL [28] (Section 6). The tree construction
makes use of a new definitional package for codatatypes [5], which automates the
derivation of characteristic theorems from specifications of the constructors. Through
Isabelle’s code generator [14], the corecursive construction gives rise to a Haskell pro-
gram that implements a semidecision procedure for validity instantiable with various
proof systems, yielding verified sound and complete provers.

Conventions. Isabelle/HOL is a proof assistant based on classical higher-order logic
(HOL) with Hilbert choice, the axiom of infinity, and rank-1 polymorphism. It is the
logic of Gordon’s original HOL system and of its many successors [13]. HOL notations
are a mixture of functional programming and mathematics. We refer to Nipkow and
Klein [27] for a modern introduction. In this paper, the logic is viewed as a framework
for expressing mathematics, much like set theory is employed by working mathemati-
cians. In keeping with the standard semantics of HOL, types α are identified with sets.

2 A Gentzen System for First-Order Logic

We fix a first-order language: a countably infinite set var of variables x, y, z and count-
able sets fsym and psym of function symbols f and predicate symbols p together with an
assignment ar : fsym � psym → nat of numeric arities. Terms t ∈ term are symbolic ex-
pressions built inductively from variables by application of function symbols f ∈ fsym
to tuples of arguments whose lengths respect the arities: f (t1, . . . , t ar f ). Atoms a∈ atom
are expressions of the form p(t1, . . . , t ar p), where p ∈ psym and t1, . . . , t ar p ∈ term.
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Formulas ϕ, ψ may be atoms, negations, conjunctions, or universal quantifications.
They are defined as follows:

datatype fmla = Atm atom | Neg fmla | Conj fmla fmla | All var fmla

A structure S =
(
S, (Ff ) f ∈ fsym, (Pp)p∈ psym

)
for the given language consists of

a carrier set S, together with a function Ff : Sn → S for each n-ary f ∈ fsym and a
predicate Pp : Sn → bool for each n-ary p ∈ psym. The notions of interpretation of
a term t and satisfaction of a formula ϕ by a structure S with respect to a variable
valuation ξ : var → S are defined in the standard way. For terms:

�x�Sξ = ξ x � f (t1, . . . , tn)�Sξ = Ff
(�t1�Sξ , . . . , �tn�Sξ )

For atoms: S |=ξ p(t1, . . . , tn) iff Pp
(�t1�Sξ , . . . , �tn�Sξ

)
. For formulas:

S |=ξ Atm a iff S |=ξ a S |=ξ Conj ϕ ψ iff S |=ξ ϕ ∧ S |=ξ ψ
S |=ξ Neg ϕ iff S 
|=ξ ϕ S |=ξ All x ϕ iff ∀a∈S. S |=ξ[x←a] ϕ

The following substitution lemma relates the notions of satisfaction and capture-
avoiding substitution ϕ[t/x] of a term t for a variable x in a formula ϕ:

Lemma 1. S |=ξ ϕ[t/x] iff S |=ξ[x← �t�Sξ ] ϕ.

A sequent is a pair Γ � Δ of finite formula sets. Satisfaction is extended to sequents:
S |=ξ Γ � Δ iff (∀ϕ∈Γ. S |=ξ ϕ) ⇒ (∃ψ∈Δ. S |=ξ ψ).

The proof system on sequents is defined inductively as follows, where the notation
Γ, ϕ abbreviates the set Γ∪{ϕ}:

AX
Γ, Atm a � Δ, Atm a

Γ � Δ, ϕ
NEGL

Γ, Neg ϕ � Δ

Γ, ϕ � Δ
NEGR

Γ � Δ, Neg ϕ

Γ, ϕ, ψ � Δ
CONJL

Γ, Conj ϕ ψ � Δ

Γ � Δ, ϕ Γ � Δ, ψ
CONJR

Γ � Δ, Conj ϕ ψ

Γ, All x ϕ, ϕ[t/x] � Δ
ALLL

Γ, All x ϕ � Δ

Γ � Δ, ϕ[y/x] ALLR
(y fresh)Γ � Δ, All x ϕ

The rules are applied from bottom to top. One chooses a formula from either side of
the sequent, the eigenformula, and applies a rule according to the topmost connective
or quantifier. For a given choice of eigenformula, at most one rule is applicable. The
aim of applying the rules is to prove the sequent by building a finite derivation tree
whose branches are closed by an axiom (AX). The completeness theorem states that
any sequent Γ � Δ either is provable (denoted by �) or has a countermodel, i.e., a
structure S and a valuation ξ that falsify it: � Γ � Δ ∨ (∃S , ξ. S 
|=ξ Γ � Δ).

3 Abstract Completeness

The proof of the completeness theorem is divided in two parts. The first part, described
in this section, focuses on the core of the completeness argument in an abstract, syntax-
free manner. This level captures the tension between the existence of a proof or of an
abstract notion of countermodel; the latter is introduced through what we call an escape
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path—an infinite sequence of rule applications that “escapes” the proof attempt. The
tension is distilled in a completeness result: Either there exists a finite derivation tree or
there exists an infinite derivation tree with a suitable escape path. The second part maps
the abstract escape path to a concrete, proof-system-specific countermodel. Section 4
performs this connection for the Gentzen system presented in Section 2.

Rule Systems. We abstract away the syntax of formulas and sequents and the specific
rules of the proof system. We fix countable sets state and rule for states and rules. A
state represents a formal statement in the logic. We assume that the meaning of the
rules is given by an effect relation eff : rule → state → state fset → bool, where α fset
denotes the set of finite subsets of α. The reading of eff r s ss is as follows: Starting
from state s, applying rule r expands s into the states ss. The triple R = (state, rule, eff)
forms a rule system.

Example 1. The Gentzen system from Section 2 can be presented as a rule system. The
set state is the set of sequents, and rule consists of the following: a rule AXa for each
atom a; rules NEGLϕ and NEGRϕ for each formula ϕ; rules CONJLϕ,ψ and CONJRϕ,ψ
for each pair of formulas ϕ and ψ; a rule ALLLx,ϕ,t for each variable x, formula ϕ, and
term t; and a rule ALLRx,ϕ for each variable x and formula ϕ.

The eigenformula is part of the rule. Hence we have a countably infinite number of
rules. The effect is defined as follows, where semicolons (;) separate set elements:

eff AXa (Γ,Atm a � Δ,Atm a) /0
eff NEGRϕ (Γ � Δ, Neg ϕ) {Γ, ϕ� Δ}
eff NEGLϕ (Γ,Neg ϕ� Δ) {Γ� Δ, ϕ}
eff CONJLϕ,ψ (Γ,Conj ϕ ψ� Δ) {Γ, ϕ, ψ� Δ}
eff CONJRϕ,ψ (Γ � Δ, Conj ϕ ψ) {Γ � Δ, ϕ; Γ � Δ, ψ}
eff ALLLx,ϕ,t (Γ,All x ϕ� Δ) {Γ,All x ϕ, ϕ[t/x]� Δ}
eff ALLRx,ϕ (Γ � Δ, All x ϕ) {Γ � Δ, ϕ[y/x]} where y is fresh for Γ and All x ϕ

Derivation Trees. Possibly infinite trees are represented by the following codatatype:

codatatype α tree = Node (lab: α) (sub: (α tree) fset)

This definition introduces a constructor Node : α→ (α tree) fset → α tree and two se-
lectors lab : α tree → α, sub : α tree → (α tree) fset. Trees have the form Node a Ts,
where a is the tree’s label and Ts is the finite set of its (immediate) subtrees. The
codatatype keyword indicates that, unlike for inductive datatypes, this tree formation
rule may be applied an infinite number of times.

A step combines the current state and the rule to be applied: step = state× rule.
Derivation trees are defined as trees labeled by steps, dtree = step tree, in which the
root’s label (s, r) represents the proved goal s and the first (backward) applied rule r.
The well-formed derivation trees are captured by the predicate wf : dtree→ bool defined
by the coinductive rule

eff r s (image (fst◦ lab) Ts) ∀T ∈Ts. wf T
WF

wf (Node (s, r) Ts)
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(Double lines distinguish coinductive rules from their inductive counterparts.) Thus, the
predicate wf is the greatest (weakest) solution to

wf (Node (s, r) Ts)⇐⇒ eff r s (image (fst◦ lab) Ts) ∧ (∀T ∈Ts. wf T )

The term image f A denotes the image of set A through function f , and fst is the left
projection operator (i.e., fst (x, y) = x).

The first assumption requires that the rule r from the root be applied to obtain the
subtrees’ labels. The second assumption requires that wellformedness hold for the im-
mediate subtrees. The coinductive nature of the definition ensures that these properties
hold for arbitrarily deep subtrees of T , even if T has infinite paths.

Proofs. The finite derivation trees—the trees that would result from an inductive data-
type definition with the same constructors—can be carved out of the codatatype dtree
using the predicate finite defined inductively (i.e., as a least fixpoint) by the rule

∀T ∈Ts. finite T
FIN

finite (Node (s, r) Ts)

A proof of a state s is a finite well-formed derivation tree with the state s at its root. An
infinite well-formed derivation tree represents a failed proof attempt.

Example 2. Given the instantiation of Example 1, Figure 1 shows a finite derivation
tree for the sequent All x (p(x)) � Conj (p(y)) (p(z)) written using the familiar syntax
for logical symbols. Figure 2 shows an infinite tree for the same sequent.

Escape Paths. An infinite path in a derivation tree can be regarded as a way to “escape”
the proof. To represent infinite paths independently of trees, we introduce the codatatype
of streams over a type α with the constructor SCons and the selectors shead and stail:

codatatype α stream = SCons (shead: α) (stail: α stream)

AXp(y)
∀x. p(x), p(y) � p(y)

ALLLx,p(x),y
∀x. p(x) � p(y)

AXp(z)
∀x. p(x), p(z) � p(z)

ALLLx,p(x),z
∀x. p(x) � p(z)

CONJRp(y), p(z)
∀x. p(x) � p(y)∧ p(z)

Fig. 1. A proof

AXp(y)
∀x. p(x), p(y) � p(y)

ALLLx,p(x),y
∀x. p(x) � p(y)

...
ALLLx,p(x),y

∀x. p(x), p(y) � p(z)
ALLLx,p(x),y

∀x. p(x), p(y) � p(z)
ALLLx,p(x),y

∀x. p(x) � p(z)
CONJRp(y), p(z)

∀x. p(x) � p(y)∧ p(z)

Fig. 2. A failed proof attempt
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The coinductive predicate ipath : dtree → step stream → bool ascertains whether a
stream of steps is an infinite path in a tree:

T ∈ Ts ipath T σ
IPATH

ipath (Node (s, r) Ts) (SCons (s, r) σ)

An escape path is a stream of steps that can form an infinite path in a derivation tree.
It is defined coinductively as the predicate epath : step stream → bool, which requires
that every element in the given stream be obtained by applying an existing rule and
choosing one of the resulting states:

eff r s ss s′ ∈ ss epath (SCons (s′, r ′) σ)
EPATH

epath (SCons (s, r) (SCons (s′, r ′) σ))

The following lemma is easy to prove by coinduction.

Lemma 2. For any stream σ and tree T , if wf T and ipath σ T, then epath σ.

Example 3. The stream

(∀x. p(x)� p(y)∧ p(z)) · (∀x. p(x)� p(z)) · (∀x. p(x), p(y)� p(z))∞

where s ·σ= SCons s σ and s∞ = s · s · . . . is an escape path for the tree of Figure 2.

Since the trees are finitely branching, König’s lemma applies. Its proof allows us to
study a first simple corecursive definition.

Lemma 3. If the tree T is infinite, there exists an infinite path σ in T .

Proof. By the contrapositive of FIN, if Node (s, r) Ts is infinite, there exists an infinite
subtree T ∈ Ts. Let f : {T ∈ dtree. ¬ finite T} → {T ∈ dtree. ¬ finite T} be a func-
tion witnessing this fact—i.e., f T is an immediate infinite subtree of T . The desired
infinite path p : {T ∈dtree. ¬ finite T} → step stream can be defined by primitive co-
recursion over the codatatype of streams: p T = SCons (lab T ) (p (f T )). The predicate
ipath (p T ) T holds by straightforward coinduction on the definition of ipath. �

Countermodel Paths. A countermodel path is a structure that witnesses the unprov-
ability of a state s. Any escape path starting in s is a candidate for a countermodel path,
given that it indicates a way to apply the proof rules without reaching any result. For it
to be a genuine countermodel path, all possible proofs must have been attempted. More
specifically, whenever a rule becomes enabled along the escape path, it is eventually
applied later in the sequence. For FOL with sequents as states, such paths can be used
to produce actual countermodels by interpreting as true (resp. false) all statements made
along the path on the left (resp. right) of the sequents.

A rule r is enabled in a state s if it has an effect (i.e., ∃ss. eff r s ss). This is written
enabled r s. For any rule r, stream σ, and predicate P : α stream → bool:

• takenr σ iff r is taken at the start of the stream (i.e., shead σ= (s, r) for some s);
• enabledAtr σ iff r is enabled at the beginning of the stream (i.e., if sheadσ=(s, r ′),

then enabled r s);
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...
ALLLx,p(x),t4∀x. p(x), p(t1), p(t2), p(t3) � q(y)
ALLLx,p(x),t3∀x. p(x), p(t1), p(t2) � q(y)

ALLLx,p(x),t2∀x. p(x), p(t1) � q(y)
ALLLx,p(x),t1∀x. p(x) � q(y)

Fig. 3. A derivation tree with a countermodel path

• ev P σ (“eventually P”) iff P is true for some suffix of σ;
• alw P σ (“always P”) iff P is true for all suffixes of σ.

A stream of steps σ is saturated if, at each point, any enabled rule is taken at a later
point: ∀r∈ rule. alw (λσ′. enabledAtr σ

′ ⇒ ev takenr σ
′) σ. A countermodel path for

a state s is a saturated escape path σ starting at s (i.e., shead σ= (s, r) for some r).

Example 4. The escape path given in Example 3 is not saturated, because the rule
ALLLx,p(x),z is enabled starting from the first position but never taken.

Example 5. The escape path associated with the tree of Figure 3 is a countermodel
path for ∀x. p(x) � q(y), assuming that each possible term occurs infinitely often in the
sequence t1, t2, . . . . The only enabled rules along the path are of the form ALLLx,p(x),_,
and each is always eventually taken.

Completeness. For the proof of completeness, we assume that the set of rules satisfies
the following properties:

• Availability: At each state, at least one rule is enabled (i.e., ∀s. ∃r. enabled r s).
• Persistence: At each state, if a rule is enabled but not taken, it remains enabled (i.e.,
∀s, r, r ′, s′, ss. enabled r ′ s ∧ r′ 
= r ∧ eff r s ss ∧ s′ ∈ set ss ⇒ enabled r ′ s′).

(We will later remove the first condition with Theorem 6.) The above conditions are
local properties of the rules’ effect, not global properties of the proof system. This
makes them easy to verify for particular systems.

Saturation is a stronger condition than the standard properties of fairness and justice
[10]. Fairness would require the rules to be continuously enabled to guarantee that they
are eventually taken. The property of justice is stronger in that it would require the rules
to be enabled infinitely often, but not necessarily continuously. Saturation goes further:
If a rule is ever enabled, it will certainly be chosen at a later point. Saturation may seem
too strong for the task at hand; however, in the presence of persistence, the notions of
fairness, justice, and saturation all coincide.

Theorem 4. Given a rule system that fulfills availability and persistence, every state
admits a proof or a countermodel path.

Proof. The proof uses the following combinators:

• stake : α stream→ nat→ α list maps ρ and n to the list of the first n elements of ρ;
• smap : (α→ β)→ α stream → β stream maps f to every element of the stream;
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• nats : nat stream denotes the stream of natural numbers: 0 ·1 ·2 ·3 · . . . ;
• flat : (α list) stream→α stream maps a stream of finite nonempty lists to the stream

obtained by concatenating those lists;
• sdropWhile : (α→ bool)→ α stream → α stream removes the maximal prefix of

elements that fulfill a given predicate from a given stream (or returns an irrelevant
default value if the predicate holds for all elements of the stream).

We start by constructing a stream of rules fenum in a fair fashion, so that ev-
ery rule occurs infinitely often in fenum. Let enum be a stream such that its ele-
ments cover the entire set rule (which is required to be countable). Take fenum =
flat (smap (stake enum) (stail nats)). Thus, if enum = r1 · r2 · r3 · . . . , then fenum =
r1 · r1 · r2 · r1 · r2 · r3 · . . . .

Let s be a state. Using fenum, we build a derivation tree T0 labeled with s such
that all its infinite paths are saturated. Let fair be the subset of rule stream consist-
ing of the fair streams. Clearly, any suffix of an element in fair also belongs to fair.
In particular, fenum and all its suffixes belong to fair. Given ρ ∈ fair and s ∈ state,
sdropWhile (λr. ¬ enabled r s) ρ has the form SCons r ρ′, making r the first enabled
rule in ρ. Such a rule exists because, by availability, at least one rule is enabled in
s and, by fairness, all the rules occur in ρ. Since enabled r s, we can pick a state
set ss such that eff r s ss. We define mkTree : fair → state → dtree corecursively as
mkTree ρ s = Node (s, r) (image (mkTree ρ′) ss).

We prove that, for all ρ ∈ fair and s, the derivation tree mkTree ρ s is well formed
and all its infinite paths are saturated. Wellformedness is obvious because at each point
the continuation is built starting with the effect of a rule. For saturation, we show that if
rule r is enabled at state s and ipath (mkTree ρ s) σ, then r appears along σ (i.e., there
exists a state s′ such that (s′, r) is in σ). This follows by induction on the position of r
in ρ, pos r ρ—formally, the length of the shortest list ρ0 such that ρ= ρ0 @SCons r _,
where @ denotes concatenation. Let r′ be the first rule from ρ enabled at state s. If
r = r′, then mkTree ρ s has label (s, r) already. Otherwise, ρ has the form ρ1 @ [r′]@ρ′,
with r not in ρ1, hence pos r ρ′ < pos r ρ. From the definitions of ipath and mkTree, it
follows that ipath (mkTree ρ′ s′) (stail σ) holds for some s′ ∈ ss such that eff r s′ ss. By
the induction hypothesis, r appears along stailσ, hence alongσ as desired. In particular,
T0 = mkTree fenum s is well formed and all its infinite paths are saturated.

Finally, if T0 is finite, it is the desired finite derivation tree. Otherwise, by Lemma 3
(König) it has an infinite path. This path is necessarily saturated; by Lemma 2, it is the
desired countermodel path. �

Theorem 4 captures the abstract essence of arguments from the literature, although
this is sometimes hard to grasp under the thick forest of syntactic details and concrete
strategies for fair enumeration: A fair tree is constructed, which attempts a proof; in
case of failure, the tree exhibits a saturated escape path.

If we are not interested in witnessing the proof attempt closely, Theorem 4 can be
established more directly by bulding the fair path without going through an intermedi-
ate fair tree. The key observation is that if a state s has no proof and eff r s ss, there
must exist a state s′ ∈ ss that has no proof. (Otherwise, we could compose the proofs
of all s′ into a proof of s by applying rule r.) Let pick r s ss denote such an s′. We pro-
ceed directly to the construction of a saturated escape path as a corecursive predicate
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mkPath : fair → {s ∈ state. s has no proof}→ step stream following the same idea as
for the previous tree construction: mkPath ρ s= SCons (s, r) (mkPath ρ′ (pick r s ss)),
where again SCons r ρ′ = sdropWhile (λr. ¬ enabled r s) ρ and ss is such that eff r s ss.
Fairness of mkPath ρ s follows by a similar argument as before for fairness of the tree.

Omitting the Availability Assumption. The above result assumes availability and
persistence. Among these assumptions, persistence is essential: It ensures that the con-
structed fair path is saturated, meaning that every rule available at any point is eventually
applied. Availability can be added later to the system without affecting its behavior by
introducing a special “idle” rule.

Lemma 5. A rule system R = (state, rule, eff) that fulfills persistence can be trans-
formed into an equivalent rule system Ridle = (state, ruleidle, effidle) that fulfills both
persistence and availability, with ruleidle = rule ∪ {IDLE} and effidle behaving like eff
on rule and effidle IDLE s ss ⇐⇒ ss = {s}.

Proof. Availability for the modified system follows from the continuous enabledness of
IDLE. Persistence follows from the persistence of the original system together with the
property that IDLE is continuously enabled and does not alter the state. The modified
system is equivalent to the original one because IDLE does not alter the state. �

Theorem 6. Given a rule system R that fulfills persistence, every state admits a proof
over R or a countermodel path over Ridle.

Proof. We first apply Theorem 4 to the system Ridle to obtain that every state admits
either a proof or a countermodel path, both in this system. And since R and Ridle are
equivalent, any proof of Ridle yields one of R. �

4 Concrete Completeness

The abstract completeness proof is parameterized by a rule system. This section con-
cretizes the result for the Gentzen system from Section 2 to derive the standard com-
pleteness theorem. Example 1 recast it as a rule system; we must verify that it fulfills
persistence and interpret abstract countermodel paths as actual FOL countermodels.

The Gentzen rules are persistent because they preserve the context surrounding the
eigenformulas. For example, an application of AXa (which affects only the atom a)
leaves any potential enabledness of ALLLx,ϕ,t (which affects only formulas with All
at the top) unchanged; moreover, AXa does not overlap with AXb for a 
= b. A minor
subtlety concerns ALLRx,ϕ, which requires the existence of a fresh y; but since the
sequents are finite, we can always find a fresh variable in the infinite set var.

On the other hand, availability does not hold for the proof system; for example, the
sequent p(x) � q(x) has no enabled rule. Hence, we need Theorem 6 and its IDLE rule.

Lemma 7. If Γ � Δ admits a countermodel path, there exist a structure S and a
valuation ξ : var→ S such that S 
|=ξ Γ � Δ.

Proof. Let σ be a countermodel path for Γ � Δ (i.e., a saturated escape path with Γ � Δ
as the first state). Let Γ̃ be the union of the left-hand sides of sequents occurring in σ,
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and let Δ̃ be the union of the corresponding right-hand sides. Clearly, Γ ⊆ Γ̃ and Δ ⊆ Δ̃.
The pair (Γ̃, Δ̃) can be shown to be well behaved with respect to all the connectives and
quantifiers in the following sense:

1. For all atoms a, Atm a /∈ Γ̃∩ Δ̃.
2. If Neg ϕ ∈ Γ̃, then ϕ ∈ Δ̃.
3. If Neg ϕ ∈ Δ̃, then ϕ ∈ Γ̃.
4. If Conj ϕ ψ ∈ Γ̃, then ϕ ∈ Γ̃ and ψ ∈ Γ̃.

5. If Conj ϕ ψ ∈ Δ̃, then ϕ ∈ Δ̃ or ψ ∈ Δ̃.
6. If All x ϕ ∈ Γ̃, then ϕ[t/x] ∈ Γ̃ for all t.
7. If All x ϕ ∈ Δ̃, there exists a variable y

such that ϕ[y/x] ∈ Δ̃.

These properties follow from the saturation ofσwith respect to the corresponding rules.
The proofs are routine. For example, if All x ϕ ∈ Γ̃ and t is a term, ALLLx,ϕ,t is enabled
in σ and hence eventually taken, ensuring that ϕ[t/x] ∈ Γ̃.

We construct the concrete (Herbrand) countermodel S = (S, F, P) as follows. Let
the domain S be the set term, and let ξ be the embedding of variables into terms. For
each n-ary f and p and each t1, . . . , tn ∈ S , we define Ff (t1, . . . , tn) = f (t1, . . . , tn) and
Pp (t1, . . . , tn)⇐⇒ p(t1, . . . , tn) ∈ Γ̃.

To prove S 
|=ξ Γ � Δ, it suffices to show that ∀ϕ∈ Γ̃. S |=ξ ϕ and ∀ϕ∈ Δ̃. S 
|=ξ ϕ.
These two facts follow together by induction on the depth of ϕ. In the base case, if
Atm a ∈ Γ̃, then S |=ξ Atm a follows directly from the definition of S ; moreover,
if Atm a ∈ Δ̃, then by property 1 Atm a 
∈ Γ̃, hence again S 
|=ξ Atm a follows from
the definition of S. The only nontrivial inductive case is All, which requires Lemma 1
(substitution). Assume All x ϕ ∈ Γ̃. By property 6, we have ϕ[t/x] ∈ Γ̃ for any t. Hence,
by the induction hypothesis, S |=ξ ϕ[t/x]. By Lemma 1, S |=ξ[x←t] ϕ for all t; that is,
S |=ξ All x ϕ. The second fact, concerning Δ̃, follows similarly from property 7. �

Theorem 8. For any sequent Γ � Δ, we have � Γ � Δ ∨ (∃S , ξ.S 
|=ξ Γ � Δ).

Proof. From Theorem 6 and Lemma 7. �

The rule ALLL from Section 2 stores, in the left context, a copy of the universal formula
All x ϕ when applied backward. This is crucial for concrete completeness since a fair
enumeration should try all the t instances of the universally quantified variable x, which
requires availability of All x ϕ even after its use. If we labeled ALLL as ALLLx,ϕ instead
of ALLLx,ϕ,t , thereby delegating the choice of t to the nondeterminism of eff, the system
would still be persistent as required by the abstract completeness proof, but Lemma 7
(and hence concrete completeness) would not hold—more specifically, property 6 from
the lemma’s proof would fail.

5 Further Concrete Instances

Theorem 6 is applicable to classical FOL Gentzen systems from the literature, in several
variants: with sequent components represented as lists, multisets or sets, one-sided or
two-sided, and so on. This includes the systems G′, GCNF′, G, and G= from Gallier
[11] and the systems G1, G2, G3, GS1, GS2, and GS3 from Troelstra and Schwichten-
berg [37]. Persistence is easy to check. The syntax-independent part of the argument
is provided by Theorem 6, while an ad hoc step analogous to Lemma 7 is required to
build a concrete countermodel.
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Several FOL refutation systems based on tableaux or resolution are instances of
the abstract theorem, providing that we read the abstract notion of “proof” as “refuta-
tion” and “countermodel” as “model.” Nondestructive tableaux [15]—including those
presented in Bell and Machover [1] and in Fitting [9]—are usually persistent when
regarded as derivation systems. After an application of Theorem 6, the argument for
interpreting the abstract model is similar to that for Gentzen systems (Lemma 7).

Regrettably, abstract completeness is not directly applicable beyond classical logic.
It is generally not clear how to extract a specific model from a nonstandard logic from
an abstract (proof-theoretic) model. Another issue is that standard sequent systems for
nonclassical variations of FOL such as modal or intuitionistic logics do not satisfy per-
sistence. A typical right rule for the modal operator � (“must”) is as follows [37]:

� Γ � ♦ Δ, ϕ
MUSTR� Γ � ♦ Δ,� ϕ

To be applicable, the rule requires that all the formulas in the context surrounding the
eigenformula have � or ♦ at the top. Other rules may remove these operators, or intro-
duce formulas that do not have them, thus disabling MUSTR.

Recent work targeted at simplifying completeness arguments [26] organizes modal
logics as labeled transition systems, for which Kripke completeness is derived. In the
proposed systems, the above rule becomes

Γ, w R w′ � Δ, w′ : ϕ MUSTR′

(w′ fresh)Γ � Δ, w : � ϕ

The use of labels for worlds (w,w′) and the bookkeeping of the accessibility relation R
makes it possible to recast the rule so that only resilient facts are ever assumed about
the context. The resulting proof system satisfies persistence, enabling Theorem 6. The
Kripke countermodel construction is roughly as for classical FOL Gentzen systems.

6 Formalization and Implementation

The definitions, lemmas, and theorems presented in Sections 2 to 4 are formalized in
the proof assistant Isabelle/HOL. The instantiation step of Section 4 is formalized for a
richer version of FOL, with sorts and interpreted equality, as required by our motivating
application (efficient encodings of sorts in unsorted FOL [4]). The formal development
is publicly available [6, 7].

The necessary codatatypes and corecursive definitions are realized using a recently
introduced definitional package [5]. The tree codatatype illustrates the support for core-
cursion through permutative data structures (with non-free constructors) such as finite
sets, a feature that is not available in any other proof assistant.

For generating code, we make the additional assumption that the effect relation cor-
responds to a partial function eff′ : rule→ state→ (state fset) option, where the Isabelle
datatype α option enriches a copy of α with a special value None.1 From this function,

1 In the proof system from Example 1, eff is not deterministic due to the rule ALLR. It can be
made deterministic by refining the rule with a systematic choice of the fresh variable y.
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we build the relational eff as the partial function’s graph. Isabelle’s code generator [14]
can then produce Haskell code for the computable part of our completeness proof—the
abstract prover mkTree, defined corecursively in the proof of Theorem 4:

data Stream a = SCons a (Stream a)

newtype FSet a = FSet [a]

data Tree a = Node a (FSet (Tree a))

fmap f (FSet xs) = FSet (map f xs)

sdropWhile p (SCons a σ) =

if p a then sdropWhile p σ else SCons a σ

mkTree eff ρ s =

Node (s, r) (fmap (mkTree eff ρ’) (fromJust (eff r s)))

where SCons r ρ’ = sdropWhile (\r -> not (isJust (eff r s))) ρ

Finite sets are represented as lists. The functions isJust :α option→ bool and fromJust :
α option→ α are the Haskell-style discriminator and selector for option. Since the Isa-
belle formalization is parametric over rule systems (state, rule, eff), the code for mkTree
explicitly takes eff as a parameter.

Although the code generator was not designed with codatatypes in mind, it is gen-
eral enough to handle them. Internally, it reduces Isabelle specifications to higher-order
rewrite systems [24] and generates functional code in Haskell, OCaml, Scala, or Stan-
dard ML. Partial correctness is guaranteed regardless of the target language’s evaluation
strategy. However, for the guarantee to be non-vacuous for corecursive definitions, one
needs a language with a lazy evaluation strategy, such as Haskell.

The verified contract of the program reads as follows: Given an available and per-
sistent rule system (state, rule, eff), a fair rule enumeration ρ, and a state s representing
the formula to prove, mkTree eff ρ s either yields a finite derivation tree of s or produces
an infinite fair derivation tree whose infinite paths are all countermodel paths. These
guarantees involve only partial correctness of ground term evaluation.

The generated code is a generic countermodel-producing semidecision procedure
parameterized by the the proof system. Moreover, the fair rule enumeration parameter ρ
can be instantiated to various choices that may perform better than the simple scheme
described in Section 3.

7 Related Work

This paper joins a series of pearls aimed at reclaiming mathematical concepts and re-
sults for coinductive methods, including streams [31, 35], regular expressions [32, 34],
and automata [33]. Some developments pass the ultimate test of formalization, usually
in Agda and Coq, the codatatype-aware proof assistants par excellence: the sieve of
Eratosthenes [3], real number basics [8], and temporal logic for red–blue trees [25].

So why write yet another formalized pearl involving coinduction? First, because we
finally could—with the new codatatype package, Isabelle has caught up with its rivals in
this area. Second, because, although codatatypes are a good match for the completeness
theorem, there seems to be no proof in the literature that takes advantage of this.
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While there are many accounts of the completeness theorem for FOL and related
logics, most of them favor the more mathematical Henkin style, which obfuscates the
rich structure of proof and failure. This preference has a long history. It is positively
motivated by the ability to support uncountable languages. More crucially, it is nega-
tively motivated by the lack of rigor perceived in the alternative: “geometric” reasoning
about infinite trees. Negri [26] gives a revealing account in the context of modal logic,
quoting reviews that were favorable to Kripke’s completeness result [21] but critical of
his informal argument based on infinite tableau trees.2 Kaplan [19] remarks that “al-
though the author extracts a great deal of information from his tableau constructions, a
completely rigorous development along these lines would be extremely tedious.”

A few textbooks venture in a proof-theoretic presentation of completeness, notably
Gallier’s [11]. Such a treatment highlights not only the structure, but also the algorith-
mic content of the proofs. The price is usually a lack of rigor, in particular a gap between
the definition of derivation trees and its use in the completeness argument. This lack of
rigor should not be taken lightly, as it may lead to serious ambiguities or errors: In the
context of a tableau completeness proof development, Hähnle [15] first performs an
implicit transition from finite to possibly infinite tableaux, and then claims that tableau
chain suprema exist by wrongly invoking Zorn’s lemma [15, Definition 3.16].3

The completeness theorem has been mechanized before in proof assistants. Schlöder
and Koepke, in Mizar [36], formalize a Henkin-style argument for possibly uncountable
languages. Building on an early insight by Krivine [22] concerning the expressibility of
the completeness proof in intuitionistic second-order logic, Ilik [17] analyzes Henkin-
style arguments for classical and intuitionistic logic with respect to standard and Kripke
models and formalizes them in Coq (without employing codatatypes).

At least three proofs were developed using HOL-based provers. Harrison [16], in
HOL Light, and Berghofer [2], in Isabelle, formalize Henkin-style arguments. Ridge
and Margetson [23, 30], in Isabelle, employ proof trees constructed as graphs of nodes
that carry their levels as natural numbers. This last work has the merits of analyzing the
computational content of proofs in the style of Gallier [11] and discussing an OCaml
implementation. Our formalization relates to this work in a similar way to which our
presentation relates to Gallier’s: The newly introduced support for codatatypes and
corecursion in Isabelle provides suitable abstraction mechanisms for reasoning about
infinite trees, avoiding boilerplate for tree manipulation based on numeric indexing.
Moreover, codatatypes are mapped naturally to Haskell types, allowing Isabelle’s code
generator to produce certified Haskell code. Finally, our proof is more abstract and ap-
plies to several variants of FOL and beyond.

8 Conclusion

The completeness theorem is a fundamental result about classical logic. Its proof is
presented in many variants in the literature. Few of these presentations emphasize the
algorithmic content, and none of them uses codatatypes. Gallier’s pseudo-Pascal code

2 And Kripke’s degree of rigor in this early paper is not far from today’s state of the art in proof
theory; see, e.g., Troelstra and Schwichtenberg [37].

3 This is the only error we found in this otherwise excellent chapter on tableaux.
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is inspiring, but we prefer “pseudo-Haskell,” i.e., Isabelle/HOL with codatatypes. In our
view, coinduction is the key to formulate an account that is both mathematically rigor-
ous and abundant in algorithmic content. The definition of the abstract prover mkTree
is stated rigorously, is accessible to functional programmers, and replaces pages of ver-
bose descriptions.

The advantages of machine-checked metatheory are well known from programming
language research, where new results are often formalized and proof assistants are used
in the classroom. This paper, like its predecessor [4], reported on some steps we have
taken to apply the same methods to formal logic and automated reasoning.

Acknowledgment. Tobias Nipkow made this work possible. Mark Summerfield and
the anonymous reviewers suggested many textual improvements to earlier versions of
this paper. Blanchette is supported by the Deutsche Forschungsgemeinschaft (DFG)
project Hardening the Hammer (grant Ni 491/14-1). Popescu is supported by the DFG
project Security Type Systems and Deduction (grant Ni 491/13-2) as part of the program
Reliably Secure Software Systems (RS3, priority program 1496). Traytel is supported
by the DFG program Program and Model Analysis (PUMA, doctorate program 1480).
The authors are listed alphabetically.

References

1. Bell, J.L., Machover, M.: A Course in Mathematical Logic. North-Holland (1977)
2. Berghofer, S.: First-order logic according to Fitting. In: Klein, G., Nipkow, T., Paulson, L.

(eds.) Archive of Formal Proofs (2007),
http://afp.sf.net/entries/FOL-Fitting.shtml

3. Bertot, Y.: Filters on coinductive streams, an application to Eratosthenes’ sieve. In: Urzyczyn,
P. (ed.) TLCA 2005. LNCS, vol. 3461, pp. 102–115. Springer, Heidelberg (2005)

4. Blanchette, J.C., Popescu, A.: Mechanizing the metatheory of Sledgehammer. In: Fontaine,
P., Ringeissen, C., Schmidt, R.A. (eds.) FroCoS 2013. LNCS, vol. 8152, pp. 245–260.
Springer, Heidelberg (2013)

5. Blanchette, J.C., Hölzl, J., Lochbihler, A., Panny, L., Popescu, A., Traytel, D.: Truly modular
(co)datatypes for Isabelle/HOL. In: Klein, G., Gamboa, R. (eds.) ITP 2014. LNCS, Springer
(2014)

6. Blanchette, J.C., Popescu, A., Traytel, D.: Abstract completeness. In: Klein, G., Nipkow, T.,
Paulson, L. (eds.) Archive of Formal Proofs (2014),
http://afp.sf.net/entries/Abstract_Completeness.shtml

7. Blanchette, J.C., Popescu, A., Traytel, D.: Formal development associated with this paper
(2014), http://www21.in.tum.de/~traytel/compl_devel.zip

8. Ciaffaglione, A., Gianantonio, P.D.: A certified, corecursive implementation of exact real
numbers. Theor. Comput. Sci. 351(1), 39–51 (2006)

9. Fitting, M.: First-Order Logic and Automated Theorem Proving, 2nd edn. Graduate Texts in
Computer Science. Springer (1996)

10. Francez, N.: Fairness. Texts and Monographs in Computer Science, Springer (1986)
11. Gallier, J.H.: Logic for Computer Science: Foundations of Automatic Theorem Proving.

Computer Science and Technology. Harper & Row (1986)
12. Gödel, K.: Über die Vollständigkeit des Logikkalküls. Ph.D. thesis, Universität Wien (1929)
13. Gordon, M.J.C., Melham, T.F. (eds.): Introduction to HOL: A Theorem Proving Environment

for Higher Order Logic. Cambridge University Press (1993)

http://afp.sf.net/entries/FOL-Fitting.shtml
http://afp.sf.net/entries/Abstract_Completeness.shtml
http://www21.in.tum.de/~traytel/compl_devel.zip


60 J.C. Blanchette, A. Popescu, and D. Traytel

14. Haftmann, F., Nipkow, T.: Code generation via higher-order rewrite systems. In: Blume,
M., Kobayashi, N., Vidal, G. (eds.) FLOPS 2010. LNCS, vol. 6009, pp. 103–117. Springer,
Heidelberg (2010)

15. Hähnle, R.: Tableaux and related methods. In: Robinson, A., Voronkov, A. (eds.) Handbook
of Automated Reasoning, vol. I, pp. 100–178. Elsevier (2001)

16. Harrison, J.: Formalizing basic first order model theory. In: Grundy, J., Newey, M. (eds.)
TPHOLs 1998. LNCS, vol. 1479, pp. 153–170. Springer, Heidelberg (1998)

17. Ilik, D.: Constructive Completeness Proofs and Delimited Control. Ph.D. thesis, École Poly-
technique (2010)

18. Jacobs, B., Rutten, J.: A tutorial on (co)algebras and (co)induction. Bull. Eur. Assoc. Theor.
Comput. Sci. 62, 222–259 (1997)

19. Kaplan, D.: Review of Kripke (1959) [21]. J. Symb. Log. 31(1966), 120–122 (1966)
20. Kleene, S.C.: Mathematical Logic. John Wiley & Sons (1967)
21. Kripke, S.: A completeness theorem in modal logic. J. Symb. Log. 24(1), 1–14 (1959)
22. Krivine, J.L.: Une preuve formelle et intuitionniste du théorème de complétude de la logique

classique. Bull. Symb. Log. 2(4), 405–421 (1996)
23. Margetson, J., Ridge, T.: Completeness theorem. In: Klein, G., Nipkow, T., Paulson, L. (eds.)

Archive of Formal Proofs (2004),
http://afp.sf.net/entries/Completeness.shtml

24. Mayr, R., Nipkow, T.: Higher-order rewrite systems and their confluence. Theor. Comput.
Sci. 192(1), 3–29 (1998)

25. Nakata, K., Uustalu, T., Bezem, M.: A proof pearl with the fan theorem and bar induc-
tion: Walking through infinite trees with mixed induction and coinduction. In: Yang, H. (ed.)
APLAS 2011. LNCS, vol. 7078, pp. 353–368. Springer, Heidelberg (2011)

26. Negri, S.: Kripke completeness revisited. In: Primiero, G., Rahman, S. (eds.) Acts of Knowl-
edge: History, Philosophy and Logic: Essays Dedicated to Göran Sundholm, pp. 247–282.
College Publications (2009)

27. Nipkow, T., Klein, G.: Concrete Semantics: A Proof Assistant Approach. Springer (to ap-
pear), http://www.in.tum.de/~nipkow/Concrete-Semantics

28. Nipkow, T., Paulson, L.C., Wenzel, M.: Isabelle/HOL. LNCS, vol. 2283. Springer, Heidel-
berg (2002)

29. Pfenning, F.: Review of “Jean H. Gallier: Logic for Computer Science. J. Symb. Log. 54(1),
288–289 (1989)

30. Ridge, T., Margetson, J.: A mechanically verified, sound and complete theorem prover for
first order logic. In: Hurd, J., Melham, T. (eds.) TPHOLs 2005. LNCS, vol. 3603, pp. 294–
309. Springer, Heidelberg (2005)
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Abstract. We present a focused intuitionistic sequent calculus for high-
er-order logic. It has primitive support for equality and mixes λ-term
conversion with equality reasoning. Classical reasoning is enabled by ex-
tending the system with rules for reductio ad absurdum and the axiom
of choice. The resulting system is proved sound with respect to Church’s
simple type theory. The soundness proof has been formalized in Agda.
A theorem prover based on bottom-up search in the calculus has been
implemented. It has been tested on the TPTP higher-order problem set
with good results. The problems for which the theorem prover performs
best require higher-order unification more frequently than the average
higher-order TPTP problem. Being strong at higher-order unification,
the system may serve as a complement to other theorem provers in the
field.

1 Introduction

Benchmarking and development of automated reasoning tools for higher-order
logic has been facilitated by the introduction of a new syntax and a dedicated
set of higher-order problems at TPTP in 2009 [1,2]. However, higher-order uni-
fication, which is an important component of higher-order reasoning, is still a
challenge for several of the established theorem proving systems.

Agda [3] is an intuitionistic higher-order logical framework based on Martin-
Löf type theory. As for any interactive theorem prover, Agda users are facilitated
by local automation. Agda has a plugin for this, called Agsy [4]. In order to be
able to evaluate the performance of Agsy, an adaptation to classical higher-order
logic has been developed.

This variant of Agsy, called AgsyHOL, turned out to be competitive in the con-
text of TPTP. AgsyHOL performs well not least on problems involving higher-
order unification. Out of the problems that AgsyHOL either solves in less than 50
milliseconds or at least 100 times faster than any other system on TPTP online
(31 problems), roughly 80% of the solutions contain λ-abstractions, i.e. involve
higher-order unification. For all problems that AgsyHOL solves (1722 problems)
the percentage is 37.

A major idea behind Agsy and AgsyHOL is to take an inference system con-
structed with proof search in mind and combine it with a simple search mecha-
nism and a small layer of search control heuristics. More precisely, the semantics
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is represented by a proof checking algorithm defined over an explicit proof lan-
guage. Each construct in the language corresponds to one of the inference rules.
Proof search is achieved by applying narrowing [5], which lazily instantiates the
proof candidate.

The setup results in a clear separation between logic and control. It facilitates
reasoning about correctness since it is (an implementation of) the inference rules
themselves which drive the search. The implementation of AgsyHOL is also
relatively small, approximately 2000 lines of code excluding parsing, printing
and the generic narrowing search.

Both Agsy and AgsyHOL are based on focused intuitionistic sequent calculus.
Related proof search oriented inference systems include LJT [6], PTSC [7], and
focused derivations [8].

In the context of higher-order logic theorem proving proof by refutation is
the dominating approach, whereas AgsyHOL produces derivation proofs. Thus
it can fill a role when proof readability and integration with interactive systems
are of interest.

The inference system which AgsyHOL is based on includes rules for classical
reasoning and has been proved correct with respect to Church’s simple type
theory (STT). The soundness proof has been formalized in Agda, and AgsyHOL
produces derivations that can be independently checked by Agda relative to the
soundness proof.

Completeness of the inference system has not been formally addressed. Al-
though interesting on the theoretical level, we have instead focused on the per-
formance of the implementation.

Section 2 presents the inference system which forms the basis of AgsyHOL.
Section 3 discusses the heuristics which control search on top of the inference
rules. Section 4 describes some more technical details of the implementation.
Section 5 presents the empirical results of running AgsyHOL on the higher-
order problems in TPTP. Finally, section 6 concludes and gives some pointers
for future work.

2 Inference System

The system is based on sequent calculus, which is more suitable for proof search
than natural deduction. In sequent calculus right and left rules, which correspond
to introductions and eliminations, are both guided by formula deconstruction in
a backward search. In natural deduction this is only true for introduction rules,
whereas elimination rules can be arbitrarily and indefinitely applied backwards.

More precisely, the system is based on the sequent calculus for intuitionistic
logic and originates from Gentzen’s system LJ. The main reason for using an
intuitionistic system in a classical context is that the initial motivation of the
work was to evaluate the performance of Agsy, which targets intuitionistic logic.

The original system LJ suffers from significant and unnecessary nondetermin-
ism caused by the proliferation of antecedents and the arbitrary order in which
to deconstruct them. One improvement is the concept of uniform proofs [9].
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The idea is to identify a subset of the deconstructing rules for which the order
of application is unimportant. Such rules are applied in a fixed order, avoiding
the corresponding branching of the search tree. However, no restrictions cor-
responding to uniform proofs are built in to the presented calculus. Instead,
corresponding improvements were made on the search control level in the imple-
mentation, see section 3.

Another improvement over LJ is back-chaining or focused derivations [8]. This
means that the calculus has two judgment forms, one for introduction and one for
elimination. When switching, in the perspective of bottom-up proof construction,
from introduction to elimination, one antecedent is selected. It becomes the
focus of the derivation. The antecedent is then deconstructed through zero or
more eliminations. The result of the elimination steps must at the end be used
either to prove the succedent or to justify absurd or disjunctive elimination. This
technique is a fundamental part of the presented system.

Investigations using similar calculi for proof search in higher-order logic in-
clude the presentation of a focused sequent calculus for pure type systems by
Lengrand et. al. [7], called PTSC. This work is based on system LJT [6], a type
theoretic variation of system LJ due to Herbelin. In contrast to these systems,
the presented one has a full set of logical connectives, including equality, and is
extended with rules for classical reasoning.

2.1 Syntax and Judgments

The type and formula syntax is shown in figure 1. Type subscripts in formulas
will be suppressed whenever the type is clearly resolved by the context. Syntax
variables are denoted by γ, τ for types and by plain capital letters for formulas.
The inference system will be denoted FSCho

= .
As already mentioned, there are two interdependent judgments in intuition-

istic sequent calculus with focusing. They will be called the main judgment and

γ, τ ::= ı (type of individuals) A,B, . . . ::= xγ (variable)
| o (type of truth values) | Aγτ Bτ (application)
| γτ (function type) | λxτ . Aγ (abstraction)

| ιγ(oγ) (choice operator)
| ∼ Ao (negation)
| Ao ∨Bo (disjunction)
| Ao ∧Bo (conjunction)
| Ao ⊃ Bo (implication)
| ∀xγ . Ao (universal quantification)
| ∃xγ . Ao (existential quantification)
| � (truth)
| ⊥ (falsity)
| Aγ = Bγ (equality)

Fig. 1. Type and Formula Syntax
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focusing judgment. The main and focusing judgments have the forms Γ � A and
Γ ;B � A, where Γ represents a set of antecedent formulas, A1, A2, . . . , An. An
empty set of antecedents is denoted ε. The notation essentially follows Girard
[10] and system LJT [6].

The meaning of both judgments is that the proposition represented by A
is derivable from the propositions in Γ . In addition, the rules of the focusing
judgment restrict the derivations in such a way that the focusing mechanism
described above is imposed.

Apart from this there is a conversion judgment which determines when two
formulas are equal. Instead of an axiomatic representation of equality reasoning
on the level of the main judgment, this is expressed in the conversion judg-
ment. Each step in an equality chain is justified by an antecedent. Therefore the
conversion judgment, just as the other judgments, is parameterized by a set of
antecedents, Γ . The conversion judgment has the form Γ � A ↔γ B.

Each judgment form has some variants which express search oriented restric-
tions. These variants are presented along the way in the respective sub-sections.

The inference rules rely on a few standard notions, whose definitions are
omitted. Replacing x by A in B is denoted [A/x]B. A formula A being well-
formed of type γ is denoted wfγA. A formula A being a member of a set Γ is
denoted A ∈ Γ , Reduction of a formula A to head normal form, A′, is denoted
A →β A′.

2.2 Main Judgment

A good principle to adhere to when constructing a calculus intended for proof
search in predicate logic is to inspect the structure of a formula in a lazy manner.
The rationale is that the structure of the formula may be currently unknown. By

A→β B Γ �i B

Γ � A
intro

Γ �∼∼ A
Γ � A

RAA
B ∈ Γ Γ ;B �↑ A

Γ � A
focus

Γ ;∀xoγ. (∃yγ . x y) ⊃ x (ιγ(oγ) x) �↑ A

Γ � A
AC

Γ � A
Γ �i A ∨ B

∨-Il

Γ � B
Γ �i A ∨ B

∨-Ir Γ � A Γ � B
Γ �i A ∧B

∧-I
Γ �i � �-I

Γ,A � B

Γ �i A ⊃ B
⊃ -I

Γ,A � ⊥
Γ �i∼ A

∼ -I
Γ � A

Γ �i ∀xγ . A
∀-I

wfγB Γ � [B/x]A

Γ �i ∃xγ . A
∃-I

Γ � A↔γ B

Γ �i Aγ = Bγ
= -I

Fig. 2. Inference rules for Γ � A
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waiting as long as possible until splitting search according to the different pos-
sible constructs of the formula, as much restricting judgments as possible come
into play. Therefore β-reduction of a formula is performed in direct connection
to matching against its head form.

Figure 2 shows the rules of the main judgment, including the sub-form Γ �i A,
which contains all introduction rules. The intro rule has this judgment as premise,
but with the succedent replaced by its head normal form.

In the case of equality, = -I, the introduction rule simply has a conversion
derivation as premise. In the introduction rule for universal quantification, ∀-I,
x implicitly serves as the quantified variable. In the formalized soundness proof
as well as in the implementation of AgsyHOL the judgments have an explicit
context of universally quantified variables.

The focus rule identifies an antecedent and focuses on this in the premise. The
upward arrow in the focusing judgment is explained in the next sub-section.

In order to allow a close relationship between a proof and the original problem
that it solves, FSCho

= has a rich set of logical connectives. This is also a natural
consequence of the fact that the basis of the system is intuitionistic. However, the
rules for negation corresponds to the standard representation, i.e. ∼ A ≡ A ⊃ ⊥,
and could be excluded in an intuitionistic setting.

Apart from the rules mentioned so far there are two more, which enable clas-
sical reasoning, one for reductio ad absurdum, RAA, and one for the axiom of
choice, AC. These rules could have been added as axioms except for the inability
to quantify over types in the case of AC. However, both are included as rules of
the system in order to facilitate search control. The AC rule, just like focus, has
an focusing judgment as premise. It inserts the axiom of choice as the antecedent
in focus.

2.3 Focusing Judgment

The focusing judgment has two modes, denoted Γ ;B �↑ A and Γ ;B �↓ A,
respectively. The first mode is used in the main judgment and the second in the
conversion judgment, which is presented in next sub-section.

On top of these two modes, there is a sub-form which has the same function
as the sub-form of the main judgment, but expresses elimination instead of in-
troduction rules. It is denoted Γ ;B �e A, and is used to express the restriction
of β-reduction for antecedents.

Figure 3 shows the rules for the focusing judgment. The rules in which the
turnstile is decorated with neither up nor down arrow apply to both modes of
the judgment, with the same direction of the arrow both in the premise and con-
clusion. This accounts both for the focusing judgment itself and its elimination
sub-form.

Derivations of the focusing judgment are sequences of elimination steps. An
elimination sequence for the mode Γ ;B �↑ A terminates either with using the
antecedent in focus to prove the succedent (the use rule), or the elimination of
disjunction, absurdity or negation. A sequence for the mode Γ ;B �↓ A ends
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A→β C Γ ;C �e B

Γ ;A � B
elim

A→β A′ B →β B′ Γ �s B
′ ↔o A′

Γ ;A �↑ B
use

Γ ;A � C

Γ ;A ∧ B �e C
∧-El

Γ ;B � C

Γ ;A ∧B �e C
∧-Er

Γ � A Γ ;B � C

Γ ;A ⊃ B �e C
⊃ -E

wfγC Γ ; [C/x]A � B

Γ ;∀xγ . A �e B
∀-E

Γ ; [(ιγ(oγ) (λxγ . A))/x]A � B

Γ ;∃xγ . A �e B
∃-E

Γ ;⊥ �↑
e A

⊥-E

Γ ; (A ⊃ B) ∧ (B ⊃ A) � C

Γ ;Ao = Bo �e C
= -Ebool

Γ � A ⊃ C Γ � B ⊃ C

Γ ;A ∨ B �↑
e C

∨-E Γ � A

Γ ;∼ A �↑
e B

∼ -E

Γ ;A = B �↓
e A = B

useeq
Γ ;A = B �↓

e B = A
useeq-symm

Fig. 3. Inference rules for Γ ;A � B

either with useeq or useeq-symm, inferring an equality or its symmetric corre-
spondence.

The existential elimination rule uses the choice operator applied to the pred-
icate in order to represent the witness. In a intuitionistic setting a variable is
introduced for this purpose, or, in the type theoretic case, the first projection of
the corresponding Σ-type.

The rule = -Ebool expresses the converse of Boolean extensionality. This rule
eliminates the need to allow equality reasoning prior to head normal reduction
in the introduction and elimination rules.

When using natural deduction for proof search, introduction steps must be
constructed bottom up and elimination steps top down. In bottom-up construc-
tion of elimination steps, any rule is applicable indefinitely. A top-down construc-
tion on the other hand guides the search by deconstructing a concrete antecedent
incrementally. Focused sequent calculus inverts the structure of eliminations such
that a uniform bottom-up search effectively implements that division into an in-
troductions part at the bottom of the derivation and an eliminations part at the
top.

2.4 Conversion Judgment

The conversion judgment also has a sub-form, denoted Γ �s A ↔γ B, which
restricts derivations to top-level simplification of the formulas. Figure 4 shows
the rules for the conversion judgment.
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C ∈ Γ Γ ;C �↓ Dγ = Eγ A→β A′ D →β D′

Γ �s A
′ ↔γ D′ Γ � E ↔γ B

Γ � A↔γ B
step

A→β A′ B →β B′ Γ �s A
′ ↔γ B′

Γ � A↔γ B
simp

Γ � (A ⊃ B) ∧ (B ⊃ A)

Γ � A↔o B
extbool

Γ � Ax↔τ B x

Γ � A↔τγ B
extfun

Γ �s x↔γ x
simpvar

Γ � A↔τγ C Γ � B ↔γ D

Γ �s Aτγ Bγ ↔τ Cτγ Dγ

simpapp

Γ � A↔τ B

Γ �s λxγ . Aτ ↔τγ λxγ . Bτ

simplam

Γ � A↔o C Γ � B ↔o D

Γ �s Ao ∨Bo ↔o Co ∨Do

simpdisj · · ·

Fig. 4. Inference rules for Γ � A↔γ B (incomplete list)

In the step rule an antecedent, C, justifies, after a sequence of eliminations,
rewriting the left-hand side of the conversion. The direction of rewriting is im-
posed by restricting the conversion of the left-hand side to simplification. In other
words, the left-hand side of the succedent and one of the sides of the antecedent
must have identical heads, module β-reduction. In the subsequent conversion
judgment the opposite side of the antecedent appears as the left-hand side of
the succedent.

The simp rule terminates an equality chain by requiring the formulas of the
conversion to have identical heads. However, the premises in the simplification
rules refer back to the full conversion judgment, allowing rewriting of the sub-
formulas to take place.

As seen in the previous sub-section the rules for elimination of disjunctions,
falsity and negations are not available in the inference mode of the focusing
judgment, and therefore not allowed in equality reasoning. This restriction does
not compromise completeness and empirical results indicate that enforcing it
improves performance.

In the simplification rule for λ-abstractions, simplam, both sides are assumed
to bind the same variable, x, and it is implicitly quantified in the premise.

The rule simplam is redundant as far as completeness is concerned, due to the
presence of extfun, which also expresses η-conversion. However, using extfun when
the left- and right-hand sides are both λ-abstractions introduces unnecessary
substitutions in the formulas, which complicate proof search.

The simplification rules for the connectives have the expected form. The figure
only includes the rule for disjunction, while the rest are omitted.
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Equality reasoning is part of conversion instead of having rules for this on the
level of the main judgment, which would be the case with an axiomatic repre-
sentation. By interleaving simplification and rewriting, equality chains appear
as locally as possible. This allows the inference system itself to guide the proof
search in terms of in what parts of formula rewriting should take place. The
setup also avoids the choice of in which order to do the rewriting steps in the
case of independent rewriting of multiple sub-formulas.

Example 1. Let h define the axiom x = z ∧w = y and the conjecture be f x y =
f z w. The solution reported by AgsyHOL is

=-I (simp-app (step <<h>> (And-El use-eq) simp-all simp-all)

(step <<h>> (And-Er use-eq-sym) simp-all simp-all))

On the top level is an equality introduction, followed by a simplification of
the application. For the first argument of f the left conjunct of h is used, and
for the second argument the symmetrical counterpart of the right conjunct is
used. The term simp-all is a shorthand for a conversion which contains no
equality steps. Thanks to the representation of equality reasoning, the positions
in the proof at which to rewrite the two sub-formulas are fixed. There is not one
proof corresponding to the equality chain f x y = f z y = f z w and another one
corresponding to f x y = f xw = f z w.

2.5 Soundness

The reference logic is STT [11]. Figure 5 shows the syntax of STT and how the
logical connectives of FSCho

= are interpreted as STT formulas.

Proposition. Assume A is a well formed Boolean formula in FSCho
= . If ε � Ao

is derivable in FSCho
= then the interpretation of a A is derivable in STT.

Proof. The proof is straightforward and conducted by induction on the structure
of proof derivations. The proof has been formalized in Agda [3] and the code can
be found at [12]. The proof uses de Bruijn indices and explicit quantification of
variables. Consequently, the inference rule for α-conversion in STT is dropped
while a new rule for adding a fresh variable is required.

∼ Ao ≡ NooAo A,B ::= xγ (variable)
Ao ∨Bo ≡ AoooAoBo | Noo (negation operator)
Ao ∧Bo ≡ ∼ (∼ Ao∨ ∼ Bo) | Aooo (disjunction operator)
Ao ⊃ Bo ≡ ∼ Ao ∨Bo | Πo(oγ) (quantification operator)
∀xγ . Ao ≡ Πo(oγ)(λxγAo) | ιγ(oγ) (choice operator)
∃xγ . Ao ≡ ∼ ∀xγ . ∼ Ao | Aγτ Bτ (application)

� ≡ ∀xo. (xo ⊃ xo) | λxτ . Aγ (abstraction)
⊥ ≡ ∀xo. xo

Aγ = Bγ ≡ (λxγ . λyγ . ∀zoγ . (zoγxγ ⊃ zoγyγ))Aγ Bγ

Fig. 5. STT terms and interpretation of logical connectives



A Focused Sequent Calculus for Higher-Order Logic 69

3 Proof Search

System FSCho
= is based on focused sequent calculus, which already facilitates

proof search compared to e.g. natural deduction. It also expresses some proof
search oriented details, e.g. the restrictions of where to perform β-reduction and
how equality reasoning and simplification are mixed.

Another such detail is the order of B and A in the premise Γ �s B ↔o A in the
use rule. Empirical tests indicate that replacing the judgment with Γ �s A ↔o B
gives inferior performance. This outcome depends on the exact configuration of
the conversion judgment rules. The conversion rules are devised in such a way
that backward application constructs equality chains from left to right. The di-
rection of unfolding equality chains can have an impact on performance whenever
parts of the formulas in the conversion are unknown. In the case of the use rule
the succedent is to the left and the antecedent to the right. It is reasonable to
believe that if one side of an equality is more frequently uninstantiated than
the other, the search is more restricted if rewriting from the more instantiated
side than vice versa. Using this argument to explain the empirical difference, the
succedent is presumably on average more known than the antecedent.

Although FSCho
= itself is devised with proof search in mind, some additional

restrictions and search control heuristics are needed in order to achieve an effi-
cient theorem prover. This section presents the search control mechanisms which
are part of the AgsyHOL implementation. Proof search is based on applying
the inference rules of FSCho

= backwards and constructing a complete derivation
step by step. The search state consists of a derivation tree where some of the
sub-derivations are incomplete. When no unknown parts of the derivation tree
remain, a proof has been found and the given formula is valid.

An unknown part of a derivation may be a formula. Formula and deriva-
tion refinements are handled uniformly by defining a proof language with one
construct for each inference rule. There is no separate mode of the search that
performs unification. Unification effectively takes place when applying the rules
for the conversion judgment backwards.

Unknown parts of formulas and proofs are represented by meta-variables.
They only exist on the level of the narrowing algorithm and search control.
Meta-variables that act as placeholders for formulas, e.g. B in the ∃-I rule, have
the role of existential variables.

Since the set of possible partial derivations is in general infinite, search depth
must be limited. In AgsyHOL search is limited by the size of the derivation tree.
Instead using the maximum depth of the derivation tree as the limit is inferior
according to our experience.

In section 2 it was mentioned that the concept of uniform proofs is not adopted
in AgsyHOL. The reason is that even though uniform proofs preserve complete-
ness, it does not necessarily improve the overall performance of proof search.
AgsyHOL uses proof size as the notion of search depth in order to stratify the
search. Finding the first solution at a small depth is often more important in
practice than keeping the number of solutions at a minimum. Most notably,
the adoption of a uniform application of the right rule for implication is not
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preferable in our experience. The rule extends the set of antecedents which
increases the number of choices for elimination, so it should be invoked
conservatively.

The following sub-sections present the important aspects of search control in
AgsyHOL. The spectrum of configurations for the parameters involved has not
been explored sufficiently in order for the exact numbers to be relevant. Therefore
the presentation is not very specific, but intended to give a rough view of the
amount of and nature of search control we found necessary to include.

3.1 Customized Order of Refining Sub-derivations

When choosing which incomplete part of the derivation to refine, a system of pri-
orities is used. Different priorities are assigned to the judgments of the calculus.
At each step in the search an incomplete sub-derivation or formula, which has
an unresolved judgment with the highest priority, is chosen. The principle which
has been followed is to assign a higher priority to judgments which typically lead
to a smaller degree of branching. The judgments of FSCho

= are listed below in
decreasing order of priority in AgsyHOL.

– Simplification judgment, Γ �s A ↔γ B, flexible-rigid situation
– Conversion judgment, Γ � A ↔γ B
– Focusing judgment, Γ ;B � A
– Main judgment, Γ � A
– Simplification judgment, flexible-flexible situation

The list shows that resolving unification has top priority. Moreover, deciding
whether to proceed with or end an elimination sequence has higher priority than
the main judgment, so that how to end a sequence is explored before attacking
any of its sub-problems.

3.2 Weighted Refinement of the Derivation Tree

The proof constructs are associated with individual weights. The size of a proof is
taken to be the sum of the weights of the constructs it contains. The weights have
been chosen by trial and error aiming to maximize performance. The following
list summarizes the weights used in AgsyHOL.

– Introduction rules have a small weight, except for implication which has a
larger weight.

– The use of a hypothesis has a small weight if it has a low degree of generality
and large weight when it is highly general. The generality of a hypothesis is
measured by the portion of the statement which is constituted by variables.
This is an ad hoc mechanism but improves success rate on problems which
have a large amount of hypotheses.

– The rules RAA and AC have a large weight.
– The rules extbool, extfun have a large weight.
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– The rule step has a large weight.

– Simplification rules have a small weight.

– Refining a formula in the presence of a conversion constraint without pending
substitutions has a small weight. In such situations unification becomes first-
order and there is no real search taking place. When there are postponed
substitutions, refining the formula has a slightly larger weight.

The reader may refer to the source code [12] for the exact relation between
weights.

3.3 Unification

Applying the rules of conversion in FSCho
= effectively implements full higher-

order unification. General higher-order unification is undecidable. However, in
practice this is often, including for AgsyHOL, not very problematic. Therefore
restricting unification to some decidable fragment, like pattern unification, has
not been investigated.

Formulas which are unknown are constructed incrementally during search, just
as the derivation tree constructs. Since formulas are higher-order, substitutions
must be postponed at meta-variables and performed once they are instantiated.
This is handled by using explicit substitutions in the implementation.

How to deal with occurs checks in higher-order logic is not straightforward.
One observation is that a meta-variable may occur in a pending substitution and
that it is not in general clear whether such an occurrence will cause circularity.
A second observation is that since the formulas are constructed step by step,
a circularity check the way it is done in first-order unification will not catch
circularity caused by the interplay between several equality constraints.

AgsyHOL has the following way to deal with occurs check. For conversion
judgments the systems keeps track of which formula heads surround the current
sub-formulas. Instantiating one of the formulas to a head which is already among
the surrounding heads is discouraged by associating it with a large weight. The
following simple example should clarify this mechanism.

Assume X1, X2, . . . are meta-variables. Given the equality

X1 = f (g X1)

X1 will first be refined to f X2. The equality is then simplified to

X2 = g (f X2)

keeping in mind that the head f has been traversed. Then X2 is refined to g X3

and simplification yields

X3 = f (g X3)

where both f and g now have been traversed. Refining X3 to f X4 in this situ-
ation is assigned a large weight since f is already among the traversed heads.
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3.4 β-Reduction

Since the search state may include partially instantiated formulas β-reduction
may take place in formulas which are not completely type checked. There is there-
fore a risk of non-termination. There are various ways to overcome this problem.
Some are theoretically appealing, such as the one based on linearity/non-linearity
discrimination, presented in e.g. Lengrand [13].

However, AgsyHOL has a very straightforward mechanism to deal with non-
termination of reduction. It simply limits the number of consecutive reduction
steps and lets this limit increase with the search depth.

4 Implementation

The source code of AgsyHOL is available at [12] and the system can be invoked
on Systems on TPTP. It is written in Haskell, and is, as already mentioned,
composed of three parts, namely a generic search algorithm, semantics and search
control. The search algorithm is an extension of lazy narrowing [5].

Lazy narrowing is a search procedure which, given a function, f , and a fixed
output, y, exploits non-strictness in f in order to efficiently find inputs, X ,
such that f(X) = y. Lazy narrowing refines the input step-wise and has meta-
variables which represent yet unknown parts of it.

The semantics of FSCho
= is represented by a proof checking algorithm unaware

of meta-variables. The proof checker takes a boolean formula and a proof, and
decides whether the proof is a valid derivation of the formula. Proof search is
achieved by applying lazy narrowing on the proof checking function with a given
formula and an unknown proof, i.e. the proof given to the proof checker is initially
a fully uninstantiated meta-variable.

The narrowing algorithm is first-order. In order to be able use it to con-
struct higher-order formulas, the formulas have a first-order representation. In
AgsyHOL de Bruijn-indices represented by integers are used. The search control
added on top of the narrowing algorithm keeps track of the size of the variable
scope.

The extensions of lazy narrowing used in AgsyHOL are concurrent conjunction
[14], and customizable depth weights and priorities for instantiation. Concurrent
conjunction enables inference rules with multiple premises to result in a collection
of simultaneously active constraints. This improves the pruning accomplished by
the narrowing algorithm. It is also a prerequisite for the mechanism of priorities,
since otherwise there would always be only one blocking meta-variable.

The search control part of the theorem prover consists of annotations in
the proof checker which specify the weights and priorities associated with each
branching point at which execution may stop because of the presence of a meta-
variable.

The lazy narrowing mechanism is implemented as an embedded library in
Haskell. It uses depth-first search with back-tracking and iterated deepening.
There are functional logic programming languages, such as Curry [15], which
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natively implement lazy narrowing. These languages however do not fit the needs
regarding the extensions for expressing priorities and costs used in AgsyHOL.

The proof checker in AgsyHOL uses a sequent calculus style, not only of
eliminations, but also applications in formulas. This means that instead of binary
application, applications are represented by a head, which is a variable, and a list
of arguments. Having this representation of application simplifies the interplay
between conversion and head normal reduction in the way that only the top level
construct has to be inspected in order to determine whether a formula is head
normal.

AgsyHOL reads the THF0 syntax [2], the basic higher-order syntax in TPTP.
When translating from THF0 to the internal representation of formulas defi-
nitions are inlined. In STT there is only one set of individuals. THF permits
multiple sets and this is reflected in the implementation of FSCho

= in AgsyHOL.
The representation of applications in AgsyHOL syntactically disallows β-redexes,
which are therefore reduced away in the translation.

The use of RAA is problematic since it is universally applicable and difficult to
know when needed. The weight of this rule is therefore high in AgsyHOL. This
has the effect that proofs that require classical reasoning can be time consum-
ing to find. In order to improve this, each problem is transformed using double
negation elimination and the de Morgan laws. The transformation done in Agsy-
HOL aims to limit the need for classical reasoning by minimizing the number
of negations. This makes it solve around 10% more problems in TPTP (within
the standard 300 seconds time limit) compared to having no transformation.
On the other hand, bringing the formulas to negation normal form does not
improve the performance on the problem set at all. Another alternative would
be to use double-negation transformation in order to avoid the need of the RAA
rule. This however substantially lowers the success rate of AgsyHOL.

5 Empirical Result

AgsyHOL has been tested on the higher-order problems in the TPTP version
6.0.0, January 2014. There are 3025 problems in total. Figure 6 shows a com-
parison between AgsyHOL and the other higher-order theorem provers available

system solutions unique

Satallax—2.7 2080 73
Isabelle—2013 1883 3
Isabelle-HOT—2013 1876 2
AgsyHOL—1.0 1722 17
LEO-II–1.6.0 1700 20
TPS—3.120601S1b 1469 25
cocATP—0.1.8 577 0

Fig. 6. AgsyHOL compared to other theorem provers in TPTP
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on Systems on TPTP. All theorem provers had 300 seconds to solve each prob-
lem on a standard desktop computer. The table shows the number of confirmed
theorems after timeout and how many unique solutions each system has.

AgsyHOL positions itself below the two top performing systems, Satallax and
Isabelle, and gets a similar result as LEO-II. There is some distance to the best
performing system. We however consider the performance of AgsyHOL to be
surprisingly good, given its straightforward approach of searching for derivation
proofs.

Example 2. The TPTP problem NUM636^2 declares one and succ, intended
to represent the natural numbers. It then defines the axioms one_is_first,
succ_injective and induction, and conjectures that for all x, succ x 
= x.
The solution produced by AgsyHOL is the following:

1 Forall-I (\#0.(elim <<induction>>

2 (Forall-E (\#1:$i.(Not (Eq $i (<<succ>> (#1)) (#1))))

3 (Implies-E (And-I

4 (Not-I (\#1.(elim <<one_is_first>> (Forall-E (<<one>>)

5 (Not-E (=-I (step #1 use-eq simp-all simp-all)))))))

6 (Forall-I (\#1.(Implies-I (\#2.(Not-I (\#3.

7 (elim #2 (Not-E (=-I (step <<succ_injective>>

8 (Forall-E (<<succ>> (#1)) (Forall-E (#1)

9 (Implies-E (=-I (step #3 use-eq simp-all simp-all)) use-eq)))

10 simp-all simp-all))))))))))

11 ) (Forall-E (#0) (use simp-all))))))

Although reading the details of the solution requires knowledge about the exact
formulation of the axioms and conjecture, the top-level structure of the proof
can readily be identified. On line 1 the proof starts by using induction. Line
2 contains the generated λ-term which states the induction hypothesis. Lines 4
and 5 prove the base case using one_is_first. Lines 6–10 prove the induction
step using the induction hypothesis, #2, and succ_injective.

6 Conclusions and Future Work

One weakness of AgsyHOL is how it deals with classical reasoning, the RAA
and AC rules. These rules are axiomatic and universally applicable. AgsyHOL
tends to be weak on problems that require classical reasoning. One direction for
future work would be to improve this situation, possibly by switching to classical
sequent calculus.

The empirical result shows that a calculus like the presented one, which defines
a language of derivation proofs, can be the basis of a competitive theorem prover.
The approach can appear naive and it is interesting that it works so well in
practice.

As stated in the introduction, AgsyHOL is strong on problems involving higher-
order unification. By dealing with derivation steps and formulas uniformly,
unification becomes a fully integrated part of the proof search. Being good at
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dealing with higher-order unification the technique could have an impact on the
field of automated higher-order theorem proving.

Producing derivation proofs, it could also be valuable in the area of automa-
tion of interactive theorem provers.
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Abstract. We identify a wide family of analytic sequent calculi for
propositional non-classical logics whose derivability problem can be uni-
formly reduced to SAT. The proposed reduction is based on interpreting
these calculi using non-deterministic semantics. Its time complexity is
polynomial, and, in fact, linear for a useful subfamily. We further study
an extension of such calculi with Next operators, and show that this
extension preserves analyticity and is subject to a similar reduction to
SAT. A particular interesting instance of these results is a HORNSAT-
based linear-time decision procedure for Gurevich and Neeman’s primal
infon logic and several natural extensions of it.

1 Introduction

Sequent calculi provide a flexible well-behaved proof-theoretic framework for a
huge variety of different logics. Usually, they allow us to perform proof-search
for the corresponding logic. The fundamental property of cut-elimination is tra-
ditionally proven, as it often guarantees the adequacy of a given sequent calculus
for this task. Nevertheless, a great deal of ingenuity is required for developing
an efficient proof-search algorithms for cut-free sequent calculi (see, e.g., [12]).

In this work we identify a general case in which it is possible to replace proof-
search by SAT solving. While SAT is NP-complete, it is considered “easy” when
it comes to real-world applications. Indeed, there are many off-the-shelf SAT
solvers, that, despite an exponential worst-case time complexity, are considered
extremely efficient (see, e.g., [14]).

We focus on a general family of relatively simple sequent calculi, called pure
sequent calculi. Roughly speaking, these are propositional fully-structural calculi
(calculi that include the structural rules: exchange, contraction and weakening),
whose derivation rules do not enforce any limitations on the context formu-
las (following [1], the adjective “pure” stands for this requirement). We do not
assume that the calculi enjoy cut-elimination. Instead, we formulate an analyt-
icity property, that generalizes the usual subformula property, and show that
the derivability problem in each analytic pure calculus can be reduced to (the
complement of) SAT. This result applies to a wide range of sequent calculi for
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different non-classical logics, including important three and four valued logics
and various paraconsistent logics.

To achieve this result we utilize an alternative semantic view of pure sequent
calculi. For that, we have extended the correspondence between sequent calculi
and their bivaluation semantics from [7], so the semantics is tied to the set of
formulas allowed to be used in derivations. The derivability problem in a given
analytic sequent calculus is then replaced by small countermodel search, which
can be translated into a SAT instance. In turn, one can construct a countermodel
from a satisfying assignment given by the SAT solver in the form of a bivaluation
(or a functional Kripke model when Next operators are involved, see below).

The efficiency of the proposed SAT-based decision procedure obviously de-
pends on the time complexity of the reduction. This complexity, as we show, is
O(nk), where n is the size of the input sequent and k is determined according
to the structure of the particular calculus. For a variety of useful calculi, we
obtain a linear time reduction. This paves the way to efficient uniform decision
procedures for all logics that can be covered in this framework. In particular, we
identify a subfamily of calculi for which the generated SAT instances consist of
Horn clauses. In these calculi the derivability problem can be decided in linear
time by applying the reduction and using a linear time HORNSAT solver [13].

In Section 6 we extend this method to analytic pure calculi augmented with
a finite set of Next operators. These are often employed in temporal logics.
Moreover, in primal infon logic [11] Next operators, as we show, play the role
of quotations, which are indispensable in the application of this logic for the
access control language DKAL. We show that all analytic pure calculi, satisfying
a certain natural requirement, can be augmented with Next operators, while
retaining their analyticity. In turn, the general reduction to SAT is extended
to analytic calculi with Next operators, based on a (possibly non-deterministic)
Kripke-style semantic characterization. A HORNSAT-based decision procedure
for primal infon logic with quotations is then obtained as a particular instance.
In addition, in this general framework we are able to formulate several extensions
of primal infon logic with additional natural rules, making it somewhat “closer”
to classical logic, and still decidable in linear time.

Related Works. Our method generalizes the reduction given in [6] of quotations-
free primal infon logic to classical logic. For the case of primal infon logic with
quotations the proposed reduction produces practically equivalent outputs to the
reduction in [8] from this logic to Datalog. A general methodology for translating
derivability questions in Hilbertian deductive systems to Datalog was introduced
in [9]. However, this method may produce infinitely many Datalog premises, and
then it is difficult to use for computational purposes. In contrast, the reduction
proposed in this paper always produces finite SAT instances. This is possible
due to our focus on analytic calculi. Since Hilbertian systems are rarely analytic,
we handle Gentzen-type calculi.

Due to lack of space, some proofs are omitted, and will appear in an extended
version.
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2 Preliminaries

A propositional language L consists of a countably infinite set of atomic variables
At = {p1, p2, . . .} and a finite set ♦L of propositional connectives. The set of all
n-ary connectives of L is denoted by♦n

L. We identify L with its set of well-formed
formulas (e.g. when writing ψ ∈ L or F ⊆ L). A sequent is a pair 〈Γ,Δ〉 (denoted
by Γ ⇒ Δ) where Γ and Δ are finite sets of formulas. We employ the standard se-
quent notations, e.g. when writing expressions like Γ, ψ ⇒ Δ or ⇒ ψ. The union
of sequents is defined by (Γ1 ⇒ Δ1) ∪ (Γ2 ⇒ Δ2) = (Γ1 ∪ Γ2 ⇒ Δ1 ∪Δ2). For a
sequent Γ ⇒ Δ, frm(Γ ⇒ Δ) = Γ ∪ Δ. This notation is naturally extended to
sets of sequents. Given F ⊆ L, we say that a formula ϕ is an F-formula if ϕ ∈ F
and that a sequent s is an F-sequent if frm(s) ⊆ F . A substitution is a function
from At to some propositional language. A substitution σ is naturally extended
to any propositional language by σ(&(ψ1, . . . , ψn)) = &(σ(ψ1), . . . , σ(ψn)) for ev-
ery compound formula &(ψ1, . . . , ψn). Substitutions are also naturally extended
to sets of formulas, sequents and sets of sequents. In what follows, L denotes an
arbitrary propositional language.

3 Pure Sequent Calculi

In this section we define the family of pure sequent calculi, and provide some
examples for known calculi that fall in this family.

Definition 1. A pure rule is a pair 〈S, s〉 (denoted by S / s) where S is a finite
set of sequents and s is a sequent. The elements of S are called the premises of
the rule and s is called the conclusion of the rule. An application of a pure rule
{s1, . . . sn} / s is any inference step of the form

σ(s1) ∪ c . . . σ(sn) ∪ c

σ(s) ∪ c

where σ is a substitution and c is a sequent (called a context sequent). The
sequents σ(si)∪c are called the premises of the application and σ(s) ∪ c is called
the conclusion of the application. The set S of premises of a pure rule is usually
written without set braces, and its elements are separated by “;”.

Note that we differentiate between rules and their applications, and use dif-
ferent notations for them.

Example 1. The following are pure rules:

p1 ⇒ p2 / ⇒ p1 ⊃ p2 ⇒ p1; p2 ⇒ / p1 ⊃ p2 ⇒ / ⇒ p1 ⊃ p1

Applications of these rules have respectively the forms:

Γ, ψ1 ⇒ ψ2, Δ

Γ ⇒ ψ1 ⊃ ψ2, Δ

Γ ⇒ ψ1, Δ Γ, ψ2 ⇒ Δ

Γ,ψ1 ⊃ ψ2 ⇒ Δ Γ ⇒ ψ ⊃ ψ,Δ

Note that the usual rule for introducing implication on the right-hand side in
intuitionistic logic is not a pure rule, since it allows only left context formulas.
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In turn, pure sequent calculi are finite sets of pure rules. To make them fully-
structural (in addition to defining sequents as pairs of sets), the weakening rule,
the identity axiom and the cut rule are allowed to be used in derivations.

Definition 2. A pure calculus is a finite set of pure rules. A (standard) proof
in a pure calculus G is defined as usual, where in addition to applications of the
pure rules of G, the following standard application schemes may be used:

(weak)
Γ ⇒ Δ

Γ ′, Γ ⇒ Δ,Δ′
(id)

Γ, ψ ⇒ ψ,Δ
(cut)

Γ ⇒ ψ,Δ Γ, ψ ⇒ Δ

Γ ⇒ Δ

Henceforth, we consider only pure rules and pure calculi, and may refer to
them simply as rules and calculi. By an L-rule (L-calculus) we mean a rule
(calculus) that includes only connectives from L.

Notation 1. For an L-calculus G, a set F ⊆ L of formulas, and an F -sequent
s, we write �FG s if there is a proof of s in G consisting only of F -sequents. For
F = L, we write �G s.

Example 2. The propositional fragment of Gentzen’s fundamental sequent cal-
culus for classical logic can be directly presented as a pure calculus, denoted
henceforth by LK. It consists of the following rules:

(¬ ⇒) ⇒ p1 /¬p1 ⇒ (⇒ ¬) p1 ⇒ / ⇒ ¬p1
(∧ ⇒) p1, p2 ⇒ / p1 ∧ p2 ⇒ (⇒ ∧) ⇒ p1;⇒ p2 / ⇒ p1 ∧ p2
(∨ ⇒) p1 ⇒; p2 ⇒ / p1 ∨ p2 ⇒ (⇒ ∨) ⇒ p1, p2 / ⇒ p1 ∨ p2
(⊃⇒) ⇒ p1; p2 ⇒ / p1 ⊃ p2 ⇒ (⇒⊃) p1 ⇒ p2 / ⇒ p1 ⊃ p2

Besides LK there are many sequent calculi for non-classical logics (admitting
cut-elimination) that fall in this framework. These include calculi for well-known
three and four-valued logics, various calculi for paraconsistent logics, and all
canonical and quasi-canonical sequent systems [3,4,5,7].

Example 3. The calculus for (quotations free) primal infon logic from [11], can
be directly presented as a pure calculus, that we call P. It consists of the
rules (∧ ⇒), (⇒ ∧), (⇒ ∨) and (⊃⇒) of LK, together with the two rules
⇒ p2 / ⇒ p1 ⊃ p2 and ∅ / ⇒ �.

Example 4. The calculus from [3] for da Costa’s historical paraconsistent logic
C1 can be directly presented as a pure calculus, that we call GC1 . It consists of
the rules of LK except for (¬ ⇒) that is replaced by the following rules:

p1 ⇒ /¬¬p1 ⇒
⇒ p1;⇒ ¬p1 /¬(p1 ∧ ¬p1) ⇒ ¬p1 ⇒;¬p2 ⇒ /¬(p1 ∧ p2) ⇒
¬p1 ⇒; p2,¬p2 ⇒ /¬(p1 ∨ p2) ⇒ p1,¬p1 ⇒;¬p2 ⇒ /¬(p1 ∨ p2) ⇒
p1 ⇒; p2,¬p2 ⇒ /¬(p1 ⊃ p2) ⇒ p1,¬p1 ⇒;¬p2 ⇒ /¬(p1 ⊃ p2) ⇒

3.1 Analyticity

Our goal in this paper is to provide a general effective tool to solve the derivability
problem for a given pure calculus.
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Definition 3. The derivability problem for an L-calculus G is given by:
Input: An L-sequent s. Question: Does �G s?

Obviously, one cannot expect to have decision procedures for the derivability
problem for all pure calculi.1 Thus we require our calculi to admit a general-
ized analyticity property. Analyticity is a crucial property of proof systems. In
the case of fully-structural propositional sequent calculi it usually implies their
decidability and consistency (the fact that the empty sequent is not derivable).
Roughly speaking, a calculus is analytic if whenever a sequent s is provable in
it, s can be proven using only the “syntactic material available inside s”. This
“material” is usually taken to consist of all subformulas occurring in s, and then
analyticity amounts to the (global) subformula property. However, weaker re-
strictions on the formulas that are allowed to appear in proofs of a given sequent
may suffice for decidability. Next we introduce a generalized analyticity prop-
erty based on an extended notion of a subformula. In what follows, � denotes
an arbitrary set of unary connectives (assumed to be a subset of ♦1

L).

Definition 4. A formula ϕ is a �-subformula of a formula ψ if either ϕ is a
subformula of ψ or ϕ = ◦ψ′ for some ◦ ∈ � and proper subformula ψ′ of ψ.

Note that the �-subformula relation is transitive.

Notation 2. sub�(ψ) denotes the set of �-subformulas of ψ. This notation is
extended to sets of formulas and sequents in the obvious way.

Example 5. sub{¬}(¬(p1 ⊃ p2)) = {p1, p2,¬p1,¬p2, p1 ⊃ p2,¬(p1 ⊃ p2)}.

Definition 5. An L-calculus G is called �-analytic if �G s implies �sub�(s)
G s

for every L-sequent s.

Note that sub∅(ϕ) is the set of usual subformulas of ϕ, and so ∅-analyticity is
the usual subformula property.

Example 6. The calculi LK, P and GC1 (presented in previous examples) admit
cut-elimination. This, combined with the structure of their rules, directly entails
that LK and P are ∅-analytic, while GC1 is {¬}-analytic. Example 10 below
shows an extension of P that does not admit cut-elimination, but is still ∅-
analytic.

Example 7. A cut-free sequent calculus for �Lukasiewicz three-valued logic was
presented in [2]. This calculus, that we call G3, can be directly presented as a
pure calculus. For example, the rules involving implication are the following:

¬p1 ⇒; p2 ⇒;⇒ p1,¬p2 / p1 ⊃ p2 ⇒ p1 ⇒ p2;¬p2 ⇒ ¬p1 / ⇒ p1 ⊃ p2
p1,¬p2 ⇒ /¬(p1 ⊃ p2) ⇒ ⇒ p1;⇒ ¬p2 / ⇒ ¬(p1 ⊃ p2)

The structure of its rules, together with the fact that this calculus admits cut-
elimination, directly entail that G3 is {¬}-analytic.
1 Any Hilbert calculus H (without side conditions on rule applications) can
be translated to a pure sequent calculus GH , by taking a rule of the form
⇒ ψ1; . . . ;⇒ ψn / ⇒ ψ for each Hilbert-style derivation rule ψ1, . . . , ψn /ψ (where
n = 0 for axioms). It is easy to show that ψ is derivable from Γ in H iff �GH

Γ ⇒ ψ.
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To end this section, we point out a useful property of pure calculi. We call a
rule axiomatic if it has an empty set of premises. In turn, a calculus is axiomatic
if it consists solely of axiomatic rules. We show that every calculus is equivalent
(in the sense defined below) to an axiomatic calculus, obtained by “multiplying
out” the rules, and “moving” the formulas in the premises to the opposite side
of the conclusion.

Definition 6. A component of a sequent Γ ⇒ Δ is any sequent of the form ψ ⇒
where ψ ∈ Γ or ⇒ ψ where ψ ∈ Δ. A sequent s is called a combination of a set
S of sequents if there are distinct sequents s1, . . . , sn and respective components
s′1, . . . , s

′
n such that S = {s1, . . . , sn} and s = s′1 ∪ . . . ∪ s′n.

Definition 7. Let r = S /Γ ⇒ Δ be a rule. The set Ax(r) consists of all
axiomatic rules of the form ∅ /Γ,Δ′ ⇒ Γ ′, Δ where Γ ′ ⇒ Δ′ is a combination
of S. In turn, given a calculus G, Ax(G) denotes the calculus obtained from G
by replacing each non-axiomatic rule r of G by Ax(r).

Example 8. For r = ¬p1 ⇒; p2 ⇒;⇒ p1,¬p2 / p1 ⊃ p2 ⇒, Ax(r) consists of the
axiomatic rules ∅ / p1, p1 ⊃ p2 ⇒ ¬p1, p2 and ∅ /¬p2, p1 ⊃ p2 ⇒ ¬p1, p2.

Proposition 1. Let G be an L-calculus. For every set F ⊆ L and F-sequent s,
if �FG s then �FAx(G) s. For F = L the converse holds as well. Moreover, if G is

�-analytic then so is Ax(G).

As happens for LK, it is likely that Ax(G) does not admit cut-elimination
even when G does.

4 Semantics for Pure Sequent Calculi

In this section we present a semantic view of pure calculi, that plays a major
role in the reduction of their derivability problem to SAT. For that matter, we
follow [7] and use bivaluations – functions assigning a binary truth value to each
formula. Pure rules are naturally translated into conditions on bivaluations. In
order to have finite models, we strengthen the correspondence in [7] and consider
partial bivaluations. These correspond exactly to derivations that are confined
to a certain set of formulas.

Definition 8. A bivaluation is a function v from some set dom(v) of formulas
in some propositional language to {0, 1}. A bivaluation v is extended to dom(v)-
sequents by: v(Γ ⇒ Δ) = 1 iff v(ϕ) = 0 for some ϕ ∈ Γ or v(ϕ) = 1 for some
ϕ ∈ Δ. v is extended to sets of dom(v)-sequents by: v(S) = min {v(s) | s ∈ S},
where min ∅ = 1. Given a set F of formulas, by an F-bivaluation we refer to a
bivaluation v with dom(v) = F .

Definition 9. A bivaluation v respects a rule S / s if v(σ(S)) ≤ v(σ(s)) for
every substitution σ such that σ(frm(S / s)) ⊆ dom(v).2 v is called G-legal for
a calculus G if it respects all rules of G.

2 frm is extended to pure rules in the obvious way, i.e. frm(S / s) = frm(S) ∪ frm(s).
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Example 9. A {p1,¬¬p1}-bivaluation v respects the rule p1 ⇒ /¬¬p1 ⇒ iff
either v(p1) = v(¬¬p1) = 0 or v(p1) = 1. Note that LK-legal bivaluations are
exactly usual classical valuation functions.

Theorem 1 (Soundness and Completeness). Let G be an L-calculus, F be
a set of L-formulas, and s be an F-sequent. Then, �FG s iff v(s) = 1 for every
G-legal F-bivaluation v.

Using Theorem 1, we are able to formulate a semantic property that corre-
sponds exactly to �-analyticity:

Definition 10. An L-calculus G is called semantically �-analytic if every G-
legal bivaluation v can be extended to a G-legal L-bivaluation, provided that
dom(v) is a finite subset of L closed under �-subformulas.

Theorem 2. An L-calculus G is �-analytic iff it is semantically �-analytic.

Proof. Suppose that there is an L-sequent s such that �G s and 
�sub�(s)
G s.

According to Theorem 1, there exists a G-legal sub�(s)-bivaluation v such that
v(s) = 0, but u(s) = 1 for every G-legal L-bivaluation u. Therefore, v cannot
be extended to a G-legal L-bivaluation. In addition, dom(v) = sub�(s) is finite
and closed under �-subformulas.

For the converse, suppose that v is a G-legal bivaluation, dom(v) is finite
and closed under �-subformulas, and v cannot be extended to a G-legal L-
bivaluation. Let Γ = {ψ ∈ dom(v) | v(ψ) = 1}, Δ = {ψ ∈ dom(v) | v(ψ) = 0},
and s = Γ ⇒ Δ. Then dom(v) = sub�(s) and v(s) = 0. We show that u(s) = 1
for every G-legal L-bivaluation u. Indeed, every such u does not extend v, and
so u(ψ) 
= v(ψ) for some ψ ∈ dom(v). Then, u(ψ) = 0 if ψ ∈ Γ , and u(ψ) = 1 if

ψ ∈ Δ. In either case, u(s) = 1. By Theorem 1, 
�sub�(s)
G s and �G s. �

The left-to-right direction of Theorem 2 is used to prove the correctness of
the reduction in the next section. The converse provides a semantic method to
prove �-analyticity, that can be used alternatively to deriving analyticity as a
consequence of cut-elimination.

Example 10. An extension of primal infon logic, that we call EP, extends the
calculus P (see Example 3) with the following classically valid axiomatic rules:

∅ / ⇒ ⊥ ⊃ p1 ∅ /p1 ∨ p1 ⇒ p1 ∅ / ⇒ p1 ⊃ p1
∅ /⊥ ⇒ ∅ /p1 ∨ p2 ⇒ p2 ∨ p1 ∅ / ⇒ (p1 ∧ p2) ⊃ p1
∅ /⊥ ∨ p1 ⇒ p1 ∅ /p1 ∨ (p1 ∧ p2) ⇒ p1 ∅ / ⇒ (p1 ∧ p2) ⊃ p2
∅ / p1 ∨ ⊥ ⇒ p1 ∅ / (p1 ∧ p2) ∨ p1 ⇒ p1 ∅ / ⇒ p2 ⊃ (p1 ⊃ p2)

Note that none of these rules is derivable in P. It is possible to prove that EP is
∅-analytic by showing that it is semantically ∅-analytic and applying Theorem 2.

5 Reduction to Classical Satisfiability

In this section we present a reduction from the derivability problem for a given
�-analytic pure calculus to the complement of SAT. SAT instances are taken to
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be CNFs represented as sets of clauses, where clauses are sets of literals (that is,
atomic variables and their negations, denoted by overlines). The set {xψ | ψ ∈ L}
is used as the set of atomic variables in the SAT instances. The translation of
sequents to SAT instances is naturally given by:

Definition 11. For a sequent Γ ⇒ Δ:

SAT+(Γ ⇒ Δ) := {{xψ | ψ ∈ Γ} ∪ {xψ | ψ ∈ Δ}} .

SAT−(Γ ⇒ Δ) := {{xψ} | ψ ∈ Γ} ∪ {{xψ} | ψ ∈ Δ} .

This translation captures the semantic interpretation of sequents. Indeed,
given an L-bivaluation v and a classical assignment u that assigns true to xψ iff
v(ψ) = 1, we have that for every L-sequent s: v(s) = 1 iff u satisfies SAT+(s),
and v(s) = 0 iff u satisfies SAT−(s). Now, in order for a bivaluation to be G-legal
for some calculus G, it should satisfy the semantic restrictions arising from the
rules of G. These restrictions can be directly encoded as SAT instances (as done,
e.g., in [17] for the particular case of the classical truth tables). For this purpose,
the use of Ax(G) (see Definition 7) instead of G is technically convenient.

Definition 12. The SAT instance associated with a given L-calculus G, an
L-sequent s and a set � ⊆ ♦1

L is given by:

SAT�(G, s) :=
⋃{

SAT+(σ(s′)) | ∅ / s′ ∈ Ax(G), σ(frm(s′)) ⊆ sub�(s)
}
.

Example 11. Consider the {¬}-analytic calculusG3 for �Lukasiewicz three-valued
logic from Example 7. Following Example 8, Ax(G3) contains the axiomatic
rules ∅ /p1, p1 ⊃ p2 ⇒ ¬p1, p2 and ∅ /¬p2, p1 ⊃ p2 ⇒ ¬p1, p2. Given a sequent
s, SAT{¬}(G3, s) includes the clause {xψ1 , xψ1⊃ψ2 , x¬ψ1 , xψ2} and the clause

{x¬ψ2 , xψ1⊃ψ2 , x¬ψ1 , xψ2} for every formula of the form ψ1 ⊃ ψ2 in sub{¬}(s).

Theorem 3. Let G be a �-analytic L-calculus and s be an L-sequent. Then
�G s iff SAT�(G, s) ∪ SAT−(s) is unsatisfiable.

Proof. Suppose that 
�G s. By Proposition 1, 
�Ax(G) s. By Theorem 1, there ex-

ists an Ax(G)-legal L-bivaluation v such that v(s) = 0. The classical assignment
u that assigns true to a variable xψ iff v(ψ) = 1 satisfies SAT�(G, s) ∪ SAT−(s).

For the converse, let u be a classical assignment satisfying the SAT instance
SAT�(G, s) ∪ SAT−(s). Consider the sub�(s)-bivaluation v defined by v(ψ) = 1
iff u assigns true to xψ. It is easy to see that since u satisfies SAT�(G, s), v
is Ax(G)-legal. u also satisfies SAT−(s), and hence v(s) = 0. Since G is �-
analytic, so is Ax(G) (by Proposition 1). By Theorem 2, Ax(G) is semantically
�-analytic, and so v can be extended to an Ax(G)-legal L-bivaluation. Theo-
rem 1 entails that 
�Ax(G) s. By Proposition 1, it follows that 
�G s. �

Now, we show that the above reduction is computable in polynomial time.

Definition 13. A rule S / s is called k-�-closed if there are ϕ1, . . . , ϕk ∈ frm(s)
(calledmain formulas) such frm(S / s) consists only of �-subformulas of the ϕi’s.
A calculus is k-�-closed if each of its rules is k′-�-closed for some k′ ≤ k.
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Example 12. LK and P (see Examples 2 and 3) are 1-∅-closed. GC1 (see Exam-
ple 4) is 1-{¬}-closed. EP (see Example 10) is 2-∅-closed, because of the rule
∅ / p1 ∨ p2 ⇒ p2 ∨ p1.

Remark 1. Every axiomatic calculus is k-�-closed for some k (e.g., the maximal
number of formulas in its rules). As seen in Proposition 1, every calculus G is
equivalent to the axiomatic calculus Ax(G). Moreover, if G is k-�-closed, then
so is Ax(G).

Theorem 4. Let G be a k-�-closed L-calculus. Given an L-sequent s, the SAT
instance SAT�(G, s) ∪ SAT−(s) is computable in O(nk) time, where n is the
length of the string representing s.

Proof (sketch). The following algorithm computes SAT�(G, s) ∪ SAT−(s):

1. Build a parse tree for the input using standard techniques. As usual, every
node represents an occurrence of some subformula in s.

2. Using, e.g., the linear-time algorithm from [10], compress the parse tree into
an ordered dag by maximally unifying identical subtrees. After the compres-
sion, the nodes of the dag represent subformulas of s, rather than occur-
rences. Hence we may identify nodes with their corresponding formulas.

3. Traverse the dag. For every ◦ ∈ � and node v that has a parent, add a
new parent labeled with ◦, if such a parent does not exist. To check this
it is possible to maintain in each node v a constant-size list of all unary
connectives in � that label the parents of v. Note that after these additions,
the nodes of the dag one-to-one correspond to sub�(s).

4. SAT−(s) is obtained by traversing the dag and generating {xψ} for every ψ
on the left-hand side of s and {xψ} for every ψ on the right-hand side of s.

5. SAT�(G, s) is generated by looping over all rules in Ax(G). For each rule
∅ / s′ with main formulas ϕ1, . . . , ϕk′ (k′ ≤ k), go over all k′-tuples of nodes
in the dag. For each k′ nodes v1, . . . , vk′ check whether v1, . . . , vk′ match
the pattern given by ϕ1, . . . , ϕk′ , and if so, construct a mapping h from
the formulas in sub�(s′) to their matching nodes. Then construct a clause
consisting of a literal xh(ϕ) for every ϕ on the left-hand side of s′, and
a literal xh(ϕ) for every ϕ on the right-hand side of s′. Note that only a
constant depth of the sub-dags rooted at v1, . . . , vk′ is considered - that
is the complexity of ϕ1, . . . , ϕk′ , in addition to parents labeled with ele-
ments from �. These are independent of the input sequent s. To see that
we generate exactly all required clauses, note that a substitution σ satisfies
σ(frm(s′)) ⊆ sub�(s) iff σ({ϕ1, . . . , ϕk′}) ⊆ sub�(s). Thus a substitution σ
satisfies σ(frm(s′)) ⊆ sub�(s) iff there are k′ nodes matching the patterns
given by ϕ1, . . . , ϕk′ .

Steps 1,2,3,4 require linear time. Each pattern matching in step 5 is done in
constant time, and so handling a k′-�-closed rule takes O(nk′

) time. Thus step
5 requires O(nk) time. �
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Remark 2. We employ the same standard computation model of analysis of al-
gorithms used in [11]. A linear time implementation of this algorithm cannot
afford the variables xψ to literally include a full string representation of ψ. Thus
we assume that each node has a key that can be printed and manipulated in
constant time (e.g., its memory address).

Corollary 1. For any �-analytic calculus G, the derivability problem for G is
in co-NP.

The reduction runs in linear time for 1-�-closed calculi. In such cases, it is
natural to identify calculi whose SAT instances can be decided in linear time.
This is the case, for example, for instances consisting of Horn clauses [13].

Definition 14. A rule r is called a Horn rule if #L(r) + #R(r) ≤ 1, where
#L(r) is the number of premises of r whose left-hand side is not empty, and
#R(r) is the number of formulas on the right-hand side of the conclusion of r.
A calculus is called a Horn calculus if each of its rules is a Horn rule.

Proposition 2. Let G be a Horn L-calculus and s be an L-sequent. Then
SAT�(G, s) consists solely of Horn clauses.

Corollary 2. Let G be a �-analytic, 1-�-closed Horn L-calculus. The deriv-
ability problem for G can be decided in linear time using a HORNSAT solver.

Example 13. The derivability problem for EP (see Example 10) is decidable in
quadratic time, as EP is a ∅-analytic, 2-∅-closed Horn calculus. Excluding the
rule ∅ / p1∨p2 ⇒ p2∨p1 results in a 1-∅-closed Horn calculus, whose derivability
problem can be decided in linear time. The linear time algorithm for P from [6]
is also an instance of this method.

6 Next Operators

In this section we extend the framework to accommodate Next operators, that
are often employed in temporal logics. In primal infon logic [11], they play the role
of quotations (see Example 14 below). In what follows, � denotes an arbitrary
finite set of unary connectives (Next operators), and L� denotes the propositional
language obtained by augmenting L with � (we assume that ♦L ∩ � = ∅). A
sequence ∗̄ = ∗1 . . . ∗m (m ≥ 0) of elements of � is called a �-prefix. Given a set
F ⊆ L� and a �-prefix ∗̄, we denote the set {∗̄ψ | ψ ∈ F} by ∗̄F . This notation
is extended to sequents and sets of sequents in the obvious way. We now extend
pure calculi with new rules for Next operators.

Definition 15. A �-proof in a calculus G is defined similarly to a standard
proof (see Definition 2), where in addition to (weak), (id) and (cut), the following
scheme may be used for any ∗ ∈ �:

(∗i) Γ ⇒ Δ

∗Γ ⇒ ∗Δ
For an L-calculus G, a set F ⊆ L�, and an L�-sequent s, we write �FG� s (or

�G� s if F = L�) if there is a �-proof of s in G consisting only of F -sequents.
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(∗i) is a usual rule for Next in the temporal logic LTL (i.e., for � = {X}, we
have �LK�⇒ ψ iff ψ is valid in the Next-only fragment of LTL; see, e.g., [16]). It

is also used for � (and ♦) in the modal logic KD! of functional Kripke frames.

Remark 3. Applications of L-rules in �-proofs may include L�-formulas. For
example, using the rule ⇒ p2 / ⇒ p1 ⊃ p2, it is possible to derive the sequent
∗p3 ⇒ ∗p1 ⊃ p2 from ∗p3 ⇒ p2.

Example 14. The quotations employed in primal infon logic [11] are unary con-
nectives of the form q said, where q ranges over a finite set of principals. If we
take � to include these connectives, we have that �P� Γ ⇒ ψ (see Example 3)
iff ψ is derivable from Γ in the Hilbert system for primal infon logic given in
[11]. This can be shown by induction on the lengths of the proofs.

Next, we define Kripke-style semantics for calculi with Next operators.

Definition 16. A biframe for � is a tuple W = 〈W,R,V〉 where:

1. W is a set of elements called worlds. Henceforth, we may identify W with
this set (e.g., when writing w ∈ W instead of w ∈ W ).

2. R is a function assigning a binary relation on W to every ∗ ∈ �. We write
R∗ instead of R(∗), and R∗[w] denotes the set {w′ ∈ W | wR∗w′}.

3. V is a function assigning a bivaluation to every w ∈ W , such that for every
w ∈ W , ∗ ∈ � and formula ψ: if ∗ψ ∈ dom(V(w)) and ψ ∈ dom(V(w′)) for
every w′ ∈ R∗[w], then V(w)(∗ψ) = min {V(w′)(ψ) | w′ ∈ R∗[w]}. Hence-
forth, we write Vw instead of V(w).

Furthermore, if dom(Vw) = F for every w ∈ W , we refer to W as an F-biframe.

Definition 17. A biframe 〈W,R,V〉 for � is called functional if R∗ is a func-
tional relation (that is, a total function from W to W ) for every ∗ ∈ �. In this
case we write R∗(w) to denote the unique element w′ ∈ W satisfying wR∗w′.

Definition 18. A biframe 〈W,R,V〉 for � is called G-legal for an L-calculus G
if Vw is G-legal for every w ∈ W (see Definition 9).

Theorem 5 (Soundness and Completeness). Let G be an L-calculus, F be
a set of L�-formulas, and s be an F-sequent. Then, �FG� s iff Vw(s) = 1 for

every G-legal functional F-biframe 〈W,R,V〉 for � and w ∈ W .

Generally speaking, soundness is proved by induction on the length of the �-
proof. The fact that the biframes are functional is essential for the soundness of
(∗i). Completeness is proved using a canonical countermodel construction.

Remark 4. Note that similar results hold for usual rules for introducing �. For
example, if we take the usual rule used in the system for the modal logic K
(which, unlike (∗i), allows only one formula on the right-hand side), we can prove
soundness and completeness as above with respect to all G-legal F -biframes.
Similarly, for other known sequent rules for � (as those of the systems for K4,



SAT-Based Decision Procedure for Analytic Pure Sequent Calculi 87

KB, S4, and S5, see [18]) it is possible to show a similar general soundness
and completeness with respect to G-legal F -biframes satisfying the correspond-
ing condition (transitivity, symmetry, etc.). Nevertheless, the reduction to SAT
proposed below applies only for (∗i).

Next we extend the reduction from Section 5 to analytic calculi with Next
operators. This is done for a large family of calculi that we call standard.

Definition 19. An atomic variable p ∈ At is called lonely in some rule r if
p ∈ frm(r), but p is not a proper subformula of any formula in frm(r). A calculus
is called standard if none of its rules has lonely atomic variables.

As before, we use {xψ | ψ ∈ L�} as the set of atomic variables in the SAT
instances. Nevertheless, while the reduction above was based on �-subformulas,
the current reduction is based on �-local formulas. This notion generalizes the
local formulas relation from [15].

Definition 20. loc�(ψ), the set of formulas that are �-local to an L�-formula
ψ, is inductively defined as follows: 1) loc�(p) = {p} for every atomic variable
p ∈ At; 2) loc�(&(ψ1, . . . , ψn)) = {&(ψ1, . . . , ψn)} ∪ {◦ψi | ◦ ∈ �, 1 ≤ i ≤ n} ∪⋃n

i=1 loc
�(ψi) for every & ∈ ♦n

L and formulas ψ1, . . . , ψn; 3) loc
�(∗ψ) = ∗loc�(ψ)

for every ∗ ∈ � and formula ψ. This definition is extended to sequents in the
obvious way, i.e. loc�(s) =

⋃
{loc�(ϕ) | ϕ ∈ frm(s)}.

Note that for � = ∅, we have loc�(ψ) = sub�(ψ) for every formula ψ.

Example 15. For � = {�,  },
loc{¬}(�( p1 ⊃ p2)) = {� p1, �¬ p1, �p2, �¬p2, �( p1 ⊃ p2)}.

Definition 21. The SAT instance associated with an L-calculus G, an L�-
sequent s and a set � ⊆ ♦1

L is given by:

SAT��(G, s) :=
⋃{

SAT+(∗̄σ(s′)) | ∅ / s′ ∈ Ax(G), ∗̄σ(frm(s′)) ⊆ loc�(s)
}
.

Theorem 6. Let G be a standard �-analytic L-calculus and s be an L�-sequent.
Then �G� s iff SAT��(G, s) ∪ SAT−(s) is unsatisfiable.

Generally speaking, the main difficulty in the proof of this theorem is to
construct a countermodel for s (in the form of a G-legal functional L�-biframe
for �) out of a satisfying assignment u of SAT��(G, s)∪ SAT−(s). Thus if 
�G� s,
the full proof of Theorem 6 actually provides a way to translate the classical
assignment that satisfies SAT��(G, s) ∪ SAT−(s) into a countermodel of s. This
is done in two steps. First, we translate u into a �-closed G-legal functional
biframe W which is not a model of s:

Definition 22. A set of L�-formulas is called �-closed if whenever it contains
a formula of the form &(ϕ1, . . . , ϕn) (for some & ∈ ♦L) it also contains ϕi and
◦ϕi for every 1 ≤ i ≤ n and ◦ ∈ �. A biframe 〈W,R,V〉 for � is called �-closed
if the following hold for every w ∈ W : dom(Vw) is �-closed and finite; and for
every ∗ ∈ �, if ∗ψ ∈ dom(Vw), then ψ ∈ dom(Vw′) for every w′ ∈ R∗[w].
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Given an assignment u that satisfies SAT��(G, s)∪SAT−(s), a �-closed G-legal
functional biframe W = 〈W,R,V〉 is constructed as follows:

1. W is the set of all �-prefixes.
2. For every ∗ ∈ � and ∗̄ ∈ W , R∗(∗̄) = ∗̄∗.
3. V∗̄ is defined by induction on the length of ∗̄: dom(Vε) = loc�(s) and

Vε(ψ) = 1 iff u satisfies xψ ;
3 dom(V∗1...∗n) =

{
ϕ | ∗n ϕ ∈ dom(V∗1...∗n−1)

}
and V∗1...∗n(ψ) = V∗1...∗n−1(∗nψ).

Then, the following theorem is used to extend W to a full G-legal L�-biframe.

Definition 23. A biframe 〈W,R,V〉 for � extends a biframe 〈W ′,R′,V ′〉 for �
if W = W ′, R = R′, and Vw extends V ′w for every w ∈ W .

Theorem 7. Let G be a standard semantically �-analytic L-calculus, and W
be a G-legal �-closed biframe for � with dom(Vw) ⊆ L� for every w ∈ W. Then
W can be extended to a G-legal L�-biframe for �.

For the case that � = ∅, the polynomial time algorithm from Section 5 can
be modified to accommodate Next operators.

Theorem 8. Let G be a k-∅-closed L-calculus. Given an L�-sequent s, it is
possible to compute SAT∅�(G, s) ∪ SAT−(s) in O(nk) time, where n is the length
of the string representing s.

Proof (sketch). The algorithm from the proof of Theorem 4 is reused with sev-
eral modifications. As in [11], an auxiliary trie (an ordered tree data structure
commonly used for string processing) for �-prefixes is constructed in linear time,
and every node in the input parse tree has a pointer to a node in this trie. Now
each node in the parse tree corresponds to an occurrence of a formula that is
∅-local to s. The tree is then compressed to a dag as in the proof of Theorem 4.
The nodes of the dag one-to-one correspond to the ∅-local formulas of s. The
rest of the algorithm is exactly as in the proof of Theorem 4 with � = ∅. �

For a Horn calculusG, SAT��(G, s)∪SAT−(s) consists of Horn clauses for every
sequent s. When G is 1-∅-closed and ∅-analytic, a linear time decision procedure
for the derivability problem for G with Next operators is obtained by applying
a HORNSAT solver on SAT∅�(G, s) ∪ SAT−(s).

Example 16. Example 13 works as is for the extension of P or EP with any
finite set of Next operators.

Example 17. The linear time fragment of dual-Horn clauses can be utilized as
well. For example, consider the (∅-analytic) calculus Pd that consists of the rules
(∨ ⇒), (⇒ ∨), (∧ ⇒) of LK and the following ones for “dual primal implication”:

(≺⇒) p1 ⇒ / p1 ≺ p2 ⇒ (⇒≺) ⇒ p1; p2 ⇒ / ⇒ p1 ≺ p2
For any sequent s, SAT��(Pd, s)∪SAT−(s) consists of dual-Horn clauses. Thus the
derivability problem for Pd with Next operators can be decided in linear time.

3 ε denotes the empty �-prefix.
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6.1 On Analyticity of Pure Calculi with Next Operators

At this point, a natural question arises: does the extension of a calculus with
Next operators preserve the �-analyticity of the calculus? In this final section
we provide a positive answer to this question, based on Theorem 7 above that
was used to prove the correctness of the reduction.

Definition 24. An L-calculus G is called �-analytic with � if �G� s implies

�sub�(s)
G� s for every L�-sequent s.

Theorem 9. A standard L-calculus G is �-analytic iff it is �-analytic with �.

Proof. Suppose that G is �-analytic. By Theorem 2 it is also semantically �-

analytic. Let s be an L�-sequent such that 
�sub�(s)
G� s. By Theorem 5, there

exists a G-legal functional sub�(s)-biframe W = 〈W,R,V〉 and w ∈ W such
that Vw(s) = 0. W is �-closed, and by Theorem 7, it can be extended to a G-
legal functional L�-biframe W ′ = 〈W,R,V ′〉 for �. After this extension, we still
have V ′w(s) = 0. Theorem 5 implies that 
�G� s. For the converse, suppose that
G is �-analytic with �. Assume that �G s for some L-sequent s. Hence, �G� s.

Consequently, there is a �-proof of s in G that consists only of sub�(s)-formulas.

This proof cannot contain applications of (∗i), and therefore, �sub�(s)
G s. �

Example 18. Since P and EP are ∅-analytic and standard, they are also ∅-
analytic with �. In contrast, the Hilbert system for primal infon logic in [11]
admits a similar property that involves local formulas rather than subformulas.

Remark 5. Further to Remark 4, it can be similarly shown that the extension
of a standard pure calculus with any usual rule for � preserves analyticity. In
particular, we did not assume in Theorem 7 that the biframes are functional.

7 Conclusions and Further Research

We have identified a wide family of calculi for which the derivability problem can
be solved using off-the-shelf SAT solvers. Our method was presented for pure
calculi, and later extended to accommodate Next operators. The produced SAT
instances do not encode derivations, whose lengths might not be polynomially
bounded. Instead, they represent the (non-) existence of polynomially bounded
countermodels in the form of partial bivaluations or Kripke frames.

The proposed reduction is limited to analytic pure calculi, as it relies on
their straightforward bivaluation semantic presentation. Nevertheless, some of
the theoretic developments presented in this paper can be extended to different
families of calculi. For example, following Remark 5, the fact that analyticity
is preserved when pure calculi are augmented with Next operators, holds also
for other introduction rules for modalities. Such extensions, as well as studying
multi-ary modalities in this context, are left for future work. In addition, we plan
to extend the methods of this paper to analytic many-sided sequent calculi, that
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are more expressive than ordinary two-sided calculi. Finally, it is interesting to
study possible applications of logics (besides primal logic) that can be reduced
to efficient fragments of SAT (e.g., 2SAT).
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Abstract. For quantified Boolean formulas (QBFs), preprocessing is
essential to solve many real-world formulas. The application of a pre-
processor, however, prevented the extraction of proofs for the original
formula. Such proofs are required to independently validate correctness
of the preprocessor’s rewritings and the solver’s result. Especially for
universal expansion proof checking was not possible so far. In this paper,
we introduce a unified proof system based on three simple and elegant
quantified resolution asymmetric tautology (QRAT) rules. In combina-
tion with an extended version of universal reduction, they are sufficient
to efficiently express all preprocessing techniques used in state-of-the-art
preprocessors including universal expansion. Moreover, these rules give
rise to new preprocessing techniques. We equip our preprocessor bloqqer
with QRAT proof logging and provide a proof checker for QRAT proofs.

1 Introduction

Effectively checking the result returned by a QBF solver has been an open chal-
lenge for a long time [1,2,3,4,5,6,7]. The current state-of-the-art is to simply
dump Q-resolution proofs and to validate their structure. This approach has
two major drawbacks. On the one hand the proofs might get extremely large
and cannot be produced due to technical limitations. On the other hand, there
are solving and preprocessing techniques for which it is not known if and how
they translate to Q-resolution.

Due to the diversity of techniques in state-of-the-art preprocessors [8,9], it is
not straightforward to provide a checker which verifies the output of the pre-
processor. In fact, it would be preferable to translate the different preprocessing
techniques to a canonical representation which then can be checked easily. Some
efforts go in this direction by using Q-resolution. If a resolution proof is available,
then checking is polynomial w.r.t. the proof size. However, the proof itself might
become exponentially large and already writing down the proof might be costly.
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Furthermore, it is not known for all preprocessing techniques how to express
them in terms of resolution, what is the case for universal expansion [10].

In propositional logic, the RUP proof checking format [11] is extremely suc-
cessful because it simply logs the learnt clauses and provides an easy checking
criterion. For optimization purposes, recently, the DRUP extension has been
presented [12] which provides elimination criteria for redundant clauses. It has
been recognized that RUP and DRUP can be characterized with the resolu-
tion asymmetric tautology property (RAT) which has been originally developed
in the context of propositional preprocessing for characterizing and comparing
the strength of the various techniques. In this paper, we extend RAT [13] to
QRAT, the quantified resolution asymmetric tautology property, and introduce
novel clause addition and elimination techniques using QRAT. On this basis, we
capture the state-of-the-art preprocessing techniques in a uniform manner what
allows us to develop a checker verifying the correctness of a QBF preprocessor.
Moreover, checking QRAT proofs is polynomial in the proof size. We integrated
QRAT-based tracing in our preprocessor bloqqer [8] and implemented an efficient
checker for QRAT proofs.

2 Preliminaries

We consider QBFs in prenex conjunctive normal form (PCNF). A QBF in PCNF
has the structure Π.ψ where the prefix Π has the form Q1X1Q2X2 . . . QnXn

with disjoint variable sets Xi and Qi ∈ {∀, ∃}. The formula ψ is a propositional
formula in conjunctive normal form, i.e., a conjunction of clauses. A clause is
a disjunction of literals and a literal is either a variable (positive literal) or a
negated variable (negative literal). The variable of a literal is denoted by var(l)
where var(l) = x if l = x or l = x̄. The negation of a literal l is denoted by l̄.
The quantifier Q(Π, l) of a literal l is Qi if var(l) ∈ Xi. Let Q(Π, l) = Qi and
Q(Π, k) = Qj , then l ≤Π k if i ≤ j. We sometimes write formulas in CNF as
sets of clauses and clauses as sets of literals. We consider only closed QBFs, so
ψ contains only variables which occur in the prefix. The variables occurring in
the prefix of φ are given by vars(φ). The subformula ψl consisting of all clauses
of matrix ψ containing literal l is defined by ψl = {C | l ∈ C,C ∈ ψ}. By �
and ⊥ we denote the truth constants true and false. QBFs are interpreted as
follows: a QBF ∀xΠ.ψ is false iff Π.ψ[x/�] or Π.ψ[x/⊥] is false where Π.ψ[x/t]
is the QBF obtained by replacing all occurrences of variable x by t. Respectively,
a QBF ∃xΠ.ψ is false iff both Π.ψ[x/�] and Π.ψ[x/⊥] are false. If the matrix
ψ of a QBF φ contains the empty clause after eliminating the truth constants
according to standard rules, then φ is false. Accordingly, if the matrix ψ of QBF
φ is empty, then φ is true. Two QBFs are satisfiability equivalent iff they have
the same truth value.

Models and countermodels of QBFs can either be described intensionally in
form of Herbrand and Skolem functions [1] or extensionally in form of subtrees
of assignment trees. An assignment tree of a QBF φ is a complete binary tree
of depth |vars(φ) + 1| where the non-leaf nodes of each level are associated with
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a variable of φ. The order of the associated variables in the tree respects the
order of the variables in the prefix of φ. A non-leaf node associated with variable
x has one outgoing edge labelled with x and one outgoing edge labelled with
x̄. Each path starting from the root of the tree represents a (partial) variable
assignment. We also write a path as a sequence of literals. A path τ from the
root node to a leaf is a complete assignment and the leaf is labelled with the
value of the QBF under τ . Nodes associated with existential variables act as OR-
nodes, while universal nodes act as AND-nodes. Respectively, a node is labelled
either with � or with ⊥. A QBF is true (satisfiable) iff its root is labelled with
�. A QBF is false (unsatisfiable) iff its root is labelled with ⊥. By τx and τx
we denote the partial assignments obtained from the complete assignment τ
with τ = τxlτx where var(l) = x. A QBF φ with vars(φ) = {x1, . . . , xn} under
(partial) assignment τ is the QBF φ[x1/t1, . . . , xn/tn] where ti = � if xi ∈ τ ,
ti = ⊥ if x̄i ∈ τ , and ti = xi otherwise.

Example 1. Consider the QBF ∃a∀b∃c∀d∃e.(a∨ b∨ c̄∨ d̄∨ e) and the path from
the root τ = ab̄c̄dē. Then we have partial assignments τc = ab̄ and τc = dē.

A pre-model M of QBF φ is a subtree of the assignment tree of φ such that
(1) for each universal node in M , both children are in M ; (2) for each existential
node in M , exactly one of the children is in M ; and (3) the root of the assignment
tree is in M . A pre-model M of QBF φ is a model of φ if in addition each node
in M is labelled with �. Obviously, only a true QBF can have a model. A false
QBF has at least one countermodel, which is defined dually as follows. In a pre-
countermodel M existential nodes have two children, whereas universal nodes
have only one and the root of the assignment tree is in M . A pre-countermodel
M is a countermodel if each node is labelled with ⊥. Two QBFs are logically
equivalent iff they have the same set of (counter) models modulo variable names.

3 QRAT: Quantified Resolution Asymmetric Tautologies

The QRAT proof system, introduced below, provides the basis for satisfiability
equivalence preserving clause addition, clause deletion, and clause modification
techniques. To this end, we first have to recapitulate the notion ofQBF resolvents
(resolvents for short) and introduce the concept of asymmetric literal addition.

Definition 1 (Resolvent). Given two non-tautological clauses C and D with
x ∈ C and x̄ ∈ D, the resolvent over pivot variable x is (C\{x}) ∪ (D\{x̄}).

Note that we do not restrict the pivot element to existential variables as it is
usually done in the literature. Furthermore, for the moment, we do not consider
universal reduction rule necessary for the completeness of Q-resolution.

Definition 2 (Asymmetric Literal Addition). Given a QBF Π.ψ and a
clause C. The clause ALA(ψ,C) is the unique clause obtained by repeatedly ap-
plying the extension rule C := C ∪{l̄} if ∃l1, . . . , lk ∈ C and (l1∨ . . .∨ lk ∨ l) ∈ ψ
called asymmetric literal addition to C until fixpoint.
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Asymmetric literal addition is well understood for propositional logic [14]. For
QBF, a variant called hidden literal addition has been described in [8] where it
is (unnecessarily) required that the li occur to the left of l in the prefix.

The new definition for QBF used in this paper is the same in the propositional
case. Thus φ[C/C′] with C′ = ALA(ψ,C) has exactly the same (propositional)
models as φ, which lifts to QBF equivalence, since the values the leaves of as-
signment trees do not change. As consequence we have the following lemma.

Lemma 1. Let φ = Π.ψ∪{C} be a QBF and C′ = ALA(ψ,C) be obtained from
C by asymmetric literal addition. Further, let φ′ = φ[C/C′]. Then φ and φ′ are
logically equivalent.

A clause C is called an asymmetric tautology (AT) w.r.t. ψ if ALA(ψ,C) is a
tautology. ALA, AT, and resolution as introduced above are sufficient to define
the RAT proof system for propositional logic. For QBFs, we must additionally
consider quantifier dependencies which we capture by the notion of outer clauses
and outer resolvents.

Definition 3 (Outer Clause). Let C be a clause occurring in QBF Π.ψ. The
outer clause of C on literal l ∈ C, denoted by O(Π,C, l), is given by the clause
{k | k ∈ C, k ≤Π l, k 
= l}.

Definition 4 (Outer Resolvent). Let C be a clause with l ∈ C and and D a
clause occurring in QBF Π.ψ with l̄ ∈ D. The outer resolvent of C with D on
literal l w.r.t. Π, denoted by R(Π,C,D, l), is given by the clause O ∪ (C\{l}) if
Q(Π, l) = ∀ and by O ∪C if Q(Π, l) = ∃ assuming O = O(Π,D, l̄).

Definition 5 (Quantified Resolution Asymmetric Tautology (QRAT)).
Given a QBF Π.ψ and a clause C. Then C has QRAT on literal l ∈ C with
respect to Π.ψ iff it holds for all D ∈ ψl̄ that ALA(ψ,R) is a tautology for the
outer resolvent R = R(Π,C,D, l).

The intuition behind these definitions is almost identical to the propositional
case [15]: consider potential resolvents of a clause on a certain literal with res-
olution candidates containing the negation of the picked literal. If all of them
are “redundant”, or more precisely asymmetric tautologies in the context of this
paper, then this clause is redundant too and can be added or removed.

The important difference to the propositional case is that inner variables,
w.r.t. the pivot variable resolved upon, might have different values for differ-
ent choices of universal literals, and thus one can not simply apply resolution
blindly before checking for redundancy of the resolvent. Inner literals in the reso-
lution candidates should be ignored. This is the same restriction as for quantified
blocked clauses [8]. As it turns out, for existential pivots, it is possible to have a
slightly more general version, i.e., the pivot literal can be included in the outer
resolvent, while in previous work this was not the case, and for universal pivots,
it is not allowed. The QRAT proof system uses this observation to establish syn-
tactical redundancy detection criteria to safely add, remove, and modify clauses.
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Lemma 2. Given a clause C which has QRAT w.r.t. a QBF Π.ψ on an exis-
tential literal l ∈ C with var(l) = x. If there is an assignment σ = τx l̄τx that
falsifies C, but satisfies ψ then the assignment τx satisfies all D ∈ ψ with l̄ ∈ D.

Proof. Let D ∈ ψ be a clause with l̄ ∈ D, σ(C) = ⊥, and O = O(Π,D, l̄). In
order to show τx(D) = � by contradiction we assume that τx(O) = ⊥. This leads
to σ(R) = ⊥ for the outer resolvent R = O∪C too (note that we do not remove l
from C). By induction on the order of literals added toR in computing ALA(ψ,R)
we show that σ(l′) = ⊥ for all literals l′ in ALA(ψ,R). This is clear for all l′ ∈ R.
Assume l1, . . . , lk−1 are from R or have been added through ALA extensions and
further assume there is a clause E = {l1, . . . , lk−1, lk} ∈ ψ which is used to add
¬lk next. Observe that σ(E) = σ(ψ) = � and by the induction hypothesis we
have σ(l1) = · · · = σ(lk−1) = ⊥, which leads to σ(lk) = �. This concludes
the induction proof resulting in σ(ALA(R)) = ⊥, which is impossible for the
tautology ALA(R). The assumption is invalid and thus τx(O) = τx(D) = �. �
Theorem 1. Given a QBF φ = Π.ψ and a clause C ∈ ψ with QRAT on an
existential literal l ∈ C with respect to QBF φ′ = Π ′.ψ′ where ψ′ = ψ \ {C}
and Π ′ is Π without the variables of C not occurring in ψ′. Then φ and φ′ are
satisfiability equivalent.

Proof. If φ is satisfiable then φ′ is also satisfiable, since all models of φ are also
models of φ′. In the following, we show that if φ′ is satisfiable then φ is also
satisfiable. Let M be a model for φ′, which is not a model for φ. Then for every
assignment τx l̄τx in M which satisfies ψ′ = ψ \ {C} and falsifies C we replace in
M ′ all assignments τx l̄ρx by τxlρx. Now we need to show that all these τxlρx
still satisfy ψ′. Since τx l̄ρx satisfies all clauses in ψ′, the only clauses in ψ′ that
can be falsified by τxlρx must contain literal l̄. Lemma 2 shows, however, that
all clauses D ∈ ψ with l̄ ∈ D are satisfied by τx and hence by τxlρx. Thus the
resulting pre-model M ′ turns out to be a model of φ. �

In order to remove or to add a clause which has QRAT on literal l requires l to
be existential. The following example illustrates that it would not be sound either
to allow for universal variables or to ignore the variable dependency restrictions.

Example 2. Consider the false QBF ∃x∀y.(x ∨ y) ∧ (x̄ ∨ ȳ). Clause (x ∨ y) has
QRAT on y w.r.t. (x̄∨ȳ), but eliminating (x∨y) does not preserve unsatisfiability.
Hence, one cannot remove clauses based on QRAT on a universal literal. If we
would drop the variable dependency restriction, then (x ∨ y) would have QRAT
on x w.r.t. (x̄ ∨ ȳ). Again, removing (x ∨ y) does not preserve unsatisfiability.

The elimination of a clause which has QRAT or AT w.r.t. a QBF φ is called

QRATE. We write QRATE also as Π.ψ ∪ {C} QRATE−−−−→ Π.ψ. Analogously, QRAT
allows the introduction of clauses. The addition of a clause which hasQRAT or AT

w.r.t. a QBF φ is called QRATA. We write QRATA also asΠ.ψ
QRATA−−−−→ Π ′.ψ∪{C}.

Note that the added clause may contain variables which do not occur in the
original QBF. Then the prefix has to be extended by these variables for getting
a closed QBF again. These variables may be quantified arbitrarily and put at
any position within the prefix.
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Example 3. Consider the true QBF Π.ψ = ∀a ∃b, c.(a∨b)∧(ā∨c)∧(b∨ c̄). Clause
(a∨c) has QRAT on c w.r.t. Π.ψ: the only clause that contains literal c̄ is (b∨ c̄),
which produces the outer resolvent (a∨b∨c). ALA(ψ, (a∨b∨c)) = (a∨ā∨b∨b̄∨c∨c̄)
is a tautology. Therefore, QRATA can add (a ∨ c) to ψ. Now consider a new
existential variable d in the innermost quantifier block. The clause (b̄∨c∨d) has
QRAT on c (and d) w.r.t. ψ. Adding (b̄∨ c ∨ d) to ψ will result in the true QBF
∀a ∃b, c, d.(a ∨ b̄) ∧ (ā ∨ c) ∧ (b ∨ c̄) ∧ (b̄ ∨ c ∨ d).

However, as we will show below, one can remove universal literals if they have
QRAT. This is similar to the pure literal elimination rule (see next section) which
is a clause elimination technique if the pure literal is existentially quantified and
which is a literal elimination technique if the pure literal is universally quantified.

For the proof of the following theorem we need the concept of “dual assign-
ment”. The dual of an assignment σ in a model for a universal literal is the
unique τ in the same model obtained from flipping this literal in σ but keeping
all literals before l and all universal literals after l untouched, or more formally:

Definition 6. Given a model M of a QBF and σ = σxlσx ∈ M and a literal l
with σ(l) = � then τ = σx l̄τx ∈ M is the dual of σ w.r.t. l iff all universal literals
in σx are the same in τx, e.g. for all universal literals k we have σx(k) = τx(k).

Note, that existential literals in σx and τx might have opposite signs.

Theorem 2. Given QBF φ0 = Π.ψ and φ = Π.ψ ∪ {C} where C has QRAT on
a universal literal l ∈ C with respect to φ0. Further, let φ′ = Π.ψ ∪ {C′} with
C′ = C \ {l}. Then φ and φ′ are satisfiability equivalent.

Proof. We need to show that if φ is satisfiable, then φ′ is satisfiable. The reverse
is trivial. Let M be a model of φ. We are going to define a model M ′ for φ′

from M as follows. All assignments σ in M with σ(C′) = � are kept in M ′.
If σ(C′) = ⊥ and τ = σx l̄τx is the dual assignment of σ w.r.t. l in M , then
we replace σ by σ′ = σxlτx, which is the same as the dual τ of σ w.r.t. l but
with l flipped. It is apparent that the set of assignments M ′ defined this way
actually forms a tree and thus a pre-model. Further, note, that C′ is satisfied
on all paths in M ′, since either σ(C′) = � or otherwise (if σ(C′) = ⊥) we
have σ′(C′) = τ(C′) = τ(C) = �. As in the proof of Theorem 1 we assume
that the pre-model M ′ defined above is not a model. Then we have σ′ ∈ M ′,
a clause D ∈ ψ with σ′(D) = ⊥, and σ′ was obtained from σ, by replacing
σ by the dual τ of σ w.r.t. l with l flipped and σ(C′) = ⊥. Since τ(D) = �
and σ′ differs from τ only for l, we know that l̄ single satisfies D in σ′, thus
l̄ ∈ D. The outer clause O = O(Π,D, l̄) ⊂ D has the property σ′(O) = ⊥ and
since σx = σ′x we derive that σ(R) = ⊥. Observe that σ(R) = ⊥ for the outer
resolvent R = R(Π,C,D, l) = O ∪ C′ (note that l is removed, e.g., l 
∈ C′).
Using similar arguments as in the proof of Lemma 2 we can show that all the
literals added to R are false under σ. This is in contradiction to the assumption
that ALA(ψ,R) is a tautology. As a consequence M ′ is a model of φ′ and φ′ is
satisfiable too. �
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In principle, a universal literal on which a clause C has QRAT w.r.t. to a QBF
φ may be safely removed from C or vice versa added. In the following, we only
need the elimination of universal literals. The elimination of a universal literal
l from a clause C which has QRAT on l w.r.t. a QBF φ is called QRATU. We

write QRATU also as Π.ψ ∪ {C} QRATU−−−−→ Π.ψ ∪ {C \ {l}}.
The definition of outer resolvent depends on quantification. QRATU is not

sound if we allow the existential variant of outer resolvent for a universal literal.

Example 4. Consider the true QBF ∀x∃y, z.(x̄∨ ȳ)∧ (x̄∨ z̄)∧ (x∨y)∧ (x∨y∨z).
Both resolution candidates for resolving (x ∨ y ∨ z) on x lead to an empty
outer clause. Incorrectly using the existential variant would keep x in the outer
resolvent which is identical to the original clause (x ∨ y ∨ z), which in turn is
subsumed. However, removing x from the original clause (x ∨ y ∨ z) makes the
QBF false and thus it is incorrect to keep a universally quantified pivot in the
outer resolvent before checking for asymmetric tautology.

4 Preprocessing for QBFs

For successfully solving quantified Boolean formulas (QBF), the introduction of
an additional preprocessing step has been shown to be extremely beneficial to
focus the search of many solvers. Frequently, preprocessing is crucial to solve a
QBF formula. In general, the preprocessed formula is not logically equivalent,
but satisfiability equivalent. Below, we introduce the most prominent techniques
for preprocessing used in state-of-the-art tools.

We can distinguish three types of rules: (1) clause elimination rules; (2) clause
modification rules; and (3) clause addition rules. Table 1 summarizes the pre-
processing techniques and their necessary preconditions. We omit showing their
soundness as this is extensively discussed in the referenced literature.

Clause Elimination Rules remove clauses while preserving unsatisfiability.
Tautology elimination (E1) removes clauses containing a positive and negative
occurrence of a variable. Subsumption (E2) removes clauses that are a super-
set of other clauses. Existential pure literal elimination (E3) removes all clauses
with an existential literal that occurs only positive or only negative in the for-
mula. Quantified blocked clause elimination (E4) removes clauses which contain
a variable producing only tautological resolvents when used as pivot.

Clause Modification Rules add, remove, and rename literals. The universal
reduction rule (M1) removes a universal literal if it is the innermost literal in
a clause. The strengthening rule (M2) relies on clauses produced by resolution
which subsume one of its antecedents. If an existential literal l occurs in a clause
of size one, then unit literal elimination (M3) allows to remove clauses containing
l and literal occurrences l̄. Universal pure literal elimination (M4) removes a uni-
versal literal if it occurs only in one polarity in the whole formula. Covered literal
addition (M5) extends a clause with literals that occur in all non-tautological
resolvents. Finally, the equivalence replacement rule (M6) substitutes the occur-
rence of a literal l (and l̄) by a literal k (and k̄) if clauses of the form (l∨ k̄) and
(l̄ ∨ k) are in the formula. Literal l must be existentially quantified and l ≥Π k.
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Clause Addition Rules extend the formula with new clauses, while modifying
and removing old ones. The variable elimination rule (A1), also known as DP
resolution, replaces the clauses in which a certain existential variable occurs by
all non-tautological resolvents on that variable. The universal expansion rule
(A2) removes an innermost universal variable by duplicating and modifying all
clauses that contain one or more innermost existential variables.

Table 1. Preprocessing Rules

name rewriting rule precondition

E1. tautology
elimination

Π.ψ,C ∨ l ∨ l̄
Taut
===⇒ Π.ψ none

cl
a
u
se

el
im

in
a
ti
o
n

E2. subsumption Π.ψ,C,D
Subs
===⇒ Π.ψ,C C ⊆ D

E3. exist. pure
literal elim.

Π.ψ,C1 ∨ l, . . . , Cn ∨ l
Pure∃===⇒ Π.ψ

Q(Π, l) = ∃,
l̄ �∈ ψ ∧ C1 ∧ . . . ∧ Cn

E4.
blocked
clause

elimination
Π.ψ,C

QBCE
===⇒ Π.ψ

∃y ∈ C with Q(Π,y) = ∃,
∀D ∈ ψ with ȳ ∈ D:

l, l̄ ∈ C ⊗y D with l ≤Π y

M1. universal
reduction

Π.ψ,C ∨ l
URed
===⇒ Π.ψ,C

Q(Π, l) = ∀,
� ∃k ∈ C with l <Π k

cl
a
u
se

m
o
d
ifi
ca
ti
o
n

M2.strengthening Π.ψ, l ∨ C, l ∨D
Str
==⇒ Π.ψ,C, l ∨D C ⊆ D

M3. unit literal
elimination

Π.ψ, l, C1 ∨ l̄, . . . , Cn ∨ l̄,
D1 ∨ l, . . . , Dm ∨ l
Unit
==⇒ Π.ψ,C1, . . . , Cn

Q(Π, l) = ∃

M4. univ. pure
literal elim.

Π.ψ,C1 ∨ l, . . . , Cn ∨ l
Pure∀===⇒ Π.ψ,C1, . . . , Cn

Q(Π, l) = ∀,
l̄ �∈ ψ ∧ C1 ∧ . . . ∧ Cn

M5.
covered
literal
addition

Π.ψ,C
QCLA
===⇒ Π.ψ,C ∨ l

∃y ∈ C with Q(Π,y) = ∃,
∀D ∈ ψ with ȳ ∈ D:
l ∈ D or k, k̄ ∈ C ⊗y D

with k, l ≤Π y

M6. equivalence
replacement

Π.ψ, l̄ ∨ k, l ∨ k̄
Equiv
===⇒ Π.ψ[l/k] Q(Π, l) = ∃, k ≤Π l

A1. variable
elimination

Π∃y.ψ,C1 ∨ ȳ, . . . , Cn ∨ ȳ,
D1 ∨ y, . . . ,Dm ∨ y

VElim
===⇒ Π.ψ

∧
1≤i≤n
1≤j≤m

(Ci ∪Dj)
Q(Π,y) = ∃,

y �∈ vars(ψ)

cl
a
u
se

a
d
d
it
io
n

A2. universal
expansion

Π∀x∃Y.ψ,C1 ∨ x̄, . . . , Cn ∨ x̄,
D1 ∨ x, . . . , Dm ∨ x,E1, . . . , Ep

UExp
===⇒

Π∃Y Y ′.ψ, C1, . . . , Cn, D
′
1, . . . , D

′
m,

E1, . . . , Ep, E
′
1, . . . , E

′
p

Q(Π,x) = ∀,
∃yi ∈ vars(Ej), yi �∈ vars(ψ)
x �∈ vars(ψ ∧ Ci ∧Dj ∧Ek),
D′

i = Di[y1/y
′
1, . . . , yn/y

′
n],

E′
i = Ei[y1/y

′
1, . . . , yn/y

′
n]
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5 Representing Preprocessing Techniques with QRAT

The QRAT proof system as presented above provides clause elimination and
addition rules as in propositional logic when the pivot variable is existentially
quantified. Further, QRAT allows for the removal/addition of variables in the
case of universal pivots. This is almost sufficient to express the preprocessing
rules introduced in the previous section. The only missing element is universal
reduction, which also marks the difference between propositional resolution and
resolution for QBF. To this end, we introduce the concept of extended universal
resolution what is based on Theorem 4.9 of Van Gelder’s work on resolution path
dependency schemes [16]. In the following, we do not introduce the concept of
resolution path dependencies, but we describe the universal literal elimination
criterion according to the terminology used in the rest of the paper.

Definition 7 (Inner Clause). Let C be a clause occurring in QBF Π.ψ. The
inner clause of C on literal l ∈ C, denoted by I(Π,C, l), is given by the clause
{k | k ∈ C, k = l̄ or k >Π l}.

Lemma 3. Given a QBF formula Π.ψ, let E(Π,C, l) be the unique clause ob-
tained by repeatedly applying the extension rule

C := C ∪ I(Π,D, l) if exists k ∈ C,D ∈ ψ with k̄ ∈ D,Q(k) = ∃, and k >Π l

until fixpoint. Given a QBF Π.ψ ∧ {E} with a universal literal l ∈ E such that
l̄ 
∈ E(Π,E, l). Then, the removal of l from E is satisfiability preserving.

Lemma 3 is a generalization of the universal reduction rule which we call
extended universal reduction in the following. For the application of extended

universal reduction we write Π.ψ ∪ {C} EUR−−→ Π.ψ ∪ {C \ {l}}.
Now we are able to express the preprocessing techniques shown in Table 1

with only four rules: QRATE, QRATA, QRATU, and EUR. Table 2 shows the
translations for the clause elimination techniques, Table 3 for the clause modi-
fication techniques, and Table 4 for the clause addition techniques. We refer to
Table 1 for the preconditions for the application of the preprocessing rules.

Tautologies, subsumed clauses as well as blocked clauses have QRAT, so only
one application of QRATE is necessary for their removal. If an existential literal
is pure than all clauses in which it occurs are blocked w.r.t. this literal and
therefore can be omitted by multiple applications of QRATE.

For strengthening a clause C ∨ l, we first add the resolvent with D ∨ l̄ which
is C. Now, C ∨ l is subsumed and can, as we have discussed before, be removed
by QRATE. To express unit literal elimination, we first add clauses Ci, i.e., the
resolvents of Ci ∨ l̄ and l. Then Ci ∨ l̄ become QRAT and can be removed. Now
the literal l occurs only in one polarity and hence, the clauses containing l can
be removed by QRATE (cf., existential pure literal elimination). Universal pure
literal elimination simply maps to multiple applications of QRATU such that l
does not occur in the formula anymore. If a universal literal l is removed from a
clause C, this can naturally be expressed by extended universal resolution.
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Table 2. Clause Elimination Rules

preprocessing rule rewriting

Π.ψ,C ∨ l ∨ l̄
Taut
===⇒ Π.ψ Π.ψ,C ∨ l ∨ l̄

QRATE−−−−→ Π.ψ

Π.ψ,C,D
Subs
===⇒ Π.ψ,C Π.ψ,C,D

QRATE−−−−→ Π.ψ,C

Π.ψ,C1 ∨ l, . . . , Cn ∨ l
Pure∃===⇒ Π.ψ Π.ψ,C1 ∨ l, . . . , Cn ∨ l

QRATE∗−−−−−→ Π.ψ

Π.ψ,C
QBCE
====⇒ Π.ψ Π.ψ,C

QRATE−−−−→ Π.ψ

Table 3. Clause Modification Rules

preprocessing rule rewriting

Π.ψ,C ∨ l, D ∨ l̄
Str
==⇒ Π.ψ,C,D ∨ l̄

Π.ψ, C ∨ l, D ∨ l̄
QRATA−−−−→Π.ψ,C,C ∨ l, D ∨ l̄

QRATE−−−−→ Π.ψ,C,D ∨ l̄

Π.ψ, C1 ∨ l̄, . . . , Cn ∨ l̄,
l, D1 ∨ l, . . . , Dm ∨ l

Unit
==⇒ Π.ψ,C1, . . . , Cn

Π.ψ,C1 ∨ l̄, . . . , Cn ∨ l̄, l, D1 ∨ l, . . . , Dm ∨ l
QRATA∗−−−−−→ Π.ψ,C1 ∨ l̄, . . . , Cn ∨ l̄,
l, D1 ∨ l, . . . , Dm ∨ l, C1, . . . , Cn

QRATE∗−−−−−→ Π.ψ, l, C1, . . . , Cn
QRATE−−−−→ Π.ψ, C1, . . . , Cn

Π.ψ,C1 ∨ l, . . . , Cn ∨ l
Pure∀===⇒ Π.ψ,C1, . . . , Cn

Π.ψ,C1 ∨ l, . . . , Cn ∨ l
QRATU∗−−−−−→ Π.ψ,C1, . . . , Cn

Π.ψ,C ∨ l
URed
===⇒ Π.ψ,C

Π.ψ,C ∨ l
EUR−−→ Π.ψ,C

Π.ψ, l̄ ∨ k, l ∨ k̄
Equiv
===⇒ Π.ψ[l/k]

Π.ψ,C1 ∨ l, . . . , Cn ∨ l, D1 ∨ l̄, . . . , Dm ∨ l̄, l̄ ∨ k, l ∨ k̄
QRATA∗−−−−−→ Π.ψ,C1 ∨ l, . . . , Cn ∨ l, D1 ∨ l̄, . . . , Dm ∨ l̄,

l̄ ∨ k, l ∨ k̄, C1 ∨ k, . . . , Cn ∨ k,D1 ∨ k̄, . . . , Dm ∨ k̄
QRATE∗−−−−−→

Π.ψ, l̄ ∨ k, l ∨ k̄, C1 ∨ k, . . . , Cn ∨ k,D1 ∨ k̄, . . . , Dm ∨ k̄
QRATE∗−−−−−→ Π.ψ,C1 ∨ k, . . . , Cn ∨ k,D1 ∨ k̄, . . . , Dm ∨ k̄

Π.ψ, C
QCLA
====⇒ Π.ψ,C ∨ l

Π.ψ, C
QRATA−−−−→ Π.ψ,C,C ∨ l

QRATE−−−−→ Π.ψ,C ∨ l

If l is a covered literal for C w.r.t. Π.ψ, then C∨ l has QRAT w.r.t. Π.ψ. After
adding C ∨ l using QRATA, C gets QRAT and can be removed using QRATE.
Quantified covered clause elimination [8] is a clause elimination procedure that
extends clauses with covered literals until clauses become blocked. To represent
this procedure, we add an intermediate clause for each covered literal addition.
When the clause is blocked, it can be eliminated using QRATE.

If a literal l shall be substituted by a literal k due to equivalence replacement,
the formula has to contain the binary clauses (l ∨ k̄) and (l̄ ∨ k). Then first the
clauses Ci ∨ k and Dj ∨ k̄ are added by resolution, i.e., by QRATA. All clauses
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containing l and l̄ are asymmetric tautologies, because k, k̄ ∈ ALA(ψ,Ci∨ l) and
can therefore be removed by QRATE.

Variable elimination is rewritten as follows. First all possible non-tautological
resolvents on elimination variable y are added with QRATA. Then all clauses
containing y or ȳ become QRAT and can be eliminated by QRATE.

Finally, we describe universal expansion using redundancy elimination and ad-
dition rules. Consider the QBF Π∀x∃Y.ψ from which we want to eliminate the
innermost universal variable x. Let E = {Ei | Ei ∈ ψY , x /∈ Ei, x̄ 
∈ Ei}. In the
first step, we add clauses Ei∨ x̄ (which are subsumed by Ei) using QRATA. This
is necessary, because we later need to eliminate Ei. We introduce conditional
equivalences represented by the clauses x∨ yj ∨ ȳ′j and x∨ ȳj ∨ y′j for all yj ∈ Y
and append ∃Y ′ to the prefix. Now we copy all original clauses with literal yj ,
but without x̄ and add literal x in case it is not already present. The conditional
equivalences allow to treat original and primed copies of clauses with x as al-
ternative. One version can be exchanged for the other as long the equivalence
clauses are there. We add the primed copies and afterwards remove the original
ones. Now all clauses Ei are asymmetric tautologies and can be removed. Next,
we remove the conditional equivalences x ∨ yj ∨ ȳ′j and x ∨ ȳj ∨ y′j which have
QRAT on the yj after removal of the Ei clauses. At this point, clauses containing
variables from Y do not contain x and clauses with variables from Y ′ do not
contain x̄. So extended universal reduction can remove the literals x and x̄.

Table 4. Clause Addition Rules. Clauses are added / removed in order of appearance.

preprocessing rule rewriting

Π∃y.ψ, C1 ∨ ȳ, . . . , Cn ∨ ȳ,
D1 ∨ y, . . . , Dm ∨ y

VElim
===⇒ Π.ψ

∧
1≤i≤n
1≤j≤m

(Ci ∪Dj)

Π∃y.ψ, C1 ∨ y, . . . , Cn ∨ y,D1 ∨ ȳ, . . . , Dm ∨ ȳ
QRATA∗−−−−−→ Π∃y.ψ, C1 ∨ y, . . . , Cn ∨ y,
D1 ∨ ȳ, . . . , Dm ∨ ȳ, C1 ∪ D1, . . . , Cn ∪ Dm

QRATE∗−−−−−→ Π.ψ,C1 ∪ D1, . . . , Cn ∪ Dm

Π∀x∃Y.ψ,
C1 ∨ x̄, . . . , Cn ∨ x̄,
D1 ∨ x, . . . , Dm ∨ x,

E1, . . . , Ep
UExp
===⇒ Π∃Y Y ′.ψ,
C1, . . . , Cn, E1, . . . , Ep,
D′1, . . . , D

′
m, E′1, . . . , E

′
p

Π∀x∃Y.ψ, C1 ∨ x̄, . . . , Cn ∨ x̄,
D1,∨x, . . . , Dm ∨ x,E1, . . . , Ep

QRATA∗−−−−−→ Π∀x∃Y Y ′.ψ, C1 ∨ x̄, . . . , Cn ∨ x̄,
D1∨x, . . . , Dm∨x,E1, . . . , Ep, E1∨x̄, . . . , Ep∨x̄,

x ∨ y1 ∨ ȳ′1, . . . , x ∨ y|Y | ∨ ȳ′|Y |,

x ∨ ȳ1 ∨ y′1, . . . , x ∨ ȳ|Y | ∨ y′|Y |,

D′1 ∨ x, . . . , D′m ∨ x,E′1 ∨ x, . . . , E′p ∨ x
QRATE∗−−−−−→ Π∀x∃Y Y ′.ψ, C1 ∨ x̄, . . . , Cn ∨ x̄,

E1 ∨ x̄, . . . , Ep ∨ x̄, D′1 ∨ x, . . . , D′m ∨ x,
E′1 ∨ x, . . . , E′p ∨ x

EUR∗−−−→ Π∃Y Y ′.ψ, C1, . . . , Cn, E1, . . . , Ep,
D′1, . . . , D

′
m, E′1, . . . , E

′
p
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6 QRAT Proofs

This section describes our new proof format for QBF formulas, how to check it
and an experimental evaluation. The syntax of the proof format is very similar
to the DRUP proof format [12] for CNF formulas. We extend the DRUP syntax
to express elimination of universal literals. Furthermore, the redundancy check
is different than proofs in DRUP because we deal with QBF formulas.

6.1 The QRAT Proof Format

Proofs are sequences of clause additions, deletions, and modifications. They are
build using three kind of lines: addition (QRATA), deletion (QRATE), and uni-
versal elimination (QRATU and EUR). Addition lines have no prefix and are un-
constrained in the sense that one can add any clause at any point in the proof.
Clause deletion lines, with prefix “d”, and universal elimination lines, with prefix
“u”, are restricted. The clause after a “d” or “u” prefix must be either present
in the original formula or as a clause added earlier in the proof.

Let Π.ψ be a QBF formula and P be a QRAT proof for Π.ψ. We denote the
number of lines in a proof P by |P |. For each i ∈ {0, . . . , |P |}, we define a CNF
formula ψi

P below. Ci refers to the clause on line i of P and li refers to the first
literal on line i of P .

ψi
P :=

⎧⎪⎪⎨⎪⎪⎩
ψ if i = 0;

ψi−1
P \ {Ci} if the prefix of Ci is “d”;

ψi−1
P \ {Ci} ∪ {Ci \ {li}} if the prefix of Ci is “u”;

ψi−1
P ∪ {Ci} otherwise.

A proof P is called a satisfaction proof for QBF formula Π.ψ if the following
two properties hold. First, for all i ∈ {1, . . . , |P |}, if clause Ci has prefix “d”, then
it must have QRAT on li with respect to ψi

P . In case li is universally quantified,

we check whether ALA(ψi
P , Ci) is a tautology. Second, ψ

|P |
P must be empty.

A proof P is called a refutation proof for QBF formula Π.ψ if the following
three properties hold. First, for all i ∈ {1, . . . , |P |}, if clause Ci has no prefix, then
it must have QRAT on li with respect to ψi−1

P . In case li is universally quantified,
we check whether ALA(ψi−1

P , Ci) is a tautology. Second, for all i ∈ {1, . . . , |P |}, if
clause Ci has has prefix “u”, then li must be universally quantified. Additionally,
Ci must have either QRAT on li with respect to ψi−1

P , or li can be removed using
EUR. Third, C|P | must be the empty clause (without a prefix). Fig. 1 shows a
true and a false QBF and a QRAT proof for both.

A universal elimination line in satisfaction proofs can be replaced by a clause
addition and deletion line to obtain another satisfaction proof. Simply add the
clause without its first literal, and afterwards delete the subsumed clause. For
example, consider the line “u 1 2 3 0” in a satisfaction proof. This line can be
replaced by “2 3 0” followed by “d 1 2 3 0”. Consequently, any satisfaction
proof can be converted such that it contains only addition and deletion lines.
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true QBF formula

p cnf 3 3

a 1 0

e 2 3 0

1 2 0

-1 3 0

-2 -3 0

satisfaction proof

-1 -2 0

d 3 -1 0

d -3 -2 0

d -2 -1 0

d 2 1 0

false QBF formula

p cnf 3 3

a 1 0

e 2 3 0

1 2 0

1 3 0

-2 -3 0

refutation proof

-2 0

d -2 -3 0

1 0

u 1 0

0

Fig. 1. Two QBFs formulas and QRAT proofs. On the left a true QBF with a satis-
faction proof next to it. On the right a false QBF with a refutation next to it. The
formulas and proofs are spaced to improve readability. Proofs consist of three kind of
lines: addition (no prefix), deletion (“d ” prefix) and universal elimination (“u ” prefix).

Recall that QRATA can add clauses that contain new variables. The QRAT
proof format does not support describing the quantifier block for new variables.
For all known preprocessing techniques, newly introduced variables are placed in
the innermost active existential quantifier block. Consequently, the QRAT format
assumes this convention for all new variables.

6.2 Checking QRAT Proofs

Although the syntax for QRAT proof is identical for true and false QBFs, vali-
dating a proof is different. For true QBFs only the clause deletion lines (the ones
with a “d ” prefix) have to be checked, while for false QBFs, all the lines except
the clause deletion lines have to be checked.

The easiest, but rather expensive, method to validate proofs checks the re-
dundancy of each clause: for true QBFs all deletion lines and for false QBFs
all addition and universal elimination lines. However, one can check proofs more
efficiently my marking involved clauses during each redundancy check. That way
the checker can be restricted to validate marked clauses only. The marking pro-
cedure is a bit tricky. In short, it marks all involved clauses that were required
to compute the last unique implication point from each conflict.

Checking only marked clauses was proposed to check clausal proofs of CNF
formulas efficiently [11]. For false QBFs, the checking is similar to the SAT
case: during initialization the empty clause is marked. Refutation proofs should
be validated in reverse order, starting with the marked empty clause. For true
QBFs the procedure is different: initially all original clauses are marked and
satisfaction proofs are checked in chronological order. When a clause is deleted
that was not marked by any redundancy check, the clause can be skipped.

Example 5. Consider the true QBF Π.ψ = ∀a ∃b, c.(a ∨ b) ∧ (ā ∨ c) ∧ (b̄ ∨ c̄).
This is the same QBF as in Fig. 1 (left). Fig. 1 also shows the satisfaction proof
P := (ā ∨ b̄), d(c ∨ ā), d(c̄ ∨ b̄), d(b̄ ∨ ā), d(b ∨ a). Satisfaction proofs are checked
in chronological order. So, first, (ā ∨ b̄) is added, afterwards (c ∨ ā) is removed,
until all original clauses and all added clauses have been deleted.
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6.3 Implementation

We equipped our preprocessor bloqqer [8] with QRAT-based tracing as described
in Section 5. In contrast to previous extensions of bloqqer [7,17] we hardly had to
modify its internal behavior. Hence, with QRAT-based tracing, we have the first
QBF preprocessor fully supporting proof generation for true and false formulas.

We implemented an efficient QRAT checker QRATtrim, which is based on
DRUPtrim [12], a clausal proof checking tool for CNF. It uses the optimizations
of Section 6.2, such as validating marked clauses only and checking satisfaction
and refutation proofs in chronological and reverse order, respectively.

Evaluations on the benchmark sets of the QBF evaluations 2010 and 2012
indicate that the power of the preprocessor is hardly reduced by enabling QRAT-
based tracing. The benchmark set of 2010 (resp. 2012) contains 64 (resp. 32) true
instances and 86 (resp. 36) false instances which can be solved by using only blo-
qqer. These formulas turn out to be extremely hard for conflict/solution-driven
clause/cube learning solvers like DepQBF [18], which can only solve 26 (resp. 2)
true formulas and 57 (resp. 14) false formulas. For the other formulas DepQBF
timed-out, given a time limit of 900 seconds. The resolution-proof producing ver-
sion of bloqqer which was presented in [7] is able to evaluate 28 (resp. 22) true
formulas and 57 (resp. 22) false formulas. Please note that the resolution-proof
producing version of bloqqer did not time out for the unsolved formulas. Less
formulas are solved because the techniques for which no translation to resolution
is presented in [7] are simply turned off. Our new QRAT-based proof producing
version of bloqqer solves 63 (resp. 32) true formulas and 86 (resp. 36) false formu-
las, i.e., only one formula less is solved. We could verify all but two QRAT proofs.
For solving these formulas, miniscoping is necessary – which is not yet supported
by our checker, but can be realized by taking dependencies into account while
computing outer clauses. If we turn off miniscoping and increase the bounds
for variable elimination, these formulas can be solved and checked as well. For
satisfiable formulas, solving is twice as fast as checking on average, in particular
we have 1.4s (2.2s) for solving and 3.2s (5.9s) for checking. For unsatisfiable for-
mulas, checking is considerably faster: we have 18.7s (30.1s) for solving and 5.2s
(8.6s) for checking. Our bloqqer extension, the proof checking tools as well as
the details on our experiments are available at http://fmv.jku.at/bloqqer.

7 Conclusion

We presented a proof system which captures recent preprocessing and solving
techniques for QBF in a uniform manner. Based on asymmetric tautologies, the
proof system consists only of four simple rules. We showed how state-of-the-art
preprocessing techniques can be represented within this proof system. Our rules
QRATE, QRATU, and QRATA may be applied as preprocessing rules themselves
similar as QBCE and we plan to integrate them in our preprocessor. We deal with
all the challenges regarding certificates and preprocessing for QBF recently listed
in [7], namely: can we (1) produce polynomially-verifiable certificates for true
QBFs in the context of preprocessing, (2) narrow the performance gap between

http://fmv.jku.at/bloqqer
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solving with and without certificate generation; and (3) develop methods to deal
with universal expansion and other techniques. First, the size of our certificates
for true QBFs is polynomial in the solving time and certificate checking can be
done in polynomial time. Second, the overhead of emitting certificates is small
and all existing preprocessing techniques are supported. Third, our proof system
can simulate universal expansion and other existing techniques. Future work will
focus on rewriting search based QBF solver techniques [18] to the QRAT proof
system and extracting Skolem functions [4] from QRAT proofs.
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Abstract. Modern SAT solvers have experienced a remarkable progress
on solving industrial instances. Most of the techniques have been devel-
oped after an intensive experimental process. It is believed that these
techniques exploit the underlying structure of industrial instances. How-
ever, there is not a precise definition of the notion of structure.

Recently, there have been some attempts to analyze this structure in
terms of complex networks, with the long-term aim of explaining the
success of SAT solving techniques, and possibly improving them.

We study the fractal dimension of SAT instances with the aim of com-
plementing the model that describes the structure of industrial instances.
We show that many industrial families of formulas are self-similar, with
a small fractal dimension. We also show how this dimension is affected
by the addition of learnt clauses during the execution of SAT solvers.

1 Introduction

The SAT community has been able to come up with successful SAT solvers
for industrial applications. However, nowadays we can hardly explain why these
solvers are so efficient working on industrial SAT instances with hundreds of
thousands of variables and not on random instances with hundreds of variables.
The common wisdom is that the success of modern SAT/CSP solvers is corre-
lated to their ability to exploit the hidden structure of real-world instances [13].
Unfortunately, there is no precise definition of the notion of structure.

Parallelly, the community of complex networks has produced tools for de-
scribing and analyzing the structure of social, biological and communication
networks [1] which can explain some interactions in the real-world. Preferen-
tial attachment (where the probability that a new edge is attached to a node
is proportional to its degree) has been proposed as the responsible of scalefree
structure in real-world graphs [5]. Thus, in the web, the probability of a web
page to get new connections is proportional to its popularity (the number of
connections it already has). In cite [9], it is proposed similarity (where nodes

� This research has been partially founded by the MINECO research project TASSAT
(TIN2010-20967).
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tend to get connected to similar nodes, according to some topological distance)
as a mechanism that, together with preferential attachment or popularity, ex-
plains the structure of some real-world graphs. This explains the self-similarity
property observed in many real-world graphs [11].

Representing SAT instances as graphs, we can use some of the techniques
from complex networks to characterize the structure of SAT instances. Recently,
some progress has been made in this direction. It is known that many industrial
instances have the small-world property [12], exhibit high modularity [4], and
have a scale-free structure [2]. In this later work, it is shown that in many
formulas the number of occurrences of a variable (i.e. the degree of graph nodes)
follows a powerlaw distribution with hub variables having a huge number of
occurrences. A method to generate scale-free random instances is proposed in [3].
They show that SAT solvers specialized on industrial formulas perform better
than random-specialized solvers on these scale-free random instances. In [7], the
eigenvector centrality of variables in industrial instances is analyzed. They show
that it is correlated with some aspects of SAT solvers. For instance, decision
variables selected by the SAT solvers are usually the most central variables in
the formula. However, how these analyses may help to improve the performance
of SAT solvers is not known at this stage.

The contribution of this paper is to analyze the existence of self-similarity in
industrial SAT instances. The existence of a self-similar structure would mean
that after rescaling (replacing groups of nodes by a single node, for example), we
would observe the same kind of structure. It would also mean that the diameter
dmax of the graph grows as dmax ∼ n1/d, where d is the fractal dimension of
the graph, and not as dmax ∼ logn, as in random graphs or small-world graphs.
Therefore, actions in some part of the graph (like variable instantiation) may not
propagate to other parts as fast as in random graphs. Our analysis shows that
many industrial formulas are self-similar. We think that the self-similarity, as well
as the scale-free structure, is already present in many of the problems encoded
as SAT instances. Thus, for instance, hardware-verification instances may have
this structure because the circuits they encode already have this structure.

Studying graph properties of formulas has several direct applications. One of
them, is the generation of industrial-like random SAT instances. Understand-
ing the structure of industrial instances is a first step towards the development
of random instance generators, reproducing the features of industrial instances.
This would allow us to generate industrial-like random instances of a prede-
fined size and structure to support the testing of industrial SAT solvers under
development. Related work in this direction can be found in [3].

Another potential application is to improve portfolio approaches [14,6] which
are solutions to the algorithm selection problem. State-of-the-art SAT Portfolios
compute a set of features of SAT instances in order to select the best solver from
a predefined set to be run on a particular SAT instance. It is reasonable to think
that more informative structural features of SAT instances can help to improve
portfolios.
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Our experimental investigation shows that most industrial instances are self-
similar, and their dimension ranges between 2 and 4. In the case of crafted
instances, they also exhibit a clear self-similar behaviour, but their fractal di-
mensions are bigger in some cases. On the other hand, random instances are
clearly not self-similar. We also show that using a very reduced set of complex
networks properties we are able to classify industrial instances into families quite
accurately.

Finally, we have investigated how the addition of learnt clauses during the
execution of a SAT solver affects the dimension of the working instance. The
addition of learnt clauses increases the fractal dimension, as expected. However,
we show that modern SAT solvers produce a smooth increase, that suggests
that SAT solvers tend to work locally. In contrast, the substitution of the learnt
clauses by random clauses of the same size, produces a much bigger increase in
the dimension.

The paper proceeds as follows. We introduce the fractal dimension of graphs
in Section 2. In Section 3, we define the notion of fractal dimension of a SAT
formula and compare it with the notion of diameter of a SAT formula. Then, we
analyze whether SAT instances represented as graphs have a fractal dimension
in Section 4. In Section 5, we study the effect of learnt clauses on the fractal
dimension. Section 6 contains the conclusions. All the software used in the paper
is available at http://www.iiia.csic.es/~jgiraldez.

2 Fractal Dimension of a Graph

We can define a notion of fractal dimension of a graph following the principle of
self-similarity. We will use the definition of box covering by Hausdorff [8].

Definition 1. The distance between two nodes is the minimum number of
edges we need to follow to go from one node to the other.
The diameter dmax of a graph is the maximal distance between any two nodes
of the graph.
Given a graph G, a box B of size l is a subset of nodes such that the distance
between any pair of them is strictly smaller than l.
We say that a set of boxes covers a graph, if every node of the graph is in some
box. Let N(l) be the minimum number of boxes of size l required to cover the
graph.
We say that a graph has the self-similarity property if the function N(l) de-
creases polynomially, i.e. N(l) ∼ l−d, for some value d. In this case, we call d
the dimension of the graph.

Notice that N(1) is equal to the number of nodes of G, and N(dmax + 1) is the
number of connected components of the graph.

Lemma 1. Computing the function N(l) is NP-hard.1

1 In [10] the same result is stated, but there, they prove the wrong reduction. They
reduce the computation of N(2) to the graph coloring problem.
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Proof: We prove that computing N(2) is already NP-hard by reducing the
graph coloring problem to the computation of N(2). Given a graph G, let G,
the complement of G, be a graph with the same nodes, and where any pair of
distinct nodes are connected in G iff they are not connected in G. Boxes of size
2 in G are cliques, thus they are sets of nodes of G without an edge between
them. Therefore, the minimal number of colors needed to color G is equal to the
minimal number of cliques needed to cover G, i.e. N(2).

There are several efficient algorithms that approximate N(l). They compute up-
per bounds of N(l). They are called burning algorithms (see [10]). Following
a greedy strategy, at every step they try to select the box that covers (burns)
the maximal number of uncovered (unburned) nodes. Although they are poly-
nomial algorithms, we still need to do some further approximations to make the
algorithms of practical use in very large graphs.

First, instead of boxes, we will use circles.

Definition 2. A circle of radius r and center c is a subset of nodes of G such
that the distance between any of them and the node c is strictly smaller that r.

Let N(r) be the minimum number of circles of radius r required to cover a
graph.

Notice that any circle of radius r is inside of a box of size 2 r−1 (the opposite
is in general false) and any box of size l is inside a circle of radius l (it does not
matter what node of the box we use as center). Notice also that every radius r
and center c characterizes a unique circle.

According to Hausdorff’s dimension definition, N(r) ∼ r−d also characterizes
self-similar graphs of dimension d. We can approximate this fractal dimension us-
ing the Maximum-Excluded-Mass-Burning (MEMB) algorithm [10], which works
as follows: Consider a graph G and a radius r. We compute an upper bound of
the number of circles with radius r necessary to cover the graph N(r). We start
with all nodes set to unburned. At every step, for every possible node c, we
compute the number of unburned nodes covered by the circle of center c and
radius r, then select the node c that maximizes this number, and burn the new
covered nodes.

The MEMB algorithm is still too costly for our purposes. We apply the follow-
ing strategy to make the algorithm more efficient. We order the nodes according
to their degree: 〈c1, . . . , cn〉 such that degree(ci) ≥ degree(cj), when i > j. Now,
for i = 1 to n, if ci is not burned, then select the circle of center ci and radius
r (even if it does not maximizes the number of unburned covered nodes), and
burn all its unburned nodes. We call this algorithm Burning by Node Degree
(BND), and describe it in Alg. 1. After we give the definition of fractal dimen-
sion of a SAT instance, we will compare the accuracy and efficiency of algorithms
MEMB and BND in subsection 4.1 to justify the use of algorithm BND in our
experimentation.
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Algorithm 1: Burning by Node Degree (BND)

Input: Graph G = (V,E)
Output: vector[int] N

1 N [1] := |V |;
2 int i := 2;
3 while N [i− 1] > connectedComponents(G) do
4 vector[bool] burned(|V |);
5 N [i] := 0;
6 burned := {false, . . . , false};
7 while existsUnburnedNode(burned) do
8 c := highestDegreeUnburnedNode(G, burned);
9 S := circle(c, i); // circle with center c and radius i;

10 foreach x ∈ S do
11 burned[x] := true;

12 N [i] + +;

13 i := i+1;

3 The Fractal Dimension of SAT Instances

Given a SAT instance, we can build a graph from it. Here, we propose two
models.

Definition 3. Given a SAT formula, the Clause-Variable Incidence Graph
(CVIG) associated to it is a bipartite graph whose nodes are the set of variables
and the set of clauses, and its edges connect a variable and a clause whenever
that variable occurs in the clause.

The Variable Incidence Graph (VIG) associated to a formula is a graph
whose nodes represent the set of variables, and an edge between two nodes indi-
cates the existence of a clause containing both variables.

In this paper we analyze the function N(r) for the graphs obtained from a
SAT instance following the VIG and CVIG models. These two functions are
denoted N(r) and N b(r), respectively, and they relate to each other as follows.

Lemma 2. If N(r) ∼ r−d then N b(r) ∼ r−d.

If N(r) ∼ e−β r then N b(r) ∼ e−
β
2 r.

Proof: Notice that, for any formula, given a circle of radius r in the VIG model,
using the same center and radius 2 r−1 we can cover the same variable nodes in
the CVIG model. With radius 2 r we can also cover all clauses adjacent to some
covered variable. Hence N b(2 r) ≤ N(r).

Conversely, given a circle of radius 2 r in the CVIG model, we consider two
possibilities. If the center is a variable node, we cover the same variables in the
VIG model using a circle of radius r and the same center. If the center is a clause
c, to cover the same variables in the VIG model, we need a circle of radius r+1
centered in a variable node adjacent to c. Hence N(r + 1) ≤ N b(2 r).
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Therefore N(r+1) ≤ N b(2 r) ≤ N(r), and N(r) ∼ N b(2 r). From this asymp-
totic relation, we can derive the two implications stated in the lemma.

Previous lemma states that if a SAT formula is (fully) self-similar, then in both
models, VIG and CVIG, the fractal dimension is the same. In such case, if we plot
N(r) as a function of r in double-logarithmic axes, we obtain a line with slope
−d. If N(r) decays exponentially (as in random SAT formulas), then the decay
factor in the CVIG model is half of the decay factor in the VIG model. In such
case, if we plot N(r) in semi-logarithmic axes, we obtain a line with slope −β.
We will always plot N(r) in double-logarithmic axes. Thus, when N(r) decays
exponentially, we will observe a concave curve.

3.1 Fractal Dimension versus Diameter

The function N(r) determines the maximal radius rmax of a connected graph,
defined as the minimum radius of a circle covering the whole graph minus one:
N(rmax+1) = 1. The maximal radius and the diameter dmax of a graph are also
related, because rmax ≤ dmax ≤ 2 rmax. From these relations we can conclude
the following.

Lemma 3. For self-similar graphs or SAT formulas (where N(r) ∼ r−d), the
diameter is dmax ≈ n1/d, where d is the fractal dimension.
In graphs or SAT formulas where N(r) ∼ e−β r, the diameter is dmax ≈ logn

β .

Proof: The diameter of a graph and the maximal radius are related as rmax ≤
dmax ≤ 2 rmax. Notice that, by definition of the function N(r), we have N(1) =
n, where n is the number of nodes, and N(rmax + 1) = 1.

Assuming N(r) = C r−d and replacing r by 1 we get C = n. Then, replacing r
by rmax +1, we get 1 = N(rmax +1) = n (rmax +1)−d. Hence, rmax = n1/d− 1.

Assuming N(r) = C e−β r and replacing r by 1 we get C = n eβ. Then,
replacing r by rmax + 1, we get 1 = N(rmax + 1) = n e−β (rmax). Hence, rmax =
logn
β .

The diameter, as well as the typical distance2 L of a graph, have been widely
used in the characterization of graphs. For instance, small world graphs [12] are
characterized as those graphs with a small typical distance L ∼ logn and a large
clustering coefficient. This definition works well for families of graphs because
then we can quantify the typical distance as a function on the number of nodes.
But it is quite imprecise in the case of individual graphs, because it is difficult
to decide what is a “small” distance and a “large” clustering coefficient, for a
concrete graph. Moreover, the diameter and the typical distance of a graph are
measures quite expensive to compute in practice (for huge graphs, as the ones
representing many industrial SAT formulas), even though there is a quadratic
algorithm. In fact, our approximation to the fractal dimension can be computed
more efficiently than the diameter.

2 The typical distance of a graph is the average of the distances between any two
nodes.
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Since we are interested in characterizing the structure of formulas, the frac-
tal dimension is a better measure because it is independent of the size. Thus,
formulas of the same family (and similar structure), but very distinct size, will
have similar dimension and N(r) function shape.

4 Experimental Evaluation

We have conducted an exhaustive analysis of the 300 industrial SAT instances
and the 300 crafted instances of the SAT Competition 20133, and 90 random
3CNF formulas of 105 variables at different clause/variable ratios. We will see
that most industrial and crafted instances are self-similar and have a small frac-
tal dimension, i.e. N(r) ∼ r−d, for small d. In random instances N(r) decays
exponentially, i.e. N(r) ∼ e−β r.

Before presenting the results of this evaluation, let us justify the use of
the BND algorithm to calculate the fractal dimension, instead of the MEMB
algorithm.

4.1 The Accuracy of the BND Algorithm

In order to evaluate how accurate the algorithm BND is, we compare it to the
MEMB algorithm presented in [10].

We run both algorithms for the set of 300 industrial instances of the SAT
Competition 2013 with a timeout of 30 minutes. While the BND algorithm
finishes for all the 300 instances, MEMB is only able to approximate N b(r) in
17 instances. Moreover, while the average run-time of BND for these instances is
0.11 seconds, MEMB takes an average of 10 minutes and 7.2 seconds to compute
them. On the other hand, the approximations of N b(r) computed by MEMB and
BND are very similar (see Fig. 1).

Since the MEMB algorithm is more accurate than the BND algorithm, the
upper bounds of N b(r) that MEMB calculates are below the ones calculated by
BND. The real values of N b(r) are probably even lower in the final points (where
the approximation is less accurate).

4.2 Random Formulas

Random 2SAT formulas in the VIG model correspond to Endös-Renyi graphs.
It is known that these formulas have a phase transition point at m/n = 1 where
formulas pass from satisfiable to unsatisfiable with probability one. It is also
known that at m/n = 0.5 there is a percolation threshold. Formulas below this
point have an non-connected associated VIG graph, and above this threshold
there is a major connected component. In the percolation point the formula
is self-similar with a fractal dimension d = 2. Above this point N(r) decays
exponentially. To the best of our knowledge, a result of this kind is not known
for random 3CNF formulas.

3 http://satcompetition.org/2013/

http://satcompetition.org/2013/
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Fig. 1. Upper bounds for Nb(r) obtained with MEMB and BND algorithms, for the 17
industrial instances that MEMB is able to compute in 30 minutes, grouped by families

Experimentally, we observe that the function N(r) only depends on the
clause/variable ratio m/n, and not on the number of variables (this is not shown
in figures). In the phase transition point m/n = 4.25, the function has the form
N(r) ∼ e−2.3 r, i.e. it decays exponentially with β = 2.3 (see Fig. 2). Hence,
rmax = logn

2.3 + 1. For instance, for n = 105 variables, random formulas have a
radius rmax ≈ 6. For bigger values of m/n, the decay β is bigger. In the CVIG
model, we observe the same behavior. However, in this case, in the phase transi-
tion point, N(r) decays exponentially with β = 1.16 ≈ 2.3/2. Hence, the decay
is just half of the decay of the VIG model, as we expected by Lemma 2.

For random 3CNF formulas, we have experimentally found a percolation
threshold at m/n ≈ 0.17. At this point the principal connected component also
exhibits a fractal dimension d = 2.

4.3 Industrial Instances

Analyzing industrial instances, we observe that most of them are self-similar,
and most dimensions ranges between 2 and 4. In the SAT Competition 2013,
instances are grouped into families. In many of these families, all instances have
the same fractal dimension, being this dimension a characteristic of the family.
See, for instance, families crypto-sha or diagnosis in Fig. 3. Notice that the size
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Fig. 3. Function Nb(r) for some industrial SAT formulas grouped by families

of the formulas does not affect the value of the dimension (in the representation
the function can be higher or lower, but with the same slope).

In general, the polynomial decay is clearer for small values of r. Moreover, in
this area, the slope is the same for all instances of the same family of formulas.
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Fig. 4. Function Nb(r) for some crafted SAT formulas grouped by families

For big values of r, we must make some considerations. First, the upper bound
on N b(r) that we calculate can be a bad approximation. Second, there are two
phenomena that we can identify. In some cases there is an abrupt decay, but the
whole function can not be approximated by an exponential function (see some
hardware-cec or termination instances, for instance). This decay in the number
of required tiles can be due to a small number of edges connecting distant areas
of the graph. These edges have no effect for small values of r, but may drop
down the number of tiles for big values of r. In some other cases (see hardware-
bmc-ibm, for instance), there is a long tail. In this case, it is due to the existence
of (small) unconnected components in the graph. If we compute N(r) only for
the major component, this tail disappears.4

Finally, all instances of the hardware-velev family have a N(r) function with
exponential decay, i.e. are not self-similar.

4.4 Crafted Instances

Studying crafted instances, we see that most of them are self-similar. However,
their fractal dimension have bigger values than the ones of the industrial formulas
(some values are even bigger than 7).

The crafted instances of the SAT Competition 2013, as well as the industrial
instances of this competition, are grouped into families. In general, we find that
many families exhibit an homogeneus curve of N(r) in all their instances. More-
over, in many of these families, N(r) has a polynomial decay (i.e., all instances
have the same fractal dimension). The fractal dimension of crafted formulas
ranges from 1.5 to 7.5. In Fig. 4 we represent some crafted families.

4 In the figures, we can subtract from N(r) the number of unconnected components,
as an approximation, since most are covered with a few tiles.
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4.5 Fractal Dimension at Fine-Grained Scale

If a graph is self-similar, then it has the same structure at all scales. We could
replace groups of nodes tiled by a box by a single node, obtaining another graph
with the same structure. In our experiments, we observe that this is the case
for small values of r (for small values of r, function N(r) ≈ C r−d). However,
this is more arguable for big values of r. Perhaps this is because the graph is
not self-similar at large scale (coarse-grained), or because our approximation of
N(r) is not precise enough. If the formula has a small refutation, this will be
visualized in our VIG or CVIG graphs as a small cycle. This means that what
is really relevant is the fractal dimension looking at the graph at small scale
(fine-grained dimension). In other words, we think that, more than whether
there exists a self-similar structure, what is important, is the value of the fractal
dimension at fine-grained, i.e. the slope of the function N(r) for small values
of r.

In our next experiment, we try to classify industrial instances according to
their fractal dimension at fine-grained, and the exponent α of the powerlaw
distribution of node degrees (see [2] for a description of how to compute exponent
α). We will also note these fine-grained dimensions as d and db for the VIG and
CVIG, respectively. We compute them as the interpolation, by linear regression,
of logN(r) vs. log r. We use the values of N(r) and N b(r), for r = 1, . . . , 6.
Experimentally, we see that these approximations are accurate enough. As we
can see in Fig. 5, just with the fractal dimension db and the powerlaw exponent
α, we are able to determine which family an instance belongs to.
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5 The Effect of Learning

State-of-the-art SAT solvers add learnt clauses from conflicts during their ex-
ecution. When a learnt clause is unitary, it can be propagated simplifying the
original formula. Given a unitary clause x, clauses with literal x are completely
removed, and literals ¬x are removed from the formula. Learnt clauses of bigger
length create new relations between variables, i.e., new edges in the VIG model.

Both, the addition of learnt clauses, and the simplification of formulas, due to
unitary learnt clauses, may affect the dimension of the formula. The addition of
edges in a graph (preserving the nodes) always increases its dimension, because
tiles may cover more nodes, and the number N(r) of tiles required to cover the
graph decreases, whereas N(1) is preserved. This contributes to increase the
slope of function N(r), hence the dimension. The effect of simplifications due
to unitary learnt clauses is more difficult to predict, since we remove satisfied
clauses (edges in the VIG model), but also nodes (decreasing N(1)).

We have conducted some experiments to analyze how the fractal dimension
evolves during the execution of the SAT solver. First we show the effect of intro-
ducing learnt clauses in random 3CNF instances with 105 variables and distinct
clause/variable ratios. In these instances almost all learnt clauses are not uni-
tary, hence we do not remove variable nodes. In the VIG model, the addition of
these learnt clauses introduces edges, and increases the dimension. In the CVIG
model dimension also increases due to the same reason. In Fig. 6, we plot the
dimension dblearnt after adding learnt clauses w.r.t. the original dimension dborig.
We observe that the addition of learnt clauses increases the dimension of the
formula. This increase is bigger for formulas with higher clause/variable ratio. In
order to quantify the increase in the dimension, we repeat the same experiment
replacing learnt clauses by random clauses of the same size, and computing the
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new dimension dbrandom (results are also shown in Fig. 6). We observe that in
this second experiment the increase in the dimension is bigger than adding learnt
clauses: dbrandom ≥ dblearnt ≥ dborig. This means that learnt clauses, even in these
random formulas, tend to connect variables that were already close in the graph.
Therefore, their effect in the dimension is not as important as adding random
clauses. In industrial instances some of the learnt clauses are unitary. We have
analyzed separately the effect of simplifying the formula using these unitary
clauses, and the effect of adding non-unitary learnt clauses. In the first case,
when we learn x, and remove satisfied clauses containing x, we may remove
edges connecting pairs of variables of those clauses. This contributes to decrease
the dimension. However, we also remove the variable node x and the clauses
nodes satisfied by x (N(1) decreases). The effect of this second transformation
on the graph cannot be predicted. Experimentally, we observe that simplifying
the formula using unitary learnt clauses tends to decrease the dimension of the
VIG and CVIG graph (see Fig. 7). The only exceptions are the crypto-sha and
the crypto-gos families where a great number of variable nodes are removed.

In Fig. 8 we show the change in the dimension after 103, 104 and 105 conflicts.
We observe that at the beginning dimensions may increase or decrease slightly.
However, after 105 conflicts, the dimension clearly increases in most of the cases.
Finally, in Fig. 9 we quantify the variation of the dimension due to the addition of
learnt clauses, compared with the addition of the same number of random clauses
with the same sizes. The effect of random clauses is much more significant, i.e.,
most of learnt clauses do not contribute to make tiles bigger (i.e. to reduce the
number of needed tiles). They mainly connect nodes inside the tiles, i.e. nodes
that where already close. Therefore, learning acts quite locally in the formula.
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6 Conclusions

We conclude that many industrial instances are self-similar, with most fractal
dimensions ranging between 2 and 4. Fractal dimension, typical distances and
graph diameter are related (small dimension implies big distance and diameter).
Hence, industrial SAT instances have a big diameter (intuitively, we need long
chains of implications to propagate a variable instantiation to others). We ob-
serve the same behaviour in crafted instances, although the fractal dimension is
bigger in some cases. On the other hand, random instances are not self-similar.

We have also observed that fractal dimension increases due to learnt clauses.
Moreover, the increase is specially abrupt in instances that show exponential
decays (for instance, in the family hardware-velev or random formulas). This
increase is bigger, if we substitute learnt clauses by random clauses of the same
size. Therefore, learning does not contribute very much to connect distant parts
of the formula, as one could think.
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We have proved that we can determine the family an industrial instance be-
longs according to their fractal dimension at fine-grained, and the exponent α of
the powerlaw distribution of node degrees. This is of interest for the development
of portfolio solvers.

As future work, we plan to investigate how to develop industrial-like random
instance generators to produce instances whose structural graph features such
as the fractal dimension, the α exponent or the modularity are similar to the
ones of industrial instances.
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Abstract. A satisfiability problem is often expressed in a combination
of theories, and a natural approach consists in solving the problem by
combining the satisfiability procedures available for the component theo-
ries. This is the purpose of the combination method introduced by Nelson
and Oppen. However, in its initial presentation, the Nelson-Oppen com-
bination method requires the theories to be signature-disjoint and stably
infinite (to guarantee the existence of an infinite model). The notion of
gentle theory has been introduced in the last few years as one solution
to go beyond the restriction of stable infiniteness, but in the case of dis-
joint theories. In this paper, we adapt the notion of gentle theory to the
non-disjoint combination of theories sharing only unary predicates (plus
constants and the equality). Like in the disjoint case, combining two the-
ories, one of them being gentle, requires some minor assumptions on the
other one. We show that major classes of theories, i.e. Löwenheim and
Bernays-Schönfinkel-Ramsey, satisfy the appropriate notion of gentleness
introduced for this particular non-disjoint combination framework.

1 Introduction

The design of satisfiability procedures has attracted a lot of interest in the last
decade due to their ubiquity in SMT (Satisfiability Modulo Theories [4]) solvers
and automated reasoners. A satisfiability problem is very often expressed in a
combination of theories, and a very natural approach consists in solving the prob-
lem by combining the satisfiability procedures available for each of them. This is
the purpose of the combination method introduced by Nelson and Oppen [15].
In its initial presentation, the Nelson-Oppen combination method requires the
theories in the combination to be (1) signature-disjoint and (2) stably infinite
(to guarantee the existence of an infinite model). These are strong limitations,
and many recent advances aim to go beyond disjointness and stable infiniteness.
Both corresponding research directions should not be opposed. In both cases,
the problems are similar, i.e. building a model of T1 ∪T2 from a model of T1 and
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a model of T2. This is possible if and only if there exists an isomorphism between
the restrictions of the two models to the shared signature [24]. The issue is to
define a framework to enforce the existence of this isomorphism. In the particular
case of disjoint theories, the isomorphism can be obtained if the domains of the
models have the same cardinality, for instance infinite; several classes of kind the-
ories (shiny [25], polite [19], gentle [9]) have been introduced to enforce a (same)
domain cardinality on both sides of the combination. For extensions of Nelson-
Oppen to non-disjoint cases, e.g. in [24,27], cardinality constraints also arise. In
this paper, we focus on non-disjoint combinations for which the isomorphism
can be simply constructed by satisfying some cardinality constraints. More pre-
cisely, we extend the notion of gentle theory to the non-disjoint combination of
theories sharing only unary predicates (plus constants and the equality). Some
major classes of theories fit in our non-disjoint combination framework.

Contributions. The first contribution is to introduce a class of P-gentle theo-
ries, to combine theories sharing a finite set of unary predicates symbols P . The
notion of P-gentle theory extends the one introduced for the disjoint case [9].
Roughly speaking, a P-gentle theory has nice cardinality properties not only for
domains of models but also more locally for all Venn regions of shared unary
predicates. We present a combination method for unions of P-gentle theories
sharing P . The proposed method can also be used to combine a P-gentle theory
with another arbitrary theory for which we assume the decidability of satisfiabil-
ity problems with cardinality constraints. This is a natural extension of previous
works on combining non-stably infinite theories, in the straight line of combi-
nation methods à la Nelson-Oppen. Two major classes of theories are P-gentle,
namely the Löwenheim and Bernays-Schönfinkel-Ramsey (BSR) classes.

We characterize precisely the cardinality properties satisfied by Löwenheim
theories. As a side contribution, bounds on cardinalities given in [8] have been
improved, and we prove that our bounds are optimal. Our new result establishes
that Löwenheim theories are P-gentle.

We prove that BSR theories are also P-gentle. This result relies on a non-
trivial extension of Ramsey’s Theorem on hypergraphs. This extension should
be considered as another original contribution, since it may be helpful as a
general technique to construct a model preserving the regions.

Related Work. Our combination framework is a way to combine theories with
sets. The relation between (monadic) logic and sets is as old as logic itself, and
this relation is particularly clear for instance considering Aristotle Syllogisms.
It is however useful to again study monadic logic, and more particularly the
Löwenheim class, and in view of the recent advances in combinations with non-
disjoint and non-stably infinite theories.

In [26], the authors focus on the satisfiability problem of unions of theories
sharing set operations. The basic idea is to reduce the combination problem into
a satisfiability problem in a fragment of arithmetic called BAPA (Boolean Alge-
bra and Presburger Arithmetic). Löwenheim and BSR classes are also considered,
but infinite cardinalities were somehow defined out of their reduction scheme,
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whilst infinite cardinalities are smoothly taken into account in our combination
framework. In [26], BSR was shown to be reducible to Presburger. We here give
a detailed proof. We believe such a proof is useful since it is more complicated
that it may appear. In particular, our proof is based on an original (up to our
knowledge) extension of Ramsey’s Theorem to accommodate a domain parti-
tioned into (Venn) regions. Finally, the notion of P-gentleness defined and used
here is stronger than semi-linearity of Venn-cardinality, and allows non-disjoint
combination with more theories, e.g. the guarded fragment.

In [21,22], a locality property is used to properly instantiate axioms connecting
two disjoint theories. Hence, the locality is a way to reduce (via instantiation) a
non-disjoint combination problem to a disjoint one. In that context, cardinality
constraints occur when considering bridging functions over a data structure with
some cardinality constraints on the underlying theory of elements [28,21,23].

In [12], Ghilardi proposed a very general model-theoretic combination frame-
work to obtain a combination method à la Nelson-Oppen when T1 and T2 are
two compatible extensions of the same shared theory (satisfying some proper-
ties). This framework relies on an application of the Robinson Joint Consistency
Theorem (roughly speaking, the union of theories is consistent if the intersection
is complete). Using this framework, several shared fragments of arithmetic have
been successfully considered [12,16,17]. Due to its generality, Ghilardi’s approach
is free of cardinality constraints.

It is also possible to consider a general semi-decision procedure for the un-
satisfiability problem modulo T1 ∪ T2, e.g. a superposition calculus. With the
rewrite-based approach initiated in [3], the problem reduces to proving the ter-
mination of this calculus. General criteria have been proposed to get modular
termination results for superposition, when T1 and T2 are either disjoint [2] or
non-disjoint [20]. Notice that the superposition calculus can also be used as a
deductive engine to entail some cardinality constraints, as shown in [5].

Structure of the paper. Section 2 introduces some classical notations and defini-
tions. In Section 3, we introduce the notion of P-gentle theory and we present
the related combination method for unions of theories sharing a (non-empty fi-
nite) set P of unary predicate symbols. All the theories in the Löwenheim class
and in the BSR class are P-gentle, as shown respectively in Section 4 and in
Section 5. A simple example is given in Section 6. The conclusion (Section 7)
discusses the current limitations of our approach and mentions some possible
directions to investigate. Our extension of Ramsey’s Theorem can be found in
Appendix A.

2 Notation and Basic Definitions

A first-order language is a tuple L = 〈V ,F ,P〉 such that V is an enumerable set
of variables, while F and P are sets of function and predicate symbols. Every
function and predicate symbol is assigned an arity. Nullary predicate symbols
are called proposition symbols, and nullary function symbols are called constant
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symbols. A first-order language is called relational if it only contains function
symbols of arity zero. A relational formula is a formula in a relational language.
Terms, atomic formulas and first-order formulas over the language L are defined
in the usual way. In particular an atomic formula is either an equality, or a
predicate symbol applied to the right number of terms. Formulas are built from
atomic formulas, Boolean connectives (¬, ∧, ∨, ⇒, ≡), and quantifiers (∀, ∃). A
literal is an atomic formula or the negation of an atomic formula. Free variables
are defined in the usual way. A formula with no free variables is closed, and
a formula without variables is ground. A universal formula is a closed formula
∀x1 . . .∀xn.ϕ where ϕ is quantifier-free. A (finite) theory is a (finite) set of closed
formulas. Two theories are disjoint if no predicate symbol in P or function symbol
in F appears in both theories, except constants and equality.

An interpretation I for a first-order language L provides a non empty domain
D, a total function I[f ] : Dr → D for every function symbol f of arity r, a
predicate I[p] ⊆ Dr for every predicate symbol p of arity r, and an element I[x] ∈
D for every variable x. The cardinality of an interpretation is the cardinality of
its domain. The notation Ix1/d1,...,xn/dn

for x1, . . . , xn different variables stands
for the interpretation that agrees with I, except that it associates di ∈ D to
the variable xi, 1 ≤ i ≤ n. By extension, an interpretation defines a value in
D for every term, and a truth value for every formula. We may write I |= ϕ
whenever I[ϕ] = �. Given an interpretation I on domain D, the restriction I ′
of I on D′ ⊆ D is the unique interpretation on D′ such that I and I ′ interpret
predicates, functions and variables the same way on D′. An extension I ′ of I is
an interpretation on a domain D′ including D such that I ′ restricted to D is I.

A model of a formula (theory) is an interpretation that evaluates the formula
(resp. all formulas in the theory) to true. A formula or theory is satisfiable if
it has a model; it is unsatisfiable otherwise. A formula G is T -satisfiable if it is
satisfiable in the theory T , that is, if T ∪{G} is satisfiable. A T -model of G is a
model of T ∪ {G}. A formula G is T -unsatisfiable if it has no T -models. In our
context, a theory T is decidable if the T -satisfiability problem for sets of (ground)
literals is decidable in the language of T (extended with fresh constants).

Consider an interpretation I on a language with unary predicates p1, . . . , pn
and some elements D in the domain of this interpretation. Every element d ∈ D
belongs to a Venn region v(d) = v1 . . . vn ∈ {�,⊥}n where vi = I[pi](d). We
denote by Dv ⊆ D the set of elements of D in the Venn region v. Notice also
that, for a language with n unary predicates, there are 2n Venn regions. Given an
interpretation I, Dc denotes the subset of elements in D associated to constants
by I. Naturally, Dc

v denotes the set of elements associated to constants that are
in the Venn region v.

3 Gentle Theories Sharing Unary Predicates

From now on, we assume that P is a non-empty finite set of unary predicates. A
P-union of two theories T1 and T2 is a union sharing only P , a set of constants
and the equality.
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Definition 1. An arrangement A for finite sets of constant symbols S and unary
predicates P is a maximal satisfiable set of equalities and inequalities a = b or
a 
= b and literals p(a) or ¬p(a), with a, b ∈ S, p ∈ P.

There are only a finite number of arrangements for given sets S and P .
Given a theory T whose signature includes P and a model M of T on do-

main D, the P-cardinality κ is the tuple of cardinalities of all Venn regions of
P in M (κv will denote the cardinality of the Venn region v). The following
theorem (specialization of general combination lemmas in e.g. [24,25]) states the
completeness of the combination procedure for P-unions of theories:

Theorem 1. Consider a P-union of theories T1 and T2 whose respective lan-
guages L1 and L2 share a finite set S of constants, and let L1 and L2 be sets of
literals, respectively in L1 and L2. Then L1∪L2 is T1∪T2-satisfiable if and only
if there exist an arrangement A for S and P, and a Ti-model Mi of A∪Li with
the same P-cardinality for i = 1, 2.

The spectrum of a theory T is the set of P-cardinalities of its models. The above
theorem can thus be restated as:

Corollary 1. The T1∪T2-satisfiability problem for sets of literals is decidable if,
for any sets of literals A∪L1 and A∪L2 it is possible to decide if the intersection
of the spectrums of T1 ∪ A ∪ L1 and of T2 ∪ A ∪ L2 is non-empty.

To characterize the spectrum of the decidable classes considered in this paper,
we introduce the notion of cardinality constraint. A finite cardinality constraint
is simply a P-cardinality with only finite cardinalities. An infinite cardinality
constraint is given by a P-cardinality κ with only finite cardinalities and a non-
empty set of Venn regions V , and stands for all the P-cardinalities κ′ such that
κ′v ≥ κv if v ∈ V , and κ′v = κv otherwise. The spectrum of a finite set of cardinal-
ity constraints is the union of all P-cardinalities represented by each cardinality
constraint. It is now easy to define the class of theories we are interested in:

Definition 2. A theory T is P-gentle if, for every set L of literals in the lan-
guage of T , the spectrum of T ∪ L is the spectrum of a computable finite set of
cardinality constraints.

Notice that a P-gentle theory is (by definition) decidable. To relate the above no-
tion with the gentleness in the disjoint case [9], observe that if p is a unary pred-
icate symbol not occurring in the signature of the theory T , then T ∪{∀x.p(x)}
is {p}-gentle if and only if T is gentle.

If a theory is P-gentle, then it is P ′-gentle for any non-empty subset P ′ of
P . It is thus interesting to have P-gentleness for the largest possible P . Hence,
when P is not explicitly given for a theory, we assume that P denotes the set
of unary predicates symbols occurring in its signature. In the following sections
we show that the Löwenheim theories and the BSR theories are P-gentle.

The union of two P-gentle theories is decidable, as a corollary of the following
modularity result:

Theorem 2. The class of P-gentle theories is closed under P-union.
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Proof. If we consider the P-union of two P-gentle theories with respective spec-
trums S1 and S2, then we can build some finite set of cardinality constraints
whose spectrum is S1 ∩ S2. �

Some very useful theories are not P-gentle, but in practical cases they can be
combined with P-gentle theories. To define more precisely the class of theories T ′
that can be combined with a P-gentle one, let us introduce the T ′-satisfiability
problem with cardinality constraints: given a formula and a finite set of cardinality
constraints, the problem amounts to check whether the formula is satisfiable in a
model of T whose P-cardinality is in the spectrum of the cardinality constraints.
As a direct consequence of Corollary 1:

Theorem 3. T ∪ T ′-satisfiability is decidable if the theory T is P-gentle and
T ′-satisfiability with cardinality constraints is decidable.

Notice that T -satisfiability with cardinality constraints is decidable for most
common theories, e.g. the theories handled in SMT solvers. This gives the theo-
retical ground to add to the SMT solvers any number of P-gentle theories sharing
unary predicates.

From the results in the rest of the paper, it will also follow that the non-
disjoint union (sharing unary predicates) of BSR and Löwenheim theories with
one decidable theory accepting further constraints of the form ∀x . ((¬)p1(x) ∧
. . . (¬)pn(x)) ⇒ (x = a1 ∨ . . . x = am) is decidable. For instance, the guarded
fragment with equality accepts such further constraints and the superposition
calculus provides a decision procedure [11]. Thus any theory in the guarded
fragment can be combined with Löwenheim and BSR theories sharing unary
predicates.

In the disjoint case, any decidable theory expressed as a finite set of first-
order axioms can be combined with a gentle theory [9]. Here this is not the case
anymore. Indeed, consider the theory ψ = ϕ∨∃x p(x) where p does not occur in
ϕ; any set of literals is satisfiable in the theory ψ if and only if it is satisfiable
in the theory of equality. If the satisfiability problem of literals in the theory ϕ
is undecidable, the P-union of ψ and the Löwenheim theory ∀x¬p(x) will also
be undecidable.

4 The Löwenheim Class

We first review some classical results about this class and refer to [6] for more
details. A Löwenheim theory is a finite set of closed formulas in a relational
language containing only unary predicates (and no functions except constants).
This class is also known as first-order relational monadic logic. Usually one
distinguishes the Löwenheim class with and without equality. The Löwenheim
class has the finite model property (and is thus decidable) even with equality.
Full monadic logic without equality, i.e. the class of finite theories over a lan-
guage containing symbols (predicates and functions) of arity at most 1, also has
the finite model property. Considering monadic logic with equality, the class of
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finite theories over a language containing only unary predicates and just two
unary functions is already undecidable. With only one unary function, however,
the class remains decidable [6], but does not have the finite model property any-
more. Since the spectrum for this last class is significantly more complicated [13]
than for the Löwenheim class we will here only focus on the Löwenheim class
with equality (only classes with equality are relevant in our context), that is,
without functions. More can be found about monadic first-order logic in [6,8].
In particular, a weaker version of Corollary 2 (given below) can be found in [8].

Previously [9,1], combining theories with non-stably infinite theories took ad-
vantage of “pumping” lemmas, allowing — for many decidable fragments — to
build models of arbitrary large cardinalities. The following theorem is such a
pumping lemma, but it considers the cardinalities of the Venn regions and not
only the global cardinality.

Lemma 1. Assume T is a Löwenheim theory with equality. Let q be the number
of variables in T . If there exists a model M on domain D with |Dv \ Dc| ≥ q,
then, for each cardinality q′ ≥ q, there is a model extension or restriction M′ of
M on domain D′ such that |D′v \ Dc| = q′ and D′v′ = Dv′ for all v′ 
= v.

Proof. Two interpretations I (on domainD) and I ′ (on domainD′) for a formula
ψ are similar if

– |(Dv ∩ D′v) \ Dc| ≥ q;
– Dv′ = D′v′ for each Venn region v′ distinct from v;
– I[a] = I ′[a] for each constant in ψ;
– I[x] = I ′[x] for each variable free in ψ.

Considering M as above, we can build a model M′ as stated in the theorem,
such that M and M′ are similar. Indeed similarity perfectly defines a model
with respect to another, given the cardinalities of the Venn regions.

We now prove that, given a Löwenheim formula ψ (or a set of formulas),
two similar interpretations for ψ give the same truth value to ψ and to each
sub-formula of ψ.

The proof is by induction on the structure of the (sub-)formula ψ. It is obvious
if ψ is atomic, since similar interpretations assign the same value to variables
and constants. If ψ is ¬ϕ1, ϕ1 ∨ ϕ2, ϕ1 ∧ ϕ2 or ϕ1 ⇒ ϕ2, the result holds if it
also holds for ϕ1 and ϕ2.

Assume I makes true the formula ψ = ∃xϕ(x). Then there exists some d ∈ D
such that Ix/d is a model of ϕ(x). If d ∈ D′, then I ′x/d is similar to Ix/d and, by

the induction hypothesis, it is a model of ϕ(x); I ′ is thus a model of ψ. If d /∈ D′,
then d ∈ Dv and |(Dv ∩ D′v) \ Dc| ≥ q. Furthermore, since the whole formula
contains at most q variables, ϕ(x) contains at most q − 1 free variables besides
x. Let x1, . . . , xm be those variables. There exists some d′ ∈ (Dv ∩D′v)\Dc such
that d′ 
= I[xi] for all i ∈ {1, . . . ,m}. By structural induction, it is easy to show
that Ix/d and Ix/d′ give the same truth value to ϕ(x). Furthermore Ix/d′ and
I ′x/d′ are similar. I ′ is thus a model of ψ. To summarize, if I is a model of ψ, I ′
is also a model of ψ. By symmetry, if I ′ is a model of ψ, I is also a model of ψ.
The proof for formulas of the form ∀xϕ(x) is dual. �
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Lemma 1 has the following consequence on the acceptable cardinalities for
the models of a Löwenheim theory:

Corollary 2. Assume T is a Löwenheim theory with equality with n distinct
unary predicates. Let r and q be respectively the number of constants and vari-
ables in T . If T has a model of some cardinality κ strictly larger than r +
2nmax(0, q − 1), then T has models of each cardinality equal or larger than
min(κ, r + q 2n).

Proof. If a model with such a cardinality exists, then there are Venn regions v
such that |Dv \ Dc| ≥ q. Then the number of elements in these Venn regions
can be increased to any arbitrary larger cardinality, thanks to Lemma 1. If
κ > r + q 2n, it means some Venn regions v are such that |Dv \Dc| > q, and by
eliminating elements in such Venn regions (using again Lemma 1), it is possible
to obtain a model of cardinality r + q 2n. �

In [8], the limit is q 2n, q being the number of constants plus the maximum
number of nested quantifiers. Now q is more precisely set to the number of
variables, and the constants are counted separately. Moreover, max(0, q − 1)
replaces the factor q.

The case where q and r are both 0 corresponds to pure propositional logic
(Löwenheim theories without variables and constants), where the size of the
domain is not relevant. With q = 1 (one variable), there is no way to compare
two elements (besides the ones associated to constants) and enforce them to be
equal. It is still possible to constrain the domain to be of size at most r, using
constraints like ∀x . x = c1 ∨ . . . ∨ x = cr, but any model with one element not
associated to a constant can be extended to a model of arbitrary cardinality
(by somehow duplicating any number of time this element). Notice also that it
is possible to set a lower bound on the size of the domain that can be r + 2n.
Consider for instance a set of sentences of the form ∃x.(¬)p1(x) ∨ . . . (¬)pn(x);
there are 2n such formulas, each enforcing one Venn region to be non-empty.

Using several variables, a Löwenheim formula can enforce upper bounds larger
than r on cardinalities. For q = 2, it is indeed easy to build a formula that has
only models of cardinality at most (q − 1) 2n = 2n:

∀x∀y .
[ ∧
0<i<j≤n

pi(x) = pj(y)
]
⇒ x = y.

With a larger number of variables, the following formula (q ≥ 2)

∀x1 . . .∀xq .
[ ∧

0<i<j≤n

0<i′<j′≤q

pi(xi′ ) = pj(xj′ )
]
⇒

∨
0<i′<j′≤q

xi′ = xj′

enforces the cardinality of the domain to be at most (q − 1) 2n. To obtain
a formula with constants that accepts only models of cardinality up to r +
2nmax(0, q − 1), it suffices to add as a guard in the above formula the conjunc-
tive sets of atoms expressing that the variables are disjoint from the r constants.
So the above condition in Corollary 2 is the strongest one.
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Besides the finite model property and the decidability of Löwenheim theories,
Corollary 2 also directly entails the P-gentleness:

Theorem 4. Löwenheim theories on a language with unary predicates in P are
P-gentle.

5 The Bernays-Schönfinkel-Ramsey Class

A Bernays-Schönfinkel-Ramsey (BSR for short) theory is a finite set of formulas
of the form ∃∗∀∗ϕ, where ϕ is a first-order formula which is function-free (but
constants are allowed) and quantifier-free. Bernays and Schönfinkel first proved
the decidability of this class without equality; Ramsey later proved that it re-
mains decidable with equality. More can be found about BSR theories in [6].
Ramsey also gave some (less known) results about the spectrum of BSR theo-
ries [18]. We here give a proof that BSR theories are P-gentle.

For simplicity, we will assume that existential quantifiers are Skolemized. In
the following, a BSR theory is thus a finite set of universal function-free closed
first-order formulas.

Lemma 2. Let T be a BSR theory, and M be a model of T on domain D. Then
any restriction M′ of M on domain D′ with Dc ⊆ D′ ⊆ D is a model of T .

Proof. Consider M and M′ as above. Since M is a model of T , for each closed
formula ∀x1 . . . xn . ϕ in T (where ϕ is function-free and quantifier-free), and for
all d1, . . . , dn ∈ D′ ⊆ D, Mx1/d1,...,xn/dn

is a model of ϕ. This also means that,
for all d1, . . . , dn ∈ D′, M′

x1/d1,...,xn/dn
is a model of ϕ, and finally that M′ is a

model of ∀x1 . . . xn . ϕ. �

Intuitively, this states that the elements not assigned to ground terms (i.e. the
constants) can be eliminated from a model of a BSR theory. It is known [18,9]
that for any BSR theory T there is a computable finite number k such that if
T has a model of cardinality greater or equal to k, then it has a model of any
cardinality larger than k. Later in this section, we prove that the same occurs
locally for each Venn region.

The notion of n-repetitive models, which we now define, is instrumental for
this. Informally, a model is n-repetitive if it is symmetric for those elements of
its domain that are not assigned to constants in the theory.

Definition 3. An interpretation I on domain D for a BSR theory T is n-
repetitive for a set V of Venn regions if, for each v ∈ V , |Dv \Dc| ≥ n and there
exists a total order ≺ on elements in Dv \ Dc such that

– for every r-ary predicate symbol p in T
– for all d1, . . . , dr ∈ D, and d′1, . . . , d

′
r ∈ D with

• |{d1, . . . , dr} \ Dc| ≤ n
• d′i = di if di or d′i ∈ Dc ∪

⋃
v/∈V Dv

• v(d′i) = v(di)
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• d′i ≺ d′j iff di ≺ dj, if for some v′ ∈ V , di, dj ∈ Dv′ \ Dc

we have I[p](d1, . . . , dr) = I[p](d′1, . . . , d′r).
Notice that a same interpretation can be n-repetitive for several Venn regions at
the same time. Also, the above definition allows Dv \ Dc to be empty for every
v /∈ V . Previously [9] (without distinguishing regions) we showed that one can
decide if a BSR theory T is n-repetitive by building another BSR theory that is
satisfiable if and only if T is n-repetitive. The same occurs to n-repetitiveness
for Venn regions.

Theorem 5. Consider a BSR theory T with n variables and a model M on
domain D. If M is n-repetitive for the Venn regions V then, for any (finite or
infinite) cardinalities κv ≥ |Dv| (v ∈ V ), T has a model M′ extension of M on
domain D′ such that |D′v| = κv if v ∈ V and D′v′ = Dv′ for all v′ /∈ V .

Proof. Assume that ≺ are the total orders mentioned in Definition 3. We first
build an extension M′ of M as specified in the theorem, and later prove it is a
model of T .

Let E be the set of new elements E = D′ \ D, and fix arbitrary total orders
(again denoted by≺) onD′v\Dc for all v ∈ V that extend the given orders onDv\
Dc. Since M′ is an extension ofM, the interpretation of the predicate symbols is
already defined when all arguments belong to D. When some arguments belong
to E, the truth value of an r-ary predicate p is defined as follows:

– (d′1, . . . , d
′
r) 
∈ M′[p] for |{d′1, . . . , d′r} \ Dc| > n: the interpretation of p over

tuples with more than n elements outside Dc is fixed arbitrarily. Indeed, such
tuples are irrelevant for the evaluation of the formulas of T : terms occurring
as arguments of a predicate are either variables or constants, and no more
than n variables occur in any formula of T .

– otherwise, to determine M′[p](d′1, . . . , d
′
r), first choose d1, . . . dr ∈ D such

that d′1, . . . , d
′
r and d1, . . . dr are related to each other just like in Definition 3.

This is possible since, for every Venn region v for which the interpretation is
repetitive, there are at least n elements in Dv\Dc. Then (d′1, . . . , d

′
r) ∈ M′[p]

iff (d1, . . . , dr) ∈ M[p]. Observe that all possible choices of d1, . . . , dn lead
to the same definition because M is n-repetitive.

The construction is such that M′ is also n-repetitive for the same regions. It is
also a model of T : all formulas in T are of the form ∀x1 . . . xm . ϕ(x1, . . . , xm),
with m ≤ n. For all d′1 . . . , d′m ∈ D′, if {d′1, . . . , d′m} ⊆ D then

M′
x1/d′

1,...,xm/d′
m
[ϕ(x1, . . . , xm)] = Mx1/d′

1,...,xm/d′
m
[ϕ(x1, . . . , xm)]

since M′ is an extension of M. Otherwise, let d1, . . . , dm ∈ D be some elements
related to d′1, . . . , d

′
m like in Definition 3. Since M′ is n-repetitive,

M′
x1/d′

1,...,xm/d′
m
[ϕ(x1, . . . , xm)] = M′

x1/d1,...,xm/dm
[ϕ(x1, . . . , xm)]

= Mx1/d1,...,xm/dm
[ϕ(x1, . . . , xm)].

In both cases, M′
x1/d′

1,...,xm/d′
m
[ϕ(x1, . . . , xm)] evaluates to true, and therefore

M′ is a model of ∀x1 . . . xn . ϕ(x1, . . . , xm). �
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Now it is possible to state that the full spectrum of a BSR theory only depends
on (a finite set of) P-cardinalities κ such that, for all Venn region v, κv ≤ k for
some finite cardinality k only depending on the theory. The proof requires an
extension of Ramsey’s Theorem which can be found in the appendix A.

Theorem 6. Given a BSR theory T with n variables, there exists a number
k computable from the theory, such that, if T has a model M on domain D
such that |Dv \ Dc| ≥ k for Venn regions v ∈ V , then it has a model which is
n-repetitive for Venn regions V .

Proof. Using Lemma 2, we can assume that T has a (sufficiently large) finite
model M on domain D. We can assume without loss of generality that M is
such that, for every predicate p of the language, (d1, . . . dr) /∈ M[p] whenever
there are more than n elements in {d1, . . . dr} \Dc; indeed, these interpretations
play no role in the truth value of a formula with n variables.

Let ≺ be an order on D\Dc. Given two ordered (with respect to ≺) sequences
e1, . . . , en and e′1, . . . , e

′
n of elements in D\Dc such that v(ei) = v(e′i) (1 ≤ i ≤ n),

we say that the configurations for e1, . . . , en and e′1, . . . , e
′
n agree if for every r-

ary predicate p, and for every d1, . . . , dr ∈ Dc∪{e1, . . . , en}, (d1, . . . , dr) ∈ M[p]
iff (d′1, . . . , d

′
r) ∈ M[p], with d′i = e′j if di = ej for some j, and d′i = di otherwise.

Notice that there are only a finite number of disagreeing configurations for n
elements in D \Dc: more precisely a configuration is determined by at most b =∑

p (n+ |Dc|)arity(p) Boolean values, where the sum ranges over all predicates in

the theory. Thus the number of disagreeing configurations is bounded by C = 2b.
Interpreting configurations as colors, one can use the extension of Ramsey’s

Theorem given in Appendix A: according to Theorem 7, there is a computable
function f such that, for any N ∈ N, if |D \Dc|V ≥ f(n,N,C), then there exists
a model on D′ ⊆ D with |D′ \ Dc|V ≥ N for which configurations agree if they
have the same number of elements in each Venn region of V . Taking N = n, this
is actually building a n-repetitive restriction of M. �

The BSR class obviously has the finite model property, and is decidable. Lemma 2
and Theorems 5 and 6 above also prove that BSR theories are (gentle and) P-
gentle:

Corollary 3. BSR theories on a language including unary predicates in P are
P-gentle.

A simple constructive proof of this corollary would consider the finite number
of all P-cardinalities κ such that κv ≤ k (where k comes from Theorem 6). All
such P-cardinalities can be understood as cardinality constraints, the extendable
Venn regions being the ones for which κv > k. Of course this construction is
highly impractical, since it uses some kind of Ramsey numbers, known to be
extremely large. In practice, we believe there are much better constructions:
the important elements of the domain are basically only the ones associated to
constants, and theoretical upper bounds are not met in non-artificial cases.
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6 Example: Non-Disjoint Combination of Order and Sets

To illustrate the kind of theories that can be handled in our framework, consider
a simple yet informative example with a BSR theory defining an ordering < and
augmented with clauses connecting the ordering < and the sets p and q (we do
not distinguish sets and their related predicates):

T1 =

⎧⎪⎪⎨⎪⎪⎩
∀x. ¬(x < x)
∀x, y, z. (x < y ∧ y < z) ⇒ x < z

∀x, y. (p(x) ∧ ¬p(y)) ⇒ x < y
∀x, y. (q(x) ∧ ¬q(y)) ⇒ x < y

and a Löwenheim theory

T2 =

{
∃y∀x. (p(x) ∧ q(x)) ≡ x = y
∀x∃y. p(x) ⇒ (x 
= y ∧ q(y))

Notice that T2 is not a BSR theory due to the ∀∃ quantification of its second
axiom, but both theories T1 and T2 are actually P-gentle. The theory T1 imposes
either p ∩ q or p ∩ q to be empty (we will assume that the domain is non-empty
and simplify the cardinality constraints accordingly). The theory T2 imposes the
cardinality of p ∩ q to be exactly 1, and the cardinality of p ∩ q to be at least 1.
The following table collects the cardinality constraints:

T1 T2
p ∩ q ≥ 0 ≥ 0 ≥ 0
p ∩ q 0 ≥ 0 ≥ 1
p ∩ q ≥ 0 0 ≥ 0
p ∩ q ≥ 0 ≥ 0 1

The theory T1∪T2 imposes p∩q to be empty, in other words p ⊆ q. Moreover,
the cardinality of p∩q is 1, and so it implies that the cardinality of p is 1. Hence,
the set

T1 ∪ T2 ∪ {p(a), p(b), a 
= b}
is unsatisfiable. As a final comment, there could be theories using directly the
Venn cardinalities as integer variables. For instance, imagine a constraint stating
|p| > 1 in a theory including linear arithmetic on integers. This would of course
be unsatisfiable with T1 ∪ T2.

7 Conclusion

The notion of gentleness was initially presented as a tool to combine non-stably
infinite disjoint theories. In this paper, we have introduced a notion of P-
gentleness which is well-suited for combining theories sharing (besides constants
and the equality) only unary predicates in a set P . The major contributions
of this paper are that the Löwenheim theories and BSR theories are P-gentle.
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A corollary is that the non-disjoint union (sharing unary predicates) of
Löwenheim theories, BSR theories, and decidable theories accepting further con-
straints of the form ∀x . ((¬)p1(x) ∧ . . . (¬)pn(x)) ⇒ (x = a1 ∨ . . . x = am) is
decidable.

Our combination method is limited to shared unary predicates. Unfortunately,
the theoretical limitations are strong for a framework sharing predicates with
larger arities: for instance even the guarded fragment with two variables and
transitivity constraints is undecidable [10], although the guarded fragment (or
first-order logic with two variables) is decidable, and transitivity constraints can
be expressed in BSR. The problem of combining theories with only a shared
dense order has however been successfully solved [12,14]. In that specific case,
there is again an implicit infiniteness argument that could be possibly expressed
as a form of extended gentleness, to reduce the isomorphism construction prob-
lem into solving some appropriate extension of cardinality constraints. A clearly
challenging problem is to identify an appropriate extended notion of gentleness
for some particular binary predicates.

Also in future works, the reduction approach (Löwenheim and BSR theo-
ries can be simplified to a subset of Löwenheim) may be useful as a simplifi-
cation procedure for sets of formulas that can be seen as non-disjoint (sharing
unary predicates only) combinations of BSR, Löwenheim theories and an arbi-
trary first-order theory: this would of course not provide a decision procedure,
but refutational completeness can be preserved. More generally we also plan
to study how superposition-based satisfiability procedures could benefit from a
non-disjoint (sharing unary predicates) combination point of view. In particular,
superposition-based satisfiability procedures could be used as deductive engines
with the capability to exchange constraints à la Nelson-Oppen.

The results here are certainly too combinatorially expensive to be directly
applicable. However, this paper paves the theoretical grounds for mandatory
further works that would make such combinations practical. There are impor-
tant incentives since the BSR and Löwenheim fragments are quite expressive:
for instance, it is possible to extend the language of SMT solvers with sets and
cardinalities. Many formal methods are based on logic languages with sets. Ex-
pressive decision procedures (even if they are not efficient) including e.g. sets and
cardinalities will help proving the often small but many verification conditions
stemming from these applications.
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A An Extension of Ramsey’s Theorem

We define an n-subset of S to be a subset of n elements of S. An n-hypergraph
of S is a set of n-subsets of S. In particular, a 2-hypergraph is an (undirected)
graph. The complete n-hypergraph of S is the set of all n-subsets of S, and its
size is the cardinality of S. An n-hypergraph G is colored with c colors if there is
a coloring function that assigns one color to every n-subset in G. In particular,
a colored 2-hypergraph (that is, a colored graph), is a graph where all edges are
assigned a color. Consider a set S of elements partitioned into disjoint regions
R = {R1, . . . Rm}. We say that a set S′ ⊆ S has region size larger than x and
note |S′|R ≥ x if |S′ ∩ Ri| ≥ x for all i ∈ {1, . . . ,m}. We also say that an n-
hypergraph is region-monochromatic if the color of each hyperedge only depends
on the number of elements belonging to each region. Two hyperedges are said
of the same kind if they have the same number of elements in each region; all
hyperedges of the same kind of a region-monochromatic hypergraph thus have
the same color. The following extension1 of Ramsey’s Theorem holds:

Theorem 7. There exists a computable function f such that,

– for every number of colors c
– for every n,N ∈ N

– for every complete n-hypergraph G on S colored with c colors

if |S|R ≥ f(n,N, c), then there exists a complete region-monochromatic n-sub-
hypergraph of G on some S′ ⊆ S with |S′|R ≥ N .

Proof. The full proof can be found in [7]. �

1 The classical Ramsey’s Theorem is the case with only one region.



A Rewriting Strategy to Generate Prime

Implicates in Equational Logic

Mnacho Echenim1,2, Nicolas Peltier1,4, and Sophie Tourret1,3

1 Grenoble Informatics Laboratory
2 Grenoble INP - Ensimag
3 Université Grenoble 1
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Abstract. Generating the prime implicates of a formula consists in find-
ing its most general consequences. This has many fields of application
in automated reasoning, like planning and diagnosis, and although the
subject has been extensively studied (and still is) in propositional logic,
very few have approached the problem in more expressive logics because
of its intrinsic complexity. This paper presents one such approach for flat
ground equational logic. Aiming at efficiency, it intertwines an existing
method to generate all prime implicates of a formula with a rewriting
technique that uses atomic equations to simplify the problem by remov-
ing constants during the search. The soundness, completeness and termi-
nation of the algorithm are proven. The algorithm has been implemented
and an experimental analysis is provided.

1 Introduction

The automated generation of the prime implicates of a formula (i.e. its most
general consequences, shortened as p.i. from this point on) has been a topic of
interest in automated reasoning because of its various applications (e.g. program
analysis, knowledge representation...). Generating the p.i. of a formula allows
one to extract relevant information, and is useful for instance to remove redun-
dant variables, to simplify the formula, to identify sufficient conditions, etc. The
notion of p.i. and their duals, prime implicants, were first introduced for proposi-
tional logic in 1955 [21] and from that point on, a lot of algorithms were designed
for their computation. Efficient algorithms for computing p.i. in propositional
logic use either variants of the resolution rule [5,12,13,24] or decomposition-based
approaches in the spirit of the DPLL method [3,4,10,11,15,17,22,23]. However,
most applications of automated reasoning (e.g. in program verification) require
the handling of properties and theories that cannot be expressed in propositional
logic, hence the need to extend tools such as p.i. generators to more expressive
logics (such as quantifier-free equational logic or first-order logic). One of the
strong points of the decomposition methods is that they can be applied to all
kinds of formulæ, while resolution-based methods can only deal with formulæ in
clausal normal form. On the other hand, decomposition methods are designed
to handle only finitely many propositional variables, which greatly impairs the
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possibility of extending such algorithms to more expressive logics. However, ex-
tending resolution-based methods is not a trivial task either, since crucial charac-
teristics such as completeness or termination of propositional algorithms are lost
in more expressive logics, rendering them useless. Thus, such an extension must
be designed very carefully, which explains why a domain that was extensively
studied over the past sixty years contains so few results outside of propositional
logic. Nevertheless, methods have been devised for generating p.i. in first-order
logic, based mostly either on first-order resolution [16] or the sequent calculus
[18]. These methods can handle equational reasoning, the domain targeted in
this paper, by adding equality axioms. Other techniques also exist, such as [14]
which proposes a built-in method for handling equational reasoning based on
an analysis of unification failures. These approaches are very general but not
well-suited for real-world applications since termination is not ensured (even for
standard decidable classes); furthermore they include no technique for remov-
ing equational redundancies, which is a major source of inefficiency. [27] uses
the superposition calculus [1] to generate positive and unit p.i. for specific the-
ories. However, as shown in [9,14], the superposition calculus is not complete
for non-positive or non-unit p.i. Some work has also been done on domains near
first-order logic: [2] focuses on a modal logic and presents an extensive study of
p.i. in this context. [7] devises a technique for computing some specific prime
implicants called minimum satisfying assignments in several theories, provided
there exists a decision procedure for testing the satisfiability of first-order for-
mulæ in the considered theory (e.g. Presburger arithmetic). This technique is
applied in [6] to perform a semi-automated bug detection. [25,26] propose an
approach to synthesize p.i.-like constraints ensuring that a system satisfies some
invariant or safety properties. This approach relies on external provers to check
satisfiability of first-order formulæ in some base theories. It is very generic and
modular, however no automated method is presented to simplify the obtained
constraints.

This paper focuses on the generation of p.i. in function-free equational logic:
the considered formulæ are boolean combinations of equations between con-
stants. This research stems from the design of a method for abductive reasoning
in first-order logic [8], in which a superposition-based calculus is devised to
generate function-free consequences of first-order formulæ. This superposition
procedure is sound and deduction-complete (for ground function-free implicates;
the absence of function symbols is not really restrictive, since functions can be
reduced to equalities by adding substitutivity axioms [20]) but the obtained
formulæ contain many redundancies which make them hard to analyze. The au-
tomated generation of their p.i. allows for the elimination of these redundancies
and the computation of a minimal representation of the given formulæ. Note that
in [25] a similar lack of parsimony is also identified as one of the main issues. In
[9], we designed a tool that is capable of efficiently finding the most general con-
sequences of a quantifier-free equational formula with no function symbols. The
proposed algorithm is somewhat similar to the resolution-based p.i. generation
method for propositional logic of [5] in its structure, but uses built-in techniques
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to handle the properties of the equality predicate. This affects both the represen-
tation of clauses, i.e. the way they are stored and tested for redundancy, and their
generation: instead of using the resolution method, new inference rules that can
be viewed as a form of relaxed paramodulation are defined. An implementation
of this algorithm, named Kparam, was compared to state-of-the-art proposi-
tional p.i. generation tools by respectively feeding in ground equational formulæ
and equivalent propositional abstractions. The Kparam tool outperforms the
propositional one in most cases, but it performs badly on some problems. A
careful analysis of the experimental results has shown that this is due, for a
large part, to the lack of an efficient technique for handling equational simpli-
fications. Obviously, a most natural and efficient way of handling an equation
a ) b is to uniformly replace one of the terms, say a, by the other, b, thus
yielding a simpler problem. It is clear that this operation preserves satisfiability,
because a formula F ∧ a ) b is satisfiable iff F [b/a] is. The application of such a
strategy in the context of p.i. generation raises two important and related issues.
First, how to reconstruct the set of implicates of the original problem F ∧a ) b,
from that of F [b/a]? This is not obvious, since, although rewriting preserves
satisfiability, it does not in general preserve the set of implicates, as shown later.
Second, how to intertwine the systematic application of the rewriting operation
with the overall algorithm used to handle the clauses incrementally? This last
point is important because the equational simplifications are not transparent to
the overall process of p.i. generation. Adjustments are needed, that obviously
should not counterbalance the gain of handling equations. In this paper, we in-
vestigate both issues and provide solutions for each of them, yielding a much
more efficient algorithm for generating implicates of ground equational formulæ.
This algorithm is proved to be sound, terminating and complete, thus generat-
ing all implicates of the input up to redundancy in a finite time. Experimental
comparisons show that equational propagation improves the performances of the
algorithm by several orders of magnitude.

Structure of the Paper. In Sect. 2 the original strategy from [9] is introduced
along with the notations necessary to follow the technical part of the article.
Section 3 is a presentation of the rewriting algorithm used in the first step of
the strategy and the theoretical properties (completeness and termination) of
the global algorithms are provided in Sect. 4. An experimental comparison is
conducted in Sect. 5 and the final section contains a summary of the obtained
results, along with some lines of future work. Due to space restriction, the proofs
are omitted (a technical report containing the proofs is available on the authors
web pages).

2 On Equational Logic and Prime Implicate Generation

This section contains the necessary definitions about equational logic along with
a simplified presentation of the starting point of our work, namely the p.i. gen-
eration algorithm of [9].
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2.1 Equational Logic

Let Σ be a finite set of constants denoted by a,b,c... We assume a total order ≺
on Σ. We also write a * b if b ≺ a. A literal l is either an atom (or equation)
a ) b (where a, b ∈ Σ and ) is the symbol for semantic equality), or the negation
of an atom (or disequation) a 
) b. A literal written a "# b denotes either a ) b
or a 
) b and by commutativity a "# b and b "# a are considered equivalent.
The literal lc denotes the complement of l, i.e. a 
) b if l = a ) b and a ) b if
l = a 
) b. A clause C is a disjunction (or multiset) of literals. C+ is the clause
composed of the atoms in C and C− is composed of the disequations in C. A
clause is positive if C− = ∅. The empty clause is denoted by � and |C| is the
number of literals in C. An atomic clause is a positive unit clause. A formula S
is a set of clauses. For every clause C, ¬C denotes the formula {{lc} | l ∈ C}.

An equational interpretation I is a partition of Σ into equivalence classes.
Given two constant symbols a and b, we write a =I b if a and b belong to the
same equivalence class in I, and in this case we say that a ) b is true in I
(respectively, if a 
=I b then a 
) b is true in I). This notation is extended to
literals: a "# b =I c "# d means that both literals have the same sign and that
either a =I c and b =I d or a =I d and b =I c (this implies that both literals
have the same truth value in I, but the converse does not hold). A clause C
is true in I if C contains at least one literal that is true in I and a formula S
is true in I if all clauses in S are true in I. Let E represent either a literal, a
clause or a formula, then I |= E means that E is true in I and in this case I is
called a model of E. The notation E |= E′ means that all the models of E are
also models of E′. If E |= E′ and E′ |= E then we write E ≡ E′. A tautology is a
clause that is true in all equational interpretations. Unless stated otherwise, only
non-tautological clauses will be considered. A contradiction, e.g. � or a 
) a, is
a clause with no model. To each clause C we associate a special interpretation
IC such that a =IC b iff ¬C |= a ) b. To lighten notations we write a =C b
instead of a =IC b. Note that IC |= C iff C is a tautology. The following related

notations are also used: [a]C
def
= {b ∈ Σ | a =C b} is the equivalence class of a in

IC and a�C
def
= min�[a]C is the representative of the class [a]C .

In the original method of p.i. generation from [9], a critical point is redundancy
detection. To deal with the constraints induced by the equality axioms, we define
a redundancy criterion named eq-subsumption, essentially equivalent to semantic
entailment.

Definition 1. Let C,D be two clauses. The clause D eq-subsumes C (written
D ≤eq C) iff the two following conditions hold:

– for all a, b ∈ Σ, if ¬D |= a ) b then ¬C |= a ) b;
– for every positive literal l ∈ D, there exists a literal l′ ∈ C such that l =C l′.

D <eq C means that D ≤eq C and C 
≤eq D. If S,S′ are formulæ, we write
S ≤eq C if ∃D ∈ S, D ≤eq C and S ≤eq S′ if ∀C ∈ S′, S ≤eq C. A clause C is
redundant in S if either C is a tautology or there exists a clause D ∈ S such that
D <eq C. A clause set S is subsumption-minimal if it contains no redundant
clause, i.e. ∀C ∈ S, C is not redundant in S.



A Rewriting Strategy to Generate Prime Implicates 141

Example 2. Let C = a 
) b ∨ b 
) c ∨ a ) d and D = a 
) c ∨ b ) d. Then IC =
{{a, b, c} , {d}} and ID = {{a, c} , {b} , {d}}, thus D ≤eq C because {a, c} ⊆
{a, b, c} and a ) d =C c ) d. On the other hand a 
) e ∨ a ) d 
≤eq C and
a 
) b∨b ) e 
≤eq C, respectively because {a, e} 
⊆ {a, b, c} and because b ) e 
=C

a ) d.

This criterion offers a syntactic method to detect equational entailment.

Theorem 3. (Th. 8 of [9]) Let C and D be two clauses. If C is not a tautology
then D |= C iff D ≤eq C.

To reduce the work of the redundancy detection algorithms, a normal form is
defined for clauses which projects all equivalent clauses onto a single one, thus
drastically reducing the number of clauses to be considered.

Definition 4. The normal form of a non-tautological clause C is:

C↓
def
=

⎛⎝ ∨
a∈Σ,a =a�C

a 
) a�C

⎞⎠ ∨
( ∨

a�b∈C
a�C ) b�C

)

and all the literals in C↓ occur only once. A formula S is in normal form (denoted
by S↓) iff all its non-tautological clauses are in normal form. The normal form
of a set of atomic clauses U = {ai ) bi}i∈{1...n} is the set of atomic clauses

U↓
def
=
{
a′j ) b′j

}
j∈{1...m} such that (

n∨
i=1

ai 
) bi)↓ =
m∨
j=1

a′j 
) b′j.

Proposition 5. (Prop. 4 of [9]) For every non-tautological clause C, C↓ is
equivalent to C. Furthermore, if D and C are equivalent and non-tautological
then C↓ = D↓.

Example 6. Let C = a 
) b ∨ b 
) c ∨ a 
) c ∨ b ) d. If a * b * c * d then the
normal form of C is C↓ = b 
) c ∨ a 
) c ∨ c ) d.

In all algorithms, we assume that the formulæ are always subsumption-minimal.
If a formula S is described by set operations, the redundant clauses are auto-
matically removed. The process is straightforward for all operations except the
difference operation, which is defined as follows: for two formulæ S1 and S2,

S1\S2
def
= {C ∈ S1 | ∀D ∈ S2, D 
|= C}. Note that if S2 ⊆ S1 then, since S1 is

subsumption-minimal, only clauses actually belonging to S2 are removed from
S1. The subject of clause manipulations is not developed further in this article
since it is not essential for the understanding of the present paper and there is
no significant change in their use w.r.t. the algorithm described in [9].

2.2 Implicate Generation

Definition 7. A clause C is an implicate of a formula S if S |= C. An implicate
C is a prime implicate of S if C is not a tautology, and for every clause D such
that S |= D, either D 
|= C or C |= D. Given a formula S, PI(S) is the set of
all the p.i. of S.
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Intuitively, a p.i. of a formula is a consequence that is as general as possible. If
any information is removed from it, it is no longer a consequence of the original
formula.

Example 8. Let S = {a ) b ∨ d ) e, a ) c, d 
) e}. Both c ) b and c ) b ∨ d ) e
are implicates of S, but only c ) b is a p.i., because c ) b <eq c ) b ∨ d ) e.

A standard method for testing the satisfiability of equational clause sets is the
superposition calculus. This calculus is refutationally complete, meaning that it
generates a contradiction from every unsatisfiable set. It is however not complete
for deduction, since we may have S |= C even if C cannot be generated from S.

Example 9. Consider S = {a ) b, c 
) d ∨ a 
) d} with a * b * c * d. By super-
position, the only new implicate that can be generated is c 
) d∨ b 
) d but there
are other implicates of S such as b 
) c ∨ a 
) d.

The implicates of an equational formula are generated using a relaxed paramod-
ulation calculus that permits the replacement of arbitrary constants (instead of
identical ones), by adding equality conditions in the resulting clause. For exam-
ple, the paramodulation rule usually applies between a clause C[a] (a clause C
containing the constant a) and a ) b ∨ D, yielding the clause C[b] ∨ D. In our
setting, the clauses C[a′] where a 
= a′ and a ) b∨D generate a 
) a′ ∨C[b]∨D
which can be understood as “if a ) a′ holds then so does C[b] ∨ D”. Formally,
the following rules define the so-called K-paramodulation calculus.

Paramodulation (P):
a ) b ∨ C a′ ) c ∨D
a 
) a′ ∨ b ) c ∨ C ∨ D

Factorization (F):
a ) b ∨ a′ ) b′ ∨ C

a ) b ∨ a 
) a′ ∨ b 
) b′ ∨C

Negative Multi-Paramodulation (M):

∨n
i=1(ai 
) bi) ∨ P1 c ) d ∨ P2∨n
i=1(ai 
) c ∨ d 
) bi) ∨ P1 ∨ P2

The rule M can be applied to one or several disequations at once.

Example 10. Let C = a 
) d∨c 
) e∨d ) e and D = a ) b. Using M, it is possible
to generate the clause (a 
) a∨)b 
) d ∨ c 
) e ∨ d ) e by selecting only a 
) d in
C and the clause (a 
) a∨)b 
) d ∨ a 
) c ∨ b 
) e ∨ d ) e by selecting both a 
) d
and c 
) e.

Theorem 11. (Th. 13 of [9]) The K-paramodulation calculus is complete for
deduction, i.e. it generates all the implicates of any formula up to redundancy.

A formula S is saturated up to redundancy iff all clauses that can be inferred from
premises in S using the rules P, F or M are either in S or redundant w.r.t. S. Note
that unlike the superposition calculus, no ordering restrictions are imposed on
the premises. This is needed for completeness, as shown in the following example.
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Example 12. Let C = b ) c and D = a ) c, with a * b * c. Usual ordering
restrictions prevent the generation of the clause a ) b because c, being the
smallest constant, cannot be replaced by b.

In the algorithms, the following additional notation related to the
K-paramodulation calculus is needed.

Definition 13. Let S be a formula, and C be a clause. S�i,C is the set of all
clauses obtained from S ∪ {C} by exactly i steps of K-paramodulation such that
at least one parent of each K-paramodulation step is C. Similarly, we denote
by S�C the set of all clauses (up to redundancy) generated by any number of
K-paramodulation steps from S ∪ {C} where C is always one of the parents.

Algorithm 1. Kparam(S)

T := ∅
S1 := S
while S1 �= ∅ do

Choose a clause C ∈ S1

if T �≤eq C then
T := T ∪ {C} \{D ∈ T | C ≤eq D}
S1 := (S1 ∪ T
1,C )\ {C}

else
S1 := S1\ {C}

end if
end while
return T

To generate only the p.i. of a formula, the redundant implicates must be deleted
as soon as possible to avoid using them to generate other redundant implicates.
For this purpose, the algorithmKparam (Algorithm 1, originally proposed in [9])
selects implicates one at a time from a waiting set S1 and uses the selected clause
in K-paramodulation inferences with previously selected clauses to generate new
implicates. The newly generated clauses are stored in the waiting set and a new
implicate can then be selected. Redundant clauses found during the process are
removed. The non-redundant used clauses are stored in the processed set T 1.
This procedure was proved to be sound, complete and terminating.

3 Atomic Rewriting

To improve the performance of the algorithm described in Sect. 2, we incor-
porate a rewriting strategy, atomic rewriting (otherwise known as equational
simplification), to the process of implicate generation. It simplifies the problem
by reducing the number of constants it contains. The underlying principle is

1 Kparam is an instance of the given clause algorithm in the Otter variant [19].
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simple: assume that an atomic clause a ) b is an implicate of a formula S. It
is clear that for every model M of S, necessarily a =M b. Since a and b are
always equal, they can be substituted with each other and it is actually possible
to entirely replace one of these constants with the other in the formula, storing
the atom a ) b apart to avoid any loss of information. Note that the removal
of an atom can lead to the generation of new ones as shown in the following
example.

Example 14. Consider the formula S = {a ) b, a 
) b ∨ c 
) d, a 
) c ∨ a ) e, b 
)
c ∨ b ) e, c ) a ∨ c ) b}. Using the atom a ) b, the formula S can be rewritten
into S′ = {b ) b, b 
) b ∨ c 
) d, b 
) c ∨ b ) e, b 
) c ∨ b ) e, c ) b ∨ c ) b}
and further simplified into S′′ = {c 
) d, b 
) c ∨ b ) e, c ) b}. Since S′′ contains
the atom c ) b, it can in turn be rewritten in S(3) = {c 
) d, b 
) b ∨ b ) e}, etc.,
until only c 
) d remains in the formula.

We introduce the following notations:

Notation 15. Let S be a formula and U be a set of atomic clauses:

– for a and b constants with a * b, S[b/a] is the formula S where every occur-
rence of a is replaced by b,

– S[U ] is the set S where every constant a is replaced by min{a′ |U |= a ) a′}.
For example, if U contains a ) b and a ) c with a * b * c then both a and
b are replaced by c in S[U ].

In what follows, we will invoke a procedure atomRewrite that recursively
removes the atomic clauses appearing in a formula and rewrites all the re-
maining clauses according to the clauses extracted, until no atom remains.
atomRewrite(S) returns the pair 〈S′, U〉 made of the rewritten formula S′

and a set U of extracted atomic clauses such that S |= U , and S′ = S[U ] where
S′ contains no atomic clause. Note that U does not necessarily contain all the
atomic clauses that are logical consequences of S. However, it necessarily con-
tains all those occurring in S and those generated by atomic rewriting.

Example 16. Assume that S = {a ) b, a 
) b ∨ c 
) d, c ) d ∨ e ) f}. Then in-
voking atomRewrite(S) returns S′ = {c 
) d, c ) d ∨ e ) f} and U = {a ) b},
even though it is simple to verify that S |= e ) f .

New “hidden” atomic implicates like the one in the previous example can be
generated at any iteration of the strategy, hence the atomic rewriting should
be applicable not only on the initial clause set but also on the newly generated
clauses. However, in order to preserve completeness, some clauses occurring in
the processed set must then be transferred back to the waiting set (i.e. resp. T1

and S1 in Algorithms 1 and 2), otherwise some inferences involving the rewritten
clauses of the processed set can never occur. A straightforward way to ensure
completeness would be to transfer all clauses back to the waiting set, but this
yields a very inefficient algorithm. The following definition introduces a refined
criterion that strongly reduces the number of clauses that must be reprocessed.
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Definition 17. A clause D is 〈a, b〉-neutral if D+[b/a] = (D[b/a]↓)
+. The

function Neutral(D, a, b) returns true iff D is 〈a, b〉-neutral.

This property means that the replacement of a by b does not affect the repre-
sentatives of the equivalence classes occurring in the positive part of a clause,
even if it contains both a and b.

Example 18. Consider the clauses C = a 
) c∨b 
) d∨c ) e and D = a 
) c∨b 
)
c∨ c ) d, with a * b * c * d. C is not 〈a, b〉-neutral since C+[b/a] = c ) e while
(C[b/a]↓)

+
= d ) e. On the other hand D is 〈a, b〉-neutral because D+[b/a] =

(D[b/a]↓)
+ = c ) d.

In the procedure splitAtomRewrite (Algorithm 2) we therefore assume that
every non-〈a, b〉-neutral clause occurring in T1 is transferred back to S1 after
rewriting. This procedure takes as an input a pair (T, S) of processed set/waiting
set, and returns the new sets after rewriting every atomic clause they contain.
〈a, b〉-neutrality is the key ensuring the completeness of the algorithm. The in-
formal and intuitive justification is that, if C is 〈a, b〉-neutral, then all inferences
that can be performed on the clause C[b/a] can be “simulated” by inferences
with descendants of C. Hence the clause C[b/a] does not need to be considered
again.

Algorithm 2. splitAtomRewrite(T, S)

U1 := {a � b ∈ T ∪ S}↓
T1 := T // T1 is the processed set
S1 := S // S1 is the waiting set
U := ∅
while U1 �= ∅ do

extract a clause a � b from U1 and put it into U
T2 := {D | ∃D′ ∈ T1, D = (D′[b/a])↓ ∧Neutral(D′, a, b)}
S2 := (S1[b/a])↓ ∪

{
(T1[b/a])↓\T2

}
U1 := (U1 ∪ {u � v ∈ T2 ∪ S2} )↓
T1 := T2

S1 := S2

end while
return 〈T1, S1, U〉

When initializing U1, taking atoms directly from S is possible because every
unit implicate of a non-contradictory formula is one of its p.i., since no clause
other than � and itself subsumes it. Note that the replacement of a by b implicitly
deletes the clause a ) b from the sets T2 and S2.

Lemma 19. splitAtomRewrite terminates.
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4 Prime Implicate Generation: A New Algorithm

The new algorithm combinesK-paramodulation with atomic rewriting to simplify
the p.i. computation on the fly. This process is presented in Subsection 4.1 and
results in the generation of the set of non-atomic p.i. of the simplified problem
together with the set of atomic clauses collected during the search. The recovery
of the p.i. of the original formula is described in Subsection 4.2. From this point
on, any clause appearing in an algorithm is assumed to be in normal form.

4.1 Integration of the Atomic Rewriting

Algorithm 3. SaturateRw(S)

〈S1, U1〉 := atomRewrite(S)
T1 := ∅
while S1 �= ∅ do

Choose a clause C ∈ S1

S2 := S1\ {C}
if T1 �≤eq C then

T2 := T1 ∪ {C}
R1 := (T2)
1,C

〈T3, S3, U2〉 := splitAtomRewrite(T2, (S2 ∪ R1))
U1 := U1 ∪ U2

T1 := T3

S1 := S3

else
S1 := S2

end if
end while
return 〈T1, U1〉

As can be seen in Algorithm 3, atomic rewritings are added to the original
procedure both during the initialization phase, where a call to atomRewrite
removes the atomic clauses occurring in the original formula, and at each iter-
ation of the main loop, where splitAtomRewrite is used. SaturateRw(S)
returns the pair 〈T, U〉 where T is the set of clauses eventually obtained by sat-
uration and U is the set of atomic clauses collected during proof search (and
deleted from the search space by atomRewrite or splitAtomRewrite).

Lemma 20. The algorithm SaturateRw terminates.

Theorem 21. Let S be a formula. If 〈T, U〉 = SaturateRw(S), then T is
saturated up to redundancy and contains no positive unit clauses while U contains
only positive unit clauses. Additionally S |= U and T ≡ S[U ].

By Theorem 11, we deduce that T contains all its own p.i. These p.i. are also
implicates of S (since S |= T ), but it is clear that T does not in general contain
all the p.i. of S. For instance this set also includes U and all clauses that can be
inferred from T and U . Reconstructing the set of p.i. of S is the subject of the
next section.
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Algorithm 4. ComputePI(T, U)

T1 := T
for all C ∈ U do // U is in normal form

T1 := T1 ∪ {C}
R := (T1
1,C )\T1 // R contains only newly generated clauses
while R �= ∅ do

T1 := T1 ∪R
R := (R
1,C )\T1

end while
end for
return T1

4.2 Recovery of the Main Solution

The invocation of SaturateRw on an initial clause set S generates a saturated
set of non-atomic clauses T and a normalized set of atomic clauses U . To recover
the set of p.i. of S from T and U the principle of ComputePI is to apply the
K-paramodulation calculus between the p.i. of T and all atomic clauses in U .
In this way, for each atom extracted from S by SaturateRw, ComputePI
generates the missing implicates, i.e. those containing the constants that had
been previously removed. The essential point (which ensures the efficiency of
the approach) is that it is not necessary to apply any inference between the
newly generated clauses: only the inferences involving U need to be considered.
Formally, what renders ComputePI efficient is the fact that all the implicates of
a set of clauses S ∪ {a ) b} (with a * b) are eq-subsumed by clauses recursively
obtained by K-paramodulation between a ) b and the p.i. of S[b/a] as stated in
Lemma 22.

Lemma 22. Let S be a formula, a ) b be a literal such that a * b and S′ =
(PI(S[b/a]))�a�b . Let D be a clause such that S ∪ {a ) b} |= D, then S′ ≤eq D.
Thus S′ ≡ S ∪ {a ) b} and S′ is saturated up to redundancy.

Lemma 23. ComputePI terminates.

The following theorem states that the proposed algorithm, composed of succes-
sive calls to SaturateRw and ComputePI, is complete, i.e., that it computes
all the p.i. of the input formula.

Theorem 24. Let S be a formula, 〈T, U〉 = SaturateRw(S) and S′ =
ComputePI(T, U↓). Then S′ is the set of p.i. of S.

5 Experimental Results

Both Kparam and KparamRw have been implemented in Ocaml2. Below is an
experimental comparison of both tools. The benchmark is made of a thousand

2 See http://membres-lig.imag.fr/tourret/documents/kparam.tgz for the source
code.
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Fig. 1. Execution Time Fig. 2. Generated Implicates

ground flat equational formulæ of a reasonable size3 that were randomly gener-
ated. All tests were conducted on a machine equipped with an Intel core i5-3470
CPU and 4x2 GB of RAM, with a timeout of 100 seconds when not explicitly
said otherwise.

A first result worth mentioning is that in KparamRw the execution time of
ComputePI is quasi-negligible no matter what the total execution time is: the
maximum is less than one second and the mean is 0.09 seconds. In general, it
always represents less that 1 percent of the total execution time. Another inter-
esting indicator of the relative superiority of KparamRw compared to Kparam
is the fact that while 15% of the benchmark reaches timeout before terminating
with Kparam, only 9% does so with KparamRw. An additional 45% of the
formulæ have no atomic p.i. and are thus of little interest to us since Kparam
and KparamRw merely coincide on such problems. Results concerning the re-
maining 46% of the benchmark are presented on Fig. 1 & 2. On Fig. 1 the
gain of going from Kparam to KparamRw with regards to the execution time
can be observed. A logarithmic scale is used for the X axis to highlight that
this graph empirically indicates an exponential gain for our benchmark. The
results on Fig. 2 were obtained with a timeout of 5 minutes and compare the
number of implicates generated by Kparam and KparamRw (for readability
issues the scales of the X and Y axis differ). There are two kinds of dots rep-
resented on the graph: filled diamonds and X’s, the latter representing tests
for which Kparam reaches the 5 minutes timeout before terminating. It shows
that some problems with atomic p.i. that Kparam cannot solve by computing
more than a million implicates can be solved by KparamRw with less than two
hundred thousand implicates generated. We also compared our algorithms with
Zres [24]4, a state-of-the-art tool for p.i. generation in propositional logic that
uses a resolution-based algorithm together with ZBDDs for storing clause sets.
This system was chosen because it outperforms all other available propositional
systems on all our examples. To the best of our knowledge, besides Kparam no

3 Each test is made of 6 clauses with a maximum of 5 literals, using 8 constants. Al-
though the size of the initial formula is small, hundreds of thousand or even millions
of implicates are often generated, leading to hundreds of them being eventually kept
as prime.

4 Many thanks to Laurent Simon for providing the executable.
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Table 1. Percentage of Tests Executed Twice Faster than Zres

Number of Generated Atoms 0 1 > 1 > 0 Total

Kparam 64% 26% 23% 25% 45%

KparamRw 64% 83% 80% 82% 73%

complete p.i. computation tool is available for equational logic5. To make the
comparison possible, the equational formulæ of the benchmark were translated
into equivalent propositional formulæ by abstracting literals away and adding
suitable instances of the equality axioms. This straightforward translation is ob-
viously not the most efficient existing method, but it has the advantage of being
simple. It still gives a rough execution time reference with which to compare
the new algorithm, keeping into account that the time needed for translating
the result back to equational logic and removing the redundancies was omitted,
so as to underestimate this time. As shown in Table 1, this comparison proved
useful by giving an insight of where to improve the original algorithm. The main
observation on the line corresponding to Kparam is that Zres is a lot more
efficient than this algorithm as soon as atomic implicates appear in the formulæ
(only 25% of the tests are faster than Zres, while 64% are faster when there
are no atomic implicates), which was the motivation for designing KparamRw
in the first place. As can be seen in the second line of the table, KparamRw
is a good answer to this problem since an additional 57% of the problems with
atomic implicates turn out faster than Zres with KparamRw, for a total of 82%
of these tests being at least twice faster than the state-of-the-art tool. The re-
sults also distinguish between formulæ with a single atomic implicate (72%) and
several ones (28%). A slight improvement of the performances is noted for the
latter, but not as significant as the gap between none and one atomic implicate.

6 Conclusion

In this paper, a new algorithm for the generation of p.i. in ground flat equational
logic was presented. It is based on a previous version introduced in [9]. The main
idea of this algorithm is to isolate atomic equations to reduce the number of
constants handled by the p.i. generator. Although in some applications it may be
possible to directly use the simplified results along with the extracted equations,
we also devised a way to recover the p.i. of the original input in a efficient way.
This new algorithm is terminating, sound and complete and outperforms the
previous one when atomic implicates are present. According to our experimental
results, the gain is empirically exponential in time. This system can be used
in connection with the calculus presented in [8] to efficiently generate ground
implicates of first-order theories.

5 To our knowledge, there exists only one tool, integrated in the Mistral solver [7],
that is seemingly similar to Kparam. However, in contrast to it, the Mistral tool is
not complete (it does not compute all the p.i.) hence no comparison is possible.
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An idea to improve atomic rewriting is to find a faster way to generate all
the atomic equations entailed by the input formula instead of waiting for them
to appear during the inference steps. To do so, the K-paramodulation calcu-
lus could be replaced with a more efficient calculus specifically tailored to di-
rectly generate all atomic implicates, so that, after a unique rewriting step, the
K-paramodulation calculus can be used to generate all remaining non-atomic im-
plicates. To extend further the atomic rewriting strategy, it should be possible
to apply it to any equation appearing in the formula in a “divide and conquer”
way. Any clause of the form a ) b ∨ C would then lead to two recursive calls of
the strategy, one where a ) b is true where the rewriting applies and the other
where only C remains. It is still unclear whether this idea is efficient because
of two problems: merging the results of the two recursive calls is by no means
a simple task, and the fact that there are two calls on formulæ that differ only
by one clause may generate a lot of redundant computation steps, thus slowing
down the whole process. These questions need a thorough investigation and are
one of our objectives for future work.

Up to now, our system has been mainly tested on randomly computed in-
stances. We now plan to apply it, in conjunction with an implementation of the
calculus described in [8], to more concrete problems in system verification, partic-
ularly for checking properties of algorithms operating on arrays or pointer-based
data-structures.
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Abstract. Many applications of automated deduction require reasoning in first-
order logic modulo background theories, in particular some form of integer arith-
metic. A major unsolved research challenge is to design theorem provers that are
“reasonably complete” even in the presence of free function symbols ranging into
a background theory sort. In this paper we consider the case when all variables
occurring below such function symbols are quantified over a finite subset of their
domains. We present a non-naive decision procedure for background theories ex-
tended this way on top of black-box decision procedures for the EA-fragment
of the background theory. In its core, it employs a model-guided instantiation
strategy for obtaining pure background formulas that are equi-satisfiable with the
original formula. Unlike traditional finite model finders, it avoids exhaustive in-
stantiation and, hence, is expected to scale better with the size of the domains. Our
main results in this paper are a correctness proof and first experimental results.

1 Introduction

Many applications of automated deduction require reasoning in first-order logic mod-
ulo background theories, in particular some form of integer arithmetic. A major un-
solved research challenge is to design theorem provers that are “reasonably complete”
for quantified formulas, in particular in presence of free function symbols ranging into
a background theory sort (“free BG-sorted operators”, for short). Such formulas arise
frequently when reasoning on data structures with specific properties, e.g., symmetric
arrays over integers and sorted lists over integers. Modelling such data structures is
easy when full quantification and free integer-sorted function symbols are available to
axiomatize the array access function and the list head function respectively.

Unfortunately, (refutationally) complete theorem proving in the presence of free BG-
sorted operators is intractable in general. For instance, just adding one free predicate
symbol to linear integer arithmetic results in a Π1

1 -hard validity problem [12]. Theorem
proving approaches hence have to circumvent this problem in one way or the other.
On the one hand, SMT-solvers [18] generally use instantiation heuristics [10,16] for
reducing the input problem to a quantifier-free one, and these are complete only in
rather restricted cases [11]. On the other hand, approaches rooted in first-order theorem
proving either are incomplete; do not accept free BG-sorted operators at all [13,21,9,5]
or, are complete only for certain fragments or under certain conditions [3,1,14,6,7].
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In practice, lack of completeness is a major concern in, e.g., software verification
applications, which frequently require disproving non-valid proof obligations. In such
cases, incomplete theorem provers run out of resources or report “unknown” instead
of detecting non-validity. We address this problem by working with quantification over
finite segments of the background sorts, e.g., the integers. Our underlying methodology
assumes that from a user’s point of view, data structures over the integers can often be
supplanted by data structures over reasonably large finite segments of the integers, say,
from −Maxint to +Maxint, as good-enough approximations. As no other restrictions
apply, our method should be widely applicable in practice. Our method is also refuta-
tionally sound wrt. the standard semantics. That is, if our algorithm determines unsat-
isfiability wrt. finite domains, the given clause set is also unsatisfiable wrt. unbounded
domains. Because of that, our approach can be seen as an extension of current quantifier
instantiation heuristics by being able to determine satisfiability wrt. finite domains.

If all quantifiers range over finite domains, decidability can be recovered in a triv-
ial way by exhaustive instantiation and calling a suitable SMT-solver afterwards. Of
course, this naive approach does not scale with the domain size and cannot be expected
to work well in practice. This problem has often been observed in the context of finite-
model finding [22,23,15,8,4,20,19]. While our method is also based on instantiation, it
is (often) far less prolific than the naive method.

More precisely, our method accepts as input a set of finitely quantified clauses. A
clause is finitely quantified if every variable occurring below a free BG-sorted opera-
tor is quantified over a finite segment of its domain. The core idea is to give the free
BG-sorted operators a default interpretation that is then stepwise refined. This default
interpretation maps every free BG-sorted operator to a constant function, and refine-
ments are done by finding exceptions to that in a conflict-driven way. After each refine-
ment, the given clause set is transformed into a certain form whose satisfiability can
be decided by existing reasoners in a black-box fashion. Suitable reasoners are, e.g.,
theorem provers implementing hierarchic superposition [3,7] and, with one more sim-
ple transformation step, SMT-solvers for the EA-fragment of the background theory.
The procedure stops after finitely many (hopefully few) refinement steps, either with a
representation of a model or a set of ground instances obtained from exceptions which
demonstrates the unsatisfiability of the given clause set.

We preview our method with an example. Let N be the following clause set:

(1) read(write(a, i, x), i) ≈ x (4) 1 ≤ m ∧m < 1000
(2) read(write(a, i, x), j) ≈ read(a, j) ∨ i ≈ j (5) read(a,m) < read(a,m + 1)
(3) read(a, i) ≤ read(a, j) ∨ ¬(i < j) ∨ i � [1..1000i] ∨ j � [1..1000 j]

where t ∈ [l..h] abbreviates the formula l ≤ t∧ t ≤ h for any integer-sorted terms t, l and
h. Variables are typeset in italics, e.g, x, and operators in sans-serif, e.g., read, a and m.
The axioms (1) and (2) are the standard axioms for integer-sorted arrays with integer
indices. The axiom (3) states that the array a is sorted within the domain [1..1000] for i
and j. Annotating the upper bounds as 1000i and 1000 j facilitates replacing them with
different values for a given variable, see below. The clauses (4) constrains the integer
constant m to the stated range. The task is to confirm that N is satisfiable.

In order to check satisfiability with hierarchic superposition, the input clause set has
to be sufficiently complete (cf. Section 2). In the example, sufficient completeness means
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that in every model of (1)-(5) wrt. pure first-order logic every ground read-term must
be equal to some background term. With the axioms (1) and (2) every write-term inside
of a read-term can be eliminated, and so the only critical terms are applications of read
to the array constant a. The clauses (3) and (5) constrain the interpretation of terms
of the form read(a, t) but do not enforce sufficient completeness. Achieving sufficient
completeness for ground clauses like (5) is easy, one just needs to add “definitions” like
(5b) read(a,m) ≈ n0 and (5c) read(a,m + 1) ≈ n1 where n0 and n1 are fresh integer-
sorted parameters (symbolic constants) and replace the clause (5) by (5a) n0 < n1.
Indeed, our transformation does all that (and so does our earlier calculus in [7]).

The more difficult part concerns the non-ground clause (3). Our procedure gener-
alizes the above mechanism of introducing definitions and applying them to the non-
ground case (see Section 3). For that, it uses a candidate model which initially is the
default interpretation that maps all read-terms of a particular shape to the same arbi-
trary symbolic constant. This results in the following transformation of clause (3):

(3a) n3 ≤ n4 ∨ ¬(i < j) ∨ i � [1..1000i] ∨ j � [1..1000 j]
(3b) read(a, i) ≈ n3 ∨ i � [1..1000i] (3c) read(a, j) ≈ n4 ∨ j � [1..1000 j]

Clauses (3b) and (3c) are the definitions for the default interpretation, one per occur-
rence of a read-term in (3), and clause (3a) is clause (3) after applying these definitions.

The new clause set N1 = {(1), (2), (3a)−(3c), (4), (5a)−(5c)} now needs to be checked
for satisfiability. Because the clause set N1 is sufficiently complete and hierarchic su-
perposition decides the underlying fragment, we get a definite result.

The clause set N1 is in fact unsatisfiable. Because this only means that N is not
satisfied using the current model candidate, the search for a model needs to continue.
This is done by refining the default interpretation at a critical point that is responsible
for unsatisfiability. Our algorithm determines that point as an adjacent one to a maximal
sub-domain that results in satisfiability. In the example, this is the sub-domain [1..999i]
for the variable i and the point is 1000. That is, the set N2 obtained from N1 by replacing
everywhere 999i by 1000i is satisfiable, while adding back 1000 to [1..999i] makes
it unsatisfiable again. The refinement then is done by excluding the point 1000 from
the default interpretation and providing a separate definition for it. The corresponding
transformation of clause (3) hence looks as follows :

(3a1) n31 ≤ n4 ∨ ¬(i < j) ∨ i � [1..1000i] \ {1000} ∨ j � [1..1000 j]
(3a2) n32 ≤ n4 ∨ ¬(1000 < j) ∨ j � [1..1000 j]
(3b1) read(a, i) ≈ n31 ∨ i � [1..1000i] \ {1000} (3c) read(a, j) ≈ n4 ∨ j � [1..1000 j]
(3b2) read(a, 1000) ≈ n32

Clauses (3b1) and (3b2) provide the modified definitions and clauses (3a1) and (3a2)
are the correspondingly rewritten versions of (3). Let N3 = {(1), (2), (3a1) − (3c), (4),
(5a) − (5c)} be the result of the current transformation step.

The clause set N3 is still unsatisfiable. In the next round, the new upper bounds
required for the clauses in N3 to have satisfiability are 999 j and 1000i. Transforming
clause (3) wrt. the points 1000 for j and 1000 for i from the previous step gives:
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(3a1) n31 ≤ n41 ∨ ¬(i < j) ∨ i � [1..1000i] \ {1000} ∨ j � [1..1000 j] \ {1000}
(3a2) n32 ≤ n41 ∨ ¬(1000 < j) ∨ j � [1..1000 j] \ {1000}
(3a3) n31 ≤ n42 ∨ ¬(i < 1000) ∨ i � [1..1000 j] \ {1000}
(3a4) n32 ≤ n42 ∨ ¬(1000 < 1000)
(3b1) read(a, i) ≈ n31 ∨ i � [1..1000i] \ {1000} (3b2) read(a, 1000) ≈ n32

(3c1) read(a, j) ≈ n41 ∨ j � [1..1000 j] \ {1000} (3c2) read(a, 1000) ≈ n42

Let N4 = {(1), (2), (3a1) − (3c2), (4), (5a) − (5c)} be the result of the current transfor-
mation step. This time, N4 is satisfiable, and so is N, with the same models. If I is any
such model we have I(m) = 999, I(read(a, i)) = k, for some integer k and all i = 1..999,
and I(read(a, 1000)) = l for some integer l > k. (We present the general model finding
procedure and its correctness results in Section 4.)

The example is solved after two iterations of transformation steps. In general, each
transformation step needs O(m · log(n)) prover calls to determine the sub-intervals and
the next point as explained above, where m is the number of variables in the given
clause set after making clauses variable-disjoint and n is the size of the largest domain.
In total, with m = 2 and n = 1000 this accounts for 2 · (m · log(n)) ≤ 40 theorem prover
calls, however each one rather simple. By contrast, the full ground instantiation of the
clauses (3)-(5) has a size of nm = 106 which, in general, grows too quickly for current
theorem provers or SMT solvers. In the worst case, though, our method also requires
full ground instantiation (but is not worse). This happens when the default interpretation
is unsuitable for the whole domain, so that separate definitions are needed for all points
to establish (un)satisfiability. In Section 5 we report on first experimental results.

Related Work

Related work comes from several directions. Procedures for computing models of first-
order logic formulas without background theories have a long tradition in automated
reasoning. MACE-style model finding [8] utilizes translation into propositional SAT
or into EPR [4] for deciding satisfiability wrt. a given candidate domain size k; SEM-
style model finding [22,23,15] utilizes constraint solving techniques, again wrt. k. The
main problem is scalability wrt. both the domain size k and the number of variables in
the input clause set, which severely limits the applicability of both styles in practice.
Recently, Reynolds, Tinelli, Goel, Krstić, Deters and Barrett proposed a finite model
finding procedure in the SMT framework that addresses this problem by on-demand
instantiation techniques [20,19]. This way, their work is conceptually related to ours,
but, unlike ours, they allow quantification only over variables ranging into the free sort.
An extension for quantifying variables over background domains such as the integers
does not seem straightforward and is left as future work in [20].

Heuristic instantiation is the state of the art technique for handling quantified formu-
las in SMT-solvers [10,16]. These heuristics perform impressively well in practice, but
in general are incomplete even for pure first-order logic. Ge and deMoura [11] propose
a technique where the ground terms used for instantiation come from solving certain set
constraints. They obtain completeness results for the fragment where every variable oc-
curs only as an argument of a free function or predicate symbol. Interestingly, they also
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use the notion of a default interpretation in a similar way as we do. However, even with
certain extensions their approach remains incomparable to ours. For example, terms
like f(x+ y) are disallowed, but are acceptable in our approach when x and y are finitely
quantified.

Regarding related work in first-order theorem proving, the problem we are consid-
ering has been tackled in the framework of the hierarchic superposition calculus [3].
Weidenbach and Kruglow [14] consider the case when all background-sorted terms are
ground, similarly to our calculus in [7]. In [6] we have identified a certain syntactic
fragment that enables complete reasoning.

2 Hierarchic Theorem Proving

Hierarchic superposition [3,7] is a calculus for automated reasoning in a hierarchic
combination of first-order logic and some background theory, for instance some form
of arithmetic. We consider the following scenario:1

We assume that we have a background (“BG”) prover that accepts as input a set of
clauses over a BG signature ΣB = (ΞB, ΩB), where ΞB is a set of BG sorts and ΩB is
a set of BG operators. Terms/clauses over ΣB and BG-sorted variables are called BG
terms/clauses. The BG prover decides the satisfiability of ΣB-clause sets w. r. t. a BG
specification, that is, a class of term-generated ΣB-interpretations (called BG models)
that is closed under isomorphisms. We assume that ΩB contains a set of distinguished
constant symbols ΩD

B ⊆ ΩB that has the property that any two distinct d1, d2 ∈ ΩD
B are

interpreted by different elements in every BG model. We refer to these constant symbols
as (BG) domain elements. We also assume that ΣB contains infinitely many parameters,
that is, additional constants that may be interpreted freely by arbitrary elements of the
appropriate domain. In examples we use {0, 1, 2, . . . } to denote BG domain elements,
{+,−, <,≤} to denote (non-parameter) BG operators, and the possibly subscripted letters
{x, y} and {α, β} to denote variables and parameters, respectively. We assume that the BG
specification is the class of all models of linear integer arithmetic (LIA).

The foreground (“FG”) theorem prover accepts as input clauses over a signature
Σ = (Ξ,Ω), where ΞB ⊆ Ξ and ΩB ⊆ Ω. The sorts in ΞF = Ξ \ ΞB and the operator
symbols in ΩF = Ω \ΩB are called FG sorts and FG operators. The intended semantics
is that of conservative extensions of the BG specification, i. e., Σ-interpretations whose
restriction to ΣB is a model of the BG specification. Below we refer to satisfiability in
this sense as B-satisfiability.

We use {a, b, c, f, g} to denote FG operators. A Σ-term is an FG term if it is not a BG
term, that is, if it contains at least one FG operator or FG variable (and analogously for
equations, literals, or clauses). We emphasize that for an FG operator f : ξ1 . . . ξn → ξ0
inΩF any of the ξi may be a BG sort. Consequently, FG terms may have BG sorts. Every
FG operator f with a BG range sort ξ0 ∈ ΞB is called a free BG-sorted (FG) operator.

After abstracting out BG terms other than BG domain elements and variables that
occur as subterms of FG terms,2 the FG prover saturates the set of Σ-clauses using the

1 Due to a lack of space, we can only give a brief overview of the calculus and of the semantics
of hierarchic specifications. We refer to [7] for the details.

2 Abstracting out a term t that occurs in a clause C[t] means replacing C[t] by x � t ∨ C[x] for
a new variable x.
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inference rules of hierarchic superposition, such as, e. g.,

Negative superposition
l ≈ r ∨C s[u] � t ∨ D

abstr((s[r] � t ∨ C ∨ D)σ)

if (i) neither l nor u is a BG term, (ii) u is not a variable, (iii) σ is an mgu of l
and u, (iv) σ maps all BG variables to BG terms, (v) rσ � lσ, (vi) (l ≈ r)σ is
strictly maximal in (l ≈ r ∨ C)σ, (vii) the first premise does not have selected
literals, (viii) tσ � sσ, and (ix) if the second premise has selected literals,
then s � t is selected in the second premise, otherwise (s � t)σ is maximal in
(s � t ∨ D)σ.

These differ from the standard superposition inference rules [2] mainly in that only the
FG parts of clauses are overlapped and that any BG clauses derived during the saturation
are instead passed to the BG prover. The BG prover implements an inference rule

Close
C1 · · · Cn

�

if C1, . . . ,Cn are BG clauses and {C1, . . . ,Cn} is
unsatisfiable w. r. t. the BG specification.

As soon as one of the two provers detects a contradiction, the input clause set has been
shown to be B-unsatisfiable.

There are two requirements for the refutational completeness of hierarchic superposi-
tion. The first one is sufficient completeness: We must be able to prove that every ground
BG-sorted FG term is equal to some BG term. Sufficient completeness of a set of Σ-
clauses is a property that is not even recursively enumerable. For certain classes of Σ-
clause sets, however, it is possible to establish a variant of sufficient completeness auto-
matically [14,7]: If all BG-sorted FG terms in the input are ground, it suffices to show
that each BG-sorted FG term in the input is equal to some BG term. This can be achieved
by adding a definition αt ≈ t for every BG-sorted FG term t occurring in a clause C[t],
where αt is a new parameter (BG constant); afterwards C[t] can be replaced by C[αt].

Since we can only pass finite clause sets to a BG prover, there is a second require-
ment for refutational completeness, namely the compactness of the BG specification. A
specification is called compact, if every set of formulas that is unsatisfiable w. r. t. the
specification has a finite unsatisfiable subset.

3 Finite Domain Transformation

We are interested in refutationally complete hierarchic theorem proving in the presence
of free BG-sorted FG operators. Unfortunately, just adding one free predicate symbol
to linear integer arithmetic results in a Π1

1 -hard validity problem. To circumvent this
problem, we work with a modified semantics and introduce a concept of finite quantifi-
cation of BG variables. This allows us to remove all free BG-sorted FG operators by a
finite domain transformation, introduced next, and use existing reasoning methods as
decision procedures on the result.

Let ξ ∈ ΞB be a BG sort. By a finite ξ-domain Δ we mean any possibly empty finite
set {d1, . . . , dn} ⊆ ΩD

B of ξ-sorted domain elements di. Set membership in Δ can be
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expressed by a BG formula FΔ[x] in one free ξ-sorted variable x whose extension is
exactly the set Δ, in everyB-interpretation. One can always take FΔ[x] = x ≈ d1 ∨ · · · ∨
x ≈ dn, but if supported by the BG logic, as in the case of integer arithmetic, it may be
advantageous to use “compact” representations like FΔ[x] = 1 ≤ x ∧ x ≤ 20 instead.

We use set-theoretic expressions for finite ξ-domains, in particular of the form Δ \Γ,
where Γ is a finite set of domain elements of the proper sort. In the previous example,
e.g., FΔ\{3,5}[x] = 1 ≤ x ∧ x ≤ 20 ∧ x � 3 ∧ x � 5. Instead of FΔ[x] and FΔ\Γ[x]
we generally write x ∈ Δ and x ∈ Δ \ Γ, respectively, and x � Δ and x � Δ \ Γ for
their negations. We call these expressions domain predicates and treat them as literals
in clauses instead of expanding them.

Definition 3.1. A finitely quantified clause is a Σ-clause of the form D ∨ x1 � Δx1 ∨
· · · ∨ xn � Δxn such that D does not contain domain predicates, n ≥ 0, xi � x j for
1 ≤ i < j ≤ n, and every variable occurring below a free BG-sorted operator in D is
among x1, . . . , xn.

For example, f(x + 1) > α + y ∨ y > 0 ∨ x � [1..1000] is finitely quantified.

Example 3.2. Let N consist of the following two finitely quantified clauses:

(C1) f(x1) > x1 ∨ x1 � [1..1000]
(C2) f(x2 + 3) < 10 ∨ ¬(x2 > 2) ∨ x2 � [1..1000]

We formally have Δx1 = Δx2 = [1..1000], and in C1 the pseudo-literal x1 � [1..1000] is
short for ¬(1 ≤ x1 ≤ 1000). ��

Where x = (x1, . . . , xn), let Δx denote the x-indexed list (Δx1 , . . . , Δxn) of sets of
domain elements. We extend usual set operations pointwise to x-indexed lists Πx and
Δx of sets of domain elements. For instance Πx ⊆ Δx iff Πx ⊆ Δx, for each x ∈ x.

We are going to define the earlier mentioned finite domain transformation for evalu-
ating finitely quantified clauses under a given interpretation. It takes as input a finitely
quantified clause C[Δx] and sets of points Πx that provide possible exceptions to in-
terpreting the free BG-sorted operators as the constant function on the domains Δx as
specified by the default interpretation.

Definition 3.3 (Finite Domain Transformation). Let C[Δx] = D∨x1 � Δx1∨· · ·∨xn �
Δxn be a finitely quantified clause and Πx ⊆ Δx a list of sets of domain elements.

Let ClsC := ∅ and DefC := ∅ be initially empty sets of Σ-clauses. For every partition
{y1, . . . , yk} � {z1, . . . , zl} of {x1, . . . , xn} do the following:

For all substitutions γ = [z1 �→ d1, . . . zl �→ dl] such that dm ∈ Πzm :
1. Let E := Dγ
2. While E has the form E[t] where t is a minimal term with a free BG-sorted

operator at the top-level do the following:
(a) Let α be a fresh parameter
(b) Add to DefC the clause t ≈ α ∨ y1 � Δy1 \ Πy1 ∨ · · · ∨ yk � Δyk \ Πyk

(c) Set E := E[α]
3. Add to ClsC the clause E ∨ y1 � Δy1 \ Πy1 ∨ · · · ∨ yk � Δyk \ Πyk
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The result is the pair FD(C, Πx) = (ClsC ,DefC), the finite domain transformation of C.

By the minimality of t in (2) we mean that no proper subterm of t is built with a free
BG-sorted operator. The finite domain transformation removes from the given finitely
quantified clause C every occurrence of a term t built with some free BG-sorted sym-
bol. Recall from Definition 3.1 that all variables in t are among x = (x1, . . . , xn). The
removal of t distinguishes whether xi is interpreted as an element of Δi \ Πi or as an
element di ∈ Πi. This is done in all possible ways by exhaustive partitioning of the
variables x and exhausting the substitution γ for all possible assignments for xi. The
set Δi \ Πi specifies those domain elements for which the interpretation of t is undistin-
guished, and the set Πi specifies those domain elements for which the interpretation of
t is distinguished, by taking different parameters α per substitution γ. In step (b) cor-
responding definitions for t are put into DefC . Step (c) applies these definitions to the
current clause E.

On complexity: the result FD(C, Πx) contains O(|x||Πx|+1) clauses. This is, because for
every xi ∈ x a choice is made for either instantiating xi exhaustively with all elements
from Πx if xi ∈ {z1, . . . , zn}, or otherwise not doing so, which explains the “ + 1”.
(Extracting out subterms does not affect the complexity.) In the worst case Πx = Δx and
all clauses stemming from the latter case are tautological. The complexity in this case
is O(|x||Πx |), which is the same as with ground-instantiation based MACE-style model
finders.

Example 3.2 (continued). Let Π(x1) = ({9}). Then FD(C1, Π(x1)) consists of the clauses

(C11) α1 > x1 ∨ x1 � [1..1000] \ {9} (C13) α2 > 9
(C12) f(x1) ≈ α1 ∨ x1 � [1..1000] \ {9} (C14) f(9) ≈ α2

where ClsC1 = {C11,C13} and DefC1 = {C12,C14}. The left clauses stem from partition-
ing {x1} as {y1} � ∅, and the right clauses from ∅ � {z1}. There are two occurrences of
Δx1 = [1..1000]. ��

There are no restrictions on nesting free BG-sorted operators, although none of our
examples shows that. For example, a literal like f(x + g(y, β)) � f (y) + y is perfectly
acceptable. The possible nesting of free BG-sorted operators necessitates the while-
loop in step (2) in Definition 3.3; removing all of them in a single step is not possible.

The sets of domain elements Δx occurring in clauses in FD(C, Πx) are all within
pseudo-literals of the form x � Δx \ Πx. Hence, both ClsC and DefC are of the form
ClsC[Δx] and DefC[Δx]. Moreover, in FD(C, Πx) , every free BG-sorted operator f occurs
only in a clause of the form f(t1, . . . , tn) ≈ α ∨ D in DefC where no ti and no literal in D
contains any free BG-sorted operator.

The finite domain transformation is generalized to clause sets by taking the union
of the finite domain transformations applied to its members. More precisely, let N =
{C1[Δx1], . . . ,Cm[Δxm ]} be a finite set of finitely quantified clauses. Let us assume that
the clauses in N have been renamed apart, so that the lists of variables xi are pair-
wise disjoint, for all i = 1..m. By definition, each xi consists of pairwise different
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variables, too. This allows us to take x as the concatenation of all xi’s and to write Δx

for the concatenation of all Δxm ’s. The clause set N hence is of the form N[Δx]. Now
let (ClsCi ,DefCi ) = FD(Ci, Πx) and define FD(N, Πx) = (ClsN ,DefN) where ClsN =⋃

i=1..m ClsCi and DefN =
⋃

i=1..m DefCi .
Below, we usually denote FD(N, Πx) as a single clause set M[Δx] = ClsN ∪ DefN .

The following result follows immediately:

Proposition 3.5. Let N[Δx] be a set of finitely quantified clauses and Πx ⊆ Δx. Then
FD(N, Πx) is sufficiently complete.

Proposition 3.5 is one of the ingredients that allows us to argue for hierarchic superposi-
tion [7] as a decision procedure forB-satisfiability of the clause sets FD(C, Πx). We also
need a termination argument for derivations (compactness, cf. Section 2, is unproblem-
atic then). This is easy, for instance, in the absence of non-ground FG-sorted operators
only finitely many superposition steps exist and all of these are between the clauses in
DefC , and then only at the top-level – that is, between the literals f(t1, . . . , tn) ≈ α. Alter-
natively one can use SMT-solvers after removing all free BG-operators by exhaustive
application of a superposition-like inference rule that from premises f(t1, . . . , tn) ≈ α∨D
and f(s1, . . . , sn) ≈ β∨E derives the clause s1 � t1∨· · ·∨ sn � tn∨α ≈ β∨D∨E. In gen-
eral, hierarchic superposition can be used if it is guaranteed to terminate on FD(C, Πx).
This applies, e.g., to the example in the introduction.

The notation M[Δx] makes it easy to modify the sets Δx in pseudo-literals in clauses
in M. More precisely, if Δx = (. . . , Δx, . . .) for some x ∈ x and Γ is a set of domain
elements with the same sort as x, we denote by Δx[x �→ Γ] the update of Δx at index
x by Γ, i.e., the list (. . . , Γx, . . .). Correspondingly, C[Δx[x �→ Γ]] is the clause that is
obtained from C[Δx] be replacing Δx by Γx everywhere. For clause sets N[Δx] we define
N[Δx[x �→ Γ]] analogously.

Example 3.2 (continued). The clause set N is of the form N[Δx] where x = (x1, x2)
and Δx1 = Δx2 = [1..1000]. Now let Πx = ({9}, {6}). Then M[Πx] = FD(N, Πx) =
(ClsC1 ∪ ClsC2 ) ∪ (DefC1 ∪ DefC2 ) where ClsC2 = {C21,C23}, DefC2 = {C22,C24} and

(C21) α3 < 10 ∨ ¬(x2 > 2) ∨ x2 � [1..1000] \ {6} (C23) α4 < 10 ∨ ¬(6 > 2)
(C22) f(x2 + 3) ≈ α3 ∨ x2 � [1..1000] \ {6} (C24) f(6 + 3) ≈ α4

The clause set M[Δx[x2 �→ ∅]] = M[({9}, ∅)] is obtained by replacing the two occur-
rences of Δx2 = [1..1000] in C21 and C22 by the empty interval []. ��

We conclude this section with some lemmas that will be needed in the proof of the
main correctness result, Theorem 4.2 below. In each of them, N[Δx] is a set of finitely
quantified clauses, Πx ⊆ Δx, (ClsN ,DefN) = FD(N, Πx), and M = ClsN ∪ DefN .

Lemma 3.7. ClsN ∪ DefN is B-satisfiable iff N ∪ DefN is B-satisfiable.
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Proof. For the if-direction assume that N ∪ DefN is B-satisfiable. It suffices to show
that N ∪ ClsN ∪ DefN is B-satisfiable. Observe that all clauses in ClsN can be seen
to be obtained by paramodulation inferences from clauses in N ∪ DefN , which are all
logical consequences of N ∪ DefN .

For the only-if direction assume that ClsN ∪ DefN is B-satisfiable. The definitions in
DefN are exhaustive in the sense that any instance C of a finitely quantified clause in N
obtained by ground instantiation with domain elements is congruent with some clause
in ClsN obtained by paramodulation with clauses in DefN . This entails that N ∪ ClsN ∪
DefN is B-satisfiable, and hence so is N ∪ DefN . ��

Lemma 3.8. If M[∅x] is B-unsatisfiable then N and N′ are B-unsatisfiable, where N′

is obtained from N by removing from all clauses all domain predicates.

Proof. Assume that M[∅x] is B-unsatisfiable. Every clause in M[Δx] that contains a
pseudo-literal of the form x � Δx \ Πx, for some x ∈ x, becomes a tautology in M[∅x]
after replacing x � Δx \ Πx by x � ∅ \ Πx. Deleting all these tautologies leaves us with
a (B-unsatisfiable) set M′ ⊆ M[∅x]. All clauses in M′ are either ground definitions in
DefN of the form t ≈ α (cf. Definition 3.3), or clauses in ClsN that are obtained by (re-
peated) paramodulation of the sub-clause D of a clause C ∈ N (cf. again Definition 3.3)
such that all instantiated domain predicates in the instance Cγ are satisfied. Clearly,
adding such definitions to N preservesB-satisfiability. The B-unsatisfiability of both N
and N′ then follows from the soundness of paramodulation. ��

Lemma 3.9. Let Γx be a vector of sets of domain elements of the proper sorts. For every
x ∈ x and d ∈ Πx, if M[Γx] is B-satisfiable then M[Γx[x �→ Γx ∪ {d}]] is B-satisfiable.

Proof. All occurrences of Γx in clauses in M[Γx] are within pseudo-literals of the form
x � Γx \ Πx. We are given d ∈ Πx. It follows trivially that Γx \ Πx and (Γx ∪ {d}) \ Πx

are the same sets, which immediately entails the claim. ��

Example 3.2 (continued). Let M[Δ(x1)] = FD(C1, Π(x1)) from above. Let Γ(x1) =

([5..500]) and d = 9. Then M[Γ(x1)[x1 �→ Γx1 ∪ {d}]] consists of the clauses

(C′11) α1 > x1 ∨ x1 � ([5..500] ∪ {9}) \ {9} (C13) α2 > 9
(C′12) f(x1) ≈ α1 ∨ x1 � ([5..500] ∪ {9}) \ {9} (C14) f(9) ≈ α2

Lemma 3.9 requires d ∈ Πx. Adding d to Γx does not change anything, as d is again
removed from Γx ∪ {d}: the sets ([5..500] ∪ {9})\{9} and [5..500]\{9} are the same. ��

4 Checking Satisfiability

Next we define a procedure checkSAT for checking theB-satisfiability of sets of finitely
quantified clauses. It repeatedly applies the finite domain transformation wrt. growing
sets of exception points. It stops if a transformed set has been found that is either B-
satisfiable or serves to demonstrate B-unsatisfiability.
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1 algorithm checkSAT(N[Δx])
2 // returns ”B-satisfiable” or ”B-unsatisfiable”
3 var Πx := ∅x // The current set of exceptions
4 while true {
5 let M = FD(N, Πx)
6 if M is B-satisfiable return ”B-satisfiable” // justified by Lemma 3.7
7 if M[∅x] is B-unsatisfiable return ”B-unsatisfiable” // justified by Lemma 3.8
8 let (x, d) = find(M)
9 Πx := Πx[x �→ Πx ∪ {d}]

10 }

1 algorithm find(M[Δx])
2 // returns a pair (x, d) such that x ∈ x and d ∈ Δx \ Πx

3 let (x1, . . . , xn) = x
4 for i = 1 to n {
5 if M[∅(x1 ,...,xi ) · Δ(xi+1,...,xn )] is B-satisfiable {
6 let Γ ⊆ Δxi and d ∈ Γ such that
7 M[∅(x1 ,...,xi−1) · Γxi · Δ(xi+1 ,...,xn )] is B-unsatisfiable and
8 M[∅(x1 ,...,xi−1) · (Γ \ {d})xi · Δ(xi+1 ,...,xn )] is B-satisfiable // see text
9 return (xi, d) // from Lemma 3.9 it follows d ∈ Δx \ Πx as claimed

10 }
11 }

We tacitly assume that the B-satisfiability tests in checkSAT and find are effective.
This is always the case, e.g., if there are no FG operators other than free BG-sorted
operators and the EA-fragment of the background theory is decidable.

Let us go through the run of checkSAT(N), where N = {C1,C2} from Example 3.2.
Let Π1

x = (∅, ∅) be the initially empty set of exceptions set in line 3. For M1 =

FD(N, Π1
x ) in line 5 none of the termination cases applies, hence find is called. The

condition in the for-loop in find is satisfied for i = 1. In line 6, a suitable set Γ is the in-
terval [1..9] and d = 9, as M1[([1..9], Δx2)] is B-unsatisfiable and M1[([1..9] \ {9}, Δx2)]
is B-unsatisfiable. The call of find(M1) hence returns the pair (x1, 9). (In the proof of
Lemma 4.1 below we show how Γ and d ∈ Γ can be found efficiently by binary search
in the case of (linear) integer arithmetic.)

The updated set Π2
x in checkSAT now is ({9}, ∅) and we get M2[Δx] = FD(N, Π2

x ) in
the next iteration. Again, the termination tests do not apply and find(M2) is called. This
time M2[(∅, Δx2)] is B-unsatisfiable and the result of find(M2) is (x2, 6).

The updated set Π3
x hence is ({9}, {6}) and M3[Δx] = FD(N, Π3

x ) consists of the
clauses C11–C14 and C21–C24 already shown above. In the next iteration, the set M3[∅x]
is built, which is obtained by replacing the sets Δx1 = Δx2 = [1..1000] everywhere by
the empty interval []:

(C′11) α1 > x1 ∨ x1 � [] \ {9} (C13) α2 > 9
(C′12) f(x1) ≈ α1 ∨ x1 � [] \ {9} (C14) f(9) ≈ α2

(C′21) α3 < 10 ∨ ¬(x2 > 2) ∨ x2 � [] \ {6} (C23) α4 < 10 ∨ ¬(6 > 2)
(C′22) f(x2 + 3) ≈ α3 ∨ x2 � [] \ {6} (C24) f(6 + 3) ≈ α4
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By construction, all clauses affected by the replacement are tautological. Yet, the set
M3[∅x] isB-unsatisfiable, which can be seen easily from the clauses in the right column.
The algorithm returns “B-unsatisfiable”. This is indeed correct, as, by construction, the
remaining non-tautological clauses contain and use definitions for ground instances of
the f-terms only. Because of that, our method is sound wrt. B-unsatisfiability even for
non-finitely quantified clause sets as expressed in Lemma 3.8 above.

Notice that find searches for the set Γ wrt. the whole set M = FD(N, Πx) = ClsN ∪
DefN . It would be tempting to fix DefN and search only wrt. ClsN (or vice versa) but
this would be unsound. An example for that is the clause set N = { f (x) ≥ 0 ∨ x �
Δ, f (3) ≈ 3, f (4) ≈ 4}, where Δ = [0..1000]. Using the default interpretation we
get ClsN = {α1 ≥ 0 ∨ x � Δ, α2 ≈ 3, α3 ≈ 4} and DefN = { f (x) ≈ α1 ∨ x � Δ,
f (3) ≈ α2, f (4) ≈ α3}. While ClsN[∅] ∪ DefN is B-unsatisfiable, N is B-satisfiable.
Hence the procedure in that form would be unsound.

Lemma 4.1. Whenever find is called from checkSAT on line 8 then the if-clause in the
for-loop in find is executed for some i, and find returns a pair (xi, d) such that xi ∈ x
and d ∈ Δxi \ Πxi .

Proof. Assume find(M[Δx]) is executed and that x is of the form (x1, . . . , xn). Because
the test in line 7 in checkSAT has not applied it follows that the condition in line 5 in find
is satisfied for some i in 1, . . . , n. Among all these values, the if-clause is executed for
the least one. That is, M[∅(x1,...,xi) ·Δ(xi+1,...,xn)] is B-satisfiable and M[∅(x1,...,x j) ·Δ(x j+1,...,xn)]
is B-unsatisfiable, for all j with 1 ≤ j < i ≤ n. Because i ≥ 1 we can rewrite the former
and obtain that M[∅(x1,...,xi−1) · ∅xi ·Δ(xi+1,...,xn)] is B-satisfiable. Furthermore, M[∅(x1,...,xi−1) ·
Δxi · Δ(xi+1,...,xn)] is B-unsatisfiable: if i = 1 this follows from the fact that the test in line
6 in checkSAT has not applied, and if i > 1 this follows from the minimality of i. This
shows that Γ and a d ∈ Γ exists as claimed in lines 7 and 8.

In our main application of integer arithmetic the set Γ and d ∈ Γ can be determined
efficiently, as follows: We assume the set Δxi is an interval of the form [l..u] for some
numbers l and u with l < u. From the above it follows there is a maximal number u′

with l < u′ ≤ u such that Γ := [l..u′] is as claimed. The number u′ can be determined by
binary search in the interval [l + 1..u]. By maximality, u′ is the desired element d. ��

For termination of checkSAT, instead of determining the pair (x, d) in line 11 by the
call to find, one could choose any (x, d) such that the current setΠx grows. An advantage
of using find, however, is that the relevant ground instances of the clauses C1[x1] and
C2[x2], which are C1[9] and C2[6], have been found through semantic guidance by
refining the default interpretation in only two steps.

In general terms, checkSAT/find realizes a heuristic that tries to search for a model
by deviating from the current interpretation only when a conflict arises. The conflict
is identified by the point d for the variable xi in Line 8 of find. The next round of
checkSAT continues with the correspondingly updated current interpretation by adding
d to Πxi , which may stop now with “satisfiable”, “unsatisfiable” or continue the search.

We summarize the essential properties of checkSAT in our main result as follows.

Theorem 4.2 (Correctness of checkSAT). For any set N of finitely quantified clauses,
checkSAT(N) terminates with the correct result “B-satisfiable” or “B-unsatisfiable”
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for N. Moreover, in case of “B-unsatisfiable” the non-domain restricted version of N
is B-unsatisfiable, which is obtained from N by removing from all clauses all domain
predicates.

Proof. Termination follows from the fact that find always returns some pair (x, d) such
that x ∈ x and d ∈ Δx \ Πx, as shown in Lemma 4.1. Hence, the set Πx grows monoton-
ically in line 12 in checkSAT and there are only finitely many elements in Δx available
for that. Correctness follows from the lemmas in Section 3 as referenced in the com-
ments in checkSAT. ��

5 Experimental Results

We have implemented the checkSAT/find algorithm on top of the hierarchic superposi-
tion prover Beagle [7].3 The implementation is prototypical and currently serves only
to try out the ideas in the paper. Table 1 summarizes the experiments we carried out.

Table 1. Experimental results. Problem 4 is {f(x) � x ∨ x � Δ, f(5) ≈ 8, f(8) ≈ 5}

# Problem |Δ| #Iter #TP Time
1 f(x) > 1 + y ∨ y < 0 ∨ x � Δ any 1 1 <1

2 g(x) ≈ x ∨ g(x) ≈ x + 1 ∨ ¬(x ≥ 0)
g(x) ≈ −x ∨ ¬(x < 0)
f(x) < g(x) ∨ x � Δ

10 9 32 5.5
20 20 86 55

3 f(x1, x2, x3, x4) > x1 + x2 + x3 + x4 ∨
x1 � Δ ∨ x2 � Δ ∨ x3 � Δ ∨ x4 � Δ

any 1 1 <1

4- see caption 5- see Section 1 6- see Example 3.2 6alt- see text
|Δ| #Iter #TP Time #Iter #TP Time #Iter #TP Time #Iter #TP Time
10 2 5 <1 3 15 2.3 3 12 <1 5 25 1.5
20 2 6 <1 3 17 2.6 3 14 <1 15 87 4.4
50 2 8 <1 3 19 2.8 3 19 1.1 34 239 23

100 2 9 <1 3 21 2.8 3 21 1.1 59 456 181
200 2 10 <1 3 23 2.8 3 23 1.2
500 2 11 <1 3 25 2.9 3 24 1.2

1000 2 12 <1 3 27 3.0 3 26 1.3
2000 2 13 <1 3 29 3.0 3 28 1.4
5000 2 15 <1 3 33 3.5 3 32 1.5

We have tried six problems, some of them with varying domain sizes. The problems
(1) and (6) areB-unsatisfiable, the othersB-satisfiable. The “Problem” column contains
the individual clause sets. The column “|Δ|” gives the size of the finite domains uni-
formly used in the problem clauses, e.g., |Δ| = 50 means the range [1..50]. The column
“#Iter” is the number of while-loop iterations in checkSAT needed to solve the problem
for the given Δ. The column “#TP” is the number of theorem prover calls (Beagle calls)

3 http://users.cecs.anu.edu.au/˜baumgart/systems/beagle/

http://users.cecs.anu.edu.au/~baumgart/systems/beagle/
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stemming from the variousB-satisfiability checks in checkSAT/find. Finally, “Time” is
the total CPU time needed to solve the problem. All experiments were carried out on a
Linux desktop with a quad-core Intel i7 cpu running at 2.8 GHz. For comparison, we
have also run Microsoft’s SMT-solver Z3 [17], version 4.1, on our examples, using the
obvious formula representation of the domains Δ.

Some comments on the individual problems. Problem (1) is trivially solved, for any
Δ. In fact, the default interpretation is sufficient for that. Notice that the variable y is not
finitely quantified (and does not need to be). Z3 reports “unknown” on problem (1), but,
surprisingly it solves the essentially same problem f(x) > y ∨ y < 0 quickly. Problem
(2) is meant to showcase our algorithm in conjunction with Beagle’s theorem proving
capabilities. The function symbol g is “sufficiently complete” defined by the first two
clauses, and only the third clause containing the function symbol f needs finite quantifi-
cation. Z3 could not solve this problem within three minutes. We devised problem (3)
to get some insight into Z3’s capabilities on the problems we are interested in. While
it is trivial for our approach, Z3 seems to instantiate the clause in problem (3). Clearly,
there is a scalability issue here, as for about |Δ| > 60 the problem becomes unsolvable
in reasonable time.

As a side note, we found Z3s performance impressive, and it could solve problems
(4)–(6) in very short time. Indeed, we plan to integrate Z3 in our approach and expect
much better performance on many problems (Beagle’s theory reasoning component is
a rather slow implementation of Cooper’s quantifier elimination algorithm.)

Problem (4) is a simple test of the default interpretation/exception mechanism. Prob-
lem (5) is the one in the Introduction, and problem (6) is our running example.

The problems (4), (5) and (6) scale very well, as expected. The first two are proven
satisfiable using the default interpretation and a fixed number of exception points. In
problem (4) these are easily discovered from the problem and in (5) the exceptions are
quickly discovered by the search. Similarly, in problem (6) the definition for f(9) is
found quickly, which is the only one needed to establish unsatisfiability. However, this
requires to search first the domain of x1, then x2 (cf. Example 3.2). With the other way
round we obtain much worse scaling behavior, cf. the entry “6alt” in Table 1.

6 Conclusions

We have presented a method for deciding hierarchic satisfiability, or satisfiability
modulo theories, of first-order clause sets where all variables are quantified over fi-
nite subsets of background domains. The method tries to construct a model by stepwise
amending a default interpretation in a conflict-driven way by utilizing a decision proce-
dure for the EA-fragment of the background theory. It may also terminate with a set of
ground instances witnessing that no model exists. For space reasons and for clarity we
have focused in this paper on the basic principles and leave extensions for future work.
Here are some ideas.

Richer input language: One important extension concerns foreground-sorted variables
and operators, like the array-sorted variable a and the write-operator in clauses (1) and
(2) in the introduction. In the example we got away without further modifications be-
cause the axioms (1) and (2) do not pose problems for sufficient completeness and for
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termination of hierarchic superposition. The question is under which conditions this is
possible in general. One could also try to enumerate finite segments of the foreground
domains in a Herbrand fashion, similarly as with background domains.

Our method can also be applied to certain richer syntactic fragments that require a
full-fledged theorem prover for hierarchic specifications instead of a decision procedure
for the background theory. However, this would “reverse” the common architecture by
invoking that foreground reasoner from within an outer loop. This is problematic, how-
ever, because the foreground reasoner might not terminate or be incomplete. To fix that,
it should be possible, under certain conditions, to instead integrate the checkSAT as an
inference rule into, say, hierarchic superposition and apply it only to finitely quantified
clauses as defined above. (This would directly generalize the Define-rule in [7].)

Alternative default interpretation: Taking the constant function as the default interpre-
tation for free BG-sorted operators is not always a good choice. For example, for the
clause f(x) ≈ x ∨ x � [1..1000] our method needs to amend the default interpretation
at every point. Fortunately, any interpretation can be used as a default, and the identity
function as the default interpretation for f leads immediately to a model. (On the other
hand, in this example f is already sufficiently defined and could possibly be excepted
from the transformation in the first place.)

Bernays-Schönfinkel fragment: The hierarchic superposition calculus can immediately
be instantiated with, say, an instance-based method for deciding background theories
that are given as a set of EPR-clauses. Our method, or the extensions above, could
possibly be used to integrate arithmetic reasoners, instance-based methods and super-
position in a beneficial way.
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Abstract. Consequence finding is used in many applications of deduction. This
paper develops and evaluates a suite of optimized SMT-based algorithms for com-
puting equality consequences over arbitrary formulas and theories supported by
SMT solvers. It is inspired by an application in the SLAYER analyzer, where our
new algorithms are commonly 10–100x faster than simpler algorithms. The main
idea is to incrementally refine an initially coarse partition using models extracted
from a solver. Our approach requires only O(N) solver calls for N terms, but
in the worst case creates O(N2) fresh subformulas. Simpler algorithms, in con-
trast, require O(N2) solver calls. We also describe an asymptotically superior
algorithm that requires O(N) solver calls and only O(N logN) fresh subformu-
las. We evaluate algorithms which reduce the number of fresh formulas required
either by using specialized data structures or by relying on subformula sharing.

Keywords: Implied Equalities, Consequence Finding, Satisfiability Modulo
Theories, Decision Procedures, Congruence Closure, Software Verification.

1 Introduction

We define and evaluate optimized algorithms for computing all equalities between terms
of a fixed set that are implied by a fixed constraint. As a example, consider the formula

Φ : (a ) b ∧ b[i]) c) ∨ (a[i]−4) d ∧ f(d)) d+3 ∧ f(d)+1) c)

where _[_] denotes array selection. Φ implies the equality a[i])c, but not a)b, a[i])b[i],
nor d ) c. On the other hand, the formula

Φ′ : Φ ∨ (b[i]) c ∧ c ) d)

does not imply any equality between a, b, c, d, a[i] and b[i]. We describe and evaluate
algorithms that require a number of SMT-solver calls that is at worst linear in the num-
ber of terms N, although they may potentially create quadratically-many fresh literals.
Naïve algorithms for computing all equalities implied by a formula require O(N2)
SMT-solver calls. The simplest, called Basic Partition Merging (BPM), is 10–1000x
slower than a model-based variant, Model-based Partition Merging (MPM). Starting
with Basic (BPR) and Incremental (IPR) Partition Refinement algorithms, we examine
several variants that are all significantly (1–100x) faster than MPM. In a quest of asymp-
totically better solutions, we also outline an algorithm that requires only O(N logN)
fresh subformulas.

S. Demri, D. Kapur, and C. Weidenbach (Eds.): IJCAR 2014, LNAI 8562, pp. 168–183, 2014.
© Springer International Publishing Switzerland 2014
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Application and Evaluation of Equality Inference. The experimental evaluation
of the algorithms uses problem instances that the SLAYER [2] program analyzer en-
counters while attempting to verify memory safety properties of C programs. SLAYER

relies on learning implied equalities, and previously used simpler algorithms that would
sometimes exhibit catastrophic performance. This prompted the development of more
sophisticated algorithms. We evaluated both the folklore and the new algorithms in the
context of the SLAYER tool and found that the simpler algorithms are impractical be-
cause they either require a quadratic number of solver calls, or are non-incremental:
they effectively reset the solver state between several calls. The practical evaluation
demonstrates the advantages of the new algorithms.

Consequence finding is a central component of abstract interpreters. The set of reach-
able states can be approximated by the least fixed point of a predicate transformer, and
analyses based on abstract interpretation commonly develop special classes and rep-
resentations of logical formulas where approximations of the least fixed point can be
computed. For example, analyses using the octagon abstract domain [10] can be thought
of as computing consequences as a conjunction of constraints using unit coefficients and
two variables per inequality. The TVLA system [9,15] is distinguished as it produces
shape formulas as a result of bottom-up evaluation of Horn clauses.

The SLAYER tool synthesizes separation logic formulas in an approximation of the
least fixed-point semantics of programs. This approach serves as a foundation for a
verification tool for analyzing heap properties of C programs. In order to compute pre-
cise abstractions, SLAYER relies on learning all implied equalities from a formula. An
example symbolic state is the formula ∃x, y. Φ ∗ Ψ , where Φ is defined above and

Ψ : list(p, x) ∗ x+→c ∗ list(q, y) ∗ y +→a[i] .

SLAYER weakens the formula to list(p, c) ∗ list(q, c). The first step of this abstraction
is to replace list(p, x) ∗ x+→c with list(p, c), forgetting that x is on the list from p to c.
This rewrite would not be performed if x could begin a shared tail between two lists.
Checking this requires learning that neither x ) q, x ) y nor x ) a[i] are implied, any
of which would make x begin a tail shared between p and q. Finally, list(q, y) ∗ y +→c is
rewritten to list(q, c). This inference requires learning a[i]) c, as previously discussed.

Note that the core of checking the shared-tail condition is to compare the sets of
predecessors in the transitive closure of the equivalence closure of the union of the +→
and list relations. The use of equivalence closure necessitates an eager computation of
the equality consequences of formulas.

Related Work. Classical congruence closure [6] infers equalities from conjunctions
of equalities with uninterpreted functions. In contrast, the problem addressed here is
to infer congruences modulo arbitrary formulas (e.g., clauses instead of conjunctions),
over theories supported by SMT solvers. Satisfiability Modulo Theories solvers that are
based on the DPLL(T) architecture [12] use congruence closure to check satisfiability
of a conjunction of assumed equalities with respect to assumed disequalities. Saturation
based theorem provers for classical first-order logic use superposition inference rules
to deduce new equalities from old ones. The algorithmic problems of unification and
congruence closure have received significant attention and enjoyed several celebrated
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results, such as linear time algorithms for unification [13,14] and efficient congruence
closure algorithms [6]. Saturation procedures rely on term indexing and unification al-
gorithms and higher performance saturation engines strike a trade-off between indexing
data structures and the unification algorithms that are used in practice [8]. Similarly,
SMT solvers use congruence closure algorithms that have shown to perform well in
their context of use [5,11]. For instance, Z3’s congruence closure algorithm uses a vari-
ant of union-find with eager path compression.

Equality inference of Boolean functions is a deeply studied subject in the context of
circuit verification [3,4] because when checking equality between two circuits it can be
a significant advantage to know that two sub-circuits compute the same Boolean func-
tion. Some of the main techniques use binary decision diagrams, BDDs, for identifying
sub-circuit equivalence. Note that equivalence of Boolean functions is a special case
of the problem we consider here: we are determining equivalence of not only Boolean
functions, but functions with any signature (e.g., functions over reals and integers). Ad-
ditionally, for the sub-circuit equivalence problem, it suffices to find enough equalities
to speed up the equivalence check, while we consider the problem of computing the
complete set. Detecting and using equivalences can also have profound effects on SAT
solving [7]. The use of SAT sweeping is critical for reducing the set of candidate equiv-
alences. SAT sweeping and possible generalizations to SMT provides orthogonal value
to the algorithms developed here.

Organization. Section 2 first recalls a few technical preliminaries. Section 3 discusses
the simpler algorithms and then presents the Basic and Incremental Partition Refine-
ment algorithms and variants. The practical context where the algorithms are used is
discussed in Section 4. Section 5 closes with a thorough evaluation.

2 Preliminaries

We assume some basic familiarity with SMT solving and, to a greater degree, congru-
ence closure.

SMT, Models and Formulas. We use standard notions of sorts, terms, formulas
and interpretations. Formulas are terms of Boolean sort. Terms are built using a first-
order signature where functions, such as + and _[_] can be interpreted. We assume that
interpretations, denoted M can be used to evaluate terms to values. For example, if
M |= x+2) 1, then M(x) = −1.

Union-Find. Our algorithms maintain partitions and use the well-known union and
find routines [16]. Given a domain E of nodes and a domain P of partitions of E, a
partition P of {1, . . . , N} is a set of disjoint subsets, called classes, that cover the set.
We assume the following routines:

– find : P × E → E, such that find(P, i) returns a unique representative from the
equivalence class of i. Thus, find(P, find(P, i)) = find(P, i).

– union : P×E×E → P , such that the equivalence classes of i and j are merged in
the result of union(P, i, j). Thus find(union(P, i, j), i) = find(union(P, i, j), j).
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We furthermore use a nonstandard routine to split equivalence classes by removing
an element from a class and creating a new singleton class:

– remove : P × E → P , such that find(remove(P, i), j) = i if and only if i = j.

We only need to call remove(P, i) in the case when i is not an equivalence class rep-
resentative. So if we implement union using eager path compression, then remove is
realized by detaching the removed node from a doubly-linked list.

3 Algorithms for Implied Equalities

The problem of computing all implied equalities can be stated as: given a formula Φ and
a set of terms t1, . . . , tN , find a partition P of {1, . . . , N}, such that for every p, q ∈ P
and s ∈ p, t ∈ q: (Φ → s ) t) is valid if and only if p = q. To set the stage for our
partition refinement algorithms, we begin by discussing some simpler algorithms.

3.1 Basic Partition Merging (BPM)

The most straightforward approach for finding all implied equalities is to check whether
an equality is implied for each pair of terms. In more detail, create a partition P of the
indices {1, . . . , N} by checking whether Φ → ti)tj for each pair 1 ≤ i < j ≤ N . One
can save a redundant check if j is already merged with another index k < j. The union-
find data structure can be used to maintain the partition as it is built. Asymptotically,
this straightforward algorithm requires O(N2) solver calls in the worst case.

Example 1 Consider again the formula Φ : (a ) b ∧ b[i] ) c) ∨ (a[i]−4 ) d ∧
f(d) ) d+3 ∧ f(d)+1 ) c). We wish to partition the terms {a, b, c, d, a[i], b[i]} in
the context of Φ. Only the formula Φ → a[i] ) c is valid, so the resulting partition is
{{a}, {b}, {c, a[i]}, {d}, {b[i]}}. Other validity checks fail. Once a[i] and c are found
to be equal, it is redundant to check both Φ → a[i]) d and Φ → c ) d. 	

3.2 Model-Based Partition Merging (MPM)

The previous algorithm uses very little information between solver calls. More useful
information is available when the SMT solver produces models. Whenever checking
that Φ → ti) tj is valid, we do in fact check dually whether Φ ∧ ti 
) tj is unsatisfiable.
If it is satisfiable, then a model can be extracted that satisfies Φ and the disequality
ti 
) tj . The model may also distinguish other terms that are not tested for equality. So
the set of potential equalities that have to be tested can be reduced by inspecting the
model after each satisfiability check, exploiting the property that if two terms evaluate
to distinct values in a model, their equality cannot be implied. While this algorithm still
requires O(N2) solver calls, all but one of them will be satisfiable, in contrast to BPM
where each merge is the result of an unsatisfiable query. This is relevant since solvers
often can solve satisfiable queries faster than unsatisfiable ones.

Example 2 Continuing with Φ, suppose that it has a model where i = 0, a[i] = b[i] =
c = 1, d = a[1] = 2, b[1] = 3. We then know that it only makes sense to check
equalities among {a[i], b[i], c} instead of the full set including {d, a, b}. 	
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3.3 Basic Partition Refinement (BPR)

We saw that models play a role dual to validity checks: they indicate what equalities
are not implied. We can take this idea to its fullest extent and develop an algorithm
that splits partitions based on models instead of merging partitions based on validity
checks. If we ensure that every satisfiability check splits at least one class, then this
approach requires at worst only a linear number of solver calls. To start with, we can
check satisfiability of Φ ∧

∨
i>1 t1 
) ti. Any model of the formula must satisfy at least

one disequality. The model also produces a more refined partition: only terms that are
equal in the current model have to be compared for disequality. So suppose P is the
current partition, then we define the formula

SomeDiff :
∨

p∈P, |p|>1, i∈p

∨
j∈p, i=j

ti 
) tj

such that Φ ∧ SomeDiff is satisfiable if and only if some class can be split.

Example 3 Continuing the previous example, we create the predicate SomeDiff : c 
)
a[i] ∨ c 
) b[i] ∨ a 
) b corresponding to the partition {{c, a[i], b[i]}, {d}, {a, b}}. The
formula Φ ∧ SomeDiff is satisfiable where c 
) b[i] is true, c 
)a[i] is false (so c)a[i]),
and a 
) b is true. The next formula Φ ∧ c 
)a[i] is unsatisfiable, so we learn that c)a[i]
is implied. 	

This method only requires a linear number of solver calls. Yet, it is either non-
incremental (the SomeDiff constraint is retracted between each solver call), or it re-
quires quadratic space: it has to create fresh disequality literals between subsequent
calls and has to create new clauses at every call. That is, it is unclear whether the com-
plexity has simply been shifted around, or in other words, if O(N) solver calls which
each receive O(N2) new constraints is an improvement over O(N2) solver calls which
each receive O(N) new constraints. We will now develop algorithms that address time
and space deficiencies of BPR.

3.4 Incremental Partition Refinement (IPR)

The IPR algorithm refines BPR by allowing reuse of literals and clauses between iter-
ations. The algorithm creates a binary heap of propositional variables. The heap has a
leaf for each term, where the proposition is constrained to hold if and only if the term is
not equal to its representative. The proposition of each internal node holds if and only
if one of its children does. The root of this heap is therefore equivalent to SomeDiff .
Example 4 Consider computing the equality

�0

�2

�6 t1 W aŒi ��4

�5
�12 t7 W bŒi �

�11 t6 W aŒi �

�1

�4
�10 t5 W d

�9 t4 W c

�3
�8 t3 W b

�7 t2 W a

partition of terms {a[i]−4, a, b, c, d, a[i], b[i]}
implied, again, by the formula Φ : (a ) b ∧
b[i] ) c) ∨ (a[i]−4 ) d ∧ f(d) ) d+3 ∧
f(d)+1) c). The algorithm starts with the ini-
tial partition P = {{1, . . . , 7}} and initializes
a proposition heap φ of size 12, adding the leaf
and internal node constraints. The tree structure
induced, as well as the associations between
propositions φi and nodes, and between leaves and terms, is shown in the figure. 	
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The heap is used in several ways. The first use we describe is to use the truth values
of the propositions in a model M to determine what partitions to refine.

Example 5 Continued: Φ conjoined with the proposition heap constraints is satisfiable,
and suppose the extracted model M satisfies a[i]−4 ) d, c ) a[i]) b[i], a ) b, c 
) d,
a 
) d and a 
) c. Therefore (assuming for the sake of presentation, that the find routine
returns the element ti of a class with minimal i) M will assign φ6 and φ10 to false and
the other propositions to true. This is because the term associated with φ6, t1 = a[i]−4
was the representative of the single class, and φ10 is associated to t5 = d, which is still
equal to its representative a[i]−4 in M. All other terms are no longer equal to their
existing representative. 	

The heap is only updated along paths where a model M established that candidate
equalities were found to be not implied.

Example 6 Continued: The constraints for the new partition are constructed by updat-
ing the proposition heap using a depth-first traversal starting from the root 0, excluding
sub-trees whose propositions do not hold. Since M(φi) = true for all i except 6, 10,
traversal proceeds from the root 0 to the leaf 7. To update the heap at 7, first the par-
tition is refined to remove(P, 2) by removing the associated term, t2 = a, from its
current class. Then φ7 is overwritten with a fresh proposition, and the updated parti-
tion is used to conjoin φ7 ↔ t2 
) tfind(P,2) for the fresh φ7 to Φ, reestablishing the
leaf constraint. Next, 8, associated with t3 = b, is visited. This proceeds similarly to
the update for 7, except that now, since M satisfies a ) b, the partition is updated to
union(remove(P, 3), 3, 2), removing b from its current class and merging it into the
class of a. The updated partition is again used to extend Φ to reestablish the leaf con-
straint for a fresh φ8. Next, to update the internal node 3, φ3 is overwritten with a fresh
proposition and Φ is extended to reestablish the internal constraint φ3 ↔ (φ7 ∨ φ8)
for the new propositions. Updating the heap proceeds similarly until reaching 10. Since
M(φ10) = false , φ10 and its existing constraints are reused. Updating then proceeds
similarly, refining the partition to P = {{1, 5}, {2, 3}, {4, 6, 7}}. 	

Note how the leaf constraints, where each term is disequal to its representative, mir-
ror an eagerly path-compressed union-find representation of the current partition. This
design is significant since it ensures that leaf propositions for representatives are always
inconsistent (representatives are their own representatives), and hence an equivalence
class representative will never be chosen for removal from its current class. Without this
guarantee, the simple implementation of the nonstandard remove routine described in
Section 2 would not suffice.

Algorithm 1 distills the examples as the IPR algorithm. The binary heap of proposi-
tional variables is represented as an array, which is initialized with fresh propositional
variables on line 3. Line 4 then adds the heap constraints described above to the in-
put formula. Following the approach illustrated by the preceding examples, the update
procedure uses the values of the φi to traverse the part of the binary heap containing
satisfied disequalities, constructing new disequalities for the leaves where the partition
changes, and rebuilding the binary heap of propositions reusing as many subformulas
as possible, so that φ0 is again equivalent to the disjunction of the disequalities be-
tween each term and its current representative. Incrementally updating the partition in
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Algorithm 1: Incremental Partition Refinement (IPR)
Input: formula Φ and set of terms {t1, . . . , tN}
Output: equality partition P of the set {1, . . . , N}

1 P ← {{1, . . . , N}}
2 foreach i = 0 . . . 2N − 2 do
3 φi ← fresh propositional variable

4 Φ← Φ ∧ φ0 ∧
N−2∧
i=0

(φi ↔ (φ2i+1 ∨ φ2i+2)) ∧
N∧
i=1

(φi+N−2 ↔ ti �� tfind(P,i))

5 while Φ is satisfiable do
6 M← interpretation satisfying Φ
7 Q← ∅
8 Procedure update(i) is
9 if M(φi) = true then

10 φi ← fresh propositional variable
11 if i < N − 1 then // i is internal
12 update(2i+ 1)
13 update(2i+ 2)
14 Φ← Φ ∧ (φi ↔ (φ2i+1 ∨ φ2i+2))

15 else // i is a leaf
16 let j = i− (N − 2) // leaf i is associated with term tj
17 let k = find(P, j)
18 assert k �= j
19 P ← remove(P, j)
20 if 〈k,M(tj)〉 /∈ dom Q then
21 Q[〈k,M(tj)〉]← j
22 else
23 let h = Q[〈k,M(tj)〉]
24 P ← union(P, j, h)

25 Φ← Φ ∧ (φi ↔ tj �� tfind(P,j))

26 update(0)
27 Φ← Φ ∧ φ0

28 return P

lines 18–24 uses a temporary map Q from pairs of (representatives of) classes of the
previous partition and values to classes of the updated partition. This map is used to
merge terms in the updated partition that are both in the same class of the previous par-
tition and given the same value by M. This is necessary to avoid the refined P breaking
more equalities than M refuted. Lines 10–25 are executed for each j that should change
class, that is, such that M satisfies tj 
) tfind(P,j). First j is removed from its existing
class. (Note that since M satisfies tj 
) tfind(P,j), j 
= find(P, j), so the remove op-
eration is not problematic.) Then if there is not already another class for terms of j’s
previous class, k, and current value, M(tj), then record j as such a class. Otherwise,
merge j into the existing class h. Therefore, the effect of lines 26–27 is to strictly refine
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P while preserving all equalities that are true in M, and to extend Φ to admit only
models which violate the new P .

Example 7 Continued: The map Q is initially empty, so when node 7, associated with
t2 = a, of the heap is updated, Q is updated with a mapping from 〈1,M(a)〉 to 2
to record that 2 is the new representative for terms currently in the class {{1, . . . , 7}}
that are also equal to a in M. Then, when 8, associated with t3 = b, is updated, since
M satisfies a ) b, Q contains a mapping for 〈1,M(b)〉. So P is updated to merge the
classes of 3 and 2.

Continuing with the second iteration, P = {{1, 5}, {2, 3}, {4, 6, 7}}, and Φ is still
satisfiable. Suppose the new model M still satisfies a[i] ) c, and now satisfies a 
) b,
a[i]−4 
) d and c 
) b[i], as well as d ) b[i]. Therefore M will satisfy φ8, φ10, φ12, as
well as their ancestors, but no others. The updates for 8 and 10 will proceed similarly
to the first iteration described above. The update for 12 is similar, but illustrates the
necessity of keying the map Q on pairs of the current class and value. Note that M
equates t5 = d and t7 = b[i], but t5 and t7 are in distinct classes of P . Therefore
when updating 12, the lookup at line 20 does not find an existing entry, and so does not
merge the classes of 7 and 5. Keying Q on only the term values would result in merging
classes that have already been split. This would violate the property that the partition is
monotonically refined, which is crucial to making only a linear number of solver calls.

Finally at the end of the second iteration, P = {{1}, {2}, {3}, {4, 6}, {5}, {7}}, and
Φ is unsatisfiable. 	

Compared to the BPR algorithm, Algorithm 1 constructs fewer, but still O(N2),
new disequalities. The problem is that terms may change representative many times.
Consider a case where no equalities are implied, and an execution where at iteration
i ∈ 1 . . .N the interpretation satisfies all disequalities tj 
) tfind(P,j) for i < j ≤ N .

Therefore at iteration i, N − i new disequalities will be created, and overall
∑N

i=1 N −
i = 1

2N(N − 1) disequalities are created. We here use problem instances encountered
in practice to justify that this worst-case scenario is unlikely.

Assumption-Based IPR (ABIPR). We also experimented with a slight variation of
IPR that uses assumptions to control the contents of leaf nodes. The variant uses fresh
propositional variables ai and assertions of the form ai → (φi ↔ ti 
) tfind(P,i)). With
these constraints conjoined to Φ, the satisfiability check is replaced with a satisfiability
check subject to also assuming the ai for each leaf. This avoids accumulating asser-
tions and is potentially more incremental. Indeed our experimental evaluation did show
improvements in performance for this alternative over IPR, yet the improvements were
not major for our evaluation suite.

Incrementality via Term Sharing (HIPR). Some solvers ensure maximal sharing of
terms, that is, if a term that occurs in an existing constraint is constructed, the existing
term is reused for the newly constructed one. For such solvers, asserting a constraint that
is, e.g., a disjunction of N disequations where most already occur in existing constraints
is not significantly more expensive than asserting only the new disequations. Native
support for n-ary disjunction is also beneficial in this situation.
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We experimented with a hybrid incremental partition refinement (HIPR) algorithm
that is a hybrid between BPR and IPR. Like BPR, it asserts a disjunction of N dise-
quations at each refinement iteration. The particular disequations are those at the leaves
of IPR’s proposition heap, thereby ensuring that many disequations will be shared with
those from the previous constraints. In this way, much of the benefit of IPR’s incre-
mentality may be realized without the overhead of manipulating the proposition heap.
Indeed, our experimental evaluation indicates that, for our evaluation suite, the over-
head of manipulating the propositions sometimes significantly outweighs the overhead
of repeatedly reconstructing existing disequations.

3.5 Space-Optimized Partition Refinement

We can do even better asymptotically. In the following we outline, omitting lower-level
details, a partition refinement based algorithm that takes O(N) iterations and has an
overhead of O(N logN) fresh sub-terms.

The idea is as follows: Similar to Algorithm 1 we will maintain a binary tree rooted
in φ0 that covers the current disjunction of disequalities. In contrast to that algorithm,
however, we represent each class of a partition as a disjunction chain of the form

t1 
) t2 ∨ t2 
) t3 ∨ · · · ∨ tN−1 
) tN (1)

instead of a disjunction star of the form

t1 
) tj ∨ t2 
) tj ∨ · · · ∨ tN 
) tj

where 1 ≤ j ≤ N is the equivalence class representative.
We maintain a two level binary tree where internal nodes are labeled by literals φi

and constraints of the form φi ↔ (φ2i+1 ∨ φ2i+2).
The lower level summarizes the disjunction of asserted disequalities within a current

class. The upper level summarizes the disjunction of disequalities for classes of size at
least 2. Let us consider the case where one of the classes is refined. So suppose that
Φ is satisfiable with model M and that K out of the N − 1 disequalities are satisfied
by M. The sub-tree that covers the previous class is refined into a tree that covers the
new classes. We claim that we require at most 2 · (logN + K) fresh literals for the
sub-tree. To see this, consider the sequence (1) where K out of the N − 1 literals are
true and the rest are false. If there are more than two contiguous literals that are false,
then two neighbors must be summarized by an internal literal (a literal φi). We will
reuse this summary when rebuilding the tree for the new constraints. The number of
literals it takes to cover a sequence of false literals is therefore at most logN . So we
can build a tree of size logN + K above these together with the K fresh literals in the
leaves. The total number of fresh literals required to cover the new equivalence classes
is therefore 2 · (logN +K) (half for the leaves and half for the internal nodes). We also
have to ensure that the upper and lower-level trees are balanced so that we can update
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at most O(logN) literals from the root to the leaves when updating the partitions. So
consider a set of balanced trees of different heights. We extract an almost balanced tree
by eagerly joining any two trees of the same height until all trees have different heights.
Then create an almost balanced tree out of the remaining trees. �

�
�

�
��

�
��

�
�
��

�
��

�
�
��

�
The maximal depth of the resulting two-level tree is then at most
logN +1. By almost balanced we mean a binary tree (example
on the right) that satisfies the following predicate AB(n), de-
fined recursively over binary trees for nodes n: AB(n) holds
if n is a leaf, or n is balanced, or if n.right is balanced,
height(n.left) < height(n.right) and AB(n.left).

The construction ensures that the number of fresh literals introduced is at most
O(N logN). To justify this, let N0 be the original number of terms. During one it-
eration we introduce Mj new classes. The new classes have sizes a1N, . . . , aMjN ,

where
∑Mj

i=1 ai = 1 and N−1
N ≥ a1 ≥ a2 ≥ · · · ≥ aMj ≥ 1

N , so that a1 is the fraction
in the largest class. Thus, K is proportional to (1− a1)N ; the contribution logN from
the false literals is dominated by N . The cost of partitioning a class with N (N ≤ N0)
terms is bounded by

T (N,N0) ≤ O(Mj logN0) + O((1 − a1)N) +
∑Mj

i=1 T (aiN,N0), N > 1

where T (1, N0) = O(1), O(Mj logN0) is the cost of updating the upper layer tree,
O((1 − a1)N) is the number of literals introduced for updating the lower level tree
for the current class, and T (aiN,N0) is the number of fresh literals used for further
refining the new classes. Since there can be at most N classes, we have

∑
j Mj ≤ N .

We claim that the recurrence T (N,N0) is bounded by O(N logN0), so T (N0, N0) is
bounded by O(N logN). To verify this, first separate the contribution O(Mj logN0)
from T . The contribution expands into a sum

∑
j O(Mj logN0), which by the bound

on
∑

j Mj , is O(N logN0). Thus,

T (N,N0) ≤ O(N logN0)+T ′(N), where T ′(N) ≤ O((1−a1)N)+
∑Mj

i=1 T ′(aiN).

We can over-approximate the cost
∑Mj

i=2 T ′(aiN) by T ′((1− a1)N) (as the cost of the
latter includes splitting a class of size (1 − a1)N into smaller classes), so the bound to
analyze is: T ′(N) ≤ O((1−a1)N)+T ′(a1N)+T ′((1−a1)N). The upper bound for
the size contribution a1 of the largest class decreases in each unfolding because M−1

M <
N−1
N for M < N , so we will just assume that it remains fixed at a1. Thus, the depth of

unfolding T ′ is bounded by − logN/ log a1, and the contribution of O((1 − a1)N) in
each level adds up to (1− a1), so the overall cost is the product O(N logN).

Space-Optimized Partition Refinement via Term Sharing (HSOPR). Similar to
the hybrid algorithm between BPR and IPR, we experimented with an algorithm that
asserts a disjunction of N disequations at each refinement iteration, but uses chains
rather than stars of disequations following (1). This yields an algorithm with O(N2)
space complexity as there are O(N) iterations, each of which creates a disjunction of
size N . However, at most O(N logN) of the disequalities are fresh, resulting in a high
degree of incrementality.
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4 Practicalities

There are several important details that are significant in an implementation of these
algorithms. We will describe the most prolific ones here that we encountered in the
context of Z3. We believe these are generic issues.

Canonicity. The model-based algorithms all rely on a solver providing models with
the ability to evaluate terms. The requirement is that if two terms t1, t2 are the same
under an interpretation, then the evaluation under a model M is the same: M(t1) =
M(t2). We say that the interpretations are canonizing for a sort. Z3 produces canoniz-
ing interpretations for sorts Booleans, bit-vectors, integers, reals (for linear constraints),
and algebraic data types that use sorts with canonizing interpretations. An example al-
gebraic data type that is canonizing is the sort of finite lists of integers. Another example
is finite lists of finite lists of integers. Terms of sort finite lists over arrays are on the
other hand not canonizing. The implementation falls back to a version of basic partition
merging for terms of non-canonizing sorts.

Array Values. Z3 does not produce canonizing interpretations for arrays. So if we
are given terms t1, t2, t3 whose sorts are (one-dimensional) arrays, Z3’s evaluation of
these terms under M does not produce canonical values. There is a simple trick, how-
ever, that takes care of arrays in many cases: Due to extensional equality of arrays,
the equality partition for {t1, t2, t3} under Φ is the same as the equality partition for
{t1[i], t2[i], t3[i]} under Φ, where i is a fresh index variable.

Pre-partitioning Based on Sorts. SLAYER queries for partitions of several sorts
of terms at the same time. We found that the merging-based algorithms benefited sig-
nificantly from pre-partitioning the terms by sort. It was particularly important to dis-
tinguish terms in the image of the translation of array terms above from those that
genuinely have the same sort as the range of the array. In such cases, not distinguishing
by sorts leads to logically more difficult problems. The implementations of the refine-
ment algorithms include an optimization where the initial partition is not taken to be
the coarsest one, but is computed from the model generated by the first satisfiability
check. This first model will yield an initial partition which distinguishes all terms of
distinct sorts, except those produced by the array translation, which the implementation
explicitly separates from the others.

Knowing the Terms. Z3 can provide an evaluator given a model M |= Φ that
evaluates subterms in Φ. To force all terms t1, . . . , tN to be in Φ, we initialize Φ to
Φ ∧ K(t1) ∧ · · · ∧ K(tN), where K is a fresh predicate (Known).

Diversity. All algorithms that rely on models require fewer iterations if the models
are as diverse as possible. For example, if Φ is consistent with all t1, . . . , tN evaluating
to different values, we are done in a single iteration. But Z3 is not required to produce
diverse models. In the case of algebraic data types Z3 searches for models by building
small instances. So for lists, Z3 always attempts to set a term to nil (the empty list). For
arithmetic, Z3 supports a configuration,arith.random_initial_value=true,
for shaking up initial values. Otherwise values of variables default to 0.



Computing All Implied Equalities via SMT-Based Partition Refinement 179

5 Empirical Evaluation

We used SLAYER running on device driver benchmarks to evaluate the algorithms.
Statistics were gathered as SLAYER was running, to accurately reflect the actual mode
of usage, which is through Z3’s incremental programmatic interface. No individual im-
plied equalities queries exhausted time or memory resources, although there are fewer
queries for some algorithms in cases where the client analyzer exhausted resources.
SMT-LIB2 benchmark files for most queries were generated during separate runs and
are available online.1 The companion technical report [1] contains many more details.

Figs. 1–6 each compare two algorithms. Results are reported only for the instances
where the formula is satisfiable, all the algorithms behave equivalently with inconsis-
tent formulas and so those points only add clutter. The right y-axis and top x-axis are
the run times for the two algorithms. Times are reported in seconds, where query times
measured below 50ms have been reported as 50ms since such instances are uninterest-
ingly easy and accurately measuring such short times is problematic. Instances that are
quickly solved by only one algorithm appear on an axis. A solid y = x line is shown,
as well as dotted lines indicating speedup and slowdown factors of 10x, 100x, and so
on. Each plot includes a solid trend line that has been fit to the data, for what it is worth
given the very high degree of variation and delicacy of nonlinear fitting. Each plot also
includes two lines from upper-left to lower-right, associated with the left y-axis and
bottom x-axis. The solid line indicates the number of instances where the algorithm
on the right y-axis was faster than the algorithm on the top x-axis by at least the left
y-coordinate seconds, and vice versa for the dashed line. The key reports the area under
these curves, representing the cumulative speedups.

Fig. 1 compares the run times of the naïve Basic Partition Merging and semi-naïve
Model-based Partition Merging algorithms. The conclusion is extremely clear-cut: de-
spite the fact that the algorithms have the same theoretical complexity, in virtually all
cases the model-based algorithm shows 10–5000x speedups.

Fig. 2 compares the run times of the MPM and new Incremental Partition Refinement
algorithms. Here the results are still very clear-cut, though not as dramatic as with the
comparison to the most basic algorithm. There is a scattering of, generally easier, in-
stances where MPM outperforms IPR, but the bulk of the harder instances see between
10–100x speedups with IPR.

The assumption-based algorithm, ABIPR, does not offer dramatic benefits over IPR.
Fig. 3 shows that while ABIPR is slightly faster overall, and is trending to scale slightly
better on the harder instances, there are many instances on which IPR is faster. Fig. 4
compares BPR to ABIPR, showing that for our evaluation suite manipulating the propo-
sition heap results in a significant overhead. ABIPR is faster on the easier instances, but
BPR has larger speedups. So while on our benchmark suite the overall time spent by
BPR is slightly higher than ABIPR, there is a slight trend toward BPR scaling better.

Fig. 5 compares HIPR versus BPR, showing that the hybrid incremental algorithm is
overall somewhat faster than the basic version.

1 http://research.microsoft.com/en-us/um/cambridge/projects/
slayer/gie_benchmarks.tgz

http://research.microsoft.com/en-us/um/cambridge/projects/slayer/gie_benchmarks.tgz
http://research.microsoft.com/en-us/um/cambridge/projects/slayer/gie_benchmarks.tgz
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Fig. 6 shows that the HSOPR algorithm based on the O(N logN)-space algorithm
has some overhead relative to HIPR leading to slower performance on the easier in-
stances, but scales better on the harder instances.

To provide an overall picture of all the algorithms discussed, Fig. 7 shows the number
of instances solved within a given run time. From this we see that:

– BPM is much slower than the others.
– MPM is much faster than BPM but still significantly slower than the others.
– HIPR is fastest on easy instances, but is overtaken by HSOPR as it scales better.
– BPR and HSOPR are slower on easier instances, but scale better than IPR and

ABIPR, eventually overtaking them.
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The implementations of BPR and HSOPR are similar. They require a little more work
outside of the SMT solver than the IPR, ABIPR and especially HIPR.

Fig. 8 compares the overall SLAYER analysis run times using each algorithm rela-
tive to using MPM. The results show that, while computing implied equalities is only
one sub-algorithm, improving it still yields considerable speedups of 10–100x or more
over BPM and an additional 2x over MPM. SLAYER hardly works with BPM, comput-
ing implied equalities is the bottleneck. With MPM, computing implied equalities is no
longer the only bottleneck, but a significant speedup is still achieved by the refinement-
based algorithms. The differences between the various refinement-based algorithms are
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not as apparent on full analysis runs, though HIPR is most often fastest, and ABIPR
and IPR have some notable wins on hard instances.

In summary, the model-based algorithms dramatically outperform BPM. Among the
model-based algorithms, partition refinement is clearly superior to the partition merging
done by MPM. Between the partition refinement algorithms, relying on sub-formula
sharing to achieve incrementality is at least as effective as using the proposition heap.
And finally, the additional reuse enabled by following the O(N logN)-space algorithm
results in noticeably-better scaling.

6 Conclusions

Prompted by benchmarks from an application in program analysis, we developed ef-
ficient algorithms for inferring implied equalities. It generalizes congruence closure
along two dimensions: from conjunctions of equations to general Boolean formulas,
and from the free theory of uninterpreted functions to the variety of theories the em-
ployed solver supports. To our knowledge, only initial basic algorithms had been pre-
viously proposed. The overall result is a drastic reduction in solver calls over simple
algorithms. An empirical evaluation using non-synthetic, but single-source and gen-
erally short-running, benchmarks shows speedups exceeding 10–100x over the im-
plementation of Model-based Partition Merging previously available in Z3, which is
already almost never less than 10x, and up to 5000x, faster than the basic algorithm.
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Abstract. AProVE is a system for automatic termination and complex-
ity proofs of Java, C, Haskell, Prolog, and term rewrite systems (TRSs).
To analyze programs in high-level languages, AProVE automatically con-
verts them to TRSs. Then, a wide range of techniques is employed to
prove termination and to infer complexity bounds for the resulting TRSs.
The generated proofs can be exported to check their correctness using au-
tomatic certifiers. For use in software construction, we present an AProVE
plug-in for the popular Eclipse software development environment.

1 Introduction

AProVE (Automated Program Verification Environment) is a tool for automatic
termination and complexity analysis. While previous versions (described in [19,
20]) only analyzed termination of term rewriting, the new version of AProVE also
analyzes termination of Java, C, Haskell, and Prolog programs. Moreover, it also
features techniques for automatic complexity analysis and permits the certifica-
tion of automatically generated termination proofs. To analyze programs,AProVE
uses an approach based on symbolic execution and abstraction [11] to transform
the input program into a symbolic execution graph1 that represents all possible
computations of the input program. Language-specific features (such as sharing
effects of heap operations in Java, pointer arithmetic and memory safety in C,
higher-order functions and lazy evaluation in Haskell, or extra-logical predicates
in Prolog) are handled when generating this graph. Thus, the exact definition of
the graph depends on the considered programming language. For termination or
complexity analysis, the graph is transformed into a TRS. The success of AProVE
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at the annual international Termination Competition demonstrates that our
rewriting-based approach is well suited for termination analysis of real-world
programming languages.2 A graphical overview of our approach is

Java

C

Haskell

Prolog

Symbolic
Execution
Graph

TRS
Termination

Complexity

Non-Termination︸ ︷︷ ︸
Front-End

︸ ︷︷ ︸
Back-End

displayed on the side.3

Technical details on the
techniques for transform-
ing programs to TRSs and
for analyzing TRSs can be
found in [5–9, 15–18, 21–23, 27, 28, 30]. In the current paper, we focus on their
implementation in AProVE, which we now made available as a plug-in for the
popular Eclipse software development environment [13]. In this way, AProVE can
already be applied during program construction (e.g., by analyzing termination
of single Java methods for user-specified classes of inputs). In addition to the
full version of AProVE, we also made AProVE’s front-ends for the different pro-
gramming languages available as separate programs. Thus, they can be coupled
with other external tools that operate on TRSs, integer transition systems, or
symbolic execution graphs. These external tools can then be used as alternative
back-ends. Finally, AProVE can also be accessed directly via a web interface [2].

We describe the use of AProVE for the different programming languages and
TRSs in Sect. 2. To increase the reliability of the generated proofs, AProVE
supports their certification, cf. Sect. 3. We end with a short conclusion in Sect. 4.

2 AProVE and Its Graphical User Interface in Eclipse

AProVE and its graphical user interface are available as an Eclipse plug-in at
[2] under “Download”. After the initial installation, “Check for Updates” in the
“Help” menu of Eclipse also checks for updates of AProVE. As Eclipse and AProVE
are written in Java, they can be used on most operating systems.

2.1 Analyzing Programming Languages

The screenshot on the next page shows the main features of our AProVE plug-
in. Here, AProVE is applied on a Java (resp. Java Bytecode (JBC)) program in
the file List.jar and tries to prove termination of the main method of the class
List, which in turn calls the method contains. (The source code is shown in the
editor window (B).) Files in an Eclipse project can be analyzed by right-clicking
on the file in Eclipse’s Project Explorer (A) and selecting “Launch AProVE”.4

When AProVE is launched, the proof (progress) can be inspected in the Proof
Tree View (C). Here, problems (e.g., programs, symbolic execution graphs, TRSs,
. . . ) alternate with proof steps that modify problems, where “⇐” indicates sound

2 See http://www.termination-portal.org/wiki/Termination_Competition
3 While termination can be analyzed for Java, C, Haskell, Prolog, and TRSs, the current
version of AProVE analyzes complexity only for Prolog and TRSs.

4 An initial “ExampleProject” with several examples in different programming lan-
guages can be created by clicking on the “AProVE” entry in Eclipse’s menu bar.

http://www.termination-portal.org/wiki/Termination_Competition
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A
B

C

E

D

and “⇔” indicates sound and complete steps. This information is used to propa-
gate information from child nodes to the parent node. A green (resp. red) bullet
in front of a problem means that termination of the problem is proved (resp. dis-
proved) and a yellow bullet denotes an unsuccessful (or unfinished) proof. Since
the root of the proof tree is always the input problem, the color of its bullet
indicates whether AProVE could show its termination resp. non-termination.

To handle Java-specific features, AProVE first constructs a symbolic execution
graph (D) from the program [5–7, 28]. From the cycles of this graph, TRSs are
created whose termination implies termination of the original program.5 Double-
clicking on a problem or proof step in the proof tree shows detailed information
about them. For example, the symbolic execution graph can be inspected by
double-clicking on the node JBCTerminationGraph and selecting the Graph tab in
the Problem View (D). This graph can be navigated with the mouse, allowing to
zoom in on specific nodes or edges. Similarly, one of the generated TRSs is shown
in the Problem View (E). For non-termination proofs [6], witness executions are
provided in the Problem View. In contrast to termination proofs, these analyses
are performed directly on the symbolic execution graph.

The buttons in the upper right part of the Proof Tree View (C) interact with
AProVE (e.g., aborts the analysis). When AProVE is launched, the termination
proof is attempted with a time-out of 60 seconds. If it is aborted, one can right-
click on a node in the proof tree and by selecting “Run”, one can continue the
proof at this node (here, one may also specify a new time-out).

For Java programs, there are two options to specify which parts of the program
are analyzed. AProVE can be launched on a jar (Java archive) file, and then tries

5 These TRSs are represented as dependency pair problems [21] (“QDP” in (C)).
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to prove termination of the main method of the archive’s “main class”.6 Alter-
natively, to use AProVE during software development, single Java methods can
be analyzed. Eclipse’s Outline View (reachable via “Window” and “Show View”)
shows the methods of a class opened by a double-click in Eclipse’s Project Ex-
plorer. An initial “JavaProject” with a class List can be created via the “AProVE”
entry in Eclipse’s menu bar. Right-clicking on a method in the Outline View
and choosing “Launch AProVE” leads to the
configuration dialog on the side. It can be
used to specify the sharing and shape of the
method’s input values. Each argument can
be tree-shaped, DAG-shaped, or arbitrary
(i.e., possibly cyclic) [7]. Furthermore, one
can specify which arguments may be shar-
ing. Similarly, one can provide assumptions
about the contents of static fields. There
are also two short-cut buttons which lead
to the best- and the worst-case assumption.
Moreover, under “AProVE options”, one can
adjust the desired time-out for the termina-
tion proof and under “Problem selection”,
one has the option to replace AProVE’s de-
fault strategy with alternative user-defined
strategies (a general change of AProVE’s
strategy is possible via the “AProVE” en-
try in Eclipse’s main menu).

C [30], Haskell [22], and Prolog [23] are
handled similarly. The function, start terms, or queries to be analyzed can
be specified in the input file (as in the Termination Competition). Other-
wise the user is prompted when the analysis starts. For Prolog, AProVE can also
infer asymptotic upper bounds on the number of evaluation steps (i.e., unifica-
tion attempts) and prove determinacy (i.e., that there is at most one solution).

All our programming language front-ends first construct symbolic execution
graphs, which are then used to extract the information relevant for termination
as a TRS. Thus, analyzing implementations of the same algorithm in different
languages leads to very similar TRSs, as AProVE identifies that the reason for
termination is always the same. For example, implementations of a contains al-
gorithm in different languages all terminate for the same reason on (finite acyclic)
lists, since the length of the list decreases in each recursive call or iteration.

6 See http://www.termination-portal.org/wiki/Java_Bytecode for the conven-
tions of the Termination Competition, which also specify certain restrictions on the
Java programs. In particular, similar to many other termination provers, AProVE
treats built-in data types like int in Java as unbounded integers Z. Thus, a termi-
nation proof is only valid under the assumption that no overflows occur.

http://www.termination-portal.org/wiki/Java_Bytecode
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2.2 Analyzing Term Rewrite Systems

To prove termination of TRSs, AProVE implements a combination of numerous
techniques within the dependency pair framework [21]. To deal with the pre-
defined type of integers in programming languages, AProVE also handles TRSs
with built-in integers, using extensions of the dependency pair framework pro-
posed in [16, 18]. To solve the arising search problems (e.g., for well-founded
orders), AProVE relies on SAT- and SMT-based techniques like [1, 9, 17, 29]. As
SAT solvers, AProVE uses SAT4J [24] and MiniSAT [14]. Like AProVE, SAT4J is
implemented in Java and hence, AProVE calls it for small SAT instances, where
it is very efficient. MiniSAT is used on larger SAT instances, but as it is invoked
as an external process, it leads to a small overhead. As SMT solvers, AProVE
uses Yices [12] and Z3 [25]. Non-termination of TRSs is detected by suitable
adaptions of narrowing [15].

For complexity analysis,
AProVE infers runtime comple-
xity of innermost rewriting.
Runtime complexity means
that one only considers ini-
tial terms f(t1, . . . , tm) where
t1, . . . , tm represent data (thus,
they are already in normal
form). This corresponds to the
setting in program analysis.
Similarly, the analysis of innermost rewriting is motivated by the fact that the
transformations from Sect. 2.1 yield TRSs where it suffices to consider innermost
rewriting in the back-end. (Polynomial) upper bounds on the runtime complex-
ity are inferred by an adaption of dependency pairs for complexity analysis [27].
To solve the resulting search problems, AProVE re-uses the techniques from ter-
mination analysis to generate suitable well-founded orders. As shown in the
screenshot, AProVE easily infers that the above TRS has linear asymptotic com-
plexity. More precisely, the at the root node of the proof tree means that
initial terms f(t1, . . . , tm) of size n only have evaluations of length O(n).7

3 Partial Certification of Generated Proofs

Like any large software product, AProVE had (and very likely still has) bugs.
To allow verification of its results, it can export generated termination proofs as
machine-readable CPF (Certification Problem Format)8 files by clicking on the

button of the Proof Tree View. Independent certifiers can then check the valid-
ity of all proof steps. Examples for such certifiers are CeTA [31], CiME/Coccinelle

7 Moreover, proof steps also result in complexities (e.g., or ). More precisely, in each
proof step, a problem P is transformed into a new problem P ′ and a complexity c.
Then the complexity of P is bounded by the maximum of P ′’s complexity and of c.

8 See http://cl-informatik.uibk.ac.at/software/cpf/

http://cl-informatik.uibk.ac.at/software/cpf/


Proving Termination of Programs Automatically with AProVE 189

[10], and CoLoR/Rainbow [4]. Their correctness has been formally proved using
Isabelle/HOL [26] or Coq [3]. To certify a proof in AProVE’s GUI, one can also

call CeTA directly using the button of the Proof Tree View.
Some proof techniques (like the transformation of programming languages to

TRSs in AProVE) are not yet formalized in CPF. Until now, proofs with such
steps could not be certified at all. As a solution, we extended CPF by an additio-
nal element unknownProof for proof steps which are not supported by CPF. In the
certification, unknownProof is treated as an axiom of the form P0 ←− P1∧. . .∧Pn.
This allows to prove P1, . . . , Pn instead of the desired property P0. Each Pi

can be an arbitrary property such as (non-)termination of some TRS, and Pi’s
subproof can be checked by the certifier again. In this way, it is possible to certify
large parts of every termination proof generated by AProVE. For example, now
90% of AProVE’s proof steps for termination analysis of the 4367 TRSs in the
termination problem data base (TPDB)9 can be certified by CeTA.

Moreover, we added a new CPF element unknownInput for properties that can-
not be expressed in CPF, like termination of a Java program. The only applicable
proof step to such a property is unknownProof. Using unknownInput, CPF files
for every proof can be generated. Now the program transformations in AProVE’s
front-end correspond to unknown proof steps on unknown inputs, but the rea-
soning in AProVE’s back-end can still be checked by a certifier (i.e., proof steps
can transform unknownInput into objects that are expressible in CPF).

Due to this new partial certification, three bugs of AProVE have been revealed
(and fixed) which could be exploited to prove termination of a non-terminating
TRS. These bugs had not been discovered before by certification, as the errors
occurred when analyzing TRSs resulting from logic programs. If one is only
interested in completely certified proofs, the “AProVE” entry in Eclipse’s main
menu allows to change AProVE’s default strategy to a “certifiable” strategy which
tries to use proof techniques that can be exported to CPF whenever possible.

4 Conclusion

We presented a new version of AProVE to analyze termination of TRSs and pro-
grams for four languages from prevailing programming paradigms. Moreover,
AProVE analyzes the runtime complexity of Prolog programs and TRSs. We are
currently working on extending AProVE’s complexity analysis to Java as well [8].

AProVE’s power is demonstrated by its performance in the annual Termina-
tion Competition, where it won almost all categories related to termination of Ja-
va, Haskell, Prolog, and to termination or innermost runtime complexity of TRSs.
Moreover, AProVE participated very successfully in the SV-COMP competi-
tion10 at TACAS which featured a category for termination of C programs for
the first time in 2014. AProVE’s automatically generated termination proofs can
be exported to (partially) check them by automatic certifiers. Our tool is avail-
able as a plug-in of the well-known Eclipse software development environment.

9 The TPDB is the collection of examples used in the annual Termination Competition.
10 See http://sv-comp.sosy-lab.org/2014/

http://sv-comp.sosy-lab.org/2014/
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Moreover, the front-ends of AProVE for the different programming languages are
also available separately in order to couple them with alternative back-ends. To
download AProVE or to access it via a web interface, we refer to [2].
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3. Bertot, Y., Castéran, P.: Coq’Art. Springer (2004)

4. Blanqui, F., Koprowski, A.: CoLoR: A Coq library on well-founded rewrite rela-
tions and its application to the automated verification of termination certificates.
Mathematical Structures in Computer Science 4, 827–859 (2011)

5. Brockschmidt, M., Otto, C., Giesl, J.: Modular termination proofs of recursive
Java Bytecode programs by term rewriting. In: Schmidt-Schauß, M. (ed.) RTA
2011. LIPIcs, vol. 10, pp. 155–170. Dagstuhl Publishing (2011)
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Abstract. In this paper, we build upon our previous work in which
we used constrained clauses in order to finitely represent infinite sets of
clauses and proved that constrained axiomatizations are local if they are
saturated under a version of resolution. We extend this result by identi-
fying situations in which locality of saturated axiomatizations is main-
tained if we enrich the base theory by introducing new predicates (often
reachability predicates) instead of using constraints for these properties.

1 Introduction

Many problems in computer science (e.g. in verification) can be reduced to check-
ing the satisfiability of conjunctions of literals with respect to a theory. For ef-
ficient and accurate reasoning it is essential to reduce the search space without
losing completeness and to make modular or hierarchical reasoning possible. In
[13], we introduced the class of local theory extensions for which (i) complete
instantiation schemes exist, and (ii) hierarchical and modular reasoning is pos-
sible. Locality is a property of an axiomatization of a theory; therefore it is very
important to recognize locality of a set of clauses, and to obtain local axiomati-
zations by transforming non-local sets of clauses into local ones. In [2, 3], a link
between (order)-locality and saturation under ordered (hyper)resolution is pre-
sented; this allows us to obtain, by saturation, local axiomatizations for a theory
from non-local ones. Sometimes, however, the saturation process may not termi-
nate. In [6] we showed that in order to obtain finite representations of possibly
infinite sets of clauses we can use constrained clauses; we used a sound and com-
plete ordered resolution and superposition calculus for constrained clauses and
established a link between saturation in our calculus and order locality.

In spite of their advantages, axiomatizations using constrained clauses are
difficult to export to standard first-order provers. In this paper we show that we
can avoid using constrained clauses if we introduce new relations which encode
the constraints. Our main contributions can be described as follows:

– We analyze possibilities of changing local sets of constrained clauses into
local sets of clauses, by encoding the constraints using additional predicates.

– We identify situations in which the properties of the new predicates (which
include reachability) can be encoded using first-order logic.

– We then identify situations in which locality results for the constrained clause
set can be transferred to the new presentation defined this way.

S. Demri, D. Kapur, and C. Weidenbach (Eds.): IJCAR 2014, LNAI 8562, pp. 192–207, 2014.
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Structure of the paper. The paper is structured as follows: In Sect. 2 we introduce
the terminology we use and present the relevant results on local theory exten-
sions. In Sect. 3 we identify a class of constrained clauses for which instantiation
can be effectively computed. In Sect. 4 we analyze possibilities of changing local
sets of constrained clauses into local sets of clauses, by encoding the constraints
using additional predicates. In Sect. 5 we identify extensions of theories of abso-
lutely free constructors for which locality is preserved after this transformation.
Sect. 6 contains an overview of possible applications and further work.

2 Preliminaries

In this section we introduce the terminology and main results used in the paper.

2.1 General Definitions

We build on the notions of [1, 7] and shortly recall here the most important
concepts concerning terms and orderings and the specific extensions (concerning
constrained clauses) needed in this article. For simplicity, we restrict to single-
sorted signatures (the many-sorted case works similarly).

Terms and Clauses. Let Π = (Σ,Pred) be a signature consisting of a set Σ
of function symbols of fixed arity and a set Pred of predicate symbols of fixed
arity, and let X be a countably infinite set of variables such that X and Σ are
disjoint. Terms s, t, equations s≈t, atoms P (%t), atoms, literals, clauses and Horn
clauses are defined as usual. We denote by TΣ(X) the set of all terms over Σ
and X and by TΣ the set of all ground terms over Σ. To improve readability,
term tuples (t1, . . . , tn) will often be denoted by %t.

Substitution Expressions. A substitution σ is a map from a finite set X ′ ⊆ X
of variables to TΣ(X). The application of σ to a term t or a term tuple %t is
denoted by tσ or %tσ, respectively. Substitution expressions are built over substi-
tutions and constructors ◦ (composition), | (disjunction), and ∗ (loop) of arity
2, 2 and 1, respectively. Substitution expressions are denoted as σ̄, τ̄ . We will
often write σ̄ ◦ τ̄ as σ̄τ̄ and σ̄σ̄∗ as σ̄+. The domain dom(σ̄) and the variable
range VRan(σ̄) of a substitution expression are defined as follows: For a sub-
stitution σ : {x1, . . . , xn} → TΣ(X), we define dom(σ) = {x1, . . . , xn} and
VRan(σ) = vars(x1σ, . . . , xnσ). For complex substitution expressions, we have
dom(σ̄ ◦ τ̄ ) = dom(σ̄) VRan(σ̄ ◦ τ̄) = VRan(τ̄ )
dom(σ̄1|σ̄2) = dom(σ̄1) ∪ dom(σ̄2) VRan(σ̄1|σ̄2) = VRan(σ̄1) ∩ VRan(σ̄2)

dom(σ̄∗) = dom(σ̄) VRan(σ̄∗) = dom(σ̄) ∪VRan(σ̄)
These notions are only intuitive for well-formed expressions: A substitution ex-
pression σ̄ is well-formed, if (i) for each subexpression τ̄1 ◦ τ̄2 of σ̄, VRan(τ̄1) =
dom(τ̄2), (ii) for each subexpression τ̄1|τ̄2, dom(τ̄1) = dom(τ̄2) and VRan(τ̄1) =
VRan(τ̄2), and (iii) for each subexpression τ̄∗, VRan(τ̄ ) = dom(τ̄ ).

Constrained Clauses. A constrained clause α ‖C consists of a clause C and a
regular constraint α of the form (x1≈y1, . . . , xn≈yn)σ̄, also written as (%x≈%y)σ̄,
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such that xi, yi are variables and σ̄ is a well-formed substitution expression
with domain {x1, y1, . . . , xn, yn}. If a regular constraint α does not contain any
equations, we call α ‖C unconstrained and identify it with its clausal part C.
If α = (%x≈%y)τ̄ is a regular constraint, then ασ is defined as (%x≈%y)τ̄σ′, where
σ′ : VRan(τ̄ ) → TΣ(X) maps z to zσ if z ∈ dom(σ) and to z otherwise. The
application (α ‖C)σ of a substitution to a constrained clause is then defined as
ασ ‖Cσ. The set of ground instances of a constrained clause α ‖C consists of all
ground clauses Cσ for which ασ is a satisfiable ground constraint. This means
that regular constraints are interpreted syntactically. To improve readability of
constraints, we sometimes use straightforward expansions of the substitution ex-
pressions. For example, (x≈y){x +→ x, y +→ s(y)}∗ might be written as x≈s∗(y).

Denotations and Models of Constrained Clauses. We define the denota-
tion [[σ̄]] of a substitution expression σ̄ inductively as follows:

[[σ]] = {σ} [[σ̄τ̄ ]] = {στ | σ ∈ [[σ̄]], τ ∈ [[τ̄ ]]}
[[σ̄1|σ̄2]] = [[σ̄1]] ∪ [[σ̄2]] [[σ̄∗]] =

⋃
n≥0[[σ̄

n]]

Here σ̄0 denotes the identity substitution on dom σ̄ and σ̄n+1 = σ̄ ◦ σ̄n.
The semantics of the application of substitution expressions to terms and

clauses and the semantics of constrained clause sets are defined just as one
would expect by identifying a substitution expression with its denotation and by
identifying a constrained clause (%x≈%y)σ̄ ‖C with the (potentially infinite) clause
set {%xσ≈%yσ → C | σ ∈ [[σ̄]]}. Models and satisfiability of constrained clause sets
are then defined straightforwardly using this set (cf. [7] for details).

Orderings. A (strict partial) ordering ≺ on a set S is a transitive and irreflexive
binary relation on S. It is total if s ≺ t or t ≺ s whenever s 
= t. It is well-
founded if there is no infinite descending chain s1 * s2 * . . . of elements of S.
A well-founded ordering ≺ on TΣ(X) is a reduction ordering if t ≺ t′ implies
u[tσ] ≺ u[t′σ] for all t, t′, u ∈ TΣ(X) and all substitutions σ.

Let ≺T be an ordering on TΣ(X) and let ≺ be an ordering on atoms over
TΣ(X). Then ≺ is compatible with ≺T if A1 ≺ A2 whenever every term in A1

is strictly bounded by a term in A2, i.e. if for each term t1 in A1 there is a
term t2 in A2 such that t1 ≺T t2. Any ordering ≺ on atoms can be extended to
clauses in a standard way (by setting ¬A * A for all atoms A and taking the
multiset extension of ≺). Let ≺T be a term ordering and ≺ be an atom ordering.
A ground clause is reductive (w.r.t. ≺T and ≺) if all of its ≺T-maximal terms
appear in the ≺-maximal atoms. A constrained clause is reductive (w.r.t. ≺T

and ≺) if all its ground instances are reductive (cf. [3]).

Inferences. A (clausal) inference rule is a relation on (constrained) clauses. Its
elements are called inferences and written as

C1 . . . Ck

C
resp.

α1 ‖C1 . . . αk ‖Ck

α ‖C
.

The clauses C1, . . . , Ck (resp. the constrained clauses α1 ‖C1, . . . , αk ‖Ck) are
called the premises and C (α ‖C) the conclusion of the inference. An inference
system is a set of inference rules. In what follows we will use the standard
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inference rules for ordered resolution and hyperresolution (with selection) (cf.
e.g. [1]), as well extensions to constrained clauses (cf. [7]).

Redundancy. Let N be a set of clauses. A ground clause C is redundant w.r.t.
N (and ≺) if it is entailed by ground instances of N which are smaller than
C w.r.t. ≺. A constrained clause is redundant w.r.t. a constrained clause set N
(and ≺) if all of its ground instances are redundant. An inference is redundant
w.r.t. N if its conclusion is redundant w.r.t. N or if a premise C is redundant
w.r.t. N \ {C}. A constrained clause set N is saturated (w.r.t. a given inference
system) if each inference with premises in N is redundant w.r.t. N .

2.2 Local Theories and Theory Extensions

Local Theories. The notion of local set of Horn clauses (or local Horn theory)
was introduced by Givan and McAllester in [5] A local set of Horn clauses is a
set of Horn clauses K such that, for any ground Horn clause C, K |= C only if
already K[C] |= C (where K[C] is the set of instances of K in which all terms are
subterms of ground terms in either K or C). Since the size of K[G] is polynomial
in the size of G for a fixed K and satisfiability of sets of ground Horn clauses
can be checked in linear time, the validity of ground Horn clauses w.r.t. local
Horn theories can be checked in polynomial time. In [2, 3], Basin and Ganzinger
defined order locality. Given a term ordering ≺, we say that a set K of clauses
entails a ground clause C bounded by ≺ (notation: K |=� C), iff there is a proof
of K |= C from those ground instances of clauses in K in which (under .) each
term is smaller than or equal to some term in C. A set of clauses K is local with
respect to ≺ if whenever K |= C for a ground clause C, then K |=� C.

Local Theory Extensions. In [13] the notion of locality for Horn clauses is
extended to the notion of local extension of a base theory.

Let T0 be an arbitrary theory with signature Π0 = (Σ0,Pred), where the set
of function symbols is Σ0. Let Π = (Σ0 ∪ Σ,Pred) ⊇ Π0 be an extension by
a non-empty set Σ of new function symbols and let K be a set of (implicitly
universally closed) clauses in the extended signature. We will denote by Πc the
extension of Π with a fixed countable set of fresh constants. In what follows, we
assume that all ground clauses we refer to contain symbols in Πc. We say that
an extension T0 ∪ K of T0 is local if it satisfies the following condition1:

(Loc) For every set G of ground clauses in Πc it holds that
T0 ∪ K ∪G |= ⊥ if and only if T0 ∪K[G] ∪G |= ⊥

where K[G] consists of those instances of K in which the terms starting with
extension functions are in the set est(K, G) of extension ground terms (i.e. terms
starting with a function in Σ) which already occur in G or K. (Note that the
variables in clauses in K which do not occur below extension functions will not
be instantiated in K[G].) The notion of local theory extension generalizes the
notion of local theories. In [9, 10] we generalized condition (Loc) by considering

1 It is easy to check that the formulation we give here and that in [13] are equivalent.
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operators on sets of ground terms. This allows us to be more flexible w.r.t. the
instances needed. Let Ψ be a map associating with every set T of ground terms
a set Ψ(T ) of ground terms. For any set G of (augmented) ground Πc-clauses we
write K[ΨK(G)] for K[Ψ(est(K, G))] (the set consists of those instances of K in
which the terms starting with extension functions are in Ψ(est(K, G))). We can

define a version of locality (LocΨ ) in which the set of terms used in the instances
of the axioms is described using the map Ψ .

(Loc
Ψ
) For every set G of ground clauses in Πc it holds that

T0 ∪ K ∪ G |= ⊥ if and only if T0 ∪ K[ΨK(G)] ∪ G |= ⊥.

Extensions satisfying condition (Loc
Ψ
) are called Ψ -local. Local theory extensions

are Ψ -local, where Ψ is the identity operator. The order-local theories introduced
in [3] satisfy a Ψ�-locality condition, where for every set T of ground clauses
Ψ�(T ) = {s | s ground term and s . t for some t ∈ T }, where ≺ is the order on
terms considered in [3].

Hierarchical Reasoning. Let T0 ⊆ T =T0∪K be a theory extension satisfying
(LocΨ ). To check the satisfiability w.r.t. T of a formula G, where G is a set of
ground Πc-clauses, we proceed as follows:

Step 1: By locality, T ∪G |=⊥ iff T0∪K[ΨK(G)]∪G |=⊥.

Step 2: Purification. We purify K[ΨK(G)] ∪ G (by introducing, in a bottom-up
manner, new constants ct for subterms t = f(g1, . . . , gn) with f ∈ Σ, gi ground
Πc

0-terms, and corresponding definitions ct≈t) and obtain the set of formulae
K0 ∪ G0 ∪ D, where D consists of definitions ct≈f(g1, . . . , gn), where f ∈ Σ, ct
is a constant, g1, . . . , gn are ground Πc

0-terms, and K0, G0 are Πc
0-formulae.

Step 3: Reduction to testing satisfiability in T0. We reduce the problem to testing
satisfiability in T0 by replacing D with the following set of clauses:

Con0 = {
n∧

i=1

ci≈di → c≈d | f(c1, . . . , cn)≈c, f(d1, . . . , dn)≈d ∈ D}.

This yields a sound and complete hierarchical reduction to a satisfiability prob-
lem in the base theory T0:

Theorem 1 ([9]). Let K and G be as specified above. Assume that T0 ⊆ T0 ∪K
satisfies condition (LocΨ ). Let K0 ∪G0 ∪Con0 be obtained from K[ΨK(G)]∪G by
purification (cf. Step 2). Then T0∪K∪G |=⊥ if and only if T0∪K0∪G0∪Con0 |=⊥.

Thus, satisfiability of ground clauses G as above w.r.t. T is decidable provided
that ΨK(G) is effective, K[ΨK(G)] is finite and K0 ∪ G0 ∪ Con0 belongs to a
decidable fragment of T0.

Locality and Embeddability. The (Ψ -)locality of an extension can be rec-
ognized by proving embeddability of partial models into total models assuming
that the extension clauses are flat and linear; for details see [13, 9, 10]. The
locality proofs given there also explain how to construct models of satisfiable
ground (extended) clauses starting from models of their instances. We used the
link between locality and embeddability for identifying various classes of local
theory extensions. Some examples are given below:
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Theories of absolutely free data structures. Let AbsFreeΣ0 = (
⋃

c∈Σ0
(Injectivec)∪

(Acyclicc)) ∪
⋃

c,d∈Σ,c =dDisjointc,d, where:

Injectivec c(x1, . . . , xn)≈c(y1, . . . , yn) → xj≈yj for all j ∈ {1, . . . , n},
Disjointc,d c(x1, . . . , xn)
≈d(y1, . . . , ym)
Acyclicc c(t1, . . . , tn)
≈x if x occurs in some ti (an axiom schema)

Theorem 2 ([14]). The following theories are local:

(a) The theory AbsFreeΣ0 of absolutely free constructors in Σ0.

(b) Tcs = AbsFreeΣ0 ∪ Sel(Σ0), where Sel(Σ0) =
⋃

c∈Σ0

⋃a(c)
i=1 Sel(selci , c) axiom-

atizes a family of selectors selc1, . . . , sel
c
n, where a(c) is the arity of c, corre-

sponding to constructors c ∈ Σ0, where:

Sel(sci , c) ∀x, x1, . . . , xa(c) x≈c(x1, . . . , xa(c)) → selci (x)≈xi

The arguments in [14] can be used to prove locality if the axioms for selectors
contain in addition to Sel(sci , c) also the axiom:

∀x, x1, . . . , xa(d) x≈d(x1, . . . , xa(d)) → selci (x)≈x if d 
= c.

Locality and Saturation. In [2, 3], Ganzinger and Basin established a link
between saturation and order locality, and used these results for automated
complexity analysis, and for obtaining local axiomatizations from non-local ones.

Theorem 3 ([2, 3]). Let ≺T be a well-founded (possibly partial) term ordering
and ≺ a compatible and total atom ordering. Let K be a set of clauses without
equality which is reductive w.r.t. ≺T and ≺. If K is saturated w.r.t. ≺-ordered
resolution, then K is order local w.r.t. ≺.

Example 4. Theorem 3 is used in [4] for proving (by saturation) the locality of
the presentation Int of the set of integers with successor and predecessor:

(1) p(x)≈y → s(y)≈x (3) p(x)≈p(y) → y≈x
(2) s(x)≈y → p(y)≈x (4) s(x)≈s(y) → y≈x

together with an explicit axiomatization of the predicate ≈ by congruence axioms.

However, using saturation for detecting locality or for generating local presen-
tations from non-local ones has the following drawbacks: (i) Equality cannot be
used as a built-in predicate: If the clauses contain the equality predicate then the
congruence axioms have to be added explicitly. (ii) The size of the saturated sets
of clauses can be very large. Often, in fact, infinitely many clauses are generated.

Example 5 ([6]). We illustrate the last problem by two examples:

(1) From the clause set {x≤x, x≤y∧y≤z→x≤z, f(x)≤f(s(x))} by saturation
under ordered resolution we obtain an infinite set containing all clauses of
the form f(x)≤f(sn(x)), where n≥0.

(2) From the clause set {nat(0), nat(x), y≈s(x) → nat(y)} by saturation under
ordered resolution and equality factoring we obtain an infinite set containing
all clauses of the form nat(sn(0)).
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In such cases, a usual resolution-based theorem prover will not be able to detect
saturation, since the set of clauses which are generated is infinite.

To reduce the size of a representation, we can use constrained clauses. In [6] we
showed that Thm. 3 has a counterpart for constrained clauses with equality:

Theorem 6 ([6]). Let ≺T be a reduction ordering and ≺ a compatible and total
atom ordering. Let N be a set of constrained clauses that is reductive w.r.t. ≺T

and saturated under the superposition calculus w.r.t. ≺ for constrained clauses
described in [7]. Assume that each constrained clause in N with positive equa-
tional atoms contains either a unique positive equation which is also maximal, or
a negative equation which is maximal. Let C be a ground clause whose antecedent
does not contain any equations. Then N |= C iff N |=� C.

The restrictions on N guarantee that constraint equations can be regarded syn-
tactically and that all clauses that are derived in the constraint superposition
calculus [7] from N ∪ ¬C contain equational atoms only negatively and no in-
ferences into constraints are necessary.

The advantage of using constrained clauses is that in many cases it allows us
to obtain a finite symbolic representation for possibly infinite sets of clauses.

Example 7 ([6]). The constrained resolution calculus in [7] allows us to ob-
tain a finite representation for the theory in Example 5(1) by using constrained
clauses of the form y≈s∗(x) ‖ f(x) ≤ f(y). For the theory described in Exam-
ple 5(2), we obtain the saturated set of constrained clauses {x≈s∗(0) ‖ nat(x)}.

3 Enumerating Ground Instances of Constrained Clauses

Locality of theories and theory extensions guarantees that in order to disprove a
set G of ground clauses we only need to look at certain ground instances of the
local axiomatization (without loss of completeness). Note that the constraints
are used as a notation for encoding a family of (syntactic) instances of a clause.
The same holds when we compute given instances of such constrained clauses.
We have (α ‖C)[Ψ(G)] ⊆ C[Ψ(G)]. A ground instance Cτ from C[Ψ(G)] is in
(α ‖C)[Ψ(G)] if the constraint ατ holds. Unfortunately, it is in general not pos-
sible to effectively enumerate all such instances. This is due to the fact that
satisfiability of constraints is not decidable (cf. [7]).

We show that enumerating ground instances is possible for an important class
of constraints; we introduce a notation for them below:

Notation 8 The expression %x≈%yσ̄ denotes a constraint (%x≈%y)σ̄ where (i) σ̄ is
the identity on %x and (ii) no new occurrences of variables in %x are introduced by
σ̄, i.e. %x ∩ vars(%yσ̄) = ∅.

In our experience, such constraints appear very frequently. Examples are the
local axiomatization of monotonicity in Example 7, as well as the following ax-
iomatization of the theory of absolutely free constructors c1, . . . , cm with arities
n1, . . . , nm (which satisfies the requirements of Thm. 6):
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– Injectivity: ci(x1, . . . , xn)≈ci(y1, . . . , yn) → xj ≈ yj for all j ∈ {1, . . . , n};
– Disjointness: ci(x1, . . . , xni)
≈cj(y1, . . . , ynj ) for i < j;
– Acyclicity: x≈y(σ11| . . . |σmnm)+ ‖ x
≈y, where σij = {y +→ ci(. . . , y, . . .)}

with y at position j and fresh variables at all other positions.

Theorem 9. For every set N of constrained clauses with only constraints of the
form %x≈%yσ̄ and every set T of ground terms we can effectively enumerate N [T ].

Proof : A ground instance Cτ of C[T ] is in (α ‖C)[T ] if after applying the sub-
stitution τ the constraint holds. Whether this is the case can be decided for
contraints of the form %x≈%yσ̄ by solving the matching problem %xτ = %yσ̄τ , where
%xτ consists of ground terms only. This is done by a reduction in the style of the
standard unification algorithm by Martelli and Montanari, recursively unfolding
the substitution expression:

(%s1, f(%s2))≈(%t1, g(%t2))σ̄ 
 ⊥ %s≈%yστ̄ 
 %s≈%tτ̄ if %yσ = %t

(%s1, f(%s2))≈(%t1, f(%t2))σ̄ 
 (%s1, %s2)≈(%t1,%t2)σ̄ %s≈%yσ̄∗τ̄ 
 %s≈%y(τ̄ |σ̄σ̄∗τ̄ )
%s≈%y(σ̄1|σ̄2)τ̄ 
 %s≈%yσ̄1τ̄ | %s≈%yσ̄2τ̄ (s,%t)≈(x, %y) 
 %t≈%y{x +→ s}

We split the derivation into two branches for disjunctions. If at least one of the
branches terminates without yielding ⊥, the constraint is satisfiable. �

Example 10. Consider the constrained clause (x≈y)σ∗ ‖ f(y) ≤ f(x) with σ =
{x +→ x, y +→ s(y)}, which axiomatizes monotonicity of a function f over the
integers. Let G = (d≈s3(c) ∧ f(c) > f(d)). Then Ψ(G) = {d, c, s(c), s2(c), s3(c)}
and ((x≈y)σ∗ ‖ f(y) ≤ f(x))[Ψ(G)] consists of the clauses:

f(c) ≤ f(si(c)) for i ∈ {0, 1, 2, 3} and f(d) ≤ f(d).

4 Enriching the Language

Axioms consisting of constrained clauses are difficult to export to standard first-
order provers. In addition, there are limitations in using them if we are interested
in checking satisfiability in Herbrand models of the axioms, in which all Skolem
constants of G are interpreted as ground terms.

Example 11. Let N = {x≈s∗(0) ‖ nat(x)}. If a is a constant, we cannot directly
express the positive fact that there is an n such that a = sn(0), so we cannot prove
nat(x) → nat(s(x)) from N : For the ground clause set G = {nat(a),¬nat(s(a))},
we cannot derive a contradiction using the axiomatization N . (In fact, N ∪ G
has a model with the universe {sn(0) | n ∈ N} ∪ {sn(a) | n ∈ N}.)

To address these limitations, and to obtain more natural axiomatizations, we en-
rich the language with additional predicates encoding the constraints and analyze
situations in which locality results can be obtained for these new presentations.

Let N be a set of clauses with constraints of the form %x≈%yσ̄ satisfying the
conditions from Thm. 6. Assume that N is saturated (hence local). Our goal is
to use the form of the constraints to (conservatively) extend the language – e.g.
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by defining new predicates – in order to obtain local presentations expressible as
sets of clauses without constraints. For this we extend the signature by adding
a new predicate symbol Rσ̄ for every constraint α = %x≈%yσ̄ and rewriting every
constrained clause of the form α ‖C into the clause Rσ̄(%x, %y) → C. We can
encode the properties of these new relations (i) by giving a complete description
for all ground terms, or (ii) by providing axiomatizations.

4.1 Concrete Description of the New Relations

In a first step, we assume that we give a complete description of the newly
introduced relations for all ground terms; we will have to ensure that saturation
is preserved when changing the clauses in N and adding the encoding. For this
it is necessary that, whenever we eliminate the constraint from a constrained
clause α ‖C, the ground literal ¬R(%x, %y) in the resulting clause R(%x, %y) → C
does not influence the size of that clause too much. This can be achieved by
ignoring constraint equations x≈y where x does not appear in the clausal part.

Example 12. The clause x≈s(y) ‖P (y) is not translated to R(x, y) → P (y),
where the R literal dominates all ground instances of the form R(s(t), t) → P (t),
but to R()→P (y), where R is the predicate corresponding to the empty constraint,
or equivalently to → P (y).

We show that if N is saturated under superposition for constraint clauses, this
holds for the clause sets where constraints have been replaced by new predicates.

Theorem 13. Let N be a consistent set of constrained clauses over Π=(Σ,Pred)
with constraints of the form %x≈%yσ̄. Let N ′ be obtained from N by replacing
the constraints by fresh literals as explained above. Let R be the set of ground
instances of these literals, such that Rσ̄(%x, %y)τ ∈ R if (%x≈%y)σ̄τ is valid, and
¬Rσ̄(%x, %y)τ ∈ R otherwise. Let ≺T be a reduction ordering and ≺ a compatible
and total atom ordering which ensures that R-literals are not maximal in any
clause in N ′. If N is (i) saturated under ordered resolution w.r.t. ≺, or (ii) satu-
rated under constrained superposition w.r.t. ≺, or (iii) Horn and peak saturated
under ordered hyperresolution w.r.t. ≺, then the same holds for N ′ ∪R.

It can be seen that for every set of ground clauses G in the signature of N , N∪G
is satisfiable iff N ′∪R∪G is satisfiable. By Thm. 13, if N is a set of constrained
clauses in first-order logic without equality which is saturated under ordered
resolution, or it satisfies the assumptions in Thm. 6 and is saturated under
constrained superposition, so N ′ ∪R ∪G |=⊥ iff (N ′ ∪R)[Ψ�(G)] ∪G |=⊥.

4.2 Axiomatization for the Newly Introduced Predicates

There are some problems with the approach described above. Assume that G
contains constants which are not in Σ. Then, instances of the constraints α =
%x≈%yσ̄ in N containing such constants might be true for some interpretations of
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the constants and false for other interpretations. In such a situation we cannot
add the corresponding instances of the Rσ-literals to R. If σ is a substitution
expression we need to express the properties of Rσ in terms of the substitutions
used in σ. For this, we introduce for every constraint of the form %x≈%yσ̄ a set
of first-order formulae Defσ̄ describing the relation Rσ̄(%x, %y) by induction on the
structure of α as follows:

Definition 14 (Axiomatizing the properties of the new relations)

(1) For atomic substitutions σ: Defσ := Rσ(%x, %y) ↔ (x1≈σ(y1)∧· · ·∧xn≈σ(yn))
(2) For compositions: Defσ̄τ̄ := Rσ̄τ̄ (%x, %y) ↔ ∃%z (Rσ̄(%x, %z) ∧ Rτ̄ (%z, %y))
(3) For disjunctions: Defσ̄1|σ̄2

:= Rσ̄1|σ̄2
(%x, %y) ↔ (Rσ̄1 (%x, %y) ∨ Rσ̄2(%x, %y))

(4) For iterations: Defσ̄∗ , axiom expressing the fact that Rσ̄∗ is the reflexive and
transitive closure of Rσ̄.

Example 15. Let σ be a substitution with σ(y) = s(y) and σ(x) = x. Let τ
be the substitution with τ(y) = s(s(y)) and τ(x) = x. Let α = x≈yσ (which
corresponds to x≈s(y)), and β = x≈yτ (which corresponds to x≈s(s(y))). Then
Defσ: Rσ(x, y) ↔ (x≈s(y)); Defτ : Rτ (x, y) ↔ (x≈s(s(y))); Defστ : Rστ (x, y) ↔
∃z(Rσ(x, z) ∧ Rτ (z, y)); Defσ|τ : Rσ|τ (x, y) ↔ (Rσ(x, y) ∨Rτ (x, y)).

It can be shown that if N is a set of constrained clauses and G is a set of ground
clauses, N ∪G is satisfiable iff N ′∪G has a model satisfying definitions (1)-(3) in
Def. 14 and such that for every substitution expression σ̄, Rσ̄∗ is the reflexive and
transitive closure of Rσ̄. The definitions of relations Rσ̄ where σ̄ is a composition
or a disjunction of substitutions can be expressed using first-order formulae over
relations associated with the component substitutions of σ̄. The problematic part
is finding a set of axioms which expresses the fact that Rσ̄∗ = (Rσ̄)

∗. It is known
that transitive closure can be encoded in first-order logic (in an extension of the
original signature) if we are interested only in finite models. An axiomatization
for reflexive transitive closure which is sound and complete for finite domains
was proposed in [12]; an axiomatization which completely describes transitive
closure over finite, acyclic graphs was given in [11]:

T1(R) : ∀x, y(R∗(x, y) ↔ (x≈y ∨ ∃z(R(x, z) ∧ R∗(z, y)))).

In [11] it is shown that for checking validity of formulae which contain predicates
of the form R∗ only positively, only the ← implication T←1 (R) of T1(R) is needed.
Having a first order axiomatization does not mean that we have decidability (see
the discussions on this in [11]). Consider for instance the axiom T2(R):

T2(R) : ∀x, y(R∗(x, y) ↔ (x≈y ∨ ∃z(R∗(x, z) ∧ R(z, y)))).

Neither T2(R) nor T1(R) can be proved from the other without induction; simi-
larly for the transitivity of the congruence closure [11].

5 Extensions of Theories of Absolutely Free Constructors

To identify situations in which axiomatizations with good properties exist, we
make the following assumptions:
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(A1) We consider sets N = N0 ∪ N1 of constrained clauses where:

– N0 is a set of axioms for Tcs, e.g. AbsFreeΣ0 ∪ Sel(Σ0) (cf. Thm. 2, [14]);
– the extension N0 ⊆ N = N0 ∪ N1 is a local theory extension with the

property that in N1 every variable occurs below an extension function
and every weak partial model can be extended to a total model with the
same universes for the base sorts. (This happens for instance in the case
of local extensions with function symbols whose arguments are of base
sorts, and where the codomain is of a new sort.)

(A2) The clauses in N contain only constraints of the form %x≈%yσ̄; where σ used
only constructors, and ≺ is a simplification ordering.

We analyze the special situation in which the properties of the new relation
symbols can be described by a set of formulae Def (of the form (1)-(4) in Def. 14)
which can be expressed as a set of clauses without additional Skolem functions.
This is the case, for instance, when the following conditions hold:

(C1) Only composition of basic substitutions is allowed; iteration is only allowed
for substitutions with σ(x) 0 x for every variable x.

(C2) The set G of clauses for which we want to check satisfiability contains
only negative atoms starting with a relation of form Rσ∗ .

We first analyze satisfiability w.r.t. absolutely free models, possibly with addi-
tional generators (5.1) and then satisfiability in the absolutely free (Herbrand)
model over Σ0, with no additional generators (5.2).

5.1 Satisfiability w.r.t. Absolutely Free Models

We first show that under the assumptions above locality is preserved if we replace
the constraints in the clauses using new predicate symbols and we specify their
properties.

Theorem 16. Let N1,R, N ′
1 be sets of clauses as in Theorem 13. Assume that

conditions (A1), (A2) and (C1) hold for N = N0 ∪N1. Let G be a set of ground
clauses satisfying condition (C2). Then the following are equivalent:

(1) R ∪ N0 ∪ N ′
1 ∪ G has a model A in which the interpretations of the new

relations satisfy definitions (1)–(3), and such that RA
σ∗ = (RA

σ )
∗.

(2) (Def ∪ N0 ∪ N ′
1)[Ψ

�(G)] ∪ G has a finite partial model (having as elements
the finite set of interpretations of terms in Ψ�(G)), where Def consists of
all definitions of the form (1)-(4) in Def. 14 (which are in this case clauses
without additional Skolem functions), and where the definitions of type (4)
are axiomatized by the set of clauses consisting for every Rσ̄∗ of T←1 (Rσ̄).

Example 17. Let Nf = {x≈s∗(y) ‖ f(y) ≤ f(x)}∪Pre be the (local) constrained
axiomatization of the theory of monotonicity for the function f , where Pre con-
tains the reflexivity and transitivity axioms for ≤. Let N0 be the axiomatization
of the absolutely free constructor s. Note that x≈s∗(y) is a shorthand for x≈yσ∗,
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where σ(x) = x and σ(y) = s(y). The set of clauses obtained from Nf by replac-
ing the constraints with new literals is N ′

f = {Rσ∗(x, y)→f(y)≤f(x)}∪Pre. For
defining Rσ we use the axiom Defσ := {Rσ(x, y) ↔ x≈s(y)}. Let Defσ∗ be an
axiomatization for Rσ∗ as R∗σ (e.g. as in [11]).

Let G1 := a ≈ s(b) ∧ ¬Rσ∗(a, b) ∧ ¬f(b) ≤ f(a) (containing only negative Rσ∗-
literals). The set of clauses N0∪Nf ∪G1 is satisfiable if and only if N0∪N ′

f ∪R∪
G1 is satisfiable. By Thm. 16 this happens if and only if (Def∧N ′

f )[Ψ
�(G1)]∪G1

is satisfiable, where Def = Defσ ∧T←1 (Rσ). We check the satisfiability of this set
of ground clauses using the hierarchical reduction in Theorem 1.

D Gc
1 ∪N0[Ψ

�(G)]0 GR
1 ∪ Def[Ψ�(G)]0 Ge

1 N ′
f [Ψ

�(G)]0

a1≈f(a) a≈s(b) ¬Rσ∗ (a, b) ¬a1 ≤ b1 a1 ≤ a1 Rσ∗ (a, b)→ a1 ≤ b1
b1≈f(b) ¬a≈s(a) Defσ [Ψ

�(G)] b1 ≤ b1 Rσ∗ (b, a)→ b1 ≤ a1

¬b≈s(b) T←
1 (Rσ)[Ψ

�(G)] . . .

Let G2 := (b≈s(a) ∧ Rσ∗(c, b) ∧ d≈s(c) ∧ ¬f(a) ≤ f(d)). G2 contains positive
Rσ∗-literals, so Theorem 16 cannot be used. We present a proof of unsatisfiability
of Defσ ∪T1(Rσ)∪T2(Rσ)∪N ′

f ∪G2: From b≈s(a) and d≈s(c) and from Defσ it
follows that Rσ(b, a) and Rσ(d, c). From Rσ(d, c), Rσ∗(c, b) and T1(Rσ) it follows
that Rσ∗(d, b). From Rσ∗(d, b), Rσ(b, a) and T2(Rσ) it follows that Rσ∗(d, a).
From this and Nf [Ψ

�(G)]0 we derive a1 ≤ d1, which together with ¬a1 ≤ d1
leads to a contradiction.

5.2 Satisfiability w.r.t. Herbrand Models over Σ0

Let Tcs := AbsFreeΣ0 ∪Sel(Σ0) be the theory of absolutely free constructors in a
finite set Σ0 with corresponding selectors mentioned in Theorem 2. We analyze
the problem of checking satisfiability of ground clauses w.r.t. such axiomatiza-
tions in Herbrand models having as universe the set TΣ0 of ground terms over
the signature of Tcs (and no additional generators). Since the set TΣ0 is infi-
nite, we cannot use the results on first-order definability for transitive closure
mentioned before. We will overcome the problem by noting the following fact:

Lemma 18 For every element t in the absolutely free algebra TΣ0 , the num-
ber of terms in the set T =

⋃
i∈N Ti, where T0 = {t} and Ti+1 = {selcj(t′) |

selcj selector and t′ ∈ Ti} is finite.

Example 19. (i) For the theory of one unary constructor s with selector p and
one constant constructor 0, TΣ0 is the set of natural numbers; for every natural
number m the set of elements of the form pn(m) with n ∈ N is finite. (ii) For
the theory of one binary constructor cons with selector tail and one constant
constructor nil (modeling the theory of finite, acyclic lists), from every node in
a linked, finite acyclic list, nil can be reached in finitely many steps using tail.

It is known that TΣ0 |= t≈c(t1, . . . , tn) ↔
∧n

i=1 selci (t)≈ti ∧
∧n

i=1 t 
≈ti. We can
transform all clauses and all constraints using this equivalence, such that all
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constructors are eliminated. (The constrained clause x≈s∗(y) ‖ f(y) ≤ f(x) can
be rewritten to y≈p∗(x) ‖ f(y) ≤ f(x).)

For the sake of simplicity we restrict here to signatures which contain one con-
structor with arity n and selectors sel1, . . . , seln and m constructors c1, . . . , cm
with arity 0. Let Tsel be axiomatized by the following axioms:

(S1)
∧n

i=1 seli(x)≈seli(y) → x≈y ∨ (
∨m

i=1 x≈ci ∨
∨m

i=1 y≈ci)
(S2) seli(x)≈x →

∨n
i=1 x≈ci

In order to ensure that we check ground satisfiability over TΣ0 , we will add the
following axiom (after extending the signature to a signature ΣR by adding the
relations of the form Rσ̄):

(Fin) R(sel1|...|selk)∗(c
0
1, x) ∨ · · · ∨ R(sel1|...|selk)∗(c

0
m, x)

where sel1, . . . , selk are all selectors and c01, · · · c0m are all 0-ary constructors.2

Theorem 20. Let A be a model of an extension of Tcs with additional rela-
tions {Rσ̄ | σ̄ substitution expression occurring in K}, where K is a family of
constrained clauses satisfying conditions (1)-(4). Assume that Fin holds in A.
Then A has as universe the set TΣ0 .

Having first order axiomatizations for relations of the form Rσ̄∗ and transitive
closure of Rσ̄ does not necessarily imply that we have already methods for effi-
ciently reasoning in such theories. We show that under assumptions (A1), (A2),
(C1) and (C2), when restricting to models with universe TΣ0 , checking satisfi-
ability of sets of ground clauses G w.r.t. a set of saturated constrained clauses
N0 ∪N1, where N0 is a set of axioms for Tcs, can be reduced to checking satisfi-
ability of N0 ∪ N ′

1 ∪ Def ∪ G (where N ′
1 is obtained from N1 by replacing every

clause %x≈%yσ̄||C in N with Rσ(%x, %y) → C and Def is a set of clauses specify-
ing definitions for the newly introduced relations) w.r.t. certain finite structures
with universe TG, defined by:

TG =
⋃
i∈N

Ti, where T0 = st(G) and Ti+1 = {seli(t) | t ∈ Ti}.

Theorem 21. Let N1 be a set of constrained clauses. Assume that conditions
(A1), (A2) hold for N = N0 ∪ N1. Assume that the definitions of the newly
introduced predicate symbols can be expressed as a set Def of clauses without ad-
ditional Skolem functions. For every set G of ground clauses satisfying condition
(C2), the following are equivalent:

(1) N0 ∪ N1 ∪ G has a model A with support TΣ0 in which all relations satisfy
conditions (1)–(3) in Def. 14 and for every σ, RA

σ∗ = (RA
σ )
∗.

(2) (Tsel ∪ Def ∪ N ′
1)[TG] ∪ G has a finite model P having as universe a subset

of TΣ containing all 0-ary constructors and with the property that all terms
in TG are defined in P .

2 This is different from the approach used in [7] in which satisfiability is checked in
the minimal Herbrand model; to ensure that all constants can be expressed using
the initial signature, existential variables are added to the constraints.
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Sometimes the assumptions can be relaxed. One of the simpler cases studied in
the literature are theories with relations defined by R(x, y) ↔ y≈f(x), where
f is a unary function symbol. We will therefore restrict here to analyzing the
situation in which we have one unary constructor and several 0-ary constructors.
For this case we use an adaptation of the axiomatization of finite, acyclic lists
with reachability proposed in [16]. For the theory of one binary constructor, the
results in [15] can be adapted; we think that the results in [15] can be used, with
small changes, also for the theory of one n-ary constructor.

Example 22. Let Rp∗ be the transitive closure of Rp, where Rp(x, y) ↔ x≈p(y).
We adapt the axiomatization used in [16] to obtain an axiomatization Defp∗

for Rp∗ consisting in the formulae (1)–(9). We included also the clause Fin :
(Rp∗(0, x)), expressing the fact that from every element we can reach 0 in finitely
many steps; this guarantees that we check satisfiability in the initial model:

(1) Rp∗(0, x) (2) p(x)≈p(y)→ x≈y ∨ x≈0 ∨ y≈0
(3) Rp∗(x, x) (4) Rp(x, y)→ Rp∗(x, y)
(5) p(x)≈x→ x≈0 (6) Rp∗(x, y)→ x≈y ∨Rp∗(x, p(y))
(7) Rp∗(x, y) ∧ Rp∗(y, x)→ x≈y (8) Rp∗(x, y) ∧Rp∗(y, z)→ Rp∗(x, z)
(9) Rp∗(x, y) ∧ Rp∗(x, z)→ Rp∗(y, z) ∨Rp∗(z, y)

The locality proof in [16] uses the link between locality and embeddability; it
can be adapted to prove that Tsel ∪Defp∗ is a local theory, or alternatively that
the extension N1 ⊆ Tsel ∪ Defp∗ is local, where N1 consists of the axioms (1),
(3), (8) and (9) in Defp∗ .

Example 23. Consider the saturated axiomatization N = {x≈s∗(0) ‖ nat(x)}
of the natural numbers. We transform N by using the selector instead and as-
sociating new predicate symbols with the constraints as follows: Since x≈s∗(0)
iff p∗(x)≈0. we introduce new predicates Rσ and Rσ∗ axiomatized by Defσ:
Rσ(x, y) ↔ p(x)≈y; the axiomatization for Rσ∗ is the one in Example 22. Then
N ′ := Rσ∗(x, 0) → nat(x). Let Fin be Rσ∗(x, 0).

Let G = {nat(a),¬nat(s(a))}. By Thm. 21 we know that if Ts is the theory of
one unary constructor s and one 0-ary constructor 0, then there is a model of
N ′∪G∪Fin (which has as support Ts, i.e. the set of natural numbers) if and only
if (Tsel∪N ′∪Fin)[TG]∪G has a model. Note that although TG is finite, we cannot
estimate its size. We will start by instantiating the clauses in Tsel∪N ′∪Fin using
terms occurring in G. From ¬nat(s(a)) we derive ¬Rσ∗(s(a), 0), which together
with Fin leads to a contradiction. We do not need other instances.

6 Conclusions and Future Work

This paper continues our previous work [6], where we used constrained clauses
to finitely represent possibly infinite sets of clauses and showed that constrained
axiomatizations are local if they are saturated under a version of resolution.
Here we showed that we can encode the constraints by extending the signature
with new predicates – which often bear a particularly useful semantics – in such
a way that locality is guaranteed. We focused on a special type of constrained
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clauses containing only constraints of the form %x≈%yσ̄, where %x ∩ vars(%yσ̄) = ∅
and identified extensions of theories of absolutely free constructors for which
locality is preserved after this transformation.

Beyond what we presented in this paper, there are other ways of using such
language extensions in more general settings, which we would like to explore
in future work. Of particular interest are theories with fixpoints. Consider for
instance the theory of a monotone function f over a theory with an underlying
complete ∧-semilattice structure with top element 1. We can use the fact that
greatest fixpoints exist to replace constraints of the form x≈f∗(1) ‖ c ≤ x with
the unconstrained clause c ≤ gfp(f) In future work we plan to apply this type of
reasoning to the description logics EL or ALC with fixpoints (e.g. for computing
uniform interpolants). Another promising research direction is inductive theo-
rem proving: Originally, constrained clauses of this flavor were introduced in [8]
to reason about entailment in Herbrand models, and in particular in minimal
models. The link between saturation and locality established in [6] and in the
current paper opens a completely new avenue to explore the connection between
locality and efficient reasoning in minimal models.
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Abstract. Proving termination automatically for programs with ex-
plicit pointer arithmetic is still an open problem. To close this gap, we
introduce a novel abstract domain that can track allocated memory in
detail. We use it to automatically construct a symbolic execution graph
that represents all possible runs of the program and that can be used
to prove memory safety. This graph is then transformed into an integer
transition system, whose termination can be proved by standard tech-
niques. We implemented this approach in the automated termination
prover AProVE and demonstrate its capability of analyzing C programs
with pointer arithmetic that existing tools cannot handle.

1 Introduction

Consider the following standard C implementation of strlen [23,30], computing
the length of the string at pointer str. In C, strings are usually represented as
a pointer str to the heap, where all following memory cells up to the first one
that contains the value 0 are allocated memory and form the value of the string.

int strlen(char* str) {char* s = str; while(*s) s++; return s-str;}

To analyze algorithms on such data, one has to handle the interplay between ad-
dresses and the values they point to. In C, a violation of memory safety (e.g., de-
referencing NULL, accessing an array outside its bounds, etc.) leads to undefined
behavior, which may also include non-termination. Thus, to prove termination of
C programs with low-level memory access, one must also ensure memory safety.
The strlen algorithm is memory safe and terminates because there is some ad-
dress end ≥ str (an integer property of end and str) such that *end is 0 (a poin-
ter property of end) and all addresses str ≤ s ≤ end are allocated. Other typical
programs with pointer arithmetic operate on arrays (which are just sequences of
memory cells in C). In this paper, we present a novel approach to prove memory
safety and termination of algorithms on integers and pointers automatically. To
avoid handling the intricacies of C, we analyze programs in the platform-indepen-
dent intermediate representation (IR) of the LLVM compilation framework [17].
Our approach works in three steps: First, a symbolic execution graph is created
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that represents an over-approximation of all possible program runs. We present
our abstract domain based on separation logic [22] and the automated construc-
tion of such graphs in Sect. 2. In this step, we handle all issues related to memory,
and in particular prove memory safety of our input program. In Sect. 3, we de-
scribe the second step of our approach, in which we generate an integer transition
system (ITS) from the symbolic execution graph, encoding the essential informa-
tion needed to show termination. In the last step, existing techniques for integer
programs are used to prove termination of the resulting ITS. In Sect. 4, we
compare our approach with related work and show that our implementation in
the termination prover AProVE proves memory safety and termination of typical
pointer algorithms that could not be handled by other tools before.

2 From LLVM to Symbolic Execution Graphs

In Sect. 2.1, we introduce concrete LLVM states and abstract states that represent
sets of concrete states, cf. [9]. Based on this, Sect. 2.2 shows how to construct
symbolic execution graphs automatically. Sect. 2.3 presents our algorithm to
generalize states, needed to always obtain finite symbolic execution graphs.

To simplify the presentation, we restrict ourselves to a single LLVM function
without function calls and to types of the form in (for n-bit integers), in* (for
pointers to values of type in), in**, in***, etc. Like many other approaches to
termination analysis, we disregard integer overflows and assume that variables
are only instantiated with signed integers appropriate for their type. Moreover,
we assume a 1 byte data alignment (i.e., values may be stored at any address).

2.1 Abstract Domain
define i32 @strlen(i8* str) {

entry: 0: c0 = load i8* str

1: c0zero = icmp eq i8 c0, 0

2: br i1 c0zero, label done, label loop

loop: 0: olds = phi i8* [str,entry],[s,loop]

1: s = getelementptr i8* olds, i32 1

2: c = load i8* s

3: czero = icmp eq i8 c, 0

4: br i1 czero, label done, label loop

done: 0: sfin = phi i8* [str,entry],[s,loop]

1: sfinint = ptrtoint i8* sfin to i32

2: strint = ptrtoint i8* str to i32

3: size = sub i32 sfinint, strint

4: ret i32 size }

Consider the strlen func-
tion from Sect. 1. In the
corresponding LLVM code,1

str has the type i8*, since
it is a pointer to the
string’s first character (of
type i8). The program is
split into the basic blocks
entry, loop, and done. We
will explain this LLVM code
in detail when construct-
ing the symbolic execution
graph in Sect. 2.2.

Concrete LLVM states consist of the program counter, the values of local vari-
ables, and the state of the memory. The program counter is a 3-tuple (bprev , b, i),
where b is the name of the current basic block, bprev is the previously executed

1 This LLVM program corresponds to the code obtained from strlen with the Clang
compiler [8]. To ease readability, we wrote variables without “%” in front (i.e., we
wrote “str” instead of “%str” as in proper LLVM) and added line numbers.
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block,2 and i is the index of the next instruction. So if Blks is the set of all basic
blocks, then the set of code positions is Pos = (Blks ∪ {ε})×Blks ×N. We rep-
resent assignments to the local program variables VP (e.g., VP = {str, c0, . . .})
as functions s : VP → Z. The state of the memory is represented by a partial
function m : N>0 → Z with finite domain that maps addresses to integer values.
So a concrete LLVM state is a 3-tuple (p, s,m) ∈ Pos × (VP → Z)× (N>0 → Z).

To model violations of memory safety, we introduce a special state ERR to be
reached when accessing non-allocated memory. So (p, s,m) denotes only memory
safe states where all addresses in m’s domain are allocated. Let→LLVM be LLVM’s
evaluation relation on concrete states, i.e., (p, s,m) →LLVM (p, s,m) holds iff (p, s,
m) evaluates to (p, s,m) by executing one LLVM instruction. Similarly, (p, s,m)
→LLVM ERR means that the instruction at position p accesses an address where
m is undefined. An LLVM program is memory safe for (p, s,m) iff there is no
evaluation (p, s,m) →+

LLVM ERR, where→+
LLVM is the transitive closure of→LLVM.

To formalize abstract states that stand for sets of concrete states, we use a
fragment of separation logic [22]. Here, an infinite set of symbolic variables Vsym

with Vsym ∩ VP = ∅ can be used in place of concrete integers. We represent
abstract states as tuples (p,LV,KB ,AL,PT ). Again, p ∈ Pos is the program
counter. The function LV : VP → Vsym maps every local variable to a symbolic
variable. To ease the generalization of states in Sect. 2.3, we require injectivity
of LV. The knowledge base KB ⊆ QF IA(Vsym) is a set of pure quantifier-free
first-order formulas that express integer arithmetic properties of Vsym .

The allocation list AL contains expressions of the form alloc(v1,v2) for v1, v2∈
Vsym , which indicate that v1 ≤ v2 and that all addresses between v1 and v2 are
allocated. Finally, PT is a set of “points-to” atoms v1 ↪→ty v2 where v1, v2 ∈ Vsym

and ty is an LLVM type. This means that the value v2 of type ty is stored at
the address v1. Let size(ty) be the number of bytes required for values of type
ty (e.g., size(i8) = 1 and size(i32) = 4). As each memory cell stores one byte,
v1 ↪→i32 v2 means that v2 is stored in the four cells at the addresses v1, . . . , v1+3.

Definition 1 (Abstract States). Abstract states have the form (p,LV,KB ,
AL,PT ) where p∈Pos, LV :VP→Vsym is injective, KB ⊆QF IA(Vsym), AL⊆
{alloc(v1, v2) | v1, v2 ∈ Vsym}, and PT ⊆ {(v1 ↪→ty v2) | v1, v2 ∈ Vsym , ty is an
LLVM type}. Additionally, there is a state ERR for violations of memory safety.

We often identify LV with the set of equations {x = LV(x) | x ∈ VP} and ex-
tend LV to a function from VP�Z to Vsym�Z by defining LV(z) = z for all z ∈ Z.
As an example, consider the following abstract state for our strlen program:

( (ε, entry, 0), {str = ustr, . . . , size = usize}, {z = 0},
{alloc(ustr, vend )}, {vend ↪→i8 z} ).

(†)

It represents states at the beginning of the entry block, where LV(x) = ux for
all x ∈ VP , the memory cells between LV(str) = ustr and vend are allocated,
and the value at the address vend is z (where the knowledge base implies z = 0).

To define the semantics of abstract states a, we introduce the formulas 〈a〉SL
and 〈a〉FO . The separation logic formula 〈a〉SL defines which concrete states are

2 bprev is needed for phi instructions (cf. Sect. 2.2). In the beginning, we set bprev = ε.
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represented by a. The first-order formula 〈a〉FO is used to construct symbolic exe-
cution graphs, allowing us to use standard SMT solving for all reasoning in our
approach. Moreover, we also use 〈a〉FO for the subsequent generation of integer
transition systems from the symbolic execution graphs. In addition to KB , 〈a〉FO
states that the expressions alloc(v1, v2) ∈ AL represent disjoint intervals and that
two addresses must be different if they point to different values in PT .

In 〈a〉SL, we combine the elements of AL with the separating conjunction
“∗” to ensure that different allocated memory blocks are disjoint. Here, as usual
ϕ1 ∗ϕ2 means that ϕ1 and ϕ2 hold for disjoint parts of the memory. In contrast,
the elements of PT are combined by the ordinary conjunction “∧”. So v1 ↪→ty

v2 ∈ PT does not imply that v1 is different from other addresses occurring in
PT . Similarly, we also combine the two formulas resulting from AL and PT by
“∧”, as both express different properties of memory addresses.

Definition 2 (Representing States by Formulas). For v1, v2 ∈ Vsym , let
〈alloc(v1, v2)〉SL = v1 ≤ v2 ∧ (∀x.∃y. (v1 ≤ x ≤ v2)⇒ (x ↪→ y)). Due to the two’s
complement representation, for any LLVM type ty, we define 〈v1 ↪→ty v2〉SL =

〈v1 ↪→size(ty) v3〉SL ∧ (v2 ≥ 0 ⇒ v3 = v2) ∧ (v2 < 0 ⇒ v3 = v2 + 28·size(ty)),

where v3 ∈ Vsym is fresh. Here,3 〈v1 ↪→0 v3〉SL = true and 〈v1 ↪→n+1 v3〉SL =
v1 ↪→ (v3 mod 256) ∧ 〈 (v1 + 1) ↪→n (v3 div 256) 〉SL. Then a = (p,LV,KB ,AL,
PT ) is represented by4 〈a〉SL = LV ∧ KB ∧ (∗ϕ∈AL 〈ϕ〉SL) ∧ (

∧
ϕ∈PT 〈ϕ〉SL).

Moreover, the following first-order information on Vsym is deduced from an
abstract state a = (p,LV,KB ,AL,PT ). Let 〈a〉FO be the smallest set with

〈a〉FO = KB ∪ {v1 ≤ v2 | alloc(v1, v2) ∈ AL} ∪
{v2 < w1 ∨ w2 < v1 | alloc(v1, v2), alloc(w1, w2) ∈ AL, (v1, v2) �= (w1, w2)} ∪
{v1 �= w1 | (v1 ↪→ty v2), (w1 ↪→ty w2) ∈ PT and |= 〈a〉FO ⇒ v2 �= w2}.

Let T (Vsym ) be the set of all arithmetic terms containing only variables from
Vsym . Any function σ : Vsym → T (Vsym) is called an instantiation. Thus, σ does
not instantiate VP . Instantiations are extended to formulas in the usual way, i.e.,
σ(ϕ) instantiates every v ∈ Vsym that occurs free in ϕ by σ(v). An instantiation is
called concrete iff σ(v) ∈ Z for all v ∈ Vsym . Then an abstract state a at position
p represents those concrete states (p, s,m) where (s,m) is a model of σ(〈a〉SL) for
a concrete instantiation σ of the symbolic variables. So for example, the abstract
state (†) on the previous page represents all concrete states ((ε, entry, 0), s,m)
where m is a memory that stores a string at the address s(str).5

3 We assume a little-endian data layout (where least significant bytes are stored in the
lowest address). A corresponding representation could also be defined for big-endian
layout. This layout information is necessary to decide which concrete states are rep-
resented by abstract states, but it is not used when constructing symbolic execution
graphs (i.e., our remaining approach is independent of such layout information).

4 We identify sets of first-order formulas {ϕ1, ..., ϕn} with their conjunction ϕ1∧...∧ϕn.
5 The reason is that then there is an address end ≥ s(str) such that m(end) = 0 and
m is defined for all numbers between s(str) and end . Hence, (s,m) |= σ(〈a〉SL) holds
for an instantiation with σ(ux) = s(x) for all x ∈ VP , σ(vend ) = end , and σ(z) = 0.



212 T. Ströder et al.

It remains to define when (s,m) is a model of a formula from our fragment
of separation logic. For s : VP → Z and any formula ϕ, let s(ϕ) result from
replacing all x ∈ VP in ϕ by s(x). Note that by construction, local variables x

are never quantified in our formulas. Then we define (s,m) |= ϕ iff m |= s(ϕ).
We now define m |= ψ for formulas ψ that may still contain symbolic variables

from Vsym (this is needed for Sect. 2.2). As usual, all free variables v1, . . . , vn in
ψ are implicitly universally quantified, i.e., m |= ψ iff m |= ∀v1, . . . vn. ψ. The
semantics of arithmetic operations and relations and of first-order connectives
and quantifiers is as usual. In particular, we define m |= ∀v. ψ iff m |= σ(ψ) holds
for all instantiations σ where σ(v) ∈ Z and σ(w) = w for all w ∈ Vsym \ {v}.

We still have to define the semantics of ↪→ and ∗ for variable-free formulas.
For z1, z2 ∈ Z, let m |= z1 ↪→ z2 hold iff m(z1) = z2.

6 The semantics of ∗ is
defined as usual in separation logic: For two partial functions m1,m2 : N>0 → Z,
we write m1⊥m2 to indicate that the domains of m1 and m2 are disjoint and
m1 · m2 denotes the union of m1 and m2. Then m |= ϕ1 ∗ ϕ2 iff there exist
m1⊥m2 such that m = m1 ·m2 where m1 |= ϕ1 and m2 |= ϕ2.

As usual, “|= ϕ” means that ϕ is a tautology, i.e., that (s,m) |= ϕ holds for
any s : VP → Z and m : N>0 → Z. Clearly, |= 〈a〉SL ⇒ 〈a〉FO , i.e., 〈a〉FO con-
tains first-order information that holds in every concrete state represented by a.

2.2 Constructing Symbolic Execution Graphs

We now show how to automatically generate a symbolic execution graph that
over-approximates all possible executions of a given program. For this, we present
symbolic execution rules for some of the most important LLVM instructions.
Other instructions can be handled in a similar way, cf. [26]. Note that in contrast
to other formalizations of LLVM’s operational semantics [31], our rules operate
on abstract instead of concrete states to allow a symbolic execution of LLVM. In
particular, we also have rules for refining and generalizing abstract states.

Our analysis starts with the set of initial states that one wants to analyze for
termination, e.g., all states where str points to a string. So in our example, we
start with the abstract state (†). Fig. 1 depicts the symbolic execution graph for
strlen. Here, we omitted the component AL = {alloc(ustr, vend )}, which stays
the same in all states in this example. We also abbreviated parts of LV, KB , PT
by “...”. Instead of vend ↪→i8 z and z = 0, we directly wrote vend ↪→ 0, etc.

The function strlen starts with loading the character at address str to c0.
Let p : ins denote that ins is the instruction at position p. Our first rule handles
the case p : “x = load ty* ad”, i.e., the value of type ty at the address ad is
assigned to the variable x. In our rules, let a always denote the abstract state
before the execution step (i.e., above the horizontal line of the rule). Moreover,
we write 〈a〉 instead of 〈a〉FO . As each memory cell stores one byte, in the load-
rule we first have to check whether the addresses ad, . . . , ad + size(ty) − 1 are
allocated, i.e., if there is an alloc(v1, v2) ∈ AL such that 〈a〉 ⇒ (v1 ≤ LV(ad) ∧
6 We use “↪→” instead of “�→” in separation logic, since m |= z1 �→ z2 would imply that
m(z) is undefined for all z �= z1. This would be inconvenient in our formalization,
since PT usually only contains information about a part of the allocated memory.
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(ε, entry, 0), {str = ustr, ...}, {...}, {vend ↪→ 0}A

(ε, entry, 1), {str = ustr, c0 = v1, ...}, {...}, {ustr ↪→ v1, vend ↪→ 0}B

(ε, entry, 1), {str = ustr, c0 = v1, ...},
{v1 = 0, ...}, {...}

C (ε, entry, 1), {str = ustr, c0 = v1, ...},
{v1 = 0, ...}, {ustr ↪→ v1, vend ↪→ 0}

D

. . .
(ε, entry, 2), {str = ustr, c0zero = v2, ...}, {v2 = 0, ...}, {vend ↪→ 0, ...}E

(entry, loop, 0), {str = ustr, ...}, {...}, {vend ↪→ 0, ...}F

(entry, loop, 1), {str = ustr, olds = v3, ...}, {v3 = ustr, ...}, {vend ↪→ 0, ...}G

(entry, loop, 2), {str = ustr, s = v4, ...}, {v4 = v3 + 1, v3 = ustr, ...}, {vend ↪→ 0, ...}H

(entry, loop, 3), {str = ustr, c = v5, s = v4, ...}, {...}, {v4 ↪→ v5, vend ↪→ 0, ...}I

(entry, loop, 3), {str = ustr,
c = v5, ...}, {v5 = 0, ...}, {...}

J (entry, loop, 3), {str = ustr, c = v5, s = v4,
...}, {v5 = 0, ...}, {v4 ↪→ v5, vend ↪→ 0, ...}

K

. . .
(entry, loop, 4), {str = ustr, czero = v6, s = v4, . . .}, {v5 = 0, v6 = 0, ...}, {...}L

(loop, loop, 0), {str = ustr, c = v5, s = v4, olds = v3, ...},
{v5 = 0, v4 = v3 + 1, v3 = ustr, ...}, {v4 ↪→ v5, vend ↪→ 0, ...}

M

(loop, loop, 0), {str = vstr, c = vc, s = vs, olds = volds, ...},
{vc = 0, vs = volds + 1, volds ≥ vstr, vs < vend , ...}, {vs ↪→ vc, vend ↪→ 0, ...}

N

(loop, loop, 3), {str = vstr, c = wc, s = ws, olds = wolds, ...},
{ws = wolds + 1, wolds = vs, vs < vend , ...}, {ws ↪→ wc, vend ↪→ 0, ...}

O

. . .

(loop, loop, 0), {str = vstr, c = wc, s = ws, olds = wolds, ...},
{wc = 0, ws = wolds + 1, wolds = vs, vs < vend , ...}, {ws ↪→ wc, vend ↪→ 0, ...}

P

Fig. 1. Symbolic execution graph for strlen

LV(ad)+size(ty)−1 ≤ v2) is valid. Then, we reach a new abstract state where the
previous position p = (bprev , b, i) is updated to the position p+ = (bprev , b, i+1)
of the next instruction in the same basic block, and we set LV(x) = w for a
fresh w ∈ Vsym . If we already know the value at the address ad (i.e., if there are
w1, w2 ∈ Vsym with |= 〈a〉 ⇒ (LV(ad) = w1) and w1 ↪→ty w2 ∈ PT ) then we
add w = w2 to KB . Otherwise, we add LV(ad) ↪→ty w to PT . We used this rule
to obtain B from A in Fig. 1. In a similar way, one can also formulate a rule for
store instructions that store a value at some address in the memory (cf. [26]).

load from allocated memory (p : “x = load ty* ad” with x, ad ∈ VP)

(p, LV  {x = v}, KB , AL, PT )

(p+, LV  {x = w}, KB ∪ {w = w2}, AL, PT )
if

• there is alloc(v1,v2)∈AL with |= 〈a〉 ⇒ (v1 ≤ LV(ad) ∧ LV(ad)+size(ty)− 1 ≤ v2),
• there are w1, w2 ∈ Vsym with |= 〈a〉⇒ (LV(ad) = w1) and w1 ↪→ty w2 ∈ PT ,
• w ∈ Vsym is fresh

(p, LV  {x = v}, KB , AL, PT )

(p+, LV  {x = w}, KB , AL, PT ∪ {LV(ad) ↪→ty w})
if

• there is alloc(v1,v2)∈AL with |= 〈a〉 ⇒ (v1 ≤ LV(ad) ∧ LV(ad)+size(ty)− 1 ≤ v2),
• there are no w1, w2 ∈ Vsym with |= 〈a〉⇒ (LV(ad) = w1) and w1 ↪→ty w2 ∈ PT ,
• w ∈ Vsym is fresh
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If load accesses an address that was not allocated, then memory safety is
violated and we reach the ERR state.

load from unallocated memory (p : “x = load ty* ad” with x, ad ∈ VP)

(p,LV,KB ,AL,PT )

ERR
if

there is no alloc(v1,v2)∈AL with |= 〈a〉 ⇒ (v1 ≤ LV(ad) ∧ LV(ad)+size(ty)− 1 ≤ v2)

The instructions icmp and br in strlen’s entry block check if the first char-
acter c0 is 0. In that case, we have reached the end of the string and jump to
the block done. So for “x = icmp eq ty t1, t2”, we check if the state contains
enough information to decide whether the values t1 and t2 of type ty are equal.
In that case, the value 1 resp. 0 (i.e., true resp. false) is assigned to x.7

icmp (p : “x = icmp eq ty t1, t2” with x ∈ VP and t1, t2 ∈ VP ∪ Z)

(p, LV  {x = v}, KB , AL, PT )

(p+, LV  {x = w}, KB ∪ {w = 1}, AL, PT )

if |= 〈a〉 ⇒ (LV(t1) = LV(t2))
and w ∈ Vsym is fresh

(p, LV  {x = v}, KB , AL, PT )

(p+, LV  {x = w}, KB ∪ {w = 0}, AL, PT )

if |= 〈a〉 ⇒ (LV(t1) �= LV(t2))
and w ∈ Vsym is fresh

The previous rule is only applicable if KB contains enough information to
evaluate the condition. Otherwise, a case analysis needs to be performed, i.e.,
one has to refine the abstract state by extending its knowledge base. This is done
by the following rule which transforms an abstract state into two new ones.8

refining abstract states (p : “x = icmp eq ty t1,t2”, x ∈ VP , t1, t2 ∈ VP ∪ Z)

(p, LV, KB , AL, PT )

(p, LV, KB ∪ {ϕ}, AL, PT ) | (p, LV, KB ∪ {¬ϕ}, AL, PT )

if ϕ is LV(t1)=LV(t2) and both �|= 〈a〉⇒ϕ and �|= 〈a〉⇒¬ϕ

For example, in state B of Fig. 1, we evaluate “c0zero = icmp eq i8 c0,

0”, i.e., we check whether the first character c0 of the string str is 0. Since this
cannot be inferred from B’s knowledge base, we refine B to the successor states
C and D and call the edges from B to C and D refinement edges. In D, we
have c0 = v1 and v1 
= 0. Thus, the icmp-rule yields E where c0zero = v2 and
v2 = 0. We do not display the successors of C that lead to a program end.

The conditional branching instruction br is very similar to icmp. To evaluate
“br i1 t, label b1, label b2”, one has to check whether the current state
contains enough information to conclude that t is 1 (i.e., true) or 0 (i.e., false).
Then the evaluation continues with block b1 resp. b2. This rule allows us to
create the successor F of E, where we jump to the block loop.

7 Other integer comparisons (for <, ≤, . . . ) are handled analogously.
8 Analogous refinement rules can also be used for other conditional LLVM instructions.
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br (p : “br i1 t, label b1, label b2” with t ∈ VP ∪ {0, 1} and b1, b2 ∈ Blks)

(p,LV,KB ,AL,PT )

((b, b1, 0),LV,KB ,AL,PT )
if p = (bprev , b, i) and |= 〈a〉 ⇒ (LV(t) = 1)

(p,LV,KB ,AL,PT )

((b, b2, 0),LV,KB ,AL,PT )
if p = (bprev , b, i) and |= 〈a〉 ⇒ (LV(t) = 0)

Next, we have to evaluate a phi instruction. These instructions are needed
due to the static single assignment form of LLVM. Here, “x = phi ty [t1,b1],
. . . ,[tn,bn]” means that if the previous block was bj , then the value tj is assigned
to x. All t1, . . . , tn must have type ty. Since we reached state F in Fig. 1 after
evaluating the entry block, we obtain the state G with olds = v3 and v3 = ustr.

phi (p : “x = phi ty [t1,b1], . . . ,[tn,bn]” with x ∈ VP , ti ∈ VP ∪ Z, bi ∈ Blks)

(p, LV  {x = v}, KB , AL, PT )

(p+, LV  {x = w}, KB ∪ {w = LV(tj)}, AL, PT )

if p = (bj , b, k) and
w ∈ Vsym is fresh

The strlen function traverses the string using a pointer s that is increased in
each iteration. The loop terminates, since eventually s reaches the last memory
cell of the string (containing 0). Then one jumps to done, converts the pointers s
and str to integers, and returns their difference. To perform the required pointer
arithmetic, “ad2 = getelementptr ty* ad1,in t” increases ad1 by the size of
t elements of type ty (i.e., by size(ty) · t) and assigns this address to ad2.

9

getelementptr (p :“ad2 = getelementptr ty* ad1, in t”, ad1, ad2∈VP , t∈VP ∪Z)

(p, LV  {ad2 = v}, KB , AL, PT )

(p+,LV {ad2=w}, KB ∪{w = LV(ad1)+size(ty) ·LV(t)}, AL, PT )
w∈Vsym fresh

In Fig. 1, this rule is used for the step from G to H , where LV and KB now
imply s = str + 1. In the step to I, the character at address s is loaded to c.
To ensure memory safety, the load-rule checks that s is in an allocated part of
the memory (i.e., that ustr ≤ ustr + 1 ≤ vend ). This holds because 〈H〉 implies
ustr ≤ vend and ustr 
= vend (as ustr ↪→ v1, vend ↪→ 0 ∈ PT and v1 
= 0 ∈ KB).
Finally, we check whether c is 0. We again perform a refinement which yields
the states J and K. State K corresponds to the case c 
= 0 and thus, we obtain
czero = 0 in L and branch back to instruction 0 of the loop block in state M .

2.3 Generalizing Abstract States

After reaching M , one unfolds the loop once more until one reaches a state
M̃ at position (loop, loop, 0) again, analogous to the first iteration. To obtain
finite symbolic execution graphs, we generalize our states whenever an evaluation
visits a program position twice. Thus, we have to find a state that is more general
than M = (p,LVM ,KBM ,AL,PTM ) and M̃ = (p,LV

˜M
,KB

˜M
,AL,PT

˜M
). For

readability, we again write “↪→” instead of “↪→i8”. Then p = (loop, loop, 0) and

9 Since we do not consider the handling of data structures in this paper, we do not
regard getelementptr instructions with more than two parameters.
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AL = {alloc(ustr, vend )}
LVM = {str = ustr, c = v5, s = v4, olds = v3, . . .}
LV

˜M
= {str = ustr, c = ṽ5, s = ṽ4, olds = ṽ3, . . .}

PTM = {ustr ↪→ v1, v4 ↪→ v5, vend ↪→ z}
PT

˜M
= {ustr ↪→ v1, v4 ↪→ v5, ṽ4 ↪→ ṽ5, vend ↪→ z}

KBM = {v5 �= 0, v4 = v3 + 1, v3 = ustr, v1 �= 0, z = 0, . . .}
KB

˜M
= {ṽ5 �= 0, ṽ4 = ṽ3 + 1, ṽ3 = v4, v4 = v3 + 1, v3 = ustr, v1 �= 0, z = 0, . . .}.

Our aim is to construct a new state N that is more general than M and M̃ ,
but contains enough information for the remaining proof. We now present our
heuristic for merging states that is used as the basis for our implementation.

To merge M and M̃ , we keep those constraints of M that also hold in M̃ .
To this end, we proceed in two steps. First, we create a new state N = (p,LVN ,
KBN ,ALN ,PTN ) using fresh symbolic variables vx for all x ∈ VP and define

LVN = {str = vstr, c = vc, s = vs, olds = volds, . . .}.

Matching N ’s fresh variables to the variables in M and M̃ yields mappings with
μM (vstr)=ustr, μM (vc)=v5, μM (vs)=v4, μM (volds)=v3, and μ

˜M
(vstr)=ustr,

μ
˜M
(vc)= ṽ5, μ˜M

(vs)= ṽ4, μ˜M
(volds)= ṽ3. By injectivity of LVM , we can also de-

fine a pseudo-inverse of μM that mapsM ’s variables to N by setting μ−1
M (LVM (x))

=vx for x∈VP and μ−1
M (v)=v for all other v∈Vsym (μ−1

˜M
works analogously).

In a second step, we use these mappings to check which constraints of M also
hold in M̃ . So we set ALN = μ−1

M (AL) ∩ μ−1
˜M
(AL) = {alloc(vstr, vend )} and

PTN = μ−1
M (PTM ) ∩ μ−1

˜M
(PT

˜M
)

= {vstr ↪→ v1, vs ↪→ vc, vend ↪→ z} ∩ {vstr ↪→ v1, v4 ↪→ v5, vs ↪→ vc, vend ↪→ z}
= {vstr ↪→ v1, vs ↪→ vc, vend ↪→ z}.

It remains to construct KBN . We have v3=ustr (“olds = str”) in 〈M〉, but
ṽ3=v4, v4=v3 + 1, v3=ustr (“olds=str+ 1”) in 〈M̃〉. To keep as much infor-
mation as possible in such cases, we rewrite equations to inequations before per-
forming the generalization. For this, let ⟪M⟫ result from extending 〈M〉 by t1 ≥
t2 and t1 ≤ t2 for any equation t1 = t2 ∈ 〈M〉. So in our example, we obtain v3 ≥
ustr ∈ ⟪M⟫ (“olds ≥ str”). Moreover, for any t1 
= t2 ∈ 〈M〉, we check whether
〈M〉 implies t1 > t2 or t1 < t2, and add the respective inequation to ⟪M⟫. In this
way, one can express sequences of inequations t1 
= t2, t1+1 
= t2, . . . , t1+n 
= t2
(where t1 ≤ t2) by a single inequation t1+n < t2, which is needed for suitable
generalizations afterwards. We use this to derive v4 < vend ∈ ⟪M⟫ (“s < vend”)
from v4 = v3 + 1, v3 = ustr, ustr ≤ vend , ustr 
= vend , v4 
= vend ∈ 〈M〉.
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We then let KBN consist of all formulas ϕ from ⟪M⟫ that are also implied

by 〈M̃〉, again translating variable names using μ−1
M and μ−1

˜M
. Thus, we have

⟪M⟫ = {v5 �= 0, v4 = v3 + 1, v3 = ustr, v3 ≥ ustr, v4 < vend , . . .}
μ−1
M (⟪M⟫) = {vc �= 0, vs = volds + 1, volds = vstr, volds ≥ vstr, vs < vend , . . .}
μ−1

˜M
(〈M̃〉) = {vc �= 0, vs = volds + 1, volds = v4, v4 = v3 + 1, v3 = vstr, vs < vend , . . .}

KBN = {vc �= 0, vs = volds + 1, volds ≥ vstr, vs < vend , . . .}.

Definition 3 (Merging States). Let a = (p,LVa,KBa,ALa,PTa) and b =
(p,LVb,KBb,ALb,PT b) be abstract states. Then c = (p,LVc,KBc,ALc,PT c)
results from merging the states a and b if

• LVc = {x = vx | x ∈ VP} for fresh pairwise different symbolic variables vx.
Moreover, we define μa(vx) = LVa(x) and μb(vx) = LVb(x) for all x ∈ VP
and let μa and μb be the identity on all remaining variables from Vsym .

• ALc = μ−1
a (ALa) ∩ μ−1

b (ALb) and PT c = μ−1
a (PT a) ∩ μ−1

b (PT b). Here,
the “inverse” of the instantiation μa is defined as μ−1

a (v) = vx if v = LVa(x)
and μ−1

a (v) = v for all other v ∈ Vsym (μ−1
b is defined analogously).

• KBC = { ϕ ∈ μ−1
a (⟪a⟫) | |= μ−1

b (〈b〉) ⇒ ϕ }, where
⟪a⟫ = 〈a〉 ∪ { t1 ≥ t2, t1 ≤ t2 | t1 = t2 ∈ 〈a〉 }

∪ { t1 > t2 | t1 �= t2 ∈ 〈a〉, |= 〈a〉 ⇒ t1 > t2 }
∪ { t1 < t2 | t1 �= t2 ∈ 〈a〉, |= 〈a〉 ⇒ t1 < t2 }.

In Fig. 1, we do not show the second loop unfolding from M to M̃ , and di-
rectly draw a generalization edge from M to N , depicted by a dashed arrow.
Such an edge expresses that all concrete states represented by M are also repre-
sented by the more general state N . Semantically, a state a is a generalization
of a state a iff |= 〈a〉SL ⇒ μ(〈a〉SL) for some instantiation μ. To automate
our procedure, we define a weaker relationship between a and a. We say that
a = (p, LV ,KB ,AL,PT ) is a generalization of a = (p,LV,KB ,AL,PT ) with the
instantiation μ whenever the conditions (b)-(e) of the following rule are satisfied.

generalization with μ (p,LV,KB ,AL,PT )

(p,LV ,KB ,AL,PT )
if

(a) a has an incoming evaluation edge,10

(b) LV(x) = μ(LV(x)) for all x ∈ VP ,
(c) |= 〈a〉 ⇒ μ(KB),
(d) if alloc(v1, v2) ∈ AL, then alloc(μ(v1), μ(v2)) ∈ AL,
(e) if (v1 ↪→ty v2) ∈ PT , then (μ(v1) ↪→ty μ(v2)) ∈ PT

Clearly, then we indeed have |= 〈a〉SL ⇒ μ(〈a〉SL). Condition (a) is needed
to avoid cycles of refinement and generalization steps in the symbolic execution
graph, which would not correspond to any computation.

10 Evaluation edges are edges that are not refinement or generalization edges.
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Of course, many approaches are possible to compute such generalizations (or
“widenings”). Thm. 4 shows that the merging heuristic from Def. 3 satisfies the
conditions of the generalization rule. Thus, since N results from merging M and
M̃ , it is indeed a generalization of M . Thm. 4 also shows that if one uses the
merging heuristic to compute generalizations, then the construction of symbolic
execution graphs always terminates when applying the following strategy:

• If there is a path from a state a to a state b, where a and b are at the same
program position, where b has an incoming evaluation edge, and where a has
no incoming refinement edge, then we check whether a is a generalization of
b (i.e., whether the corresponding conditions of the generalization rule are
satisfied). In that case, we draw a generalization edge from b to a.

• Otherwise, remove a’s children, and add a generalization edge from a to the
merging c of a and b. If a already had an incoming generalization edge from
some state q, then remove a and add a generalization edge from q to c instead.

Theorem 4 (Soundness and Termination of Merging). Let c result from
merging the states a and b as in Def. 3. Then c is a generalization of a and b
with the instantiations μa and μb, respectively. Moreover, if a is not already a
generalization of b, then |⟪c⟫|+ |ALc|+ |PT c| < |⟪a⟫|+ |ALa|+ |PT a|. Here, for
any conjunction ϕ, let |ϕ| denote the number of its conjuncts. Thus, the above
strategy to construct symbolic execution graphs always terminates.11

In our example, we continue symbolic execution in state N . Similar to the
execution from F to M , after 6 steps another state P at position (loop, loop, 0)
is reached. In Fig. 1, dotted arrows abbreviate several evaluation steps. As N is
again a generalization of P using an instantiation μ with μ(vc) = wc, μ(vs) = ws,
and μ(volds) = wolds, we draw a generalization edge from P to N . The construc-
tion of the symbolic execution graph is finished as soon as all its leaves correspond
to ret instructions (for “return”).

Based on this construction, we now connect the symbolic execution graph to
memory safety of the input program. We say that a concrete LLVM state (p, s,m)
is represented by the symbolic execution graph iff the graph contains an abstract
state a at position p where (s,m) |= σ(〈a〉SL) for some concrete instantiation σ.

Theorem 5 (Memory Safety of LLVM Programs). Let P be an LLVM
program with a symbolic execution graph G. If G does not contain the abstract
state ERR, then P is memory safe for all LLVM states represented by G.

3 From Symbolic Execution Graphs to Integer Systems

To prove termination of the input program, we extract an integer transition
system (ITS) from the symbolic execution graph and then use existing tools to
prove its termination. The extraction step essentially restricts the information

11 The proofs for all theorems can be found in [26].
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in abstract states to the integer constraints on symbolic variables. This conver-
sion of memory-based arguments into integer arguments often suffices for the
termination proof. The reason for considering only Vsym instead of VP is that
the conditions in the abstract states only concern the symbolic variables and
therefore, these are usually the essential variables for proving termination.

For example, termination of strlen is proved by showing that the pointer
s is increased as long as it is smaller than vend , the symbolic end of the input
string. In Fig. 1, this is explicit since vs < vend is an invariant that holds in all
states represented by N . Each iteration of the cycle increases the value of vs .

Formally, ITSs are graphs whose nodes are abstract states and whose edges
are transitions. For any abstract state a, let V(a) denote the symbolic variables
occurring in a. Let V ⊆ Vsym be the finite set of all symbolic variables occurring
in states of the symbolic execution graph. A transition is a tuple (a,CON , a)
where a, a are abstract states and the condition CON ⊆ QF IA(V � V ′) is a set
of pure quantifier-free formulas over the variables V �V ′. Here, V ′ = {v′ | v ∈ V}
represents the values of the variables after the transition. An ITS state (a, σ)
consists of an abstract state a and a concrete instantiation σ : V → Z. For any
such σ, let σ′ : V ′ → Z with σ′(v′) = σ(v). Given an ITS I, (a, σ) evaluates
to (a, σ) (denoted “(a, σ) →I (a, σ)”) iff I has a transition (a,CON , a) with
|= (σ ∪ σ′) (CON ). Here, we have (σ ∪ σ′)(v) = σ(v) and (σ ∪ σ′)(v′) = σ′(v′) =
σ(v) for all v ∈ V . An ITS I is terminating iff →I is well founded.12

We convert symbolic execution graphs to ITSs by transforming every edge
into a transition. If there is a generalization edge from a to a with an instan-
tiation μ, then the new value of any v ∈ V(a) in a is μ(v). Hence, we create
the transition (a, 〈a〉 ∪ {v′ = μ(v) | v ∈ V(a)}, a).13 So for the edge from
P to N in Fig. 1, we obtain the condition {ws = wolds + 1, wolds = vs, vs <
vend , v

′
str = vstr, v

′
end = vend , v

′
c = wc, v

′
s = ws, . . .}. This can be simplified to

{vs < vend , v
′
end = vend , v

′
s = vs + 1, . . .}.

An evaluation or refinement edge from a to a does not change the variables
of V(a). Thus, we construct the transition (a, 〈a〉 ∪ {v′ = v | v ∈ V(a)}, a).

So in the ITS resulting from Fig. 1, the condition of the transition from A to
B contains {v′end = vend}∪ {u′x = ux | x ∈ VP}. The condition for the transition
from B to D is the same, but extended by v′1 = v1. Hence, in the transition
from A to B, the value of v1 can change arbitrarily (since v1 /∈ V(A)), but in
the transition from B to D, the value of v1 must remain the same.

Definition 6 (ITS from Symbolic Execution Graph). Let G be a symbolic
execution graph. Then the corresponding integer transition system IG has one
transition for each edge in G:

• If the edge from a to a is not a generalization edge, then IG has a transition
from a to a with the condition 〈a〉 ∪ {v′ = v | v ∈ V(a)}.

12 For programs starting in states represented by an abstract state a0, it would suffice
to prove termination of all →I-evaluations starting in ITS states of the form (a0, σ).

13 In the transition, we do not impose the additional constraints of 〈a〉 on the post-va-
riables V ′, since they are checked anyway in the next transition which starts in a.
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• If there is a generalization edge from a to a with the instantiation μ, then IG
has a transition from a to a with the condition 〈a〉 ∪ {v′ = μ(v) | v ∈ V(a)}.

From the non-generalization edges on the path from N to P in Fig. 1, we
obtain transitions whose conditions contain v′end = vend and v′s = vs. So vs is
increased by 1 in the transition from P to N and it remains the same in all
other transitions of the graph’s only cycle. Since the transition from P to N is
only executed as long as vs < vend holds (where vend is not changed by any
transition), termination of the resulting ITS can easily be proved automatically.

The following theorem shows the soundness of our approach.

Theorem 7 (Termination of LLVM Programs). Let P be an LLVM program
with a symbolic execution graph G that does not contain the state ERR. If IG is
terminating, then P is also terminating for all LLVM states represented by G.

4 Related Work, Experiments, and Conclusion

We developed a new approach to prove memory safety and termination of C
(resp. LLVM) programs with explicit pointer arithmetic and memory access. It re-
lies on a representation of abstract program states which allows an easy automa-
tion of the rules for symbolic execution (by standard SMT solving). Moreover,
this representation is suitable for generalizing abstract states and for generating
integer transition systems. In this way, LLVM programs are translated fully auto-
matically into ITSs amenable to automated termination analysis.

Previous methods and tools for termination analysis of imperative programs
(e.g., AProVE [4,5], ARMC [24], COSTA [1], Cyclist [7], FuncTion [29], Julia [25],
KITTeL [12], LoopFrog [28], TAN [16], TRex [14], T2 [6], Ultimate [15], . . . ) either
do not handle the heap at all, or support dynamic data structures by an abstrac-
tion to integers (e.g., to represent sizes or lengths) or to terms (representing finite
unravelings). However, most tools fail when the control flow depends on explicit
pointer arithmetic and on detailed information about the contents of addresses.
While the general methodology of our approach was inspired by our previous
work on termination of Java [4,5], in the current paper we lift such techniques
to prove termination and memory safety of programs with explicit pointer arith-
metic. This requires a fundamentally new approach, since pointer arithmetic and
memory allocation cannot be expressed in the Java-based techniques of [4,5].

We implemented our technique in the termination prover AProVE using the
SMT solvers Yices [11] and Z3 [20] in the back-end. A preliminary version of our
implementation participated very successfully in the International Competition
on Software Verification (SV-COMP) [27] at TACAS, which featured a category
for termination of C programs for the first time in 2014.To evaluate AProVE’s
power, we performed experiments on a collection of 208 C programs from several
sources, including the SV-COMP 2014 termination category and standard string
algorithms from [30] and the OpenBSD C library [23]. Of these 208 programs,
129 use pointers and 79 only operate on integers.
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To prove termination of low-level C programs, one also has to ensure their
memory safety. While there exist several tools to prove memory safety of C
programs, many of them do not handle explicit byte-accurate pointer arithmetic
(e.g., Thor [19] or SLAyer [3]) or require the user to provide the needed loop
invariants (as in the Jessie plug-in of Frama-C [21]). In contrast, our approach
can prove memory safety of such algorithms fully automatically. Although our
approach is targeted toward termination and only analyzes memory safety as a
prerequisite for termination, it turned out that on our collection, AProVE is more
powerful than the leading publicly available tools for proving memory safety. To
this end, we compared AProVE with the tools CPAchecker [18] and Predator [10]
which reached the first and the third place in the category for memory safety at
SV-COMP 2014.14 For the 129 pointer programs in our collection, AProVE can
show memory safety for 102 examples, whereas CPAchecker resp. Predator prove
memory safety for 77 resp. 79 examples (see [2] for details).

To evaluate the power of our approach for proving termination, we compared
AProVE to the other tools from the termination category of SV-COMP 2014. In
addition, we included the termination analyzer KITTeL [12] in our evaluation,

79 integer programs 129 pointer programs

T N F TO RT T N F TO RT

AProVE 67 0 11 1 19.6 91 0 19 19 58.6

FuncTion 11 0 66 2 23.1 - - - - -

KITTeL 58 0 12 9 0.2 9 0 1 119 0.2

T2 55 0 23 1 1.8 6 0 123 0 3.6

TAN 31 0 37 11 2.4 3 0 124 2 10.6

Ultimate 57 4 12 6 3.2 - - - - -

which operates on
LLVM as well. On
the side, we show
the performance of
the tools on in-
teger and pointer
programs when us-
ing a time limit
of 300 seconds for
each example. Here, we used an Intel Core i7-950 processor and 6 GB of mem-
ory. “T” gives the number of examples where termination could be proved, “N”
is the number of examples where non-termination could be shown, “F” states
how often the tool failed in less than 300 seconds, “TO” gives the number of
time-outs (i.e., examples for which the tool took longer than 300 seconds), and
“RT” is the average run time in seconds for those examples where the tool
proved termination or non-termination. For pointer programs, we omitted the
results for those tools that were not able to prove termination of any examples.

Most other termination provers ignore the problem of memory safety and just
prove termination under the assumption that the program is memory safe. So
they may also return “Yes” for memory unsafe programs and may treat read ac-
cesses to the heap as non-deterministic input. Since AProVE constructs symbolic
execution graphs to prove memory safety and to infer suitable invariants needed
for termination proofs, its runtime is often higher than that of other tools. On
the other hand, the table shows that our approach is slightly more powerful
than the other tools for integer programs (i.e., our graph-based technique is also
suitable for programs on integers) and it is clearly the most powerful one for

14 The second place in this category was reached by the bounded model checker LLBMC
[13]. However, in general such tools only disprove, but cannot verify memory safety.
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pointer programs. The reason is due to our novel representation of the memory
which handles pointer arithmetic and keeps information about the contents of
addresses. For details on our experiments and to access our implementation in
AProVE via a web interface, we refer to [2]. In future work, we plan to extend
our approach to recursive programs and to inductive data structures defined via
struct (e.g., by integrating existing shape analyses based on separation logic).

Acknowledgments. We are grateful to the developers of the other tools for termina-

tion or memory safety [6,10,12,15,16,18,29] for their help with the experiments.
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Abstract. SAT and QBF solving techniques have applications in var-
ious areas. One area of the applications of SAT-solving is formal ver-
ification of temporal properties of transition system models. Because
of the restriction on the structure of formulas, complicated verification
problems cannot be naturally represented with SAT-formulas succinctly.
This paper investigates QBF-applications in this area, aiming at the ver-
ification of branching-time temporal logic properties of transition system
models. The focus of this paper is on temporal logic properties specified
by the extended computation tree logic that allows some sort of fairness,
and the main contribution of this paper is a bounded semantics for the
extended computation tree logic. A QBF encoding of the temporal logic
is then developed from the definition of the bounded semantics, and an
implementation of QBF-based verification follows from the QBF encod-
ing. Experimental evaluation of the feasibility and the computational
properties of such a QBF-based verification algorithm is reported.

1 Introduction

SAT and QBF solving techniques have applications in various areas [10,13,9].
One area of the applications of SAT-solving is formal verification of temporal
properties of transition system models [1,14,2,15,19,12,6]. In various situations,
it can be used to quickly determine whether a property is violated and is con-
sidered as a complementary approach to the standard BDD-based verification
approaches [3,16,5]. Therefore a large number of research works has been devoted
into this direction. However, because of the restriction on the structure of for-
mulas, complicated verification problems cannot be naturally represented with
SAT-formulas succinctly. This paper investigates QBF-applications in this area,
aiming at the verification of branching-time temporal logic properties of transi-
tion system models. Branching-time temporal logic properties involve operators
that may require the existence of certain kinds of paths starting at different
states of a system model. This requires the use of quantifiers in the encoding of
such properties.
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This paper focuses on QBF encoding and QBF-based verification of temporal
properties specified by the extended computation tree logic that allows some
sort of fairness [8]. The main contribution of this paper is a bounded seman-
tics for the extended computation tree logic. A QBF encoding of the temporal
logic is then developed from the definition of the bounded semantics, and an
implementation of QBF-based verification follows from the QBF encoding. One
of the particular aspects of this implementation is that it can handle proper-
ties (branching properties combined with fairness) that are not handled by well
known model checking tools such as Spin [11] and NuSMV [4]. Finally exper-
imental evaluation of the feasibility of the QBF-based verification relative to
BDD-based verification is reported.

2 Preliminaries

We recall the definition of transition system models and that of the extended
computation tree logic.

2.1 Transition System Models

Let AP be a set of propositional symbols. A finite state system may be repre-
sented by a Kripke structure which is a quadruple M = 〈S, T, I, L〉 where S is a
set of states, T ⊆ S × S is a transition relation which is total, I ⊆ S is a set of
initial states and L : S → 2AP is a labeling function that maps each state to a
subset of propositions of AP . A Kripke structure is also called a model.

Transitions A transition from a state s to another state s′ is denoted s → s′.
s → s′ iff (s, s′) ∈ T .

Paths. An infinite path is an infinite sequence of states π = π0π1 · · · such that
πi → πi+1 for all i ≥ 0.

Computations. A computation of M is an infinite path such that the initial state
of the path is in I.

Notations. Let π = π0π1 · · · be a path. We use π(s) to denote a path π with
π0 = s. Then ∃π(s).ϕ means that there is a path π with π0 = s such that ϕ
holds, and ∀π(s).ϕ means that for every path π with π0 = s, ϕ holds.

2.2 Extended Computation Tree Logic (eCTL )

Properties of a transition system model may be specified by temporal logic for-
mulas. Extended computation tree logic [8] is a propositional branching-time
temporal logic that extends the computation tree logic (CTL) introduced by
Emerson and Clarke [7] with possibility to express simple fairness constraints.
For brevity, the extended computation tree logic is hereafter denoted eCTL .
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Syntax Let p range over AP . The set of eCTL formulas Φ over AP is defined as
follows:

Φ ::= p | ¬Φ | Φ ∧ Φ | Φ ∨ Φ |AΨ | EΨ

Ψ ::= X Φ | F Φ | G Φ |
∞
F Φ |

∞
G Φ | (Φ U Φ) | (Φ R Φ)

The formulas of Φ are eCTL formulas, and the formulas of Ψ are auxiliary
path formulas. The property of a finite state system may be specified by an
eCTL formula, and conversely, the truth of such a formula may be evaluated in
a finite state system.

Definition 1. (Semantics of eCTL ) Let p denote a propositional symbol, and
ϕ, ϕ0, ϕ1 denote eCTL formulas, ψ, ψ0 denote path formulas. Let s be a state
and π be a path of M . Let M, s |= ϕ denote the relation that ϕ holds on s of
M , and M,π |= ψ denote that ψ holds on π of M . The relation M, s |= ϕ and
M,π |= ψ are defined as follows.

M, s |= p iff p ∈ L(s) .
M, s |= ¬ϕ0 iff M, s 
|= ϕ0

M, s |= ϕ0 ∧ ϕ1 iff M, s |= ϕ0 and M, s |= ϕ1

M, s |= ϕ0 ∨ ϕ1 iff M, s |= ϕ0 or M, s |= ϕ1

M, s |= Aψ0 iff ∀π(s).(M,π |= ψ0)
M, s |= Eψ0 iff ∃π(s).(M,π |= ψ0)

M,π |= Xϕ0 iff M,π1 |= ϕ0

M,π |= Fϕ0 iff ∃k ≥ 0.M, πk |= ϕ0

M,π |= Gϕ0 iff ∀k ≥ 0.M, πk |= ϕ0

M,π |=
∞
Fϕ0 iff ∀i ≥ 0.∃k ≥ i.M, πk |= ϕ0

M,π |=
∞
Gϕ0 iff ∃i ≥ 0.∀k ≥ i.M, πk |= ϕ0

M,π |= ϕ0Uϕ1 iff ∃k ≥ 0.(M,πk |= ϕ1∧ ∀0 ≤ j < k.(M,πj |= ϕ0))
M,π |= ϕ0Rϕ1 iff ∀k ≥ 0.(M,πk |= ϕ1∨ ∃0 ≤ j < k.(M,πj |= ϕ0))

Definition 2. M |= ϕ iff M, s |= ϕ for all s ∈ I.

Negation Normal Form. An eCTL formula is in the negation normal form (NNF),
if the negation ¬ is applied only to propositional symbols. Every eCTL formula
can be transformed into an equivalent formula in NNF by using the following
equivalences.

¬(ϕ ∧ ψ) ≡ ¬ϕ ∨ ¬ψ
¬AX ϕ ≡ EX¬ϕ
¬AF ϕ ≡ EG¬ϕ
¬AG ϕ ≡ EF¬ϕ

¬A
∞
F ϕ ≡ E

∞
G¬ϕ

¬A
∞
G ϕ ≡ E

∞
F¬ϕ

¬A(ϕ U ψ) ≡ E(¬ϕ R ¬ψ)
¬A(ϕ R ψ) ≡ E(¬ϕ U ¬ψ)

¬(ϕ ∨ ψ) ≡ ¬ϕ ∧ ¬ψ
¬EX ϕ ≡ AX¬ϕ
¬EF ϕ ≡ AG¬ϕ
¬EG ϕ ≡ AF¬ϕ

¬E
∞
F ϕ ≡ A

∞
G¬ϕ

¬E
∞
G ϕ ≡ A

∞
F¬ϕ

¬E(ϕ U ψ) ≡ A(¬ϕ R ¬ψ)
¬E(ϕ R ψ) ≡ A(¬ϕ U ¬ψ)
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Without loss of generality, we only consider formulas in NNF. Formulas not
in NNF are considered as an abbreviation of the equivalent ones in NNF.

3 Bounded Semantics

Before presenting the QBF encoding of temporal properties, we develop a
bounded semantics for eCTL. This bounded semantics extends that of the previ-
ous works for that of the existential fragment of CTL [14] and that of CTL [19].
For convenience, we fix the model under consideration to be M = 〈S, T, I, L〉 in
the rest of this paper.

Finite Paths and k-Paths. A finite path is a finite prefix of an infinite path.
Let k ≥ 0. A k-path of M is a finite path of M with length k + 1. π is a k-
path, if π = π0 · · ·πk such that πi ∈ S for i = 0, ..., k and (πi, πi+1) ∈ T for
i = 0, ..., k − 1.

Bounded Models. The k-model of M is a quadruple Mk = 〈S, Phk, I, L〉 where
Phk is the set of all k-paths of M . Mk can be considered as an approximation
of M .

Paths with Repeating States (rs-paths). An rs-path is a finite path that contains
repeating states (i.e., at least two states are the same). Let rs(π) denote that
π is an rs-path. An important property of such a path is that if π is a prefix of
π′, then rs(π) → rs(π′). For the ideas of k-paths, k-models, and rs-paths, the
reader is referred to [1,14,19].

Definition 3. (Bounded Semantics of eCTL ) Let p denote a propositional sym-
bol, and ϕ, ϕ0, ϕ1 denote eCTL formulas, ψ, ψ0 denote path formulas. Let s be a
state of M and π be a k-path of Phk. Let Mk, s |= ϕ denote the relation that ϕ
holds on s of Mk, and Mk, π |= ψ denote that ψ holds on π of Mk. The relation
Mk, s |= ϕ and Mk, π |= ψ are defined as follows.

Mk, s |= p iff p ∈ L(s) .
Mk, s |= ¬p iff p 
∈ L(s)
Mk, s |= ϕ0 ∧ ϕ1 iff (Mk, s |= ϕ0) and (Mk, s |= ϕ1)
Mk, s |= ϕ0 ∨ ϕ1 iff (Mk, s |= ϕ0) or (Mk, s |= ϕ1)
Mk, s |= Aψ iff ∀π(s).(Mk, π |= ψ)
Mk, s |= Eψ iff ∃π(s).(Mk, π |= ψ)
Mk, π |= Xϕ0 iff k ≥ 1 ∧ (Mk, π1 |= ϕ0)
Mk, π |= Fϕ0 iff ∃i ≤ k.(Mk, πi |= ϕ0)
Mk, π |= Gϕ0 iff rs(π)∧ (∀i ≤ k.(Mk, πi |= ϕ0))

Mk, π |=
∞
Fϕ0 iff rs(π)∧ ∀i < l ≤ k.(πi = πl → ∃i < j ≤ l.(Mk, πj |= ϕ0))

Mk, π |=
∞
Gϕ0 iff rs(π)∧ ∀i < l ≤ k.(πi = πl → ∀i < j ≤ l.(Mk, πj |= ϕ0))

Mk, π |= ϕ0Uϕ1 iff ∃i ≤ k.(Mk, πi |= ϕ1∧ ∀j < i.(Mk, πj |= ϕ0))
Mk, π |= ϕ0Rϕ1 iff
∀i ≤ k.(Mk, πi |= ϕ1∨ ∃j < i.(Mk, πj |= ϕ0)) ∧ (∃j ≤ k.(Mk, πj |= ϕ0) ∨ rs(π))
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Definition 4. Mk |= ϕ iff Mk, s |= ϕ for all s ∈ I.

Let |M | denote the number of states of M .

Lemma 1. If M, s |= ϕ, then there is a k ≥ 0 such that Mk, s |= ϕ.

Proof: The proof is done by structural induction. For brevity (due to the page

limit), we prove the two cases where ϕ is respectively A
∞
Gϕ0 and A

∞
Fϕ0, and

omit the rest of the cases. Let k = |M |.

– Suppose that M, s |= A
∞
Gϕ0 holds.

Since k = |M | and the transition relation is total, the length of every k-path
is greater than |M |. Then for every k-path π, rs(π) holds. We only need to
show for every k-path π starting at s the following holds.

∀i < l ≤ k.(πi = πl → ∀i < j ≤ l.(Mk, πj |= ϕ0)).

Assume πi = πl for a k-path π. Then π′ = π0 · · ·πi(πi+1 · · ·πl)
ω is an infinite

path starting at s = π0. Since π′ satisfies
∞
Gϕ0, we have ∀i < j ≤ l.(M,πj |=

ϕ0). Then according to the induction hypothesis, ∀i < j ≤ l.(Mk, πj |= ϕ0).

– Suppose that M, s |= A
∞
Fϕ0 holds.

Since k = |M |, for every k-path π, rs(π) holds. We only need to show for
every k-path π starting at s the following holds.

∀i < l ≤ k.(πi = πl → ∃i < j ≤ l.(Mk, πj |= ϕ0)).

Assume πi = πl for a k-path π. Then π′ = π0 · · ·πi(πi+1 · · ·πl)
ω is an infinite

path starting at s = π0. Since π′ satisfies
∞
Fϕ0, we have ∃i < j ≤ l.(M,πj |=

ϕ0). Then according to the induction hypothesis, ∃i < j ≤ l.(Mk, πj |= ϕ0).

Lemma 2. If Mk, s |= ϕ for k ≥ |M |, then M, s |= ϕ.

Proof: The proof is done by structural induction. For brevity, we prove the

two cases where ϕ is respectively A
∞
Gϕ0 and A

∞
Fϕ0, and omit the rest of the

cases.

– Suppose that Mk, s |= A
∞
Gϕ0 holds for k.

Then for every k-path π′ starting at s, we have Mk, π
′ |=

∞
Gϕ0, i.e.,

rs(π′) ∧ ∀i < l ≤ k.(π′i = π′l → ∀i < j ≤ l.(Mk, π
′
j |= ϕ0)).

Assume that M, s |= A
∞
Gϕ0 does not hold. We show that this is a contra-

diction. According to this assumption, there is an infinite path starting at s

such that M,π |=
∞
Gϕ0 does not hold. Then we can construct an infinite path

π′ = π′0 · · ·π′i(π′i+1 · · ·π′l)ω starting at s such that l ≤ |M |, π′x 
= π′y for all
x < y < l, π′i = π′l, and M,π′j 
|= ϕ0 for some i < j ≤ l. Let π′′ be a k-path
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with π′0 · · ·π′iπ′i+1 · · ·π′l as its prefix (this is possible, since l ≤ |M | ≤ k).

Then according to the premise of the lemma, Mk, π
′′ |=

∞
Gϕ0 holds. Then we

have Mk, π
′
j |= ϕ0, and by the induction hypothesis, M,π′j |= ϕ0. This is a

contradiction, which proves the lemma.

– Suppose that Mk, s |= A
∞
Fϕ0 holds for k.

Then for every k-path π′ starting at s, we have Mk, π
′ |=

∞
Fϕ0, i.e.,

rs(π′) ∧ ∀i < l ≤ k.(π′i = π′l → ∃i < j ≤ l.(Mk, π
′
j |= ϕ0)).

Assume that M, s |= A
∞
Fϕ0 does not hold. We show that this is a con-

tradiction. According to this assumption, there is an infinite path start-

ing at s such that M,π |=
∞
Fϕ0 does not hold. Then we can construct an

infinite path π′ = π′0 · · ·π′i(π′i+1 · · ·π′l)ω starting at s such that l ≤ |M |,
π′x 
= π′y for all x < y < l, π′i = π′l, and M,π′j 
|= ϕ0 for all i < j ≤ l. Let
π′′ be a k-path with π′0 · · ·π′iπ′i+1 · · ·π′l as its prefix (this is possible, since

l ≤ |M | ≤ k). Then according to the premise of the lemma, Mk, π
′′ |=

∞
Fϕ0

holds. Then we have ∃i < j ≤ l.(Mk, π
′
j |= ϕ0), and by the induction hy-

pothesis, ∃i < j ≤ l.(M,π′j |= ϕ0). This is a contradiction, which proves the
lemma.

Lemma 3. If Mk, s |= ϕ, then Mk+1, s |= ϕ.

Proof: The proof is done by structural induction. For brevity, we prove the case

where ϕ is A
∞
Gϕ0, and omit the rest of the cases. Suppose that Mk, s |= A

∞
Gϕ0

holds for k.

Then for every k-path ζ starting at s, we have Mk, ζ |=
∞
Gϕ0, i.e.,

rs(ζ) ∧ ∀i < l ≤ k.(ζi = ζl → ∀i < j ≤ l.(Mk, ζj |= ϕ0)).

Then according to the induction hypothesis, we have

rs(ζ) ∧ ∀i < l ≤ k.(ζi = ζl → ∀i < j ≤ l.(Mk+1, ζj |= ϕ0)).

The goal is to prove that Mk+1, s |= A
∞
Gϕ0 holds, i.e., for every (k + 1)-path

π of Mk+1 starting at s, the following two properties hold.

(1) rs(π)
(2) ∀i < l ≤ k + 1.(πi = πl → ∀i < j ≤ l.(Mk+1, πj |= ϕ0))

Let π = π0 · · ·πkπk+1 be a (k + 1)-path starting at s. Since π′ = π0 · · ·πk is
a k-path, we have the following fact.

rs(π′) ∧ ∀i < l ≤ k.(πi = πl → ∀i < j ≤ l.(Mk+1, πj |= ϕ0))

Since rs(π′) implies property (1), and the cases of property (2) where l ≤ k
are covered by the fact, we only need to show

∀i < k + 1.(πi = πk+1 → ∀i < j ≤ k + 1.(Mk+1, πj |= ϕ0)).
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Since rs(π′) holds, there is x < y ≤ k such that πx = πy.
Assume πi = πk+1. We divide the rest of the proof into two cases:

– x < i < y:
Let π′′ be the concatenation of π0 · · ·πx, πy+1 · · ·πk+1, πi+1 · · ·πy .
Then π′′ is a prefix of a k-path starting at s and, since πx = πy , every state
s′ between πx and πy satisfies ϕ0 (Mk, s

′ |= ϕ0 according to the premise and
Mk+1, s

′ |= ϕ0 according to the induction hypothesis).
Therefore ∀i < j ≤ k + 1.(Mk+1, πj |= ϕ0).

– i ≤ x or y ≤ i:
Let π′′ be the path obtained by removing πx+1 · · ·πy from π.
Then π′′ is a prefix of a k-path starting at s and, therefore every state
between πi and πk+1 (of π′′) satisfies ϕ0, according to the premise and the
induction hypothesis.
In addition, every state in the partial-path πx+1 · · ·πy also satisfies ϕ0 (this
is needed in case i ≤ x). Therefore we have ∀i < j ≤ k+1.(Mk+1, πj |= ϕ0).

Theorem 1 (Soundness and Completeness). M, s |= ϕ iff Mk, s |= ϕ for
some k ≥ 0.

The soundness and completeness of the bounded semantics follows from
Lemma 1, Lemma 2 and Lemma 3.

Corollary 1. M |= ϕ iff Mk |= ϕ for some k ≥ 0.

4 QBF Encoding and QBF-Based Verification

From the bounded semantics, a QBF-based characterization of eCTL formulas,
extending that of CTL formulas [20], can be developed as follow. Let k ≥ 0. Let
u0, ..., uk be a finite sequence of state variables. The sequence u0, ..., uk (denoted

by
→
u) is intended to be used as a representation of a path of Mk. This is captured

by the following definition of Pk(
→
u ).

Definition 5

Pk(
→
u) :=

k−1∧
j=0

T (uj, uj+1)

Every assignment to the set of state variables {u0, ..., uk} satisfying Pk(
→
u)

represents a valid k-path of M . Let rsk(
→
u ) denote that the k-path represented

by
→
u is an rs-path. Formally, we have the following definition of rsk(

→
u).

Definition 6

rsk(
→
u ) :=

k−1∨
x=0

k∨
y=x+1

ux = uy.
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Let p ∈ AP be a proposition symbol and p(v) be the propositional formula
such that p(v) is true whenever v is assigned the truth value representing a state
s in which p holds.

Definition 7 (Transformation of eCTL Formulas). Let k ≥ 0. Let v be a
state variable and ϕ be an eCTL formula. The encoding [[ϕ, v]]k is defined as
follows.

[[p, v]]k = p(v)
[[¬p, v]]k = ¬p(v)
[[ϕ ∨ ψ, v]]k = [[ϕ, v]]k ∨ [[ψ, v]]k
[[ϕ ∧ ψ, v]]k = [[ϕ, v]]k ∧ [[ψ, v]]k

[[Aϕ, v]]k = ∀→u.(P (
→
u ) ∧ v = u0 → [[ϕ,

→
u ]]k)

[[Eϕ, v]]k = ∃→u.(P (
→
u ) ∧ v = u0 ∧ [[ϕ,

→
u ]]k)

[[Xϕ,
→
u ]]k = k ≥ 1 ∧ [[ϕ, u1]]k

[[Fψ,
→
u ]]k =

∨k
j=0[[ψ, uj ]]k

[[Gψ,
→
u ]]k =

∧k
j=0[[ψ, uj ]]k ∧ rsk(

→
u))

[[
∞
Fψ,

→
u ]]k = rsk(

→
u) ∧

∧k
i=0(
∧k

l=i+1(ui = ul →
∨l

j=i+1[[ψ, uj ]]k))

[[
∞
Gψ,

→
u ]]k = rsk(

→
u) ∧

∧k
i=0(
∧k

l=i+1(ui = ul →
∧l

j=i+1[[ψ, uj ]]k))

[[ϕUψ,
→
u ]]k =

∨k
j=0([[ψ, uj ]]k ∧

∧j−1
t=0 [[ϕ, ut]]k)

[[ϕRψ,
→
u ]]k =

∧k
j=0([[ψ, uj ]]k ∨

∨j−1
t=0 [[ϕ, ut]]k) ∧ (

∨k
t=0[[ϕ, ut]]k ∨ rsk(

→
u))

Note that the transition relation of M is total, and therefore every finite path
either can be extended to a k-path or has a k-path as its prefix. Let v(s) denote
that the state variable v has been assigned a value corresponding to the state s.
The following theorem follows from the transformation scheme.

Theorem 2. Let ϕ be an eCTL formula. Mk, s |= ϕ iff [[ϕ, v(s)]]k holds.

Let I(v) denote the propositional formula that restricts potential values of v
to the initial states of M .

Corollary 2. Let ϕ be an eCTL formula. M |= ϕ iff there is a k ≥ 0 such
that ∀v.(I(v) → [[ϕ, v]]k), and M 
|= ϕ iff there is a k ≥ 0 such that ∃v.(I(v) ∧
[[¬ϕ, v]]k).

Following from Theorem 1, we have M |= ϕ iff there is a k ≥ 0 such that
Mk |= ϕ. According to Theorem 2, we have M |= ϕ iff there is a k ≥ 0 such that
∀v.(I(v) → [[ϕ, v]]k). The second part of the corollary is shown as follows.

– Suppose that M 
|= ϕ.
Then (∃s ∈ I,M, s 
|= ϕ), and therefore (∃s ∈ I,M, s |= ¬ϕ).

According to Theorem 1, (∃s ∈ I, ∃k ≥ 0,Mk, s |= ¬ϕ).

Therefore there is a k ≥ 0 such that ∃s ∈ I, Mk, s |= ¬ϕ holds, and then
there is a k ≥ 0 such that ∃v.(I(v) ∧ [[¬ϕ, v]]k), according to Theorem 2.
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– On the other hand, suppose that M |= ϕ.
Then ∀s ∈ I,M, s |= ϕ, and therefore ¬(∃s ∈ I,M, s |= ¬ϕ).
According to Theorem 1, ¬(∃s ∈ I, ∃k ≥ 0,Mk, s |= ¬ϕ).
Therefore ¬(∃k ≥ 0, ∃s ∈ I,Mk, s |= ¬ϕ).
Therefore ¬(∃k ≥ 0, ∃v.(I(v) ∧ [[¬ϕ, v]]k)), according to Theorem 2.

Bounded Correctness Checking Let ϕ be an eCTL formula. Following from Corol-
lary 2, we can formulate a bounded correctness checking algorithm for M |= ϕ,
as follows.

Init k = 0; .
If ∀v.(I(v) → [[ϕ, v]]k) holds, report that ϕ holds;
If ∃v.(I(v) ∧ [[¬ϕ, v]]k) holds, report that ϕ does not hold;
Increase k, go to the first “if”-test;

The correctness and the termination are guaranteed by Corollary 2. The al-
gorithm is a combination of checking whether ϕ holds directly by the bounded
semantics, and on the other hand checking whether ϕ does not hold also by
the bounded semantics. The latter part is in accordance with the traditional
bounded model checking approach [1].

5 Implementation and Experimental Evaluation

The implementation of the bounded correctness checking algorithm involves the
following functionalities:

– For the finite state program, convert the program into a Boolean program;
– Produce a Boolean formula for the initial states (i.e., I(v));
– Produce a Boolean formula for the transition relation (i.e., T (v, v′));
– For the property specified by an eCTL formula with a given k, produce a

QBF-formula according to the transformation scheme;
– Combine the QBF-formula with the Boolean formula representing the initial

states;
– Apply a QBF-solving algorithm to check the truth of the combined formula.

The proposed QBF-based approach has been implemented in a verification
tool, denoted VERDS1, and an experimental evaluation has been carried out.
We first present an example to show the application of the approach, and then
the experimental evaluation is reported.

5.1 An Illustrative Example

The example is a concurrent program representing a formulation of Peterson’s
mutual exclusion algorithm [18] as a first order transition system [17]. Let a, b
be variables of enumeration type which have respectively the domain {s0, ..., s3}
and {t0, ..., t3}. Let x, y, t be variables of Boolean type. The program consists of
two processes: A and B with the following specification:

1 http://lcs.ios.ac.cn/~zwh/verds/

http://lcs.ios.ac.cn/~zwh/verds/
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Process A:
a = s0 −→ (y, t, a) := (1, 1, s1)
a = s1 ∧ (x = 0 ∨ t = 0) −→ (a) := (s2)
a = s2 −→ (y, a) := (0, s3)
a = s2 −→ (a) := (s2)
a = s3 −→ (y, t, a) := (1, 1, s1)

Process B:
b = t0 −→ (x, t, b) := (1, 0, t1)
b = t1 ∧ (y = 0 ∨ t = 1) −→ (b) := (t2)
b = t2 −→ (x, b) := (0, t3)
b = t2 −→ (b) := (t2)
b = t3 −→ (x, t, b) := (1, 0, t1)

Let the formula specifying the set of the initial states be a = s0∧ b = t0 ∧x =
y = 0. The value of t is arbitrary at the initial state. The following explains the
meaning of some of the constants.

a = si: process A is waiting for entering the critical region
when i = 1, is in the critical region when i = 2, has left
the critical region when i = 3.

b = ti: process B is waiting for entering the critical region
when i = 1, is in the critical region when i = 2, has left
the critical region when i = 3.

Let the following be the properties of the program we want to verify.

p1: AF (a = s2 ∨ b = t2)
p2: AG(¬(a = s2 ∧ b = t2))

p3: A
∞
G(((a = s1) → AF (a = s2)) ∧ ((b = t1) → AF (b = t2)))

p4: A
∞
G(((a = s1) → EF (a = s2)) ∧ ((b = t1) → EF (b = t2)))

The first 2 properties are simple CTL properties for mutual exclusion algo-
rithms, and the last 2 properties are particular eCTL properties.

Verification The input to the verification tool VERDS must be written in the
language specified in [21]. Let the input be as follows, in which the temporal

operator A
∞
G is written as AFG.

VVM

VAR x:0..1; y:0..1; t:0..1; a:{s0,s1,s2,s3}; b:{t0,t1,t2,t3};

INIT x=0; y=0; a=s0; b=t0;

TRANS a=s0: (y,t,a):=(1,1,s1);

a=s1&(x=0|t=0): (a):=(s2);

a=s2: (y,a):=(0,s3);

a=s2: (a):=(s2);

a=s3: (y,t,a):=(1,1,s1);

b=t0: (x,t,b):=(1,0,t1);

b=t1&(y=0|t=1): (b):=(t2);

b=t2: (x,b):=(0,t3);

b=t2: (b):=(t2);

b=t3: (x,t,b):=(1,0,t1);

SPEC AF((a=s2|b=t2));

AG(!(a=s2&b=t2));

AFG((!a=s1|AF(a=s2))&(!b=t1|AF(b=t2)));

AFG((!a=s1|EF(a=s2))&(!b=t1|EF(b=t2)));
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Suppose that the input is contained in the file “tn1mutex.vvm”. For checking
the i-th property, we use the following command, where i is to be replaced by a
given number.

verds -QBF -ck i tn1mutex.vvm

The verification result for the third property (with i = 3) is shown as follows.

VERSION: verds 1.45 - JAN 2014
FILE: tn1mutex.vvm
PROPERTY: AFG((!(a = 1)|AF (a = 2)&(!(b = 1)|AF (b = 2)))
INFO: applying an internal QBF-solver
bound = 0
.
.
bound = 4
CONCLUSION: FALSE

The verification process for the other properties are similar. A summary of
the verification results is as follows, where the first row specifies the properties,
and 2nd and 3rd row show respectively the satisfiability of the formula and the
least k for certifying the satisfiability.

p1 p2 p3 p4
T/F T T F T
k 3 10 4 10

The above example shows that, for some problem instances, the satisfiability
or unsatisfiability may be determined when k is relatively small. In such cases,
the QBF-based verification may have advantage over the traditional symbolic
model checking approach. In the following, we present a comparison of such an
approach with the traditional model checking approach.

5.2 Experimental Evaluation

This subsection contains a summary of an experimental evaluation of QBF-based
verification implemented in VERDS (to be referred to as VERDS-QBF in the rest
of the paper). The experimental evaluation compares this QBF-based verification
with BDD-based verification implemented in NuSMV [4] version 2.5.02. The
comparison is based on the use of two types of random Boolean programs and
24 properties. A description of the programs and the properties is as follows.

Remarks. The comparison is not meant to draw a conclusion on which verifi-
cation approach is better. Rather, it will show that there is a large number of
cases on which one approach is better than the other, and vice versa, and in this
sense the two approaches may be considered complementary.

2 http://nusmv.irst.itc.it/

http://nusmv.irst.itc.it/
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Programs with Concurrent Processes. The parameters of the first set of random
Boolean programs are as follows:

a: number of processes
b: number of all variables
c: number of share variables
d: number of local variables in a process

The shared variables are initially set to a random value in {0, 1}, and the
local variables are initially set to 0. For each process, the shared variables and
the local variables are assigned the negation of a variable randomly chosen from
these variables.

Programs with Concurrent Sequential Processes. The parameters of the second
set of random Boolean programs are as follows, in addition to a, b, c, d specified
above.

t: number of transitions in a process
p: number of parallel assignments in each transition

For each concurrent sequential process, besides the b Boolean variables, there
is a local variable representing program locations, with e possible values. The
shared variables are initially set to a random value in {0, 1}, and the local vari-
ables are initially set to 0. For each transition of a process, p pairs of shared
variables and local variables are randomly chosen among the shared variables
and the local variables, such that the first element of such a pair is assigned
the negation of the second element of the pair. Transitions are numbered from
0 to t − 1, and are executed consecutively, and when the end of the sequence
of the transitions is reached, it loops back to the execution of the transition
numbered 0.

Types of Properties. The properties are specified by a subset of 24 eCTL formulas
(which are actually all CTL properties, since BDD-based CTL model checking in
NuSMV is used as the reference in the evaluation). These properties involve AG,
AF properties, and more complicated ones specified with different combinations
of operators with one or two levels of nesting (with two levels of nesting when
AX or EX is involved). Properties p01 to p12 are shown below, where vi are
global variables.

p01 : AG(
∨c

i=1 vi)
p02 : AF (

∨c
i=1 vi)

p03 : AG(v1 → AF (v2 ∧
∨c

i=3 vi))
p04 : AG(v1 → EF (v2 ∧

∨c
i=3 vi))

p05 : EG(v1 → AF (v2 ∧
∨c

i=3 vi))
p06 : EG(v1 → EF (v2 ∧

∨c
i=3 vi))

p07 : A(v1 U A(v2 U
∨c

i=3 vi)
p08 : A(v1 U E(v2 U

∨c
i=3 vi)

p09 : A(v1 U A(v2 R
∨c

i=3 vi)
p10 : A(v1 U E(v2 R

∨c
i=3 vi)

p11 : A(AXv1 R AX A(v2 U
∨c

i=3 vi)
p12 : A(EXv1 R EX E(v2 U

∨c
i=3 vi)

Properties p13 to p24 are similar to p01 to p12 where the difference is that ∧
and
∨

are replaced by respectively ∨ and
∧
.
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Experimental Setup. The comparison of advantage and disadvantage is based on
the time used for the verification problem instances. The experimental data were
obtained by running the tools on a Linux platform. For QBF-based verification,
the following command is used for running VERDS-QBF.

verds -QBF filename

For BDD-based verification, we run NuSMV (without counter-example gen-
eration) by the following command.

NuSMV -dcx filename

The option -dcx is for avoiding the generation of counter-examples. This op-
tion is used, since the corresponding use of VERDS does not generate counter-
examples.

Experimental Data for Programs with Concurrent Processes. For this type of
programs, we test different sizes of the programs with 3 processes (a = 3), and
let b vary over the set of values {12, 24, 36}, then set c = b/2, d = c/a. Each of the
24 properties is tested on 20 test cases for each value of b. For brevity, for each
type of properties, a summary of the experimental data is presented in the left
part of Fig. 1, where N is the number of test cases, T is the number of test cases
in which the property is true, F is the number of test cases in which the property
is false, adv is the number of cases in which VERDS-QBF has an advantage with
respect to the usage of time. In this part of the evaluation, VERDS-QBF has
advantage in 1190 of 1440 test cases. On the relative advantage of verification
and falsification, VERDS-QBF has better advantage in the case of falsification.

Experimental Data for Programs with Concurrent Sequential Processes. For this
type of programs, we test different sizes of the programs with 2 processes (a = 2),
and let b vary over the set of values {12, 16, 20}, and then set c = b/2, d = c/a,
t = c, and p = 4. Similarly, each property is tested on 20 test cases for each value
of b, and a summary of the experimental data is presented in the right part of Fig.
1. In this part of the evaluation, VERDS-QBF has advantage in 739 of 1440 test
cases. On the relative advantage of verification and falsification, VERDS-QBF
has also better advantage in falsification in this part of the evaluation.

Summary. Based on the total of 2880 test cases3, the experimental evaluation4

shows that the QBF-based verification does not have advantage in verifying any
of the properties that start with AG. On the other hand, the QBF-based ver-
ification may have advantages in parts (ranging from a few percent to a large
percent) of the test cases of other types of verification and falsification problems
(including falsification of AG properties). On the relative advantage of verifica-
tion and falsification, VERDS-QBF has better advantage in falsification in both

3 Available at http://lcs.ios.ac.cn/~zwh/tr/verds130ee.rar
4 Details available at http://lcs.ios.ac.cn/~zwh/tr/verds130eeq.pdf

http://lcs.ios.ac.cn/~zwh/tr/verds130ee.rar
http://lcs.ios.ac.cn/~zwh/tr/verds130eeq.pdf
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Data for Concurrent Processes:

property adv/T adv/F adv/N

p01 - 60/60 60/60
p02 60/60 - 60/60
p03 0/3 43/57 43/60
p04 0/60 - 0/60
p05 46/53 1/7 47/60
p06 53/60 - 53/60
p07 60/60 - 60/60
p08 60/60 - 60/60
p09 50/52 5/8 55/60
p10 60/60 - 60/60
p11 13/13 45/47 58/60
p12 60/60 - 60/60
p13 - 60/60 60/60
p14 3/3 55/57 58/60
p15 0/8 38/52 38/60
p16 0/60 - 0/60
p17 46/56 1/4 47/60
p18 53/60 - 53/60
p19 5/5 54/55 59/60
p20 16/21 30/39 46/60
p21 3/3 56/57 59/60
p22 3/3 56/57 59/60
p23 - 60/60 60/60
p24 24/31 11/29 35/60

sum 615/791 575/649 1190/1440

Data for Concurrent Seq. Processes:

property adv/T adv/F adv/N

p01 0/53 2/7 2/60
p02 60/60 - 60/60
p03 0/10 1/50 1/60
p04 0/60 - 0/60
p05 0/46 0/14 0/60
p06 0/60 - 0/60
p07 60/60 - 60/60
p08 60/60 - 60/60
p09 36/54 0/6 36/60
p10 53/60 - 53/60
p11 33/47 0/13 33/60
p12 52/60 - 52/60
p13 - 60/60 60/60
p14 4/4 4/56 8/60
p15 0/10 1/50 1/60
p16 0/60 - 0/60
p17 0/48 0/12 0/60
p18 0/60 - 0/60
p19 8/8 52/52 60/60
p20 13/18 27/42 40/60
p21 4/4 54/56 58/60
p22 4/4 55/56 59/60
p23 - 59/60 59/60
p24 8/16 29/44 37/60

sum 395/862 344/578 739/1440

Fig. 1. Experimental Data for the two Types of Programs

of the types of programs. In summary, QBF-based verification has advantage
in more than 50 percent of the test cases, which are well distributed among
verification and falsification of universal properties.

6 Concluding Remarks

Bounded semantics of eCTL and QBF-based characterization of eCTL based
on such a semantics have been presented. A verification algorithm of eCTL
properties based on solving QBF-formulas has then been established.

The traditional application area of SAT-based verification has mainly been on
the error detection of various universal properties such as LTL and the universal
fragments of CTL* [1,14,15]. QBF-based verification presented in this paper
applies to the set of eCTL properties (that may be specified with both universal
and existential path quantifiers), and can handle verification and falsification
problems with bounded models. Furthermore, one of the particular aspects of
this implementation is that it can handle properties, for instance, of the form
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A
∞
G(p → EFq), that are not handled by well known model checking tools such

as Spin [11] and NuSMV [4].
Experimental evaluation of such an approach has been presented. The test

cases have shown that QBF-based verification and BDD-based verification have
their own advantages and may be considered complementary in the verification
of different problem instances.

The efficiency of QBF-based verification depends very much on the QBF-
solving techniques. External QBF-solvers may be used to increase the efficiency
of the verification. Improving the efficiency by optimizing the QBF-based encod-
ing and by enhancing QBF-solving techniques remains as future works.
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Abstract. Cut-introduction is a technique for structuring and com-
pressing formal proofs. In this paper we generalize our cut-introduction
method for the introduction of quantified lemmas of the form ∀x.A
(for quantifier-free A) to a method generating lemmas of the form
∀x1 . . .∀xn.A. Moreover, we extend the original method to predicate
logic with equality. The new method was implemented and applied to
the TSTP proof database. It is shown that the extension of the method
to handle equality and quantifier-blocks leads to a substantial improve-
ment of the old algorithm.

1 Introduction

Computer-generated proofs are typically analytic, i.e., they only contain logi-
cal material that also appears in the statement of the theorem. This is due to
the fact that analytic proof systems have a considerably smaller search space
which makes proof-search practically feasible. In the case of sequent calculus,
proof-search procedures typically work on the cut-free fragment. But also reso-
lution is essentially analytic as resolution proofs satisfy the subformula property
of first-order logic. One interesting property of non-analytic proofs is their con-
siderably smaller length. The exact difference depends on the logic (or theory)
under consideration, but it is typically enormous. In (classical and intuitionistic)
first-order logic there are proofs with cut of length n whose theorems have only
cut-free proofs of length 2n (where 20 = 1 and 2n+1 = 22n) (see [16] and [12]).
The length of a proof plays an important role in many situations such as human
readability, space requirements and time requirements for proof checking. For
most of these situations general-purpose data compression methods cannot be
used as the compressed representation is not a proof in a standard calculus any-
more and hence does not allow fast processing, e.g. linear time proof checking. It
is therefore of high practical interest to develop methods of proof transformation
which produce non-analytic and hence potentially much shorter proofs.

Work on cut-introduction can be found at a number of different places in
the literature. Closest to our work are other approaches which aim to abbrevi-
ate or structure a given input proof. In [20] an algorithm for the introduction
of atomic cuts that is capable of exponential proof compression is presented.

S. Demri, D. Kapur, and C. Weidenbach (Eds.): IJCAR 2014, LNAI 8562, pp. 240–254, 2014.
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The method [5] for propositional logic is shown to never increase the size of
proofs more than polynomially. Another approach to the compression of first-
order proofs by introduction of definitions for abbreviating terms is [19]. There
is a large body of work on the generation of non-analytic formulas carried out
by numerous researchers in various communities. Methods for lemma generation
are of crucial importance in inductive theorem proving which frequently requires
generalization [1], see e.g. [10] for a method in the context of rippling [2] which
is based on failed proof attempts. In automated theory formation [3,4], an eager
approach to lemma generation is adopted. This work has, for example, led to au-
tomated classification results of isomorphism classes [14] and isotopy classes [15]
in finite algebra. See also [11] for an approach to inductive theory formation.

Our method of algorithmic cut-introduction, based on the inversion of
Gentzen’s cut-elimination method, has been defined in [8] and [7]. The method
in [8] works on a cut-free LK-proof ϕ of a prenex skolemized end-sequent S
and consists of the following steps: (1) extraction of a set of terms T from ϕ,
(2) computation of a compressed representation of T , (3) construction of the
cut formula, (4) improvement of the solution by computation of smaller cut-
formulas, and (5) construction of an LK-proof with the universal cut formula
obtained in (4) and instantiation of the quantifiers with the terms obtained in
(2). It has been shown in [8] that the method is capable of compressing cut-free
proofs quadratically. The paper [7] generalized the method to the introduction
of arbitrarily many universal cut formulas, where the steps defined above are
roughly the same, though the improvement of the solution (step 4) and the final
construction of the proof with cuts (step 5) are much more difficult. The method
of introducing arbitrarily many universal cuts in [7] leads even to an exponential
compression of proof length. Still the methods described above were mainly de-
signed for a theoretical analysis of the cut-introduction problem rather than for
practical applications. In particular, they lacked efficient handling of equality (as
they were defined for predicate logic without equality) and the introduction of
several universal quantifiers in cut formulas (all cut formulas constructed in [7]
are of the form ∀x.A for a single variable x and a quantifier-free formula A).

In this paper we generalize our cut-introduction method to predicate logic
with equality and to the construction of a (single) quantified cut containing
blocks of universal quantifiers. The efficient compression of the terms (step 2) and
the improvement of the solution (step 4) require new and non-trivial techniques.
Moreover, we applied the new method in large-scale experiments to proofs gen-
erated by prover9 on the TPTP library. This empirical evaluation demonstrates
the feasibility of our method on realistic examples.

2 Proofs and Herbrand Sequents

Throughout this paper we consider predicate logic with equality. For practical
reasons equality will not be axiomatized but handled via substitution rules. We
extend the sequent calculus LK to the calculus LK= by allowing sequents of
the form → t = t as initial sequents and adding the following rules:
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Γ → Δ, s = t A[s],Π → Λ

A[t], Γ,Π → Δ,Λ
El1

Γ → Δ, t = s A[s], Π → Λ

A[t], Γ,Π → Δ,Λ
El2

Γ → Δ, s = t Π → A[s], Λ

Γ,Π → A[t],Δ,Λ
Er1

Γ → Δ, t = s Π → A[s], Λ

Γ,Π → A[t],Δ,Λ
Er2

LK= is sound and complete for predicate logic with equality.
For convenience we write a substitution [x1\t1, . . . , xn\tn] in the form [x̄\t̄]

for x̄ = (x1, . . . , xn) and t̄ = (t1, . . . , tn). A strong quantifier is a ∀ (∃) quantifier
with positive (negative) polarity. We restrict our investigations to end-sequents
in prenex form without strong quantifiers.

Definition 1. A Σ1-sequent is a sequent of the form

∀x1 · · · ∀xk1F1, . . . , ∀x1 · · · ∀xkpFp → ∃x1 · · · ∃xkp+1Fp+1, . . . , ∃x1 · · · ∃xkqFq.

for quantifier free Fi.

Note that the restriction to Σ1-sequents does not constitute a substantial
restriction as one can transform every sequent into a validity-equivalent Σ1-
sequent by skolemisation and prenexing.

Definition 2. A sequent S is called E-valid if it is valid in predicate logic with
equality; S is called a quasi-tautology [13] if S is quantifier-free and E-valid.

Definition 3. The length of a proof ϕ, denoted by |ϕ|, is defined as the number
of inferences in ϕ. The quantifier-complexity of ϕ, written as |ϕ|q, is the number
of weak quantifier-block introductions in ϕ.

2.1 Extraction of Terms

Herbrand sequents of a sequent S are sequents consisting of instantiations of S
which are quasi-tautologies. The formal definition is:

Definition 4. Let S be a Σ1-sequent as in Definition 1 and let Hi be a finite set
of ki-vectors of terms for every i ∈ {1, . . . , q}. We define Fi = {Fi[x̄i\t̄] | t̄ ∈ Hi}
if Hi 
= ∅ and Fi = {Fi} if Hi = ∅. Let

S∗ : F1 ∪ · · · ∪ Fp → Fp+1 ∪ . . . ∪ Fq.

If S∗ is a quasi-tautology then it is called a Herbrand sequent of S and
H : (H1, . . . , Hq) is called a Herbrand structure of S. We define the instantiation
complexity of S∗ as |S∗|i =

∑q
i=1 |Hi|.

Note that, in the instantiation complexity of a Herbrand sequent, we only count
the formulas obtained by instantiation.
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Example 1. Consider the language containing a constant symbol a, unary func-
tion symbols f, s, a binary predicate symbol P , and the sequent S defined below.
We write fn, sn for n-fold iterations of f and s and omit parentheses around the
argument of a unary symbol when convenient. Let

S : P (f4a, a), ∀x.fx = s2x, ∀xy(P (sx, y) ⊃ P (x, sy)) → P (a, f4a)

and H = (H1, H2, H3, H4) for

H1 = ∅, H4 = ∅, H2 = {a, fa, f2a, f3a},
H3 = {(s3f2a, a), (s2f2a, sa), (sf2a, s2a), (f2a, s3a), (s3a, f2a), (s2a, sf2a),
(sa, s2f2a), (a, s3f2a)}.

Then

F1 = {P (f4a, a)}, F4 = {P (a, f4a)},
F2 = {fa = s2a, f2a = s2fa, f3a = s2f2a, f4a = s2f3a}
F3 = {P (s4f2a, a) ⊃ P (s3f2a, sa), P (s3f2a, sa) ⊃ P (s2f2a, s2a),

P (s2f2a, s2a) ⊃ P (sf2a, s3a), P (sf2a, s3a) ⊃ P (f2a, s4a),

P (s4a, f2a) ⊃ P (s3a, sf2a), P (s3a, sf2a) ⊃ P (s2a, s2f2a),

P (s2a, s2f2a) ⊃ P (sa, s3f2a), P (sa, s3f2a) ⊃ P (a, s4f2a)}.

A Herbrand-sequent S∗ corresponding to H is then F1 ∪ F2 ∪ F3 → F4. Note
that fa = s2a, f2a = s2fa, f3a = s2f2a, f4a = s2f3a |= f4a = s8a.
The instantiation complexity of S∗ is 12. S∗ is a quasi-tautology but not a
tautology.

Theorem 1 (mid-sequent theorem). Let S be a Σ1-sequent and π a cut-free
proof of S. Then there is a Herbrand-sequent S∗ of S s.t. |S∗|i ≤ |π|q.
Proof. This result is proven in [6] (section IV, theorem 2.1) for LK, but the proof
for LK= is basically the same. By permuting the inference rules, one obtains a
proof π′ from π which has an upper part containing only propositional inferences
and the equality rules (which can be shifted upwards until they are applied to
atoms only) and a lower part containing only quantifier inferences. The sequent
between these parts is called mid-sequent and has the desired properties.

S∗ can be obtained by tracing the introduction of quantifier-blocks in the
proof, which for every formula Qx̄i.Fi in the sequent (where Q ∈ {∀, ∃}) yields
a set of term tuples Hi, and then computing the sets of formulas Fi.

The algorithm for introducing cuts described here relies on computing a com-
pressed representation of the Herbrand structure, which is explained in Section
3. Note, though, that the Herbrand structure (H1, . . . , Hq) is a list of sets of term
tuples (i.e. each Hi is a set of tuples t used to instantiate the formula Fi). In
order to facilitate computation and representation, we will add to the language
fresh function symbols f1, . . . , fq. Each fi will be applied to the tuples of the
set Hi, therefore transforming a list of sets of tuples into a set of terms. In this
new set, each term will have an fk as its head symbol, that indicates to which
formula the arguments of fk belong.
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Example 2. Using this new notation, the Herbrand structure H of the previous
example is now represented as the set of terms:

T : {f2(a), f2(fa), f2(f
2a), f2(f

3a), f3(s
3f2a, a), f3(s

2f2a, sa), . . . , f3(a, s
3f2a)}.

Henceforth we will refer to the transformed Herbrand structure as the term
set of a proof.

3 Computing a Decomposition

We shall now describe an algorithm for computing a compressed representation
of a term set T . Term sets will be represented by decompositions which are
defined as follows:

Definition 5. Let T = {t1, . . . , tn} be a set of ground terms. A decomposition
D of T is a pair, written as U ◦ᾱ W , where U is a set of terms containing the

variables α1, . . . , αm, and W =

⎧⎪⎨⎪⎩w̄1 =

⎛⎜⎝ w1,1

...
w1,m

⎞⎟⎠ , . . . , w̄q =

⎛⎜⎝ wq,1

...
wq,m

⎞⎟⎠
⎫⎪⎬⎪⎭ is a set

of vectors of ground terms s.t. T = U ◦ᾱ W = {u[ᾱ\w̄] | u ∈ U, w̄ ∈ W}. The
size of a decomposition U ◦ᾱ W is |U |+ |W |. When it is clear that the variables
in question are α1, . . . , αm, we just write U ◦ W .

In [7], we gave an algorithm that treated the special case where m = 1. Here,
we will extend that approach with a generalized Δ-vector ΔG, which, together
with a so-called Δ-table, can compute decompositions with an arbitrary m. ΔG,
given in Algorithm 1, computes a simple decomposition, i.e. a decomposition
with only one term in U . The Δ-table stores such decompositions and builds
more complex ones out of them. Due to space reasons, the algorithm can only
be sketched here, for details the interested reader is referred to the technical
report [18].

Definition 6. Let T be a set of ground terms. The Δ-table for T is a set of
key/value-entries, where each entry is of the form W ⇒ U ′, where U ′ is a set
{(u1, T1), . . . , (uq, Tq)}, W is a set of ground term vectors, ui is a term containing
variables, q is some a priori unknown bound different for each line, and Ti is a
subset of T s.t. the following two conditions are satisfied:

1. For every entry W ⇒ {(u1, T1), . . . , (uq, Tq)}, {ui} ◦ W is a decomposition
of Ti (for 1 ≤ i ≤ q).

2. For every T ′ ⊆ T , there is a pair W ⇒ U ′ in the Δ-table s.t. (u, T ′) ∈ U ′.

In practice, condition 2 is relaxed in order to improve performance. Whenever a
subset T ′ of T has only a trivial decomposition, i.e. ΔG(T

′) = (αi, T
′), its infor-

mation is not added to the Δ-table. Moreover, no superset of T ′ is considered
from this point on, since we know that these will also have trivial decompositions.



Introducing Quantified Cuts in Logic with Equality 245

Algorithm 1. Generalized Δ-vector ΔG

function ΔG(t1, . . . , tn: a list of terms)
return transposeW(ΔG’(t1, . . . , tn))

end function
function ΔG’(t1, . . . , tn: a list of terms)

if t1 = t2 = . . . = tn ∧ n > 0 then � case 1: all terms identical
return (t1, ())

else if ti = f(ti1, . . . , t
i
m) for 1 ≤ i ≤ n then � case 2: recurse

(w̄1, . . . , w̄q)←
⊔

1≤j≤m

π2(ΔG(t
1
j , . . . , t

n
j )) �

⊔
≡ concatenation

uj ← π1(ΔG(t
1
j , . . . , t

n
j )) for all j ∈ {1, . . . ,m}

return merge(f(u1, . . . , um), (w̄1, . . . , w̄q)) � merge all αi, αj where w̄i = w̄j

else � case 3: introduce new α
return (αFRESH, (t1, . . . , tn))

end if
end function

Note that this implies that ΔG(T ) is almost never computed. An actual decom-
position for T is found by iterating over the Δ-table and, for each entry, trying
to find a set of pairs {(ui1 , Ti1), . . . , (uiq , Tiq )} ⊆ U ′ such that {ui1 , . . . , uin} ◦W
generates T .

Theorem 2 (Soundness). Let T be a term set. If U ◦ W is extracted from
iterating over the Δ-table, then U ◦ W is a decomposition of T .

Proof. See [18].

In fact, a stronger result holds: for every decomposition, there exists a unique
normal form, and iterating over the Δ-table will only return decompositions
in such a normal form. For details, see [18]. To illustrate the algorithm, we
compute a decomposition of the term set of Example 2. We remark that, for our
cut-introduction method, we are interested in a decomposition (U1, . . . , Uq) ◦W
of a Herbrand structure H = (H1, . . . , Hq) which has the property that Hj =
{u[ᾱ\w̄] | u ∈ Uj, w̄ ∈ W}. This is trivially obtained from a decomposition U ◦W
of the term set of a Herbrand structure by setting Uj = {u | fj(u) ∈ U}.
Example 3. Let T = T2 ∪ T3 with

T2 = {t1 : f2(a), t2 : f2(fa), t3 : f2(f
2a), t4 : f2(f

3a)}
T3 = {t5 : f3(s

3f2a, a), t6 : f3(s
2f2a, sa), . . . , t12 : f3(a, s

3f2a)}

be a term set corresponding to the Herbrand structure H = (H1, H2, H3, H4):

H1 = ∅, H4 = ∅,H2 = {a, fa, f2a, f3a},
H3 = {(s3f2a, a), (s2f2a, sa), . . . , (a, s3f2a)}

We now compute ΔG for every subset of T — consider for instance the subset
T ′ = {f3(s3f2a, a), f3(s

2f2a, sa)} ⊆ T :

ΔG(f3(s
3f2a, a), f3(s

2f2a, sa)) = (f3(s
2α1, α2),

{(
sf2a
a

)
,

(
f2a
sa

)}
) = (u,W ).
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If the Δ-table already has an entry W ⇒ U ′, we add (u, T ′) to U ′. If not, we
insert a new entry W ⇒ {(u, T ′)}. After ΔG has been computed for all subsets,
we iterate through it, looking for simple decompositions that can be composed
into a decomposition of T . We find the entry

W ⇒ U ′
1 ∪ U ′

2 ∪ U ′
3 ∪ U ′

4

U ′
1 = {}

U ′
2 = {(f2(α1), {t1, t3}), (f2(fα1), {t2, t4}), (f2(α2), {t1, t3}) (f2(fα2), {t2, t4})}

U ′
3 = {(f3(s3α1, α2), {t5, t9}), (f3(s

2α1, sα2), {t6, t10}),
(f3(sα1, s

2α2), {t7, t11}), (f3(α1, s
3α2), {t8, t12})}

U ′
4 = {}

W =

{(
f2a
a

)
,

(
a

f2a

)}
and can see that U ′i ◦W = Ti for 1 ≤ i ≤ 4. Therefore, (U ′1 ∪U ′2 ∪U ′3 ∪U ′4) ◦W
is a decomposition of T . We then translate this decomposition T back into a
decomposition of H by removing the function symbols f2 and f3 from U ′2 & U ′3
(the empty sets U ′1 and U ′4 can be disregarded):

U = (U2, U3),

U2 = {α1, fα1, α2, fα2},
U3 = {(s3α1, α2), (s2α1, sα2), (sα1, s

2α2), (α1, s
3α2)},

W =

{(
f2a
a

)
,

(
a

f2a

)}
.

4 Computing a Cut-Formula

After having computed a decomposition as described in Section 3, the next step
consists in computing a cut-formula based on that decomposition. A decom-
position D specifies the instances of quantifier blocks in a proof with a ∀-cut,
but does not contain information about the propositional structure of the cut
formula to be constructed. The problem to find the appropriate propositional
structure is reflected in the following definition.

Definition 7. Let S be a Σ1-sequent and Fi, ki as in Definition 1, H be a
Herbrand structure for S, and D:U ◦ W a decomposition of H with V (D) =
{α1, . . . , αn}. Let U = (U1, . . . , Uq) and W = {w̄1, . . . , w̄k}, where the w̄j are n-
vectors of terms not containing variables in V (D), and F ′i = {Fi[x̄i\t̄] | t̄ ∈ Ui}
for Ui 
= ∅ and F ′i = {Fi} for Ui = ∅. Furthermore let X be an n-place predicate
variable. Then the sequent

S∼ : Xᾱ ⊃
∧k

i=1
Xw̄i,F ′1, . . . ,F ′p → F ′p+1, . . . ,F ′q.

is called a schematic extended Herbrand sequent of S w.r.t. D. The instantiation
complexity of S∼, denoted by |S∼|i, is defined as k +

∑q
i=1 |Ui|.
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Definition 8. Let S∼ be a schematic extended Herbrand sequent of S w.r.t. a
decomposition D as in Definition 7 and A be a formula with V (A) ⊆
{α1, . . . , αn}. Then the second-order substitution σ: [X\λᾱ.A] is a solution of
S∼ if S∼σ is a quasi-tautology; in this case S∼σ is called an extended Herbrand
sequent. The instantiation complexity of S∼σ is defined as |S∼|i.
Theorem 5 in Section 4.2 shows that, from a solution of a schematic extended
Herbrand sequent S∼ of S, we can define a proof ψ of S with a ∀-cut and
|ψ|q = |S∼|i. The question remains whether every schematic extended Herbrand
sequent is solvable. We show below that this is indeed the case.

Let S∼ as in Definition 7. We define

F [l] =
∧⋃p

i=1
F ′i and F [r] =

∨⋃q

i=p+1
F ′i .

Definition 9. Let S∼ be a schematic extended Herbrand sequent of S as in
Definition 7. We define the canonical formula C(S∼) of S∼ as F [l]∧¬F [r]. The
substitution [X\λᾱ.C(S∼)] is called the canonical substitution of (S, S∼).

Theorem 3. Let S be a Σ1-sequent, and S∼ be a schematic extended Herbrand
sequent of S. Then the canonical substitution is a solution of S∼.

Proof. Let S∼ be a schematic extended Herbrand sequent as in Definition 7 and
C(S∼) be the canonical formula of S∼. We have to prove that

S1 : C(S∼)(ᾱ) ⊃
∧k

i=1
C(S∼)(w̄i), F [l] → F [r]

is a quasi-tautology. But, by definition of C(S∼), S1 is equivalent to

S2 : (F [l] ∧ ¬F [r]) ⊃
∧k

i=1
(F [l] ∧ ¬F [r])(w̄i), (F [l] ∧ ¬F [r]) → .

Clearly S2 is a quasi-tautology if the sequent S3, defined as

S3 :
∧k

i=1
(F [l] ∧ ¬F [r])(w̄i) →

is a quasi-tautology. But, by D = U ◦W being a decomposition of H , S3 is logi-
cally equivalent to the Herbrand sequent S∗ defined overH , which (by definition)
is a quasi-tautology.

Example 4. Let

S : P (f4a, a), ∀x.fx = s2x, ∀xy(P (sx, y) ⊃ P (x, sy)) → P (a, f4a)

like in Example 1 and D be the decomposition U ◦ W of H constructed in
Example 3. We have

U = (U2, U3),

U2 = {α1, fα1, α2, fα2},
U3 = {(s3α1, α2), (s2α1, sα2), (sα1, s

2α2), (α1, s
3α2)},

W =

{(
f2a
a

)
,

(
a

f2a

)}
.



248 S. Hetzl et al.

The corresponding schematic extended Herbrand sequent S∼ is

X(α1, α2) ⊃ (X(f2a, a) ∧X(a, f2a)),
fα1 = s2α1, f2α1 = s2fα1, fα2 = s2α2, f2α2 = s2fα2,
P (s4α1, α2) ⊃ P (s3α1, sα2), P (s3α1, sα2) ⊃ P (s2α1, s

2α2),
P (s2α1, s

2α2) ⊃ P (sα1, s
3α2), P (sα1, s

3α2) ⊃ P (α1, s
4α2), P (f4a, a)→ P (a, f4a).

Its canonical formula C(S∼) which we write as A(α1, α2) is∧2
i=1(fαi = s2αi ∧ f2αi = s2fαi)∧∧3
i=0(P (s4−iα1, s

iα2) ⊃ P (s4−i−1α1, s
i+1α2)) ∧ P (f4a, a) ∧ ¬P (a, f4a).

The canonical solution is [X\λα1α2.A(α1, α2)] and the corresponding extended
Herbrand sequent S′ is like S∼ with X(α1, α2) ⊃ (X(f2a, a) ∧ X(a, f2a)) re-
placed by A(α1, α2) ⊃ (A(f2a, a) ∧ A(a, f2a)). Note that |S′|i = 10, while
|S∗|i = 12. So we obtained a compression of quantifier complexity.

4.1 Improving the Solution

In the last section, we have shown that, given a decomposition D of the termset
of a cut-free proof of a Σ1-sequent S, there exists a canonical solution to the
schematic extended Herbrand sequent induced by S,D, which gives rise to a
proof with a ∀-cut. Furthermore, as we will show in Theorem 5, all solutions are
equivalent from the point of view of the |·|q measure. On the other hand, the
quality of solutions can be distinguished by other properties, for example by the
length of the proof with cut they induce. Since the best known general upper
bound on the length of proofs in propositional logic (which corresponds to our
setting once a decomposition is fixed) depends on the size of the theorem to be
proven, our approach is to search for solutions that have smaller size than the
canonical solution.

We will consider E-validity of quantifier-free formulas F containing free vari-
ables; by “F is E-valid” we mean to say “the universal closure of F is E-
valid”. Throughout this section, we consider a fixed Σ1-sequent S using the
notation of Definition 1, a fixed decomposition D = (U1, . . . , Uq) ◦ W , with
W = {w̄i | 1 ≤ i ≤ k}, of a Herbrand structure H of S, along with the schematic
extended Herbrand sequent S∼ induced by S,H,D, using the notation of Defini-
tion 7. We will abbreviate F ′1∪· · ·∪F ′p by Γ and F ′p+1∪· · ·∪F ′q by Δ, and write
“A is a solution” for “[X\λx̄.A] is a solution for S∼” (note that we will consider
the names x̄ fixed). In this section, we will focus our attention on solutions in
conjunctive normal form (CNF), which always exist since the solution property
is semantic (if A is a solution and A ⇔ B is E-valid, then B is a solution). A
clause C is said to be x̄-free if it contains no symbol from x̄.

The algorithm we will present will involve generating E-consequences of for-
mulas. Although in principle an abstract analysis of our algorithm based on a
notion of E-consequence generator can be performed, we have chosen, for lack of
space, to present only the concrete E-consequence generator used in our imple-
mentation.
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Our E-consequence generator is based on forgetful reasoning. Let C1, C2 be two
clauses, then denote the set of propositional resolvents of C1, C2 by res(C1, C2)
and the set of clauses that can be obtained from C1, C2 by ground paramodula-
tion by para(C1, C2). Letting F be a formula with CNF {Ci}i∈I we define

F(F ) = {C ∧
∧

i∈I\{j,k}
Ci | C ∈ res(Cj , Ck) ∪ para(Cj , Ck)}.

Using F , we can now present Algorithm 2: the solution-finding algorithm SFF .
It prunes a solution A of x̄-free clauses, then recurses upon those consequences
of the pruned A generated by F which pass a certain E-validity check, finally
returning a set of formulas (which will all be solutions).

Algorithm 2. SFF
function SFF (A: solution in CNF)

A← A without x̄-free clauses
S ← {A}
for B ∈ F(A) do

if B[x̄\w̄1], . . . , B[x̄\w̄k], Γ → Δ is E-valid then � B is a solution
S ← S ∪ SFF (B)

end if
end for
return S

end function

Theorem 4 (Soundness & Termination). Let A be any solution in CNF.
Then SFF terminates on A and, for all B ∈ SFF (A), B is a solution.

Proof. Termination is trivial since CNFs get smaller under F . If C(S∼) ⊃ B is
E-valid then B is a solution iff B[x̄\w̄1], . . . , B[x̄\w̄k], Γ → Δ is E-valid. Hence
the E-validity check in SFF suffices. Let A be a solution in CNF and A′ be
A without x̄-free clauses. The fact that A′ is a solution follows from the fact
that A ⊃ C[x̄\w̄k] is E-valid for all x̄-free clauses C of A, together with the
assumption that A is a solution.

The algorithm SFF can be used to lift a compression in quantifier-complexity
to a compression w.r.t. proof length. Indeed, in the setting of first-order logic
without equality, SFF has been applied in [7] to obtain an exponential speed-up
result w.r.t. proof length.

Example 5. Consider the canonical formula C(S∼) of Example 4. Then SFF
generates the CNF

F (α1, α2) : f2α1 = s4α1 ∧ f2α2 = s4α2 ∧ (¬P (s4α1, α2) ∨ P (α1, s
4α2))

for the CNF of C(S∼) by applying paramodulation twice to equational atoms
and resolution thrice to the clauses corresponding to the implications between
the P -atoms. It can be checked that λα1α2.F (α1, α2) is a solution for S∼ which
is smaller than the canonical solution.
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4.2 Proof with Cut

Theorem 5. Let S∼ be an extended Herbrand sequent of a Σ1-sequent S. Then
S has a proof ϕ with a ∀-cut s.t. |ϕ|q = |S∼|i.

Proof. As in [7] (page nr. 12, Theorem 7). Note that the quantifier-blocks in the
cut and the equality rules do not change the measured number of weak quantifier-
block introductions analyzed in the paper above. The main steps in the proof
are the following ones: let S′ be an extended Herbrand sequent obtained by the
solution [X\λᾱ.A]. Then a proof with cut formula ∀x̄.A[ᾱ\x̄] can be constructed
where the quantifier substitution blocks for the cut formula on the right-hand-
side are [x̄\w̄] for w̄ ∈ W while the cut formula on the left-hand-side gets the
substitution [x̄\ᾱ]. The substitutions [x̄i\t̄] for t̄ ∈ Ui are inserted to introduce
the quantifiers of the formula Fi in the end-sequent.

Example 6. Let Γ = P (f4a, a), ∀x.fx = s2x, ∀xy(P (sx, y) ⊃ P (x, sy)) be the
left-hand-side of S. Then, to the canonical solution corresponds an LK-proof ψ
of the form

(ψ1)

Γ → P (a, f4a),A(α1, α2)

Γ → P (a, f4a),∀xy.A(x, y)
∀∗r

(ψ2)

Γ,A(f2a, a), A(a, f2a)→ P (a, f4a)

Γ,∀xy.A(x, y)→ P (a, f4a)
∀∗l

Γ → P (a, f4a)
cut + c∗

where ψ1 and ψ2 are cut-free and ψ2 contains only structural and propositional
inferences (in ψ2 only P (f4a, a) is needed from Γ ). The quantifier inferences in ψ1

use exactly the 8 substitutions encoded in U1 and U2, ψ2 uses the 2 substitutions
represented by W . So we have |ψ|q = 10.

5 Implementation and Experiments

Summing up the previous sections, the structure of our cut-introduction algo-
rithm is the following:

Algorithm 3. Cut-Introduction

Require: π: cut-free proof
T ← extractTermSet(π)
D ← getMinimalDecomposition(T )
C(x̄)← getCanonicalSolution(D)
F (x̄)← improveSolution(C(x̄))
return constructProof(F (x̄))

Depending on whether the input proof π contains equality reasoning or not
we either work modulo quasi-tautologies as described in this paper or mod-
ulo tautologies (as described in [8,7]) in improveSolution and constructProof.
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In getMinimalDecomposition we can either compute decompositions with a sin-
gle variable as in [8,7] or with an unbounded number of variables as described
in Section 3. We denote these two variants with CI1 and CI∗ respectively.

These algorithms have been implemented in the gapt-system1 which is a
framework for transforming and analyzing formal proofs. It is implemented
in Scala and contains data structures such as formulas, sequents, resolution
and sequent calculus proofs and algorithms like unification, skolemization, cut-
elimination as well as backends for several external solvers and provers. For
deciding whether a quantifier-free formula is a tautology we use MiniSat2. We
use veriT3 for deciding whether a quantifier-free formula is a quasi-tautology
and prover94 for the actual proof construction based on the import described
in [9].

We have conducted experiments on the prover9-part of the TSTP-library
(Thousands of Solutions of Theorem Provers, see [17]). The choice of prover9
was motivated by the simple and clean proof output format Ivy which makes
proof import (comparatively) easy. This library contains 6341 resolution proofs.
Of those, 5254 can be parsed and transformed into a sequent calculus proof using
the transformation described in [9]. Of those, 2849 have non-trivial termsets (we
call a term set trivial if every quantified formula in the end-sequent is instanti-
ated at most once).

The input data we have used for our experiments is this collection of proofs
with non-trivial term sets. In this collection 66% use equality reasoning and
hence must be treated with the method introduced in this paper. The average
term set size is 37,1 but 46% have a term set of size ≤ 10. The experiments
have been conducted with version 1.6 of gapt on an Intel i5 QuadCore with
3,33GHz with an allocation of 2GB heap space and a timeout of 60 seconds for
the cut-introduction algorithm.

On 19% of the input proofs our algorithm terminates with finding a compres-
sion, i.e. a non-trivial decomposition (of size at most that of the original termset)
and a proof with cut that realizes this decomposition. On 49% it terminates de-
termining that the proof is uncompressible, more precisely: that there is no proof
with a single ∀-cut which (by cut-elimination) reduces to the given input term set
and is of smaller quantifier complexity, see [7]. Figure 1 depicts the return status
(in percent) depending on the size of the term set. When reading this figure one
should keep in mind the relatively high number of small proofs (see above). One
can observe that proofs with term sets up to a size of around 50 can be treated
well by our current implementation, beyond that the percentage of timeouts is
very large. Small proofs – unsurprisingly – tend to be uncompressible.

In Figure 2 we restrict our attention to runs terminating with a compres-
sion. As one can see from the diagram on the left, a significant reduction of
quantifier-complexity can be achieved by our method. The diagram on the right

1 Generic Architecture for Proof Transformations, http://www.logic.at/gapt/
2 http://minisat.se/
3 http://www.verit-solver.org/
4 http://www.cs.unm.edu/~mccune/prover9/

http://www.logic.at/gapt/
http://minisat.se/
http://www.verit-solver.org/
http://www.cs.unm.edu/~mccune/prover9/
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Fig. 2. Size Comparison

demonstrates that forgetful reasoning is highly useful for improving the canon-
ical solution. The points plotted as • are the result after using forgetful resolu-
tion only, the points plotted as + are the result after forgetful resolution and
paramodulation.

Our experiments also show that the generalization to the introduction of a
block of quantifiers introduced in this paper has a strong effect: of the 548 proofs
on which CI∗ finds a compression, 22% are found to be uncompressible by CI1.

6 Conclusion

We have introduced a cut-introduction method that works modulo equality and
is capable of generating cut-formulas containing a block of quantifiers. We have
implemented our new method and have conducted a large-scale empirical eval-
uation which demonstrates its feasibility on realistic examples. Lessons learned
from these experiments include that blocks of quantifiers allow for significantly
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more proofs to be compressed and that forgetful reasoning methods, while rough
in theory, are highly useful for our application in practice.

As future work we plan to extend our method to work modulo (suitably
specified) equational theories. We also plan to evaluate our method on proofs
produced by Tableaux-provers and SMT-solvers. Another important, and non-
trivial, extension will be to cope with cuts that contain quantifier-alternations.

Acknowledgements. The authors would like to thank Pascal Fontaine for help
with the veriT-solver and Geoff Sutcliffe for providing the prover9-TSTP test
set.
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Abstract. The proof of many foundational results in structural proof theory, such
as the admissibility of the cut rule and the completeness of the focusing disci-
pline, rely on permutation lemmas. It is often a tedious and error prone task to
prove such lemmas as they involve many cases. This paper describes the tool
Quati which is an automated tool capable of proving a wide range of inference
rule permutations for a great number of proof systems. Given a proof system
specification in the form of a theory in linear logic with subexponentials, Quati
outputs in LATEX the permutation transformations for which it was able to prove
correctness and also the possible derivations for which it was not able to do so. As
illustrated in this paper, Quati’s output is very similar to proof derivation figures
one would normally find in a proof theory book.

1 Introduction

Permutation lemmas play an important role in proof theory. Many foundational results
about proof systems rely on the fact that some rules permute over others. For instance,
permutation lemmas are used in Gentzen-style cut-elimination proofs [4], the complete-
ness proof of focusing disciplines [1,7], and the proof of Herbrand’s theorem [5].

Proving permutation lemmas, however, is often a tedious and error-prone task as
there are normally many cases to consider. As an example, consider the case of per-
muting ∨l over →l in the intuitionistic calculus LJ. In order to show whether these two
rules permute, one needs to check every possible case in which →l occurs above ∨l in
a derivation. When using a multiplicative calculus, there are four possibilities for such
derivation, two allow a permutation of the rules while the other two do not. Here’s one
of each:

ϕ1

Γ, P � F

ϕ2

Γ ′ � A

ϕ3

Γ ′′, Q, B � F

Γ ′, Γ ′′, A→ B,Q � F
→l

Γ, Γ ′, Γ ′′, A→ B,P ∨Q � F
∨l �

ϕ2

Γ ′ � A

ϕ1

Γ, P � F

ϕ3

Γ ′′, B,Q � F

Γ, Γ ′′, P ∨Q,B � F
∨l

Γ, Γ ′, Γ ′′, P ∨Q,A→ B � F
→l

ϕ1

Γ, P � F

ϕ2

Γ ′, Q � A

ϕ3

Γ ′′, B � F

Γ ′, Γ ′′, A→ B,Q � F
→l

Γ, Γ ′, Γ ′′, A→ B,P ∨Q � F
∨l � ?

The combinatorial nature of proving permutation lemmas can be observed in this ex-
ample. While there are “only” four cases to consider for this pair of rules, for proving

S. Demri, D. Kapur, and C. Weidenbach (Eds.): IJCAR 2014, LNAI 8562, pp. 255–261, 2014.
c© Springer International Publishing Switzerland 2014
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the completeness of the focusing discipline, one needs to study which permutations are
allowed and therefore all pairs of rules need to be considered [7]. Moreover, the fact
that the cases are rarely documented makes it hard for others to check the correctness
of the transformations. For instance, the cut-elimination result for bi-intuitionistic logic
given by Rauszer [14] was later found to be incorrect [2] exactly because one of the per-
mutation lemmas was not true. Therefore, an automated tool to check for these lemmas
would be of great help. This paper introduces such a tool called Quati.1

While here we will restrict ourselves to simply illustrate Quati’s functionalities and
implementation design, we observe that its underlying theory is described in the pa-
pers [8,13,9]. We briefly review this body of work.

In [13], we show how to reduce the problem of proving permutation lemmas to solv-
ing an answer-set program [3]. That is, given a proof system P satisfying some proper-
ties, we reduce the problem of checking whether a rule r1 in P always permutes over
r2 in P to solving an answer-set program. Each solution of this program corresponds to
one possible permutation case. This result sets the foundations for Quati.

However, the exact language in which proof systems are specified was not dealt
in [13]. It was subject of the paper [8] which shows that a great number of proof systems
for different logics (e.g., linear, intuitionistic, classical, modal logics) can be specified
as theories in linear logic with subexponentials (SELL) [11]. These specifications are
shown to have a strong adequacy, namely, on the level of derivations [12], meaning that
there is a one to one correspondence of derivations in the specified logic (object logic)
to derivations in linear logic with subexponentials. Moreover, [8] also shows how to
check whether proof systems specified in SELL admit cut-elimination. This lead to the
tool TATU2. Therefore, SELL is a suitable framework for specifying proof systems.

Finally, in the workshop paper [9], we show how to integrate the material in [13]
and [8]. Given a proof system specified in SELL, we reduce the problem of checking
whether a rule permutes over another to an answer-set program. In the same paper, we
also discuss how to extract proof derivation figures similar to those shown in a standard
proof theory book [15] from the solutions of the generated answer-set programs.

Quati is the result of this series of papers. This paper is organized as follows: Sec-
tion 2 describes Quati’s syntax and its features, while Section 3 describes its implemen-
tation. In Section 4 we end by pointing out future work.

2 Quati at Work

Throughout this section, we will use the specification for the intuitionistic logic’s multi-
conclusion calculus MLJ [6] as our running example. First we specify Quati’s syntax
and then its features.

2.1 Syntax

Quati’s underlying logic, linear logic with subexponentials (SELL) [11], is a powerful
framework for the specification of proof systems. Subexponentials, written !�, ?�, arise

1 Quati is a mammal from the raccoon family native to South America. Its name comes from the
Tupi-guarani, a language spoken by native indians in Brazil, and means “long nose”.

2 https://www.logic.at/staff/giselle/tatu/

https://www.logic.at/staff/giselle/tatu/
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Side ::= lft | rght CtxType ::= many | single SubType ::= unb | lin
SubSig ::= SubDecl SubSpec SubRel

SubDecl ::= subexp〈String〉〈SubType〉.
SubSpec ::= subexpctx〈String〉〈CtxType〉〈Side〉.
SubRel ::= subexprel〈String〉<〈String〉.
Bipoles ::= (not〈Atoms〉)*〈BodyPos〉.
BodyPos ::= one | BodyNeg | [〈String〉]bangBodyNeg |

BodyPos*BodyPos | BodyPos+BodyPos

BodyNeg ::= top | bot | 〈MarkAtoms〉 | 〈BodyNeg〉|〈BodyNeg〉 |
〈BodyNeg〉&〈BodyNeg〉

Atoms ::= 〈Side〉〈Form〉 MarkAtoms ::= [〈String〉]?〈Atoms〉

Fig. 1. Here Form is a term of type form

* : ⊗ + : ⊕ & : & | : � [i]bang : !i one : 1 top : � bot : ⊥ [i]? : ?i

Fig. 2. Syntax for the linear logic connectives

from the observation that the linear logic exponentials are not canonical (see [8] for
an extensive discussion). It is known that these operators greatly increase the expres-
siveness of the system when compared to linear logic. For instance, subexponentials
can be used to represent contexts of proof systems [8], to mark the epistemic state of
agents [10], or to specify locations in sequential computations [11]. The main feature of
subexponentials is that they are organized in a pre-order, ., which specifies the prov-
ability relation among them. In [8], we have shown that a great number of proof systems
for linear, classic, intuitionistic and modal logics can be specified in SELL with a strong
level of adequacy. Another important reason for using SELL as specification language
is that one can also use other available tools, such as the tool TATU which is capable of
checking whether a proof system specified in SELL admits cut-elimination.

A Quati program is a SELL theory with some more annotations. Its syntax is given in
Figure 1 and explained in detail by using our running example MLJ. A Quati program
consists of two files: (1) a type signature file, with suffix .sig and (2) a specification
file with suffix .pl consisting of two parts: (a) a subexponential signature and (b) the
rules’ specifications or bipoles.

Type signature This file contains type and kind declarations of the object logic’s ele-
ments. The kind form is built-in and represent the type of formulas of the object logic.
In general, only the connectives’ types need to be declared in this file:

%%%%%%%%%%%%%%%%%%% Signature %%%%%%%%%%%%%%%%%%%%
type imp form -> form -> form.

Subexponential signature The following subexponential signature is used for specify-
ing the proof system MLJ:

%%%%%%%%%%%%%%% Subexponential Signature %%%%%%%%%%%%%%%%%
subexp l unb. subexp r unb.
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subexpctx l many lft. subexpctx r many rght.
subexprel l > r

Intuitively, one subexponential corresponds to one context of the object logic se-
quent.3 MLJ has only two contexts, one to the left and another to the right side of the
sequent, thus we use two subexponentials l and r. Moreover, as both contexts (to the
left and right) behave classically in MLJ, we specify l and r to be unbounded, denoted
by unb. In contrast, the specification of LJ would specify the subexponential r to be
linear, as the right side of LJ’s sequents behaves linearly.

The commandssubexpctx l many lft. andsubexpctx r many rght.
are not formally needed for specifying proof systems, but as discussed in [9], they are
needed in order to improve the visualization of the proof rules. In particular, the former
specifies that the context corresponding to the subexponential l contains only formulas
of the left side of the sequent, denoted by lft, and may contain many formulas, de-
noted by many. In contrast, as the context to the right side of LJ sequents has only one
formula, the subexponential r for that system would be annotated with single.

The pre-order among the subexponentials is specified on the last line using the key-
word subexprel.

Bipoles The second part of the .pl file is composed by bipoles. The concrete syntax
for SELL connectives is depicted in Figure 2. The class of bipole formulas often appear
in proof theory literature due to its good focusing behaviour [1]. The following bipoles
specify, respectively, the left and right implication introduction rules [8]. The capital
letters are assumed to be existentially quantified.
%%%%%%%%%%%%%%%%%%%%%%%%%% Bipoles %%%%%%%%%%%%%%%%%%%%%%%%%%%
% Implication
(not (lft (imp A B))) * (([r]? (rght A)) * ([l]? (lft B))).
(not (rght (imp A B))) * [l]bang (([l]? (lft A)) | ([r]? (rght B))).

The head of these bipoles, formulas (not (lft (imp A B))) and (not
(rght (imp A B))), specify that an implication formula to, respectively, the left
and right-hand-side is introduced. The body specifies the premises of these rules. For in-
stance, the first bipole specifies that its corresponding inference rules has two premises
because of the branching caused by the tensor * appearing in the body of its rule, while
the second has only one premise as no branching is required. The interesting bit is the
!l ([l]bang) in the second bipole specifying that the context of the subexponential r
should be weakened as l > r. In fact, by using advanced proof theoretic machinery,
namely focusing [1], we can make this intuition precise in the sense. We refer to [8] for
more details on encodings.

2.2 Features

Quati has two main features: (1) It can construct the corresponding inference rule(s)
associated to a SELL formula; and (2) it can prove permutation lemmas. We illustrate
these features with the specification of MLJ implication introduction rules shown above.

3 There are some specifications where a subexponential is used to capture the structural proper-
ties of the proof system and therefore does not necessarily correspond to a context in the object
logic. See [8] for more on this.
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Rule Construction Proving the adequacy theorems for a given SELL specification is
also error-prone. As detailed in [8], to prove (strong) adequacy we need to show that all
the possible focused derivations that introduce a formula in the specification correspond
to an inference rule of the proof system being specified. Quati automates the proof of
such adequacy theorems by constructing from a bipole the corresponding inference
rule. To do so, Quati uses the machinery described in [13,9] reducing this problem to
the problem of solving answer-set programs.

For the MLJ specification given above, one can use the command#rule in the com-
mand line and select a SELL bipole in the loaded specification. Then Quati generates
a LATEX document containing all possible inference rules that correspond to that bipole.
If we select the bipole used to specify MLJ’s implication right rule, Quati outputs the
LATEX code for the following figure:

:
l Γ 0

l , a � :
r b

:
l Γ 0

l �
:
r Δ0

r, imp(a)(b)
impR

Notice that this rule looks very similar to MLJ’s implication right introduction rule
shown in any proof theory textbook. The context Δ0

r is erased in the premise. The
:
l and

:
r are used to delimit the contexts for the subexponentials l and r, respectively. Quati
uses the subexponential specification to infer that the context for l (resp. for r) should
only be on the left-hand-side (resp. right-hand-side) of the sequent.

Under the hood, Quati is constructing the focused derivation [1] that introduces
such a SELL bipole as described in [8]. This can be observed by using the command
#bipole. For the same SELL bipole used above, Quati returns the LATEX code for the
following figure, corresponding to its focused derivation:

Γ 4
gamma;Γ

4
r ;Γ 3

l
; Γ 1

infty
;⇓ ¬rght(imp(a)(b))

Γ 5
gamma;Γ

7
r ;Γ 5

l ;Γ 1
infty ;⇑

Γ 5
gamma ;Γ

5
r ; Γ

5
l ;Γ

1
infty ;⇑?rrght(b)

Γ 5
gamma;Γ

5
r ;Γ 3

l ;Γ 1
infty ;⇑?llft(a) ::?rrght(b)

Γ 5
gamma; Γ

5
r ;Γ

3
l ;Γ 1

infty ;⇑?llft(a)�?rrght(b)

Γ 5
gamma;Γ

4
r ;Γ 3

l
;Γ 1

infty
;⇓!l?llft(a)�?rrght(b)

Γ 3
gamma;Γ

4
r ;Γ 3

l ; Γ
1
infty ;⇓ ¬rght(imp(a)(b))⊗!l?llft(a)�?rrght(b)

Γ 3
gamma;Γ

4
r ;Γ 3

l ;Γ 1
infty ;⇑

Rule Permutation. As described in the Introduction, Quati can be used to prove per-
mutation lemmas. The command #permute checks whether the permutation of two
selected rules is always allowed or not. Quati outputs, again in LATEX, the cases for
which it was able to find the permutation and the cases for which it was not able to find
a permutation. For example, when Quati checks whether MLJ’s implication left intro-
duction rule permutes over MLJ’s implication right introduction, it correctly finds two
possible permutation cases and it cannot find one of the cases for which is indeed not
possible. We show one of the cases (reformatted to fit the page margins):
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:
l Γ0

l , imp(a)(b), c 
 :
r d

:
l Γ0

l
, imp(a)(b) 
 :

r Δ0
r , imp(c)(d), a

impR
:
l Γ0

l , imp(a)(b), b 
 :
r Δ0

r , imp(c)(d)

:
l Γ0

l
, imp(a)(b) 
 :

r Δ0
r , imp(c)(d)

impL

�

:
l Γ7

l , imp(a)(b), c 
 :
r a, d

:
l Γ7

l , imp(a)(b), c, b 
 :
r d

:
l Γ7

l
, imp(a)(b), c 
 :

r d
impL

:
l Γ7

l
, imp(a)(b) 
 :

r Δ9
r, imp(c)(d)

impR

Once again, this proof figure is very similar to the proof figure that one would find
in a standard proof theory textbook. Notice that it uses the fact that the contexts are
unbounded, i.e. formulas can be contracted or weakened, to infer the permutation above
(see [13] for more discussion on how this works).

3 Implementation Details

Quati is implemented in OCaml4 and makes use of DLV5 externally to compute mini-
mal models for the answer-set programs generated. It is part of a bigger project, called
sellf6 which also includes the machinery for TATU mentioned above. The follow-
ing diagram provides an overview of the main modules in sellf used by Quati for
checking permutations.

Types
ProofTreeSchema

SequentSchema

ContextSchema Constraints
OlRule

Dlv

Bipole

Quati

Permutation

The basic data structure, defined in the module Types, is linear logic formulas with
subexponentials. The bipoles in Quati are represented by proof tree schemas, defined
in the module ProofTreeSchema, which uses the modules SequentSchema and
ContextSchema. As the name suggests, these are schematic representations of proof
trees, sequents and contexts that use generic contexts [13] to represent possibly non-
empty sets of formulas. The constraints that will later compose the answer-set program
are implemented in the module Constraints. The application of linear logic rules
with constraints is implemented in the ProofTreeSchemamodule. The computation
of possible bipoles of a formula is in the moduleBipole. The Permutationmodule
makes use of the bipole generation to construct the derivations of two rules. Given the
constraints of a derivation, module Dlv contains the code for executing DLV externally,
parsing the result and returning the minimal models. The translation of a proof tree
schema and constraints into an object logic derivation is done in the OlRule module.
It contains data structures to represent proof trees, sequents and contexts of an object
logic and the rewriting algorithm described in [13] (module Derivation).

4 http://ocaml.org/
5 http://www.dlvsystem.com/dlv/
6 https://code.google.com/p/sellf/

http://ocaml.org/
http://www.dlvsystem.com/dlv/
https://code.google.com/p/sellf/
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Quati was tested using some proof systems including LK, LJ, MLJ, LL, S4, G1m and
LAX. On most cases, each permutation lemma can be checked in less than one second.
The implementation can be downloaded at

http://www.logic.at/staff/giselle/quati.

4 Conclusions and Future Work

This paper introduced Quati, an automated tool for proving permutation lemmas. Be-
sides briefly commenting on its implementation, we illustrated its syntax, usage and
features. Besides MLJ, in the download one can find the specification of all proof sys-
tems tested, as well as system requirements and installation instructions.

There are several directions we are currently investigating for continuing this work.
One is to come up with more graphical ways of writing proof systems and how to trans-
late such representations into SELL specifications. Another possibility is the derivation
of completeness of focusing strategies in an automated fashion, since such theorems
rely heavily on permutation lemmas. Finally, we are investigating ways to construct
machine-readable proof objects for permutation lemmas.
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Abstract. We describe an implementation of a new theorem prover
for Intuitionistic Propositional Logic based on a sequent calculus with
histories due to Corsi and Tassi. The main novelty of the prover lies in its
use of dependency directed backtracking for global caching. We analyse
the performance of the prover, and various optimisations, in comparison
to current state of the art theorem provers and show that it produces
competitive results on many classes of formulae.

1 Preliminaries

IntHistGC is a theorem prover for Intuitionistic Propositional Logic (Int), based
on a sound and cut-free complete sequent calculus which uses histories to guar-
antee termination. The key element behind the prover’s efficiency is the use
of global caching to reduce search space. This system description provides an
overview of IntHistGC’s proof strategy, implementation, optimisations and an
analysis of performance in comparison to the current best provers for Int.

Sequent Calculus. Figure 1 presents the standard multiple conclusioned se-
quent system for Int using sets of formulae. These rules form the basic elements
of the calculus used in our implementation. Note that we assume ¬ϕ := (ϕ → ⊥).

The →L rule may result in infinite looping since the principal formula ϕ → ψ
must be copied into the left premise for completeness. Various approaches are
known to ensure termination: explicit loop-checking; Vorob’ev’s method [1]; and
the use of complex histories to track loops [2, 3].

We take a different approach, by replacing the basic →L and →R rules with
those shown in Figure 2. The →L rule is replaced by a “blocking” version which
prevents any further (backward) applications until “unblocked” by a →R-first
rule. The →R-rest rule can only (and must) be applied (upwards) if we have
previously applied →R-first on the same implication on the same branch.

Rules in this calculus either delete a connective or block an implication. Im-
plications are only unblocked after the use of a →R-first rule, which is prevented
from being applied to the same formula twice. Hence there cannot be an infinite
sequence of blocking and unblocking, so backward proof search in this calculus
always terminates. Although this calculus was developed independently, recently
we have learnt that it is functionally identical to the sequent calculus IG [4].

Lemma 1. �, ⊥, ∧, ∨, id, →L-blocking and →R-rest are invertible rules.

S. Demri, D. Kapur, and C. Weidenbach (Eds.): IJCAR 2014, LNAI 8562, pp. 262–268, 2014.
c© Springer International Publishing Switzerland 2014
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Γ � Δ �L
Γ,� � Δ

⊥L
Γ,⊥ � Δ

Γ � Δ ⊥R
Γ � ⊥,Δ

�R
Γ � �,Δ

id
Γ, ϕ � ϕ,Δ

Γ, ϕ, ψ � Δ
∧L

Γ, ϕ ∧ ψ � Δ

Γ � ϕ,Δ Γ � ψ,Δ
∧R

Γ � ϕ ∧ ψ,Δ

Γ, ϕ � Δ Γ, ψ � Δ
∨L

Γ, ϕ ∨ ψ � Δ

Γ � ϕ,ψ,Δ
∨R

Γ � ϕ ∨ ψ,Δ

Γ, ϕ→ ψ � ϕ,Δ Γ, ψ � Δ
→L

Γ, ϕ→ ψ � Δ

Γ, ϕ � ψ
→R

Γ � ϕ→ ψ,Δ

Fig. 1. Basic sequent calculus rules

Γ, ϕ→b ψ � ϕ,Δ Γ, ψ � Δ →L-blocking
Γ, ϕ→ ψ � Δ

Γ � ψ,Δ
→R-rest

Γ � ϕ→ ψ,Δ

p, ϕ1 → ψ1, · · · , ϕn → ψn, ϕ � ψ
→R-first

p, ϕ1 →b ψ1, · · · , ϕn →b ψn � ϕ→ ψ, q, ϕn+1 → ψn+1, · · · , ϕn+m → ψn+m

Fig. 2. New rules where p and q represent disjoint sets of atomic propositions

Backward Proof Search Strategy. Our proof strategy is as below. Note that back-
tracking is required at →R-first jumps, as the rule is not semantically invertible:

while some rule is applicable to a leaf sequent do
stop: apply any applicable termination rule (id, ⊥L, �R) to that leaf
saturate: else apply any applicable static rule (�L, ⊥R, ∧L, ∨R, →L-

blocking, →R-rest) to that leaf
step: else apply the transitional rule (→R-first) to that leaf

Theorem 1. Our rules are sound and our strategy is complete with respect to
Int [4], and produces O(n2) depth proofs.

Related Work. We now describe the main techniques behind three state of the
art theorem provers for Int. All use some form of pre-processing: see Section 2.

BDDIntKt checks the validity of a formula ϕ0 by constructing a finite closure
cl(ϕ0) and checking if any of the subsets in the closure can lead to a model which
falsifies ϕ0 [5]. While the closure generally contains exponentially many subsets,
by using Binary Decision Diagrams (BDDs) many of these do not necessarily
have to be explicitly created.

fCube is a Prolog prover based on a signed tableaux calculus for Int [6]. The
prover makes heavy use of a variety of simplification rules, whereby formulae
with known sign (as well as atoms of a certain polarity) may be replaced under
certain conditions with � or ⊥. These rules produce an equivalent but simpler
sequent, and can significantly reduce unnecessary branching and backtracking.

Imogen uses formula polarity to restrict applicable inference rules [7]. The
prover is based on a focused inverse method, which reduces the search space in
a sequent calculus based on the polarity of connectives and atomic propositions.
Proof search is applied in a forward manner, unlike our strategy above.
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2 Implementation and Optimisations

The sequent rules described in Figures 1 and 2, and the general search strategy
of Section 1, were implemented in Ocaml. Search is conducted in a depth-first
manner, fully exploring one branch before considering others. While breadth-first
search is also possible, a depth-first strategy allows for a natural implementation
of global caching [8] as described next. IntHistGC includes a (slower) configura-
tion which produces graphs for both valid and invalid derivations.

Pre-processing. A simple processing function which replaces inputs with equiv-
alent formulae can significantly reduce the complexity of a proof. By imposing
a standard ordering on all formulae, one can completely remove any compli-
cations due to variable ordering at commutative operators. For example, the
formula (ϕ ∧ ψ) → (ψ ∧ ϕ) can be rewritten as (ϕ ∧ ψ) → (ϕ ∧ ψ) which sim-
plifies to �. IntHistGC also makes use of standard logical identities, such as
ϕ∧� = �∧ ϕ = ϕ∧ ϕ = ϕ, and removes nested implications using the identity
ϕ0 → (ϕ1 → ϕ2) = (ϕ0 ∧ ϕ1) → ϕ2 before applying backwards proof search.

Dependency directed backtracking and Caching. The application of sequent rules
often leads to proofs which only require a subset of formulae within a sequent.
If two valid sequents differ only by formulae which are not necessary for a proof
of validity, then a proof for one is sufficient to prove the other. Thrashing occurs
when branches with the same important formulae are redundantly explored.
Backjumping is a technique which avoids this phenomenon, by backtracking to
the last point which contains all formulae relevant for a proof [9]. This technique
is applied at all branching points, to reduce search space as much as possible.

We extend backjumping by also implementing dependency directed backtrack-
ing [9] which stores sets of formulae used to close branches. This is done by
placing minimal sequents, like those in backjumping, into a cache. Thereafter,
any sequent containing formulae which are a superset of a cached sequent can
be proved by applying the same rules. This removes the need to continue search
within that branch, and so the prover can return to the latest backtracking point.

In addition to a cache for provable sequents, we also implement a cache for
unprovable sequents. In contrast to the minimal sequents constructed for the
provable cache, here we include as many formulae as possible; as long as the
overall sequent is still not provable. If any sequent is a subset of a previously
unproven sequent, then it also cannot be proven - at best, all the same rules will
be applied, which we know from previous experience cannot lead to a proof.

Both caches are global and thus search space can potentially be reduced across
all branches, by substituting previous proofs. However, caching introduces its
own problems. Caching sequents after all rule applications will result in an ex-
ponential growth in cache size. To somewhat mitigate unnecessary growth in
cache size, cache additions are only considered at →R-first jumps and branching
points where backjumping has been applied. As each branch terminates without
loops, we do not need the full complications of global caching for modal logics [8].
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Data Structures. Formulae are represented using (positive) integers. After pre-
processing, each formula (including subformulae) is given a unique identifier, and
a number of tables are used to map integers to their respective formula, their
formula type, as well as the integers corresponding to any subformulae.

We use a set-trie data structure for caching, and implement an adaptation
of the algorithms presented in [10]. As formulae are integers, sequents can be
represented by an ordered list of integers. A set-trie takes advantage of such an
ordering, allowing efficient storage of sequents and set containment searches.

Heuristics. For efficiency, non-branching rules are prioritised over branching
rules. Formulae are also expanded in a lazy fashion: only the top-most connective
of a formula is ever considered. Thus the prover can avoid some memory issues
when expanding bi-implications, interpreted as ϕ ↔ ψ := (ϕ → ψ) ∧ (ψ → ϕ).

Some branches are inherently easier to prove (or disprove) than others. For
example, by changing the order of branch choice in a näıve depth-first search,
formulae of the form (¬(¬a1) ↔ a2) ↔ (a2 ↔ a1)) can take either a few millisec-
onds or more than ten minutes to solve - a clear indication of the importance
of branch choice. Currently our implementation takes an approach based on
formula order as defined in the pre-processing stage.

Rule choice is similarly important, and is considered in implementation. For
example, when more than one →L-blocking rule is applicable, our prover at-
tempts to pick one which corresponds to an application of modus ponens. Such
a choice essentially allows the rule id to be immediately applied to one branch.

3 Experimental Results

Performance is evaluated using the Intuitionistic Logic Theorem Proving
(ILTP) Library [11], which allows a maximum of 600 seconds for each indi-
vidual problem instance. We present results in Figure 3 for our prover (IH)
with varying optimisations, along with results for BDDIntKt -autoreorder

-nary -assumimp (BDD), fCube (no options) and Imogen -h optimize. We
also include experiments on an unofficial extended set of the ILTP problem
classes, kindly provided by the authors of the library, Jens Otten and Thomas
Raths (http://www.iltp.de/download/SYJ2xx-50/SYJ2xx-50.tar.gz) in
Figure 4. All tests were conducted on a machine with an Intel i7-3770 CPU
@3.40GHz with 8GB memory. The configurations for IntHistGC are as follows:

Configuration Optimisations involved
näıve The baseline prover without any optimisations
b Backjumping
c Global caching with additions made at →R-first jumps
c2 Global caching with additions also at backjumping points

Figure 3 clearly shows that backjumping and caching both improve significantly
upon our näıve implementation, allowing the prover to complete the majority
of the ILTP benchmark. In fact, global caching by itself, without backjumping,

http://www.iltp.de/download/SYJ2xx-50/SYJ2xx-50.tar.gz
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Class näıve IHb IHc IHbc IHbc2 BDD fCube Imogen Out of

LCL 2 2 2 2 2 2 2 2 2
SYN 20 20 20 20 20 20 20 20 20

SYJ10* 12 12 12 12 12 12 12 12 12

SYJ201 2 20 20 20 20 20 20 20 20
SYJ202 3 5 3 5 8 13 9 8 20
SYJ203 10 20 20 20 20 20 20 20 20
SYJ204 20 20 20 20 20 20 20 20 20
SYJ205 10 20 20 20 20 20 20 20 20
SYJ206 5 20 20 20 20 20 20 20 20

SYJ207 2 3 20 20 20 20 20 20 20
SYJ208 10 10 20 20 20 11 20 20 20
SYJ209 9 10 20 20 20 20 20 20 20
SYJ210 20 20 20 20 20 20 20 20 20
SYJ211 3 4 20 20 20 20 20 20 20
SYJ212 20 20 20 20 20 20 20 20 20

Total 148 206 257 259 262 258 263 262 274

Fig. 3. Performance of various versions of IntHistGC on the ILTP benchmark

manages to solve all problems except that of the valid pigeonhole class SYJ202.
Note that IntHistGC’s ‘c’ configuration has no positive effect on this class, as
there is only one top-level →R-first jump.

While caching clearly has benefits, profiling reveals that the majority of the
time is generally spent on cache look-ups. Therefore we implemented a ‘c3’ option
which performs cache look-ups every second node, rather than at all branching
points. While such a heuristic may result in cache misses, Figures 4 and 6 shows
that this reduction in look-up times often outweighs the extra branching involved
since such branching is often mitigated by backjumping from a later cache hit.

We remark that the ILTP library is limited to 12 main classes of formulae,
half of which are only slight modifications of the other classes. In light of this, we
also benchmarked on other families of formulae: Portia, which are encodings of a
“real world puzzle”; Nishimura [12], previously used by the authors of fCube; and
randomly generated formulae, noting that these tend to be non-valid. Figures 5
and 6 presents timing performance on these classes, in addition to hard instances
of the ILTP problems. Particularly noteworthy are the provable Portia examples,
which show that both IntHistGC and fCube seem to be susceptible to input
ordering. Nevertheless, while using very different techniques to improve speed,
fCube and IntHistGC currently seem to be the best provers for Int (Figures 4,
5 and 6). The two trade wins in pigeonhole and Nishimura, although fCube is
superior on (typically non-valid) random formulae (Figure 5).

Ideally, a prover which utilises the best of both caching and simplification
would perform very well. Unfortunately the two techniques are somewhat con-
flicting, as simplification introduces new formulae which often result in cache
misses. Indeed, we implemented the replacement and basic permanence rules
used by fCube [13] but these resulted in worse performance than caching alone.
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Class IHc IHbc IHbcc3 IHbc2 BDD fCube Imogen Out of

SYJ201 50 50 50 50 50 50 36 50
SYJ202 3 5 6 8 13 9 8 38
SYJ203 50 50 50 50 50 50 50 50
SYJ204 50 50 50 50 50 50 50 50
SYJ205 50 50 50 50 50 50 50 50
SYJ206 50 50 50 50 50 50 50 50

SYJ207 50 50 50 50 49 50 26 50
SYJ208 38 38 38 38 11 38 37 38
SYJ209 50 50 50 50 50 50 50 50
SYJ210 50 50 50 50 50 50 50 50
SYJ211 50 50 50 50 45 50 50 50
SYJ212 50 50 50 50 50 50 46 50

Total 541 543 544 546 518 547 503 576

Fig. 4. Performance on extended ILTP formulae
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Fig. 5. Average times for random formula of increasing size

Problem IHbc IHbc2 IHbcc3 IHbc2c3 BDD fCube Imogen

SYJ201+1.050 5.69 10.13 4.58 6.87 31.794 159.92 –
SYJ202+1.008 – 190.16 – 208.21 0.33 27.86 70.76
SYJ207+1.050 301.23 454.69 161.73 242.08 188.36 17.90 –
SYJ208+1.038 181.58 185.99 113.32 112.70 – 1.76 –
SYJ211+1.050 2.18 1.37 10.15 6.17 – 0.02 0.27
SYJ212+1.050 0.26 0.26 0.22 0.22 50.91 0.22 –

p-portia.100 429.97 – 238.00 – – 334.02 –
n-portia.100 5.32 295.84 4.52 14.64 – 385.12 –

n-portiaV2.100 443.25 – 239.08 – – 97.62 –
nishimura.035 0.51 0.51 0.51 0.51 7.05 – –

Fig. 6. Timing comparisons (all times in seconds, – indicates a timeout)

‘p’ means provable, ‘n’ is non-provable and V2 is a version with reordered formulae
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4 Conclusion and Further Work

We have introduced a new prover, which demonstrates the practicality of a
history based sequent calculus using global caching. We find that various op-
timisation techniques make a significant difference in terms of performance. In
particular, global caching was extremely effective on the ILTP benchmark. To
our knowledge, there are no other ATPs for Int which similarly utilise caching.

Further research into the interaction between simplification and caching tech-
niques merits investigation. The development of a technique which allows caching
and simplification to fully complement each other should have a significant im-
pact on prover efficiency. Other than this, it may also be interesting to examine
the performance of global caching using a different underlying calculus.
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Abstract. MleanCoP is a fully automated theorem prover for first-order modal
logic. The proof search is based on a prefixed connection calculus and an addi-
tional prefix unification, which captures the Kripke semantics of different modal
logics. MleanCoP is implemented in Prolog and the source code of the core proof
search procedure consists only of a few lines. It supports the standard modal log-
ics D, T, S4, and S5 with constant, cumulative, and varying domain conditions.
The most recent version also supports heterogeneous multimodal logics and out-
puts a compact prefixed connection proof. An experimental evaluation shows the
strong performance of MleanCoP.

1 Introduction

Modal logics extend the language of classical logic with the unary modal operators �
and �. They are used to represent the modalities ”it is necessarily true that” and ”it is
possibly true that”, respectively. The Kripke semantics of the standard unimodal logics
are defined by a set of worlds and a single binary accessibility relation between these
worlds. Multimodal logics consider a finite set of distinct modal operators �1, . . . ,�n

and �1, . . . ,�n, and the Kripke semantics is specified by a set of n accessibility rela-
tions. First-order modal logics extend propositional modal logics by domains, i.e. sets
of objects that are associated with each world, and the standard universal and exis-
tential quantifiers [5,8]. Modal logics have applications in, e.g., planning, natural lan-
guage processing, and program verification. Multimodal logics are in particular suitable
for representing knowledge and beliefs. Popular multimodal logics include temporal
and epistemic logic, which are used for program verification and representing dynamic
knowledge of different agents [7]. Even though many of these applications would ben-
efit from a higher degree of automation, the development of efficient fully automated
theorem provers for first-order modal logic is still in its infancy.

This paper presents one of the first theorem provers for first-order (multi)modal logic.
It is based on a modal connection calculus (Section 2). Whereas the underlying connec-
tion calculus provides a basis for an efficient proof search [4,11], prefixes are used to
directly encode sequences of accessible worlds of the Kripke semantics. The calculus
for the different modal logics differ only in the prefix unification, which respects the
accessibility relation of the modal logic under consideration. The modal connection
calculus is implemented in a very compact Prolog program (Section 3), which shows a
strong performance on the problems in the QMLTP library (Section 4).

S. Demri, D. Kapur, and C. Weidenbach (Eds.): IJCAR 2014, LNAI 8562, pp. 269–276, 2014.
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2 The Modal Connection Calculus

Syntax and Semantics. First-order modal formulae F are composed of atomic for-
mulae, the standard (classical) connectives ¬, ∧, ∨, ⇒, the modal operators �, �,
and the standard quantifiers ∀ and ∃. For multimodal logic, sets of modal operators
{�i,�i | i ∈ IN} are considered. The Kripke semantics of the standard modal logics are
defined by a set of worlds W and a binary accessibility relation Ri ⊆ W ×W between
these worlds [5,8]. In each single world w ∈ W the classical semantics applies to the
standard connectives and quantifiers, e.g.

∀xF /∃xF is true in world w iff F is true in world w for all/some object(s) x,
whereas the modal operators are interpreted with respect to accessible worlds, i.e.,

�iF/�iF is true in world w iff F is true in all/some world(s) w′, with (w,w′)∈Ri.
The properties of the accessibility relation Ri determine the particular modal logic. In
this paper the modal logics D, T, S4, and S5 are considered. Their accessibility relation
is serial (D)1, reflexive (T), reflexive and transitive (S4), or an equivalence relation (S5).
The standard semantics is considered with rigid term designation, i.e. every term de-
notes the same object in every world, and terms are local, i.e. any ground term denotes
an existing object in every world.

Using Prefixes. A prefix is used to name a sequence of accessible worlds and is as-
signed to each literal L and each subformula of a given formula F . E.g., the prefixed
formula F : w1w2 denotes the fact that F is true in world w2 that is accessible from a
world w1. Similarly to free variables and Skolem terms used for quantified variables,
free “world variables” and “Skolem worlds” are used within prefixes [13]. This can be
explained by the fact that the semantics of the quantifiers resembles the semantics of the
modal operators (see the definitions given above). In the negation normal form �i adds
a Skolem world (prefix constant) to the prefix, whereas �i adds a world variable (prefix
variable). Depending on the modal logic (D, T, S4, or S5) and its accessibility relation,
variables can be substituted by exactly one prefix variable or constant (D), by at most
one prefix variable or constant (T), or by any sequence of prefix variables and constants
(S4). For the modal logic S5 only the last element of every prefix is considered.

In Fitting’s modal tableau calculi [5,8], prefixes of literals that close a branch need
to denote the same world, i.e., they need to be identical. Similarly to term unification
for (first-order) terms, this is achieved by a prefix unification during the proof search.
This unification problem is a special case of string unification that takes the prefix prop-
erty, i.e. the form of the prefixes, and the accessibility relation of the modal logic into
account. For D and S5 the prefix unification is straightforward and there is only one
most general unifier. For T and S4 prefix unification procedures that calculate minimal
(finite) sets of most general unifiers were developed as well [10,13].

For (heterogeneous) multimodal logics each prefix constant and variable is marked
with the index i of the corresponding modal operator �i or �i. Prefix constants and
variables can only be assigned to variables with the same index, and the modal logic
assigned to each index i has to be taken into account. Modal operators with different in-
dices are independent from each other, i.e. interaction axioms must be added explicitly.

1 A relation R ⊆W ×W is serial iff for all w1 ∈W there is some w2 ∈W with (w1,w2) ∈ R.
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The Modal Connection Calculus. The connection calculus [4] is already successfully
used for automated theorem proving in first-order classical and first-order intuitionistic
logic [10,11]. In order to adapt the calculus to modal logic, prefixes are added to all
literals. The axiom and the rules of the modal connection calculus are given in Fig-
ure 1. M = {C1, . . . ,Cm} is a prefixed matrix, i.e., a set of clauses where each clause
Ci={L1 : p1, . . . ,Ln : pn} is a set of prefixed literals, i.e., pi is the prefix of the literal
Li. The subgoal clause C and the active path Path are sets of (prefixed) literals or ε; C1

and C2 are clauses. A connection {L1 : p1,L2 : p2} is σ -complementary for a term sub-
stitution σQ and a prefix substitution σM iff σQ(L1) = σQ(L2) and σM(p1) = σM(p2),
where L2 is the complement of L2. These substitutions are rigid, i.e. they are applied to
the whole derivation, and calculated by algorithms for term and prefix unification.

A modal connection proof for the prefixed matrix M is a derivation for ε,M,ε , with
admissible substitutions σQ and σM . Substitutions are admissible if they respect the
accessibility relation and the domain condition. The accessibility relation depends on
the logic and is captured in the specific prefix unification for each modal logic. The
domain condition ensures that if a Skolem term t is assigned to a variable x, then t and x
need to exist in the same world. This property holds if the prefix of (the quantifier of) t
is an initial string of the prefix of (the quantifier of) x for cumulative domains, or if these
prefixes are equal for varying domains; there is no restriction for constant domains.

For example, the prefixed matrix of the modal formula �∀xPx ⇒ �∀y�Py is M1=
{{¬Px : W1}, {Pc : w2w3}} in which c is a Skolem term and w2 and w3 are prefix con-
stants. The following derivation for M1 is a modal connection proof for the modal logics
S4 and S5 with constant and cumulative domains (the arc marks the only connection).

{},M1,{Pc:w2w3}
axiom {},M1,{}

axiom

{Pc :w2w3},{{¬Px :W1},{Pc :w2w3}},{}
extension

ε,{{¬Px : W1},{Pc : w2w3}},ε
start

σQ(x) = c
σM(W1)=w2w3 (=w3 for S5)

(the prefix of x is w2w3 and the
prefix of c is w2)

The modal connection calculus is based on a clausal matrix characterization of log-
ical validity [13], which is a slightly adapted version of the original (non-clausal) ma-
trix characterization [15]. In order to simplify the implementation a Skolemization is
used not only for eigenvariables but also for prefix constants. A similar approach is
already used for intuitionistic logic [10]. Thus, the irreflexivity test of the reduction or-
dering [15] is realized by the occurs check of the term and prefix unification procedures.

axiom {},M,Path
start

C2,M,{}
ε, M, ε

and C2 is copy of C1∈M

reduction
C,M,Path∪{L2: p2}

C∪{L1: p1},M,Path∪{L2: p2}
{L1: p1,L2: p2} is σ -complementary

extension
C2\{L2: p2},M,Path∪{L1: p1} C,M,Path

C∪{L1: p1},M,Path
C2 is a copy of C1∈M, L2:p2∈C2,
{L1:p1,L2:p2} is σ -complementary

Fig. 1. The connection calculus for first-order modal logic
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3 The Implementation

MleanCoP implements the modal connection calculus presented in Section 2. Ver-
sion 1.3 of MleanCoP features the following enhancements compared to version 1.2
[2,13]: support for heterogeneous multimodal logics, output of a compact modal con-
nection proof, support for the modal TPTP syntax, integration of the strategy scheduling
into the shell script, and an additional check of the domain condition in the core prover.
Furthermore, version 1.3 of MleanCoP does not only support ECLiPSe Prolog, but also
SWI and SICStus Prolog. The total size of the shell script and the four files containing
the Prolog source code is less than 29 KB. MleanCoP is available under the GNU Gen-
eral Public License and can be downloaded at http://www.leancop.de/mleancop/ .

Invoking and Preprocessing. The MleanCoP prover is invoked by the command
./mleancop.sh <problem file> [<time limit>]

which starts the proof search for the modal formula in the file <problem file>. The op-
tional <time limit> is used to control the fixed strategy scheduling. If the problem file
contains a formula in the modal TPTP syntax [14], it is translated into the MleanCoP
syntax. Afterwards, the formula is translated into a prefixed (clausal) matrix, i.e., pre-
fixes are added to all literals in the matrix; no other simplifications are carried out in this
step. The prefixed matrix is stored in Prolog’s database and represented by the predicate
lit/3. An optional definitional clausal form translation reduces the number of possible
connections and might prune the search space significantly.

The Modal Connection Calculus. The implementation of the core proof search pro-
cedure extends the automated theorem prover leanCoP for first-order classical logic
[10,11] by adding prefixes to literals and a prefix unification algorithm for each consid-
ered modal logic. Furthermore, each clause is annotated with a list that contains term
variables together with their prefixes in order to check the domain condition. The Pro-
log source code of the MleanCoP 1.3 core prover is shown in Figure 2. The underlined
code was added to leanCoP 2.1; no other modifications were done. The open subgoal
C and the active path Path in the modal connection calculus of Figure 1 are represented
by the Prolog lists Cla and Path, respectively. Atoms are represented by Prolog atoms,
term (and prefix) variables by Prolog variables and negation by “-”. The substitutions
σQ and σM are stored implicitly by Prolog.

The predicate prove(PathLim,Set,Proof) (lines a–g) implements the start rule.
PathLim is the maximum size of the active path used for iterative deepening, Set is
a list of options used to control the proof search, and Proof contains the returned
connection proof. First, MleanCoP performs a classical proof search, afterwards, the
domain condition is checked ( domain_cond/1 ) and the collected prefixes are unified
( prefix_unify/1 ) (line g). These are the only external predicates called during the ac-
tual proof search. The implementations of the prefix unifications for the modal logics
D, T, S4, and S5 need between 2 to 17 lines of Prolog code; the domain condition is
implemented by another 15 lines of code. For multimodal logic, prefix constants and
variables are marked with the index of the corresponding modal operator. Prefixes are
divided into sections and unified according to the modal logic assigned to their indices.
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(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
(i)
(j)
(k)

(1)
(2)
(3)
(4)
(5)
(6)
(7)
(8)
(9)

(10)
(11)
(12)
(13)
(14)
(15)
(16)
(17)
(18)
(19)
(20)
(21)
(22)

prove(PathLim,Set,Proof) :-
( \ +member(scut,Set) ->

prove([(-(#)):(-[])],[],PathLim,[],PreSet,FreeV1,Set,[Proof]) ;
lit((#):_,FV:C,_) ->
prove(C,[(-(#)):(-[])],PathLim,[],PreSet,FreeV,Set,Proof1),
Proof=[C|Proof1], append(FreeV,FV,FreeV1) ),
domain_cond(FreeV1), prefix_unify(PreSet).

prove(PathLim,Set,Proof) :-
member(comp(Limit),Set), PathLim=Limit -> prove(1,[],Proof) ;
(member(comp(_),Set);retract(pathlim)) ->
PathLim1 is PathLim+1, prove(PathLim1,Set,Proof).

prove([],_,_,_,[],[],_,[]).
prove([Lit:Pre|Cla],Path,PathLim,Lem,[PreSet,FreeV],Set,Proof) :-

Proof=[[[NegLit:PreN|Cla1]|Proof1]|Proof2],
\ + (member(LitC,[Lit:Pre|Cla]), member(LitP,Path), LitC==LitP),
(-NegLit=Lit;-Lit=NegLit) ->

( member(LitL,Lem), Lit:Pre==LitL, Cla1=[], Proof1=[],
PreSet3=[], FreeV3=[]
;
member(NegL:PreN,Path), unify_with_occurs_check(NegL,NegLit),
Cla1=[], Proof1=[],
\ + \ + prefix_unify([Pre=PreN]), PreSet3=[Pre=PreN], FreeV3=[]
;
lit(NegLit:PreN,FV:Cla1,Grnd1),
( Grnd1=g -> true ; length(Path,K), K<PathLim -> true ;

\ + pathlim -> assert(pathlim), fail ),
\ + \ + ( domain_cond(FV), prefix_unify([Pre=PreN]) ),

prove(Cla1,[Lit:Pre|Path],PathLim,Lem,PreSet1,FreeV1,Set,Proof1),
PreSet3=[Pre=PreN|PreSet1], append(FreeV1,FV,FreeV3)

),
( member(cut,Set) -> ! ; true ),
prove(Cla,Path,PathLim,[Lit:Pre|Lem],PreSet2,FreeV2,Set,Proof2),
append(PreSet3,PreSet2,PreSet), append(FreeV2,FreeV3,FreeV).

Fig. 2. Source code of the MleanCoP core prover

The predicate prove(Cla,Path,PathLim,Lem,[PreSet,FreeV],Set,Proof) imple-
ments the axiom (line 1), the reduction rule (lines 9–11, 21–22) and the extension rule
(lines 13, 16–18, 21–22) of the modal connection calculus in Figure 1. A weak prefix
unification (and domain check) is carried out for the current connection (line 11 and 16);
double negation prevents any variable bindings. If the proof search for the current path
limit fails and this limit was actually reached (lines 14–15), then PathLim is increased
and the proof search restarts with an increased path limit (lines h–k). MleanCoP uses a
few additional effective techniques already used in the classical prover leanCoP: regu-
larity (line 4), lemmata (lines 6–7), and restricted backtracking [11] (line 20). For the
example formula from Section 2 the MleanCoP core prover is invoked by

prove((# all X: p(X) => # all Y: # p(Y)),Proof).

which is (internally) translated into the prefixed matrix
[[]:[p(4^[]^[3^[]]):[3^[],5^[]]],[[X,[W]]]:[-(p(X)):-([W])]]

and returns the modal prefixed connection proof (for S4 with cumulative domains)
Proof = [[p(4^[]^[3^[]]):[3^[], 5^[]]],

[[-p(4^[]^[3^[]]): -[[3^[], [5^[]]]]]]]

where X is a term variable, 4^[]^[3^[]] is a Skolem term; W is a prefix variable for the
world W1, 3^[] and 5^[] are prefix constants for the worlds w2 and w3, respectively.
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4 Experimental Evaluation

The modal connection prover MleanCoP described in Section 3 was tested on all 580
unimodal and all 20 multimodal problems of version 1.1 of the QMLTP library [14].
All tests were conducted on a 3.4 GHz Xeon system with 4 GB of RAM running
Linux 2.6.24 and ECLiPSe Prolog 5.10. The CPU time limit for all proof attempts
was set to 100 seconds.

Table 1. Results on the unimodal problems (varying/cumul./constant) of the QMLTP library

MleanSeP MleanTAP Satallax ————— MleanCoP —————
Logic (proved) (proved) (proved) (proved) (< 1 sec) (refuted)

D – /130/129 100/120/135 113/133/159 186/207/224 160/178/193 273/247/222

T – /163/165 138/162/175 169/192/212 223/250/270 211/236/253 159/132/114

S4 – /190/189 169/205/220 206/237/258 288/349/364 259/304/320 127/96/83

S5 – / – / – 219/272/272 245/294/301 359/436/436 321/388/388 94/41/41

Table 1 shows the results for unimodal logic for the theorem provers MleanSeP 1.2,
MleanTAP 1.3, Satallax 2.2, and MleanCoP 1.3. The columns contain the number of
proved problems (proved), and for MleanCoP also the number of problems proved
within 1 second (< 1 sec) and the number of refuted problems (refuted). For each logic
the results are given for the varying/cumulative/constant domain conditions.

MleanSeP implements the standard modal sequent calculus for several unimodal
logics with cumulative domains.2 It performs an analytic proof search and uses free
variables with a dynamic Skolemization. For the constant domain variants the Bar-
can formulae are added. MleanTAP is a compact implementation of a prefixed tableau
calculus for several unimodal logics.3 Similarly to MleanCoP it uses prefixes and an
additional prefix unification procedure. Hence, MleanTAP can easily be extended to
multimodal logic by integrating the multimodal prefix unification of MleanCoP 1.3.
Satallax [6] is a theorem prover for higher-order logic (HOL) and is used in combina-
tion with an embedding of first-order modal logic into simple type theory [2,3]. These
are currently the only available theorem provers for first-order modal logic. Instead of
Satallax, other theorem provers for HOL can be used as well, but Satallax shows the
strongest performance when using the embedding into HOL [2].

MleanCoP 1.3 proves significantly more problems than any of the other theorem
provers for first-order modal logic. This is true, even if the time limit for MleanCoP is
reduced to one second. Satallax comes second, proving more problems than MleanSeP
and MleanTAP; it also refutes a high number of problems and can deal with many more
modal logics, such as the modal logic K [2].

MleanCoP 1.3 solves 17 of the 20 multimodal problems included in the QMLTP
library; all of these problems are solved within a fraction of a second.

2 MleanSeP can be obtained at http://www.leancop.de/mleansep/
3 MleanTAP can be obtained at http://www.leancop.de/mleantap/
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5 Conclusion

Despite the fact that modal logics are considered as some of the most important non-
classical logics and numerous calculi were developed, the availability of actual im-
plementations of fully automated theorem provers for first-order modal logic is very
limited. Extending existing theorem provers for propositional modal logic, e.g. mod-
leanTAP [1] or MSPASS [9], to first-order modal logic is not straightforward [2].

The modal connection calculus extends the classical clausal connection calculus by
prefixes and additional prefix unifications, which directly encode the accessibility re-
lations of the different modal logics. MleanCoP is based on the classical connection
prover leanCoP and extended by prefix unifications for the unimodal logics D, T, S4,
S5 and for the (normal) multimodal logics. The returned modal connection proof con-
tains all necessary information to translate it back into a more readable form.

Future work includes the extension of the classical non-clausal connection calcu-
lus [12] to first-order modal logic, optimizing the prefix unifications, and extending the
prefix unification to other standard modal logics.
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{serena.cerrito,adavid}@ibisc.univ-evry.fr

2 Department of Applied Mathematics and Computer Science
Technical University of Denmark

3 University of Johannesburg, South Africa

Abstract. We develop a sound, complete and practically implementable
tableaux-based decision method for constructive satisfiability testing and
model synthesis in the fragment ATL+ of the full Alternating time tem-
poral logic ATL∗. The method extends in an essential way a previously
developed tableaux-based decision method for ATL and works in 2EXP-
TIME, which is the optimal worst case complexity of the satisfiability
problem for ATL+. We also discuss how suitable parameterizations and
syntactic restrictions on the class of input ATL+ formulae can reduce the
complexity of the satisfiability problem.

1 Introduction

The Alternating-time temporal logic ATL∗ was introduced and studied in [1] as a
multi-agent extension of the branching time temporal logic CTL∗, where the path
quantifiers are generalized to “strategic quantifiers”, indexed with coalitions of
agentsA and ranging over all computations enabled by a given collective strategy
of A. ATL∗ was proposed as logical framework for specification and verification
of properties of open systems modeled as concurrent game models, in which all
agents effect state transitions collectively, by taking simultaneous actions at each
state. The language of ATL∗ allows expressing statements of the type “Coalition
A has a collective strategy to guarantee the satisfaction of the objective Φ on every
play enabled by that strategy”. The syntactic fragment ATL of ATL∗ allows only
state formulae, where all occurrences of temporal operators must be immediately
preceded by strategic quantifiers. The fragment ATL+ of ATL∗ extends ATL by
allowing any Boolean combinations of ATL objectives in the scope of a strategic
quantifier. It is considerably more expressive than ATL, which is reflected in
the high – 2EXPTIME – worst case complexity lower bound of the satisfiability
problem for ATL+ (inherited from the lower bound for CTL+, see [8]) as opposed
to the EXPTIME-completeness of the satisfiability problem for ATL [4,11]. The
matching 2EXPTIME upper bound is provided by the automata-based method
for deciding satisfiability in the full ATL∗, developed in [10].
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The contribution of this paper is the development of a sound, complete and
terminating tableaux-based decision method for constructive satisfiability testing
of ATL+ formulae, which we also claim to be intuitive, conceptually simple and
transparent, as well as practically implementable and even manually usable,
despite the inherently high worst-case complexity of the problem. The tableaux
method presented here is based on the general methodology going back to [9]
and [12]. It was further developed for ATL in [7] to which the reader is referred
for more details, and a recent implementation is reported in [3]. The tableaux
method for ATL+ is an essential extension of the one for ATL, as it has to deal
with much more complex (and computationally expensive) path objectives that
can be assigned to the agents. It is also rather different from the above mentioned
automata-based method in [10].

The paper is structured as follows. In Section 2 we offer brief technical pre-
liminaries on concurrent game models, syntax and semantics of ATL∗ and ATL+.
Section 3 develops the technical machinery needed for the presentation of the
tableaux method itself in Section 4. Section 5 contains the main results related
to termination, soundness, completeness and complexity of the procedure. In
Section 6 we offer a brief comparison with the automata-based method in [10].

For lack of space, we only provide here very brief sketches of the proofs of the
soundness, completeness and some other technical claims. A full version of this
paper, including detailed proofs, is available as a technical report [2].

2 Preliminaries

We assume that the reader has basic familiarity with the branching time logic
CTL∗, see e.g. [5]. Also, basic knowledge on ATL∗ [1] and the tableaux-based
decision procedure for ATL in [7], on which this paper builds, would be beneficial.

2.1 Concurrent Game Models, Strategies and Co-strategies

A concurrent game model [1] (CGM) is a tuple
M = (A, St, {Acta}a∈A, {acta}a∈A, out,Prop, L) comprising:

– a finite, non-empty set of players (agents) A = {1, . . . , k}
– a non-empty set of states St,

– a set of actions Acta 
= ∅ for each a ∈ A.

For any A ⊆ A we denote ActA :=
∏

a∈A Acta and use σA to denote a tuple
from ActA. In particular, ActA is the set of all possible action profiles in M.

– for each a ∈ A, a map acta : St → P(Acta) \ {∅} defining for each state s the
actions available to a at s,

– a partial transition function out : St × ActA − → St that assigns determin-
istically a successor (outcome) state out(s, σA) to every state s and action
profile σA = 〈σ1, . . . , σk〉, such that σa ∈ acta(s) for every a ∈ A,

– a set of atomic propositions Prop, and a labelling function L : St → P(Prop).
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Concurrent game models represent multi-agent transition systems that func-
tion as follows: at any moment the system is in a given state, where each agent
selects an action from those available to him at that state. All agents execute
their actions synchronously and the combination of these actions together with
the current state determine a transition to a unique successor state in the model.
A play in a CGM is an infinite sequence of subsequent successor states, i.e., an
infinite sequence s0s1... ∈ Stω of states such that for each i ≥ 0 there exists an
action profile σA = 〈σ1, . . . , σk〉 such that out(si, σA) = si+1. A history is a finite
prefix of a play. We denote by PlaysM and HistM respectively the set of plays
and set of histories in M. For a state s ∈ St we define PlaysM(s) and HistM(s)
as the set of plays and set of histories with initial state s. Given a sequence of
states λ, we denote by λ0 its initial state, by λi its (i + 1)th state, by λ≤i the
prefix λ0...λi of λ and by λ≥i the suffix λiλi+1... of λ. When λ = λ0...λ� is finite,
we say that it has length � and write |λ| = �. Further, we put last(λ) = λ�.

A (perfect recall) strategy for an agent a in M is a mapping Fa : HistM → Acta
such that for all h ∈ HistM we have Fa(h) ∈ acta(last(h)). Intuitively, it assigns
an admissible action for agent a after any history h of the game. We denote
by StratM(a) the set of strategies of agent a. A (collective) strategy of a set
(coalition) of agents A ⊆ A is a tuple (Fa)a∈A of strategies, one for each agent
in A. When A = A this is called a strategy profile. We denote by StratM(A)
the set of collective strategies of coalition A. A play λ ∈ PlaysM is consistent
with a collective strategy FA ∈ StratM(A) if for every i ≥ 0 there exists an
action profile σA = 〈σ1, . . . , σk〉 such that out(λi, σA) = λi+1 and σa = Fa(λ≤i)
for all a ∈ A. The set of plays with initial state s that are consistent with FA

is denoted PlaysM(s, FA). For any coalition A ⊆ A and a given CGM M and
state s ∈ St, an A-co-move at s in M is a mapping ActcA : ActA → ActA\A
that assigns to every collective action of A at the state s a collective action at
s for the complementary coalition A \ A. Likewise, an A-co-strategy in M is a
mapping F c

A : StratM(A)×St → ActA\A that assigns to every collective strategy
of A and a state s ∈ St a collective action at s for A \ A.

2.2 The Logic ATL* and Fragments

The logic ATL∗ is a multi-agent extension of CTL∗ with strategic quantifiers
〈〈A〉〉 indexed with coalitions A of agents. There are two types of formulae in
ATL∗: state formulae, that are evaluated at states, and path formulae, that are
evaluated on plays. To simplify the presentation we will work with formulae in
negation normal form over a fixed set Prop of atomic propositions and primitive
temporal operators Always � and Until U . The syntax of the full language
ATL∗ and its fragments ATL+ and ATL can then be defined as follows, where
l ∈ Prop ∪ {¬p | p ∈ Prop} is a literal, A is a fixed set of agents and A ⊆ A:

State formulae: ϕ := l | (ϕ ∨ ϕ) | (ϕ ∧ ϕ) | 〈〈A〉〉Φ | [[A]]Φ (1)

ATL∗-path formulae: Φ := ϕ | ©Φ | �Φ | (ΦUΦ) | (Φ ∨ Φ) | (Φ ∧ Φ) (2)

ATL+-path formulae: Φ := ϕ | ©ϕ | �ϕ | (ϕUϕ) | (Φ ∨ Φ) | (Φ ∧ Φ) (3)

ATL-path formulae: Φ := ©ϕ | �ϕ | (ϕUϕ) (4)
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Note that the state formulae have the same definition but define different sets
in all 3 cases. To keep the notation lighter, we will list the members of the set A
in 〈〈A〉〉 without using {}. When the length of a formula is measured, A will be
assumed given by a bit vector. Parentheses will be omitted whenever safe, but
they will be important when conjunctions and disjunctions are composed.

Hereafter, we use ϕ, ψ, η to denote arbitrary state formulae and Φ, Ψ to
denote path formulae. By an ATL+ formula we will mean by default a state
formula of ATL+; likewise for ATL. We define � := p ∨ ¬p, ⊥ := ¬� and the
temporal operators Sometime ♦ by ♦ϕ := �Uϕ and Release R by ϕRψ :=
�ϕ ∨ ϕU(ϕ ∧ ψ). Note, that 〈〈A〉〉ϕRψ and [[A]]ϕRψ are ATL+ state formulae.

CTL∗ can be regarded as the fragment of ATL∗ where 〈〈∅〉〉 represents the path
quantifier ∀ and 〈〈A〉〉 represents ∃. The semantics of ATL∗ (inherited by ATL+)
is defined in a given CGM M, state s ∈ M and a path λ in M just like the
semantics of CTL∗, with the added clauses for the strategic quantifiers:

– M, s |= 〈〈A〉〉Φ iff there exists an A-strategy FA such that, for all computa-
tions λ consistent with FA, M, λ |= Φ.

– M, s |= [[A]]Φ iff there exists an A-co-strategy F c
A such that, for all compu-

tations λ consistent with F c
A, M, λ |= Φ.

Valid, satisfiable and equivalent formulae in ATL∗ are defined as usual. Here
are some important equivalences in LTL [5] and in ATL∗ [1,6], used further:

– �Ψ ≡ Ψ ∧©�Ψ ; ΦUΨ ≡ Ψ ∨ (Φ ∧©(ΦUΨ));
– 〈〈C〉〉�Ψ ≡ Ψ ∧ 〈〈C〉〉 © 〈〈C〉〉�Ψ ; 〈〈C〉〉ΦUΨ ≡ Ψ ∨ (Φ ∧ 〈〈C〉〉 © 〈〈C〉〉ΦUΨ);
– [[C]]�Ψ ≡ Ψ ∧ [[C]]© [[C]]�Ψ ; [[C]]ΦUΨ ≡ Ψ ∨ (Φ ∧ [[C]]© [[C]]ΦUΨ);
– [[A]]© ϕ ≡ ¬〈〈A〉〉 © ¬ϕ ≡ 〈〈∅〉〉 © ϕ; 〈〈A〉〉〈〈B〉〉Φ ≡ 〈〈B〉〉Φ;
– For every state formula ϕ: 〈〈A〉〉(ϕ∧Ψ) ≡ ϕ∧〈〈A〉〉Ψ , 〈〈A〉〉(ϕ∨Ψ) ≡ ϕ∨〈〈A〉〉Ψ .

Remark 1. It is known [1] that, when restricted to ATL formulae, the semantics
above (based on perfect-recall strategies) is equivalent to the semantics based on
positional (or memoryless) strategies, where the prescribed actions only depend
on the current state, not on the whole history. This is no longer the case for
ATL+. For example, the formula 〈〈1〉〉♦(p∧〈〈1〉〉♦q) → 〈〈1〉〉(♦p∧♦q) is valid in the
semantics with perfect-recall strategies (which can be freely composed) but not
in the semantics with positional strategies (which cannot be freely composed).

Hereafter, we assume that the semantics is based on perfect-recall strategies.
Here we deal with the (constructive) satisfiability decision problem for ATL+:
Given a state formula ϕ in ATL+, does there exist a CGM M and a state s in

M such that M, s |= ϕ? If so, construct such a satisfying pair (M, s).

Remark 2. There are two variants of this satisfiability problem: tight, where it
is assumed that all agents in the model are mentioned in the formula, and loose,
where additional agents, not mentioned in the formula, are allowed in the model.
These variants are really different, but the latter one is immediately reducible to
the former, by adding just one extra agent a to the language. Furthermore, this
extra agent can be easily added superfluously to the formula, e.g., by adding a
conjunct 〈〈a〉〉 © �, so we hereafter only consider the tight satisfiability version.
For further details and discussion on this issue, see e.g., [11,7].
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3 Decomposition and Closure of ATL+ Formulae

We partition the set of ATL+ formulae into primitive and non-primitive formulae.
The primitive formulae are �,⊥, the literals and all ATL+ successor formulae,
of the form 〈〈A〉〉 © ψ or [[A]] © ψ, each with successor component ψ. The non-
primitive formulae are classified as α-, β- and γ-formulae. An α-formula in our
syntax is a conjunction ϕ ∧ ψ with (conjunctive) α-components ϕ and ψ; a β-
formula is a disjunction ϕ∨ψ with (disjunctive) β-components ϕ and ψ. The rest
of the non-primitive formulae are classified as γ-formulae. That is, a γ-formula
is one of the form [[A]]Φ or 〈〈A〉〉Φ, where Φ is an ATL+ path formula whose main
operator is not ©. We note that, unlike [7], here we do not treat 〈〈A〉〉�ϕ as an
α-formula nor 〈〈A〉〉ϕUψ as a β-formula; both are γ-formulae.

The α- and β-formulae will be decomposed in the tableau as usual, while the
case of γ-formulae 〈〈A〉〉Φ and [[A]]Φ is special and needs extra work, because
their tableau decomposition will depend on the structure of Φ.

3.1 γ-Decomposition and γ-Components of γ-Formulae

We denote the set of ATL+ state formulae by ATL+s and the set of ATL+ path
formulae by ATL+p . We will define a γ-decomposition function dec : ATL+p →
P(ATL+s × ATL+p ) with the following intuitive meaning: for any Φ ∈ ATL+p and
pair 〈ψ, Ψ〉 ∈ dec(Φ), ψ is a state formula true at the current state and Ψ is a
path formula expressing what must be true at the next state of a possible play
starting at the current state. Thus, the set dec(Φ) is interpreted as a disjunc-
tion describing all possible ‘types of paths’ starting from the current state and
satisfying Φ. The definition of dec is recursive on ATL+ path formulae, as follows.

� dec(ϕ) = {〈ϕ,�〉}, dec(©ϕ) = {〈�, ϕ〉} for any ATL+ state formula ϕ. The
other base cases derive from the well-known LTL equivalences listed in 2.2:

� dec(�ϕ) = {〈ϕ,�ϕ〉} and dec(ϕUψ) = {〈ϕ, ϕUψ〉, 〈ψ,�〉}.
� dec(Φ1 ∧ Φ2) = dec(Φ1)⊗ dec(Φ2), where

dec(Φ1)⊗dec(Φ2) := {〈ψi∧ψj , Ψi∧Ψj〉 | 〈ψi, Ψi〉 ∈ dec(Φ1), 〈ψj , Ψj〉 ∈ dec(Φ2)}.
� dec(Φ1 ∨ Φ2) = dec(Φ1) ∪ dec(Φ2) ∪ (dec(Φ1)⊕ dec(Φ2)),

where dec(Φ1)⊕ dec(Φ2) :=
{〈ψi ∧ ψj , Ψi ∨ Ψj〉 | 〈ψi, Ψi〉 ∈ dec(Φ1), 〈ψj , Ψj〉 ∈ dec(Φ2), Ψi 
= �, Ψj 
= �}.

The conjunctive case is clear: every path satisfying Φ1∧Φ2 combines a type of
path satisfying Φ1 with a type of path satisfying Φ2. To understand the disjunc-
tive case, first note that the use of dec(Φ1)⊕ dec(Φ2) in the above union reflects
the case of those plays where it is not decided yet which disjunct of Φ1 ∨Φ2 will
hold, so we have to keep both disjuncts true at the present state and delay the
choice. This is why the state formulae ψi and ψj are connected by ∧ but the
path formulae Ψi and Ψj are connected by ∨. Moreover, the ⊕ operation avoids
the construction of a pair 〈ψi∧ψj , Ψi∨Ψj〉 where either Ψi or Ψj is �, because in
that case we would be in a situation already included in dec(Φ1) or in dec(Φ2).
The three cases for paths satisfying the disjunction Φ1 ∨ Φ2 can be illustrated
by the picture in Figure 1.
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Fig. 1. The 3 cases for disjunctive path objectives in a γ-formula

Now, let ζ = 〈〈A〉〉Φ or ζ = [[A]]Φ be a γ-formula to be decomposed. Each pair
〈ψ, Ψ〉 ∈ dec(Φ) is then converted to a γ-component γ(ψ, Ψ) as follows:

γ(ψ, Ψ) = ψ if Ψ = � (5)

γ(ψ, Ψ) = ψ ∧ 〈〈A〉〉©〈〈A〉〉Ψ if ζ is of the form 〈〈A〉〉Φ, (6)

γ(ψ, Ψ) = ψ ∧ [[A]]©[[A]]Ψ if ζ is of the form [[A]]Φ (7)

The following key lemma claims that every γ-formula is equivalent to the
disjunction of its γ-components. For the (long and non-trivial) proof see [2].

Lemma 1. For any ATL+ γ-formula Θ = 〈〈A〉〉Φ or Θ = [[A]]Φ:

1. Φ ≡
∨
{ψ ∧©Ψ | 〈ψ, Ψ〉 ∈ dec(Φ)}.

2. 〈〈A〉〉Φ ≡
∨
{〈〈A〉〉(ψ ∧©Ψ) | 〈ψ, Ψ〉 ∈ dec(Φ)}, and respectively,

[[A]]Φ ≡
∨
{[[A]](ψ ∧©Ψ) | 〈ψ, Ψ〉 ∈ dec(Φ)}.

3. Θ ≡
∨
{γ(ψ, Ψ) | 〈ψ, Ψ〉 ∈ dec(Φ)}.

Example 1. We will use 2 syntactically similar, yet different, running examples:
θ = 〈〈1〉〉(pUq ∨�q)∧ 〈〈2〉〉(♦p ∧�¬q) and ϑ = 〈〈1〉〉(pUq ∨�q)∧ [[2]](♦p ∧�¬q).

First, we consider θ. It is an α-formula with conjunctive components θ1 =
〈〈1〉〉(pUq ∨�q) and θ2 = 〈〈2〉〉(♦p ∧�¬q). Further, θ1 is a γ-formula of the form
〈〈A〉〉Φ where the main connective of Φ is ∨. So dec(θ1) = dec(pUq) ∪ dec(�q) ∪
(dec(pUq) ⊕ dec(�q)), where dec(pUq) = {〈p, pUq〉, 〈q,�〉} and dec(�q) =
{〈q,�q〉}. Thus, dec(θ1) = {〈p, pUq〉, 〈q,�〉, 〈q,�q〉, 〈p ∧ q, pUq ∨�q〉}, hence
θ1 ≡ (p∧〈〈1〉〉©〈〈1〉〉pUq)∨(q)∨(q∧〈〈1〉〉©〈〈1〉〉�q)∨(p∧q∧〈〈1〉〉©〈〈1〉〉(pUq∨�q)).
Likewise, θ2 is a γ-formula of the form 〈〈A〉〉Φ where the main connective of Φ
is ∧. So dec(θ2) = dec(♦p) ⊗ dec(�¬q), with dec(♦p) = {〈T,♦p〉, 〈p, T 〉} and
dec(�¬q) = {〈¬q,�¬q〉}. Thus, dec(θ2) = {〈� ∧ ¬q,♦p ∧ �¬q〉, 〈p ∧ ¬q,� ∧
�¬q〉} = {〈¬q,♦p∧�¬q〉, 〈p∧¬q,�¬q〉} and θ2 ≡ (¬q∧〈〈2〉〉©〈〈2〉〉(♦p∧�¬q))∨
(p ∧ ¬q ∧ 〈〈2〉〉©〈〈2〉〉�¬q).

For ϑ, the γ-decomposition is similar, we only replace 〈〈2〉〉 by [[2]]. Thus, we
obtain ϑ1 ≡ (p ∧ 〈〈1〉〉©〈〈1〉〉pUq) ∨ (q) ∨ (q ∧ 〈〈1〉〉©〈〈1〉〉�q) ∨ (p ∧ q ∧ 〈〈1〉〉©
〈〈1〉〉(pUq ∨�q)) and ϑ2 ≡ (¬q ∧ [[2]]©[[2]](♦p∧�¬q)) ∨ (p∧ ¬q ∧ [[2]]©[[2]]�¬q).

The closure cl(ψ) of an ATL+ state formula ψ is the least set of ATL+ formulae
such that ψ,�,⊥ ∈ cl(ψ) and cl(ψ) is closed under taking of successor-, α-, β-
and γ-components. For any set of state formulae Γ we define cl(Γ ) :=

⋃
{cl(ψ) |

ψ ∈ Γ}. We denote by |ψ| the length of ψ and by ‖Γ‖ the cardinality of Γ .
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Example 2. The closures of the formulae θ and ϑ from Example 1 are:
cl(θ) = {θ, θ1, θ2, p ∧ q ∧ 〈〈1〉〉©〈〈1〉〉(pUq ∨ �q), p ∧ q, p, q, 〈〈1〉〉©〈〈1〉〉(pUq ∨

�q), q ∧ 〈〈1〉〉©〈〈1〉〉�q, 〈〈1〉〉©〈〈1〉〉�q, 〈〈1〉〉�q, p ∧ 〈〈1〉〉©〈〈1〉〉pUq, 〈〈1〉〉©〈〈1〉〉pUq,
〈〈1〉〉pUq, p∧¬q∧〈〈2〉〉©〈〈2〉〉�¬q, p∧¬q,¬q, 〈〈2〉〉©〈〈2〉〉�¬q, 〈〈2〉〉�¬q, ¬q∧〈〈2〉〉©
〈〈2〉〉�¬q,¬q ∧ 〈〈2〉〉©〈〈2〉〉(♦p ∧�¬q), 〈〈2〉〉©〈〈2〉〉(♦p ∧�¬q),�}.

cl(ϑ) = {ϑ, ϑ1, ϑ2, p ∧ q ∧ 〈〈1〉〉©〈〈1〉〉(pUq ∨�q), p ∧ q, p, q, 〈〈1〉〉©〈〈1〉〉(pUq ∨
�q), q ∧ 〈〈1〉〉©〈〈1〉〉�q, 〈〈1〉〉©〈〈1〉〉�q, 〈〈1〉〉�q, p ∧ 〈〈1〉〉©〈〈1〉〉pUq, 〈〈1〉〉©〈〈1〉〉pUq,
〈〈1〉〉pUq, p ∧ ¬q ∧ [[2]]© [[2]]�¬q, p ∧ ¬q,¬q, [[2]]© [[2]]�¬q, [[2]]�¬q, ¬q ∧ [[2]]©
[[2]]�¬q,¬q ∧ [[2]]©[[2]](♦p ∧�¬q), [[2]]©[[2]](♦p ∧�¬q),�}.

Lemma 2. For any ATL+ state formula ϕ, ‖cl(ϕ)‖ < 2|ϕ|
2

.

Proof. Every formula in cl(ϕ) has length less than 2|ϕ| and is built from symbols

in ϕ, so there can be at most |ϕ|2|ϕ| = 22|ϕ| log2 |ϕ| < 2|ϕ|
2

such formulae. �

The estimate above is rather crude, but ‖cl(ϕ)‖ can reach size exponential in
|ϕ|. Indeed, consider the formulae φk = 〈〈1〉〉(p1 Uq1 ∧ (p2 Uq2 ∧ (. . .∧ pk Uqk) . . .)
for k = 1, 2, . . . and distinct p1, q1, . . . , pk, qk, . . . ∈ Prop. Then |φk| = O(k), while
the number of different γ-components of φk is 2k, hence ‖cl(φk)‖ > 2k.

3.2 Full Expansions of Sets of ATL+ Formulae

As part of the tableaux construction we will need a procedure that, for any given
finite set of ATL+ state formulae Γ , produces all “full expansions” (called in [7]
“downward saturated extensions”) defined below.

Definition 1. Let Γ , Δ be sets of ATL+ state formulae and Γ ⊆ Δ ⊆ cl(Γ ).

1. Δ is patently inconsistent if it contains ⊥ or a pair of formulae ϕ and ¬ϕ.
2. Δ is a full expansion of Γ if it is not patently inconsistent and satisfies the

following closure conditions:
– if ϕ ∧ ψ ∈ Δ then ϕ ∈ Δ and ψ ∈ Δ;
– if ϕ ∨ ψ ∈ Δ then ϕ ∈ Δ or ψ ∈ Δ;
– if ϕ ∈ Δ is a γ-formula, then at least one γ-component of ϕ is in Δ and

exactly one of these γ-components in Δ, denoted γ(ϕ,Δ), is designated
as the γ-component in Δ linked to the γ-formula ϕ, as explained below.

The family of all full expansions of Γ will be denoted by FE(Γ ). It can be
constructed by a simple iterative procedure that starts with {Γ} and repeatedly,
until saturation, takes a set X from the currently constructed family, selects a
formula ϕ ∈ X and: if ϕ is a conjunction, then adds both conjunctive components
of ϕ to X ; if ϕ is a disjunction, then creates two extensions of X by adding
respectively each disjunctive component of ϕ; and if ϕ is a γ-formula, then
creates an extension of X with each γ-component ψ of ϕ and designates ψ as the
γ-component of ϕ linked to ϕ in every full expansion of Γ eventually produced
by further extending X ∪{ψ}. In case when such an extension becomes patently
inconsistent it is discarded from the family. Clearly, this procedure terminates
on every finite input set of formulae Γ and produces a family of at most 2‖cl(Γ )‖

sets. Furthermore, due to Lemma 1, we have the following:
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Proposition 1. For any finite set of ATL+ state formulae Γ :∧
Γ ≡

∨{∧
Δ | Δ ∈ FE(Γ )

}
.

4 Tableau-Based Decision Procedure for ATL+

The tableaux procedure consists of three major phases: pretableau construction,
prestate elimination, and state elimination. It constructs a directed graph T η

(called a tableau) with nodes labelled by finite sets of formulae and directed
edges between nodes relating them to successor nodes.

The pretableau construction phase produces the so-called pretableau Pη for
the input formula η, with two kinds of nodes: states and prestates. States are fully
expanded sets, meant to represent states of a CGM, while prestates can be any
finite sets of formulae from cl(η) and only play a temporary role in the construc-
tion of Pη. States and prestates are labelled uniquely, so they can be identified
with their labels. The prestate elimination phase creates a smaller graph T η

0 out
of Pη, called the initial tableau for η, by eliminating all the prestates from Pη and
accordingly redirecting its edges. Finally, the state elimination phase removes,
step-by-steps, all the states (if any) that cannot be satisfied in a CGM, because
they lack necessary successors or because they contain unrealized eventualities.
Eventually, the elimination procedure produces a (possibly empty) subgraph T η

of T η
0 , called the final tableau for η. If some state Δ of T η contains η, the pro-

cedure declares η satisfiable and a partly defined CGM (called Hintikka game
frame) satisfying η can be extracted from it; otherwise it declares η unsatisfiable.

4.1 Pretableau Construction Phase

The pretableau construction phase for an input formula η starts with an initial
prestate (with label) {η} and consists of alternating application of two construc-
tion rules, until saturation: (SR), expanding prestates into states, and (Next),
creating successor prestates from states. This phase closely resembles the cor-
responding one for ATL tableaux in [7], with the only essential difference being
the γ-decomposition of γ-formulae used here by the rule (SR), which causes,
as we will see, a possibly exponential blow-up of the size of the tableaux, and
eventually of the entire worst case time complexity, as compared to the ATL
tableaux. Another (minor) difference with respect to [7] is in the formulation of
both rules, because here we work with formulae in negation normal form.

Rule (SR). Given a prestate Γ , do the following:

1. For each full expansion Δ of Γ add to the pretableau a state with label Δ.
2. For each of the added states Δ, if Δ does not contain any formulae of the

form 〈〈A〉〉 © ϕ or [[A]]© ϕ, add the formula 〈〈A〉〉 © � to it;
3. For each state Δ obtained at steps 1 and 2, link Γ to Δ via a =⇒ edge;
4. If, however, the pretableau already contains a state Δ′ with label Δ, do not

create another copy of it but only link Γ to Δ′ via a =⇒ edge.
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Example 3. For the formula θ from Example 1 the initial prestate is Γ0 =
{〈〈1〉〉(pUq ∨�q) ∧ 〈〈2〉〉(♦p ∧�¬q)}. It has 2 full expansions:
Δ1 = {θ, θ1, θ2, p,¬q, 〈〈1〉〉©〈〈1〉〉pUq, 〈〈2〉〉©〈〈2〉〉(♦p ∧�¬q)}, and
Δ2 = {θ, θ1, θ2, p, p ∧ ¬q,¬q, 〈〈1〉〉©〈〈1〉〉pUq, 〈〈2〉〉©〈〈2〉〉�¬q}.

Likewise, for the formula ϑ: Γ0 = {〈〈1〉〉(pUq ∨ �q) ∧ [[2]](♦p ∧ �¬q)} is the
initial prestate and it has 2 full expansions:
Δ1 = {ϑ, ϑ1, ϑ2, p,¬q, 〈〈1〉〉©〈〈1〉〉pUq, [[2]]©[[2]](♦p ∧�¬q)}, and
Δ2 = {ϑ, ϑ1, ϑ2, p, p ∧ ¬q,¬q, 〈〈1〉〉©〈〈1〉〉pUq, [[2]]©[[2]]�¬q}.

In the following, by enforceable successor formula we mean a formula of the
form 〈〈A〉〉 © ψ and by unavoidable successor formula one of the form [[A]]© ψ.

Rule (Next). Given a state Δ do the following, where σ is a shorthand for σA:

1. List all primitive successor formulae of Δ in such a way that all enforceable
successor formulae precede all unavoidable ones; let the result be the list

L = 〈〈A0〉〉 © ϕ0, . . . , 〈〈Am−1〉〉 © ϕm−1, [[A
′
0]]© ψ0, . . . , [[A

′
l−1]]© ψl−1

Let rΔ = m+ l; denote by D(Δ) the set {0, . . . , rΔ − 1}|A|. Then, for every
σ ∈ D(Δ), denote N(σ) := {i | σi � m}, where σi is the ith component of
the tuple σ, and let co(σ) := [Σi∈N(σ)(σi − m)] mod l.

2. For each σ ∈ D(Δ) create a prestate:

Γσ = {ϕp | 〈〈Ap〉〉 © ϕp ∈ Δ and σa = p for all a ∈ Ap}
∪ {ψq | [[A′q]]© ψq ∈ Δ, co(σ) = q, and A− A′q ⊆ N(σ)}

If Γσ is empty, add � to it. Then connect Δ to Γσ with
σ−→.

If, however, Γσ = Γ for some prestate Γ that has already been added to the
pretableau, only connect Δ to Γ with

σ−→.

For intuition on the rule (Next) see [7] and [2]. The rules (SR) and (Next)
are applied alternatively until saturation, which is bound to occur because every
label is a subset of cl(η). Then the construction phase is over. The graph built
in that phase is called pretableau for the input formula η and denoted by Pη.

Example 4. Continuation of Example 3 for θ: For Δ1, the list of successor for-
mulae is L = 〈〈1〉〉©〈〈1〉〉pUq, 〈〈2〉〉©〈〈2〉〉(♦p∧�¬q), so m = 2, l = 0 and rΔ1 = 2.
As there are no unavoidable successor formulae, we do not need to compute
N(σ) and co(σ). Then, Γ(0,0) = {〈〈1〉〉pUq} = Γ1, Γ(0,1) = {〈〈1〉〉pUq, 〈〈2〉〉(♦p ∧
�¬q)} = Γ2, Γ(1,0) = {�} = Γ3 and Γ(1,1) = {〈〈2〉〉(♦p ∧�¬q)} = Γ4.

For Δ2, the list of successor formulae is L = 〈〈1〉〉©〈〈1〉〉pUq, 〈〈2〉〉©〈〈2〉〉�¬q, so
m = 2, l = 0 and rΔ2 = 2. Here again, we do not compute N(σ) and co(σ). Then
Γ(0,0) = {〈〈1〉〉pUq} = Γ1, Γ(0,1) = {〈〈1〉〉pUq, 〈〈2〉〉�¬q} = Γ5, Γ(1,0) = {�} = Γ3

and Γ(1,1) = {〈〈2〉〉�¬q} = Γ6.
Applying rule (SR) to the so-obtained prestates, we have:

states(Γ1) = {Δ3 : {〈〈1〉〉pUq, p, 〈〈1〉〉©〈〈1〉〉pUq}, Δ4 : {〈〈1〉〉pUq, q, 〈〈1, 2〉〉©�}},
states(Γ2) = Δ5 : {〈〈1〉〉pUq, 〈〈2〉〉(♦p ∧ �¬q), p,¬q, 〈〈1〉〉 © 〈〈1〉〉pUq, 〈〈2〉〉 ©
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〈〈2〉〉(♦p ∧ �¬q)}, Δ6 : {〈〈1〉〉pUq, 〈〈2〉〉(♦p ∧ �¬q), p, p ∧ ¬q,¬q, 〈〈1〉〉 ©
〈〈1〉〉pUq, 〈〈2〉〉©〈〈2〉〉�¬q}};
states(Γ3) = {Δ7 : {�, 〈〈1, 2〉〉 © �}};
states(Γ4) = {Δ8 : {〈〈2〉〉(♦p∧�¬q),¬q, 〈〈2〉〉©〈〈2〉〉(♦p∧�¬q)}, Δ9 : {〈〈2〉〉(♦p∧
�¬q), p ∧ ¬q,¬q, 〈〈2〉〉©〈〈2〉〉�¬q}};
states(Γ5) = {Δ10 : {〈〈1〉〉pUq, 〈〈2〉〉�¬q, p,¬q, 〈〈1〉〉©〈〈1〉〉pUq, 〈〈2〉〉©〈〈2〉〉�¬q}};
states(Γ6) = {Δ11 : {〈〈2〉〉�¬q,¬q, 〈〈2〉〉©〈〈2〉〉�¬q}}.

The pretableau for θ is given in Figure 2.

Γ0 : 〈〈1〉〉(pUq ∨ �q) ∧ 〈〈2〉〉(♦p ∧�¬q)

Δ1 : θ, θ1, θ2, p,¬q,
〈〈1〉〉©〈〈1〉〉pUq, 〈〈2〉〉©〈〈2〉〉(♦p∧�¬q)

Δ2 : θ, θ1, θ2, p, p ∧ ¬q,¬q,
〈〈1〉〉©〈〈1〉〉pUq, 〈〈2〉〉©〈〈2〉〉�¬q

Γ1 : 〈〈1〉〉pUqΓ4 :
〈〈2〉〉(♦p ∧�¬q)

Γ2 : 〈〈1〉〉pUq,
〈〈2〉〉(♦p ∧�¬q) Γ3 : � Γ5 :

〈〈1〉〉pUq, 〈〈2〉〉�¬q Γ6 : 〈〈2〉〉�¬q

Δ7 Δ10 Δ11Δ4Δ3Δ9Δ8Δ6Δ5

0, 00, 1 1, 01, 1 0, 0 0, 11, 0 1, 1

0, 0
0, 0

0, 00, 0

0, 0

0, 0

Δ5

Γ2Γ1 Γ3 Γ4

0, 0 0, 1 1, 0 1, 1

Δ6/Δ10

Γ5Γ1 Γ3 Γ6

0, 0 0, 1 1, 0 1, 1

Fig. 2. The pretableau for θ

Example 5. Continuation of Example 3 for ϑ: For Δ1, the list of successor for-
mulae is L = 〈〈1〉〉©〈〈1〉〉pUq, [[2]]©[[2]](♦p ∧�¬q), so m = 1, l = 1 and rΔ1 = 2.
Therefore, N(0, 0) = ∅, N(0, 1) = {2}, N(1, 0) = {1}, N(1, 1) = {1, 2} and
also co(0, 0) = co(0, 1) = 0 = co(0, 1) = co(0, 1) = 0. Then, Γ(0,0) = Γ(0,1) =
{〈〈1〉〉pUq} = Γ1, and Γ(1,0) = Γ(1,1) = {[[2]](♦p ∧�¬q)} = Γ2.

For Δ2, the list of successor formulae is L = 〈〈1〉〉©〈〈1〉〉pUq, [[2]]©[[2]]�¬q, so
m = 1, l = 1 and rΔ2 = 2. Here also N(0, 0) = ∅, N(0, 1) = {2}, N(1, 0) = {1},
N(1, 1) = {1, 2}, and co(0, 0) = co(0, 1) = co(0, 1) = co(0, 1) = 0. Then,
Γ(0,0) = Γ(0,1) = {〈〈1〉〉pUq} = Γ1, and Γ(1,0) = Γ(1,1) = {[[2]]�¬q} = Γ3.

In the same way, we obtain:
states(Γ1) = {Δ3 : {〈〈1〉〉pUq, p, 〈〈1〉〉©〈〈1〉〉pUq}, Δ4 : {〈〈1〉〉pUq, q, 〈〈1, 2〉〉©�}};
states(Γ2) = {Δ5 : {[[2]](♦p ∧ �¬q),¬q, [[2]]© [[2]](♦p ∧ �¬q)}, Δ6 : {[[2]](♦p ∧
�¬q), p∧¬q, p,¬q, [[2]]©[[2]]�¬q}}; states(Γ3)={Δ7 :{[[2]]�¬q,¬q, [[2]]©[[2]]�¬q}}.

4.2 The Prestate and State Elimination Phases. Eventualities

First, we remove from Pη all the prestates and the =⇒ edges, as follows. For
every prestate Γ in Pη put Δ

σ−→ Δ′ for all states Δ in Pη with Δ
σ−→ Γ and all
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Δ′ ∈ states(Γ ); then, remove Γ from Pη. The graph obtained after eliminating
all prestates is called the initial tableau, denoted by T η

0 . The initial tableau for
the formula θ in our running example is given on Figure 3.

Δ1 : θ, θ1, θ2, p,¬q,
〈〈1〉〉©〈〈1〉〉pUq, 〈〈2〉〉©〈〈2〉〉(♦p∧�¬q)

Δ2 : θ, θ1, θ2, p, p ∧ ¬q,¬q,
〈〈1〉〉©〈〈1〉〉p Uq, 〈〈2〉〉©〈〈2〉〉�¬q

Δ7 Δ10 Δ11Δ4Δ3Δ9Δ8Δ6Δ5

0, 0 0, 00, 1 0, 1 1, 01, 1 1, 1

0, 0

0, 0 0, 11, 0 1, 1

0, 0
0, 0

0, 0

0, 1
0, 1

1, 0

1, 1

0, 0

0, 0

0, 1

1, 0

1, 1

0, 0

0, 0 0, 0

0, 0

0, 0

0, 1

1, 0

1, 1

0, 0

Fig. 3. The initial tableau for θ

The elimination phase starts with T η
0 and goes through stages. At stage n+1

we remove exactly one state from the tableau T η
n obtained at the previous stage,

by applying one of the elimination rules described below, thus obtaining the
tableau T η

n+1. The set of states of T η
m is noted Sη

m.
The first elimination rule (ER1), defined below, is used to eliminate all states

with missing successors for some move vectors determined by the rule (Next).
If, due to a previous state elimination, any state has an outgoing move vector
for which the corresponding successor state is missing, we delete the state. The
reason is clear: if Δ is to be satisfiable, then for each σ ∈ D(Δ) there should
exist a satisfiable Δ′ that Δ reaches via σ. Formally, the rule is stated as follows,
where D(Δ) is defined in the rule (Next):

Rule (ER1) : If, for some σ ∈ D(Δ), all states Δ′ with Δ
σ−→ Δ′ have been

eliminated at earlier stages, then obtain T η
n+1 by eliminating Δ from T η

n .

The aim of the next elimination rule is to make sure that there are no unre-
alized eventualities. In ATL there are only two kinds of eventualities : 〈〈A〉〉ϕUψ
and [[A]]♦ϕ. The situation is more complex in ATL+. For instance, should the
formula 〈〈A〉〉(�ϕ∨ψ1 Uψ2) be considered an eventuality? Our solution for ATL+

is to consider all γ-formulae as potential eventualities. In order to properly de-
fine the notion of realization of a potential eventuality we first define a function
Real associating to a γ-formula ψ and a set of ATL+-formulae (representing a
state of the current tableau) a Boolean value indicating whether the potential
eventuality represented by ψ has been ‘realized’ at that state:

– Real(Φ ∧ Ψ,Θ) = Real(Φ,Θ) ∧ Real(Ψ,Θ)
– Real(Φ ∨ Ψ,Θ) = Real(Φ,Θ) ∨ Real(Ψ,Θ)
– Real(ϕ,Θ) = true if ϕ ∈ Θ, false otherwise
– Real(©ϕ,Θ) = false
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– Real(�ϕ,Θ) = true if ϕ ∈ Θ, false otherwise
– Real(ϕUψ,Θ) = true if ψ ∈ Θ, false otherwise

Definition 2 (Descendant potential eventualities). Let ξ ∈ Δ be a poten-
tial eventuality of the form 〈〈A〉〉Φ or [[A]]Φ. Suppose the γ-component γ(ξ,Δ) in
Δ linked to ξ is, respectively, of the form ψ ∧ 〈〈A〉〉©〈〈A〉〉Ψ or ψ ∧ [[A]]©[[A]]Ψ .
Then the successor potential eventuality of ξ w.r.t. γ(ξ,Δ) is the γ-formula
〈〈A〉〉Ψ (resp. [[A]]Ψ) and it will be denoted by ξ1Δ. The notion of descendant
potential eventuality of ξ of degree d, for d > 1, is defined inductively as follows:

- any successor eventuality of ξ (w.r.t. some γ-component of ξ) is a descendant
eventuality of ξ of degree 1;

- any successor eventuality of a descendant eventuality ξn of ξ of degree n is
a descendant eventuality of ξ of degree n+ 1.

We will also consider ξ to be a descendant eventuality of itself of degree 0.

Example 6. (Continuation of Example 5) In Δ1 we have ξ = 〈〈1〉〉(pUq∨�q) with
Real(pUq ∨�q,Δ1) = Real(pUq,Δ1) ∨Real(�q,Δ1) = false∨ false = false,
since q 
∈ Δ1, and ξ′ = 〈〈2〉〉(♦p∧�¬q) with Real(♦p∧�¬q,Δ1) = Real(♦p,Δ1)∧
Real(�¬q,Δ1) = true ∧ true = true since p,¬q ∈ Δ1.

The successor eventuality of ξ = 〈〈1〉〉(pUq ∨ �q) w.r.t γ(ξ,Δ5) is ξ1Δ5
=

〈〈1〉〉pUq in Δ3, Δ4, Δ5, Δ6. For each n > 1, the descendant eventuality of degree
n of ξ w.r.t γ(ξ,Δ5) is ξnΔ5

= ξ1Δ5
in Δ3, Δ4, Δ5, Δ6, Δ10. The successor eventu-

ality of ξ′ = 〈〈2〉〉(♦p ∧�¬q) w.r.t γ(ξ′, Δ5) is ξ′1Δ5
= 〈〈2〉〉(♦p ∧�¬q) in Δ5, Δ6,

Δ8. For each n > 1, the descendant eventualities of degree n of ξ′ w.r.t γ(ξ′, Δ5)
are ξ′nΔ5

= ξ′1Δ5
in Δ5, Δ6, Δ8 and Δ9; and ξ′nΔ5

= 〈〈2〉〉�¬q in Δ10 and Δ11.

Now, let L = 〈〈A0〉〉©ϕ0, . . . , 〈〈Am−1〉〉©ϕm−1, [[A
′
0]]©ψ0, . . . , [[A

′
l−1]]©ψl−1

be the list of all primitive successor formulae of Δ ∈ Sη
0 , induced as part of

application of (Next). We will use the following notation:
D(Δ, 〈〈Ap〉〉 © ϕ) := {σ ∈ D(Δ) | σa = p for every a ∈ Ap}
D(Δ, [[A′q]]© ψ) := {σ ∈ D(Δ) | co(σ) = q and A− A′q ⊆ N(σ)}

Next, we will define recursively what it means for an eventuality ξ to be
realized at a state Δ of a tableau T η

n , followed by our second elimination rule.

Definition 3 (Realization of potential eventualities). Let Δ ∈ Sη
n and

ξ ∈ Δ be a potential eventuality of the form 〈〈A〉〉Φ or [[A]]Φ. Then:

1. If Real(Φ,Δ) = true then ξ is realized at Δ in T η
n .

2. Else, let ξ1Δ be the successor potential eventuality of ξ w.r.t. γ(ξ,Δ). If for
every σ ∈ D(Δ, 〈〈A〉〉©ξ1Δ) (resp. σ ∈ D(Δ, [[A]]©ξ1Δ)), there exists Δ′ ∈ T η

n

with Δ
σ−→ Δ′ and ξ1Δ is realized at Δ′ in T η

n , then ξ is realized at Δ in T η
n .

Rule (ER2) : If Δ ∈ Sη
n contains a potential eventuality that is not realized

at Δ ∈ T η
n , then obtain T η

n+1 by removing Δ from Sη
n.

Example 7. (Cont. of Example 6) The potential eventuality ξ′′ = 〈〈1〉〉(pUq) is
not realized in Δ5, so by Rule (ER2) we remove the state Δ5 from T θ

0 and
obtain the tableau T θ

1 . The same applies to Δ6 for ξ′′, so we also remove Δ6
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from T θ
1 and obtain T θ

2 with Rule (ER2). In T θ
2 there is no more move vector

(0, 1) for the state Δ1, so by Rule (ER1) we remove Δ1 from T θ
2 and obtain

T θ
3 . In the same way, Δ10 is removed by Rule (ER2) and Δ2 by Rule (ER1).
As for the case of ϑ, it is easy to see that no states get eliminated, so the final

tableau is the same as the initial one.

The elimination phase is completed when no more applications of elimination
rules are possible. Then we obtain the final tableau for η, denoted by T η. It is
declared open if η belongs to some state in it, otherwise closed. The procedure
for deciding satisfiability of η returns “No” if T η is closed, “Yes” otherwise.

Example 8. (Continuation of Example 7) At the end of the elimination phase,
Δ1 and Δ2 are no longer in T θ. Thus T θ is closed and we deduce that the
formula θ = 〈〈1〉〉(pUq ∨�q)∧〈〈2〉〉(♦p∧�¬q) is declared unsatisfiable. The final
tableaux for θ is given on Figure 4.

Respectively, the final tableau for ϑ is open, hence ϑ is declared satisfiable.
Indeed, a CGM can be extracted from the final tableau.

Δ7 Δ11Δ4Δ3Δ9Δ8 0, 0
0, 0 0, 0

0, 0

0, 0 0, 0

0, 0

0, 0

Fig. 4. The final tableau for θ

5 Termination, Soundness, Completeness and Complexity

The termination of the tableaux procedure is straightforward, as there are only
finitely many states and prestates that can be added in the construction phase.

Theorem 1. The tableaux method for ATL+ is sound.

Soundness of the tableaux method means that if the input formula is satisfiable,
then the procedure will indeed produce an open tableau. The argument in a
nutshell is that if the input formula η is satisfiable, then, due to Proposition 1,
there is a satisfiable state Δ in states({η}). The key claim, proved by induction
on the number of steps in the elimination phase, is that the elimination rules
only remove states with unsatisfiable labels, so the Δ ‘survives’ the elimination
phase and remains in the final tableau. A detailed proof can be found in [2].

Theorem 2. The tableaux method for ATL+ is complete.

Completeness of the procedure means that an open tableau implies existence of
a CGM model. This is proved by first introducing the notion of Hintikka game
structure, which is essentially a partially defined CGM, and showing that every
open tableau provides a Hintikka game structure containing the input formula
η in the label of a state in it, which is equivalent of η being satisfiable. Again, a
detailed proof can be found in [2].
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Theorem 3. The tableaux procedure for ATL+ runs in 2EXPTIME.

Proof. The argument generally follows the calculations computing the complex-
ity of the tableaux method for ATL in Section 4.7 of [7], with one essential differ-
ence: ‖cl(η)‖ for any ATL formula η is linear in its length |η|, whereas ‖cl(η)‖ for
an ATL+ formula η can be exponentially large in |η|, as shown after Lemma 2.
This exponential blowup, combined with the worst-case exponential in ‖cl(η)‖
number of states in the tableaux, accounts for the 2EXPTIME worst-case com-
plexity of the tableaux method for ATL+, which is the expected optimal lower
bound. It is also an upper bound for the tableaux method, because no further
exponential blowups occur in the prestate- and state-elimination phases. �

There are various ways to restrict or parameterize the set of ATL+ formulae
in order to avoid the exponential blowup of their closure sets. As suggested by
the example after Lemma 2, the main cause for that blowup of the number of
γ-components of a γ-formulae ϕ = 〈〈A〉〉Φ or ϕ = [[A]]Φ in ATL+ is the nesting of
conjunctions and disjunctions in the path formula Φ which are not in the scope
of temporal operators. Let us call that number the superficial Boolean depth
of Φ and denote it by δ0(Φ). Then, let the nested Boolean depth of any ATL+

formula Ψ , denoted δ(Ψ), be the maximal superficial Boolean depth δ0(Φ) of a
path subformula Φ of Ψ . For instance, δ(〈〈1〉〉©〈〈1〉〉((p∨q)U¬q)) = 0, δ(〈〈1〉〉(�p∨
((q ∧ p)U¬q)) = 1, δ(〈〈1〉〉(♦q ∧ (�p ∧ (q U¬q))) = 2. Now, if this number for a
formula η is bounded above, the size of the closure ‖η‖ becomes polynomially
bounded in |η| because the nesting of ∧ and ∨ when they are separated by
a temporal operator does not have multiplicative effect on the number of γ-
components. Consequently, the complexity of the tableaux method is reduced to
single exponential time, caused only by the maximal possible number of states
in the tableaux, just like in ATL. Thus, we have the following.

Proposition 2. The tableaux procedure for ATL+ applied to a class of ATL+

formulae of bounded nested Boolean depth runs in EXPTIME.

6 Concluding Remarks

Here we have developed sound, complete and terminating tableaux-based deci-
sion method for constructive satisfiability testing of ATL+ formulae and have
argued for its practical usability and implementability. The method is amenable
to further extension to the full ATL∗, but this is left to future work.

Some comparison with the automata-based method for satisfiability testing in
ATL∗, presented in [10] are in order. The two methods appear to be quite different
and, though eventually working in the same worst case complexity, the double ex-
ponential blowups seem to occur in different ways, namely, in the automata-based
method, one exponential blowup occurs in converting the formula into an automa-
ton, while the other is in the time complexity of checking non-emptiness of the re-
sulting automaton. It would be instructive to compare the practical implications
and efficiency of both methods and we leave such systematic comparison to the fu-
ture, when (hopefully) both methods are implemented. For now, we only mention
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that the formula θ from our running example, the tableau for which is worked out
explicitly and in detail in this paper, is translated with the method from [10] into
an automaton with 212 alphabet symbols and over 100 states. Of course, this com-
parison cannot serve as an argument for general practical superiority in efficiency
of the tableaux-based method. Still, the technical details of both methods, illus-
trated in that example, indicate that, while the worst case exponential blowups
are bound to occur in both methods, they seem to be more controllable and avoid-
able in the tableaux-based method, at the expense of its lesser automaticity and
higher degree of user control. Thus, we would argue that both methods have gen-
erally incomparable pros and cons, and consequently are of independent interest,
both theoretically and practically.
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dTL2: Differential Temporal Dynamic Logic
with Nested Temporalities for Hybrid Systems

Jean-Baptiste Jeannin and André Platzer

Computer Science Department, Carnegie Mellon University, Pittsburgh, PA, USA

Abstract. The differential temporal dynamic logic dTL2 is a logic to specify
temporal properties of hybrid systems. It combines differential dynamic logic
with temporal logic to reason about the intermediate states reached by a hybrid
system. The logic dTL2 supports some linear time temporal properties of LTL.
It extends differential temporal dynamic logic dTL with nested temporalities. We
provide a semantics and a proof system for the logic dTL2, and show its use-
fulness for nontrivial temporal properties of hybrid systems. We take particular
care to handle the case of alternating universal dynamic and existential temporal
modalities and its dual, solving an open problem formulated in previous work.

1 Introduction

A major task of computer science is to program objects of our physical world: cars,
trains, airplanes, robots, etc. — often grouped under the denomination of cyber-physical
systems (CPS). A CPS is governed by its programmable controllers, but also by the laws
of physics. To fully verify it, one thus needs to model the controllers and their software
as well as the relevant laws of physics in the same system. Such a system then becomes
hybrid: the controllers are discrete while the laws of physics are continuous.

In recent years, a number of systems have been explored to reason about such hy-
brid systems. In particular, this paper is based on differential dynamic logic [14], [16,
chapter 4], a logic based on dynamic logic [15,17], [16, chapter 2] and including pro-
grams enabling discrete assignments and discrete control structures, but also execution
of differential equations. Differential dynamic logic comes with a semantics as well as
a proof system, which is sound and relatively complete.

Based on dynamic logic, differential dynamic logic only reasons about the end state
of a system. However, to ensure that a system always stays within some structural limits,
or always accomplishes a certain task, one needs to reason about its intermediate states
as well. CPSs that are safe when their systems terminate but have been unsafe in the
middle of the program run are still not safe to use. The idea is to use both dynamic logic
— to quantify over possible executions — and temporal logic — to quantify over the
states in the trace of each execution. This is not a new idea, but previous work [1,14]
focuses only on the non-alternating cases: “some property is always verified during all
executions” and “something happens during some execution.”

In this paper, we are developing a differential temporal dynamic logic dTL2 inspired
from LTL, and we are focusing on correctly handling the more complex alternating
cases: “something happens during all executions” and “there is an execution where

S. Demri, D. Kapur, and C. Weidenbach (Eds.): IJCAR 2014, LNAI 8562, pp. 292–306, 2014.
c© Springer International Publishing Switzerland 2014
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some property is always verified,” as well as nested temporal modalities. In particular,
a property checking that a task is always accomplished can now be checked. This logic
is an important stepping stone towards full dTL∗, the differential analog of CTL∗.

As a simple example, let us look at a satellite with position x trying to leave the solar
system, avoiding planets. To simplify, let us consider only two planets with radiuses
r1 and r2, at (evolving) positions p1 and p2. The satellite can be controlled either by a
pilot who can set its steering ω to left or right then let x evolve according to differential
equation flight(ω), or by an autopilot following a PID controller with target direction set
to d. During each evolution, the positions of the planets continue to evolve, following
differential equation planets(p1, p2). The program of the satellite and its safety property
φ — expressing that there exists a steering avoiding all planets — can be expressed as:

satellite ::=(((ω := left ∪ ω := right);x′ = flight(ω), (p′1, p
′
2) = planets(p1, p2))

∪ (d := ∗;x′ = PID(d), (p′1, p
′
2) = planets(p1, p2)))

∗;

control := lost; d := ∗;x′ = PID(d), (p′1, p
′
2) = planets(p1, p2)

φ ::= 〈satellite〉�(dist(x, p1) > r1 ∧ dist(x, p2) > r2 ∧ control 
= lost)

This example shows several features of hybrid programs and the logic dTL2. Under
the pilot’s command, the variable ω can be assigned to either left or right, following a
nondeterministic choice ∪. Then x, p1 and p2 follow a differential equation modeling
the continuous evolution of the system, including movement of the planets. Under the
autopilot’s command, d is nondeterministically assigned (d := ∗). There is a nondeter-
ministic choice between the two commands, followed by a star ∗ representing repetition.
In case of mechanical or communication failure, control could be lost, which we repre-
sent by a variable assignment, and the system continues to evolve. The formula φ says
that there exists a possible evolution (〈satellite〉) such that throughout this evolution
(�), the satellite does not hit any planet; namely, the evolution avoiding planets where
control is never lost. The formula φ is expressible in dTL2, and shows how dTL2 han-
dles alternating and nested program (〈satellite〉) and temporal modalities (� and ♦).
The focus of this paper is to create a semantics and a proof calculus for dTL2.

There are three main contributions to this paper. First, we show how to correctly
handle the alternating cases of a universal dynamic modality followed by an existential
temporal modality, and its dual an existential dynamic modality followed by a universal
temporal modality. This solves an open problem identified in 2001 [1] and identified as
a problem for hybrid systems in 2007 [14], [16, chapter 4]. Second, we offer a treatment
where programs are not duplicated by proof rules, solving another open problem formu-
lated in [14], [16, chapter 4]. This is significant for proving hybrid systems in practice,
because previous approaches led to a duplication of proof effort, once for intermedi-
ate and once for final states. Third and finally, we extend the logic to nested temporal
quantifiers, show that all formulas of interest are equivalent to formulas containing at
most two quantifiers — thus the name dTL2 — by identifying the resemblance to modal
system S4.2, and develop a logic and proof calculus for the new temporal formulas.

The paper is organized as follows. After presenting the syntax and semantics of Dif-
ferential Temporal Dynamic Logic dTL2 in Section 2, we show how to normalize trace
formulas and how to axiomatize dTL2 in Section 3. We study alternative proof systems
in Section 4 and related work in Section 5, before concluding in Section 6.
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2 Differential Temporal Dynamic Logic dTL2

This section defines the syntax and semantics of hybrid programs and trace formulas
formally. The development mostly follows and extends previous work on differential
temporal dynamic logic [14], [16, chapter 4]; we explicitly point out differences and
extensions from the previous work.

2.1 Hybrid Programs

We use hybrid programs (HP) [15,17], [16, chapter 2] α, β to model hybrid systems.
Syntactically, hybrid programs can be atomic hybrid programs or compound hybrid pro-
grams. Atomic hybrid programs can be discrete jump assignments (x := θ), tests (?χ)
and differential equations evolving within an evolution domain constraint χ — meaning
that the system can evolve following a solution of the differential equation as long as χ
remains true (x′ = θ & χ). Terms θ are polynomials with rational coefficients, and con-
ditions χ are first-order formulas of real arithmetic.1 Compound hybrid programs are
nondeterministic choice (α ∪ β), sequential composition (α;β) and nondeterministic
finite repetition (α∗):

α, β ::= x := θ | ?χ | x′ = θ & χ | α ∪ β | α;β | α∗

The trace semantics of hybrid programs assigns to each program α a set of traces
τ(α). The set of states Sta is the set of (total) functions from variables to the reals R. In
addition, we consider a separate state Λ (not in Sta) denoting a failure of the system. For
v ∈ Sta or v = Λ, we denote by v̂ the function σ : {0} → {v}, 0 +→ v, defined only on
the singleton interval [0, 0]. A trace is a (nonempty) finite sequence σ = (σ0, σ1, ..., σn)
of functions σi. For 0 ≤ i < n, the piece σi is a function σi : [0, ri] → Sta, where
ri ≥ 0 is the duration of this step. For i = n, the piece σn is either a function:

– σn : [0, ri] → Sta; we then say that σ is a terminating trace; or
– σn : [0,+∞) → Sta; we then say that σ is an infinite trace; or
– σn : {0} → {Λ}, 0 +→ Λ, for n ≥ 1;2 we then say that σ is an error trace.

We often collectively refer to infinite and error traces as nonterminating; thus when we
refer to terminating traces, we only refer to those traces that terminate but not with an
error state Λ. We write Tra for the set of all traces. A position of σ is a pair (i, ζ) with
0 ≤ i ≤ n and ζ in the domain of definition of σi; the state of σ at (i, ζ) is σi(ζ). For
any trace σ, we denote by first σ the state σ0(0); we informally say that “σ starts with
v” to say that v = first σ. If σ = (σ0, . . . , σn) terminates (and only in that case), we
also denote by last σ the state σn(rn); when σ does not terminate, last σ is undefined.
We denote by val(v, θ) the value of term θ in state v, and by v[x +→ r] the valuation
assigning variable x to r ∈ R and matching with v on all other variables. We also write
v � χ if state v satisfies condition χ, and v 
� χ otherwise.

1 Using first-order formulas or real arithmetic results in a poor-test version of the logic. Our
results generalize to a rich-test version, where a condition χ is instead defined as any formula
φ of dTL2 (see Section 2.2).

2 We impose n ≥ 1 so that (Λ̂) is not considered a trace
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Given two traces σ = (σ0, . . . , σn) and ρ = (ρ0, . . . , ρm), we say that ρ is a prefix
of σ if it describes the trace σ truncated at some position. Formally, ρ is a prefix of σ if
and only if ρ = σ — a condition ensuring that nonterminating traces are also suffixes
of themselves — or there exists a position (i, ζ) of σ such that:

– traces (σ0, . . . , σi−1) and (ρ0, . . . , ρm−1) are identical.3 In particular this imposes
that i = m; and

– the domain of definition of ρm is exactly [0, ζ] and is included in the domain of
definition of σm, and for all d ∈ [0, ζ], σm(d) = ρm(d).

Symmetrically, we say that ρ is a suffix of σ if it starts at some position of σ then follows
σ. Formally, ρ is a suffix of σ if and only if there exists a position (i, ζ) of σ such that:

– if σi has domain of definition [0, ri], then the domain of definition of ρ0 is exactly
[0, ri − ζ] and for all d ∈ [ζ, ri], σi(d) = ρ0(d − ζ); and in the case where σi has
domain of definition [0,+∞), the domain of definition of ρ0 is also [0,+∞) and
for all d ∈ [ζ,+∞), σi(d) = ρ0(d− ζ); and

– (σi+1, . . . , σn) and (ρ1, . . . , ρm) are identical, which imposes that n− i = m.

Definition 1 (Trace Semantics of Hybrid Programs). The trace semantics τ(α) ⊆
2Tra of a hybrid program α is then defined inductively as follows:

– τ(x := θ) = {(v̂, ŵ) | w = v[x +→ val(v, θ)]};
– τ(x′ = θ & χ) = {(σ) : σ is a state flow of order 1 [15] defined on [0, r] or

[0,+∞) solution of x′ = θ, and for all t in its domain of definition, σ(t) � χ}
∪ {(v̂, Λ̂) : v 
� χ};4

– τ(?χ) = {(v̂) : v � χ} ∪ {(v̂, Λ̂) : v 
� χ};
– τ(α ∪ β) = τ(α) ∪ τ(β);
– τ(α;β) = {σ ◦ ρ : σ ∈ τ(α), ρ ∈ τ(β) when σ ◦ ρ is defined};

where the composition σ ◦ ρ of σ = (σ0, . . . , σn) and ρ = (ρ0, . . . , ρm) is
• σ ◦ ρ = (σ0, . . . , σn, ρ0, . . . , ρm) if σ terminates and last σ = first ρ (since σ

terminates, last σ is well-defined);
• σ if σ does not terminate;
• undefined otherwise;

– τ(α∗) =
⋃

n∈N τ(αn), where α0 is defined as ?true, α1 is defined as α and αn+1

is defined as αn;α for n ≥ 1.

An important property of this trace semantics is that for all programs α and states
v, there exists a trace σ of α starting with v (even if it might be an error trace). This
property will be key to proving the soundness of assignment rules.

Aside from the correction on τ(x′ = θ & χ), this definition is slightly different from
[14], [16, chapter 4] in two ways: these previous papers also consider infinite sequences
σ = (σ0, σ1, . . .), but infinite sequences are not part of the semantics of any program;
and these papers do not consider infinite traces in the semantics. Still, we can prove
that the interpretation of trace formulas (Section 2.2) is the same on the subset of trace
formulas they consider.

3 If i = m = 0, (σ0, . . . , σi−1) and (ρ0, . . . , ρm−1) are empty and thus not formally traces,
but we still consider the condition fulfilled.

4 This case is corrected from [14], [16, chapter 4], which wrongly forget the error traces of
ordinary differential equations — when χ is initially false.
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2.2 State and Trace Formulas

To reason about hybrid programs, we use state formulas and trace formulas. State for-
mulas express properties about states, while trace formulas express properties about
traces; their definitions are mutually inductive. A state formula φ, ψ can be a compar-
ison of terms (θ1 ≥ θ2); a negation of a state formula (¬φ); a conjunction (φ ∧ ψ) or
a disjunction (φ ∨ ψ) of state formulas; a universally quantified (∀x φ) or existentially
quantified (∃x φ) state formula — quantification of a variable x is over the set of reals
R. Finally, a state formula can also be a program necessity ([α]π) — expressing that all
traces of hybrid program α starting at the current state satisfy trace formula π — or its
dual, a program possibility (〈α〉π) — expressing that there is a trace of α starting at the
current state satisfying trace formula π.

A trace formula π can be a state formula (φ); a negation of a trace formula (¬π);
a temporal necessity of a trace formula (�π) — expressing that every suffix of the
current trace satisfies π — or its dual, a temporal possibility of a trace formula (♦π) —
expressing that there is a suffix of the current trace satisfying π. The syntax of state and
trace formulas is thus given by:

φ, ψ ::= θ1 ≥ θ2 | ¬φ | φ ∧ ψ | φ ∨ ψ | ∀x φ | ∃x φ | [α]π | 〈α〉π
π ::= φ | ¬π | �π | ♦π

Additionally, as in classical logic, the implication φ → ψ is defined as ¬φ ∨ ψ. When
a trace formula also happens to be a state formula φ, the formula ¬φ means the same
whether it is seen as a state or trace formula; in the rest of the paper we collude the two.
We are now ready to define satisfaction of state and trace formulas.

Definition 2 (Satisfaction of dTL2 Formulas). For state formulas, we write v � φ
to say that state v ∈ Sta satisfies state formula φ. Satisfaction of state formulas with
respect to a state v is defined inductively as follows:

– v � θ1 ≥ θ2 if and only if val(v, θ1) ≥ val(v, θ2)
– v � ¬φ if and only if v � φ does not hold.
– v � φ ∧ ψ if and only if v � φ and v � ψ.
– v � φ ∨ ψ if and only if v � φ or v � ψ.
– v � ∀xφ if and only if v[x +→ d] � φ holds for all d ∈ R.
– v � ∃xφ if and only if v[x +→ d] � φ holds for some d ∈ R.
– for φ a state formula, v � [α]φ if and only if for each trace σ ∈ τ(α) that starts in

first σ = v, if σ terminates, then last σ � φ.
– for φ a state formula, v � 〈α〉φ if and only if there is a trace σ ∈ τ(α) starting in

first σ = v such that σ terminates and last σ � φ.
– If π is not a state formula, v � [α]π if and only σ � π for each trace σ ∈ τ(α) that

starts in first σ = v.
– If π is not a state formula, v � 〈α〉π if and only σ � π for some trace σ ∈ τ(α)

that starts in first σ = v.

For trace formulas, we write σ � π to say that trace σ ∈ Tra satisfies trace formula π.
Satisfaction of trace formulas with respect to a trace σ is defined inductively as follows:
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– σ � φ if and only if first σ � φ.
– σ � ¬π if and only if σ � π does not hold.
– σ � �π if and only if ρ � π holds for all suffixes ρ of σ that are different from (Λ̂).
– σ � ♦π if and only if ρ � π holds for some suffix ρ of σ that is different from (Λ̂).

This definition follows the intuition given when presenting the syntax of state and trace
formulas, except for one point. Note that in the definitions of σ � �π and σ � ♦π,
the suffix ρ of σ does not have to be proper, and we can have ρ = σ. When seen as a
trace formula, a state formula φ can express a property on a trace σ. We then say that
σ satisfies φ if and only if the first state of σ satisfies φ (condition first σ � φ in the
definition of σ � φ). However, there is an exception to this definition: when φ appears
directly after a program necessity (as in [α]φ) or a program possibility (as in 〈α〉φ), φ
only refers to terminating traces, and we say that σ satisfies φ if and only if the last state
of σ satisfies φ (condition σ � last φ in the definitions of σ � 〈α〉φ and σ � [α]φ). This
discontinuity in the definition of the satisfaction of φ enables following both the usual
semantics of dynamic logic and of temporal logic, and was also adopted in previous
work [7,14], [16, chapter 4]. It is also useful for proof rules as temporal properties often
reduce to what happens after a program.

The syntax of dTL2 formulas extends the syntax of trace formulas given in [14], [16,
chapter 4] by allowing nesting of temporal modalities, and otherwise agrees with it. The
satisfaction of dTL2 formulas given in Def. 2, although presented in a slightly different
way, agrees with the definitions given in [14], [16, chapter 4] on trace formulas without
nested temporal modalities.

3 Proof Calculus

3.1 Equivalence of Trace Formulas

Trace formulas follow the axioms of modal system S4.2 [9], therefore there are only
four proper affirmative modalities �φ, ♦φ, �♦φ or ♦�φ. Intuitively, because formulas
¬�π and ♦¬π are equivalent — in the sense that they are satisfied by the same traces —
formulas can always be expressed in a way where only state formulas have negations.
Similarly, formulas �π and ��π are equivalent, therefore a trace formula containing
exclusively � temporalities followed by a state formula φ is equivalent to �φ. More-
over, a formula containing both � and ♦ temporalities, finishing by a ♦ temporality
followed by a state formula φ is equivalent to �♦φ. Similar properties are true for their
duals. This is formalized by the following lemma, proved in [10].

Lemma 1 (Equivalence of Trace Formulas). For any trace formula π1, there exists a
trace formula π2 of the form φ, �φ, ♦φ, �♦φ or ♦�φ such that σ � π1 if and only if
σ � π2. Such a π2 can be computed from π1 in linear time in the number of temporal
modalities and negations in π1.

Remark 1. Lemma 1 tells us that the only interesting trace formulas of our system are
those of the form φ, �φ, ♦φ, �♦φ and ♦�φ. For any trace σ, the intuitive meaning
of σ � π for π of the form φ, �φ or ♦φ is clear: we have σ � φ if and only if σ
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starts in a state satisfying φ; we have σ � �φ if and only if all non-error states of
the trace σ satisfy φ; and we have σ � ♦φ if and only if there is a non-error state of
trace σ satisfying φ. When π is of the form �♦φ and ♦�φ, we get a better intuition by
distinguishing cases:

– if σ is a terminating trace, σ � ♦�φ if and only if last σ � φ, and σ � �♦φ if and
only if last σ � φ as well;

– if σ is an error trace, σ can be written (σ0, . . . , σn−1, Λ̂). Let ρ = (σ0, . . . , σn−1),
then ρ is a terminating trace and a prefix of σ. Moreover, both σ � ♦�φ and
σ � �♦φ are equivalent to last ρ � φ;

– if σ is an infinite trace, σ � ♦�φ holds if and only if φ holds on all states of σ after
some position, and σ � �♦φ holds if and only if any state of σ has a later state
satisfying φ (if we did not have continuous dynamics, this would be the same as φ
being true infinitely often along σ; but here it is not sufficient).

3.2 Normalization of Trace Formulas

The primary goal of this paper is to establish a proof system for differential temporal
dynamic logic dTL2. As for dL and dTL, rules typically decompose programs syntac-
tically. Let us look at the state formula 〈α;β〉�φ, and to simplify, let us only consider
terminating traces for now. Intuitively, this formula says that there exists a trace in
τ(α;β) throughout which φ holds. Considering only terminating traces, this is true as
long as there exists a trace σ of α throughout which φ is true, and a trace ρ of β starting
at last σ throughout which φ is also true. It is thus tempting to write the following rule:

〈α〉�φ ∧ 〈α〉〈β〉�φ

〈α;β〉�φ
(unsound)

This rule is unsound because α is possibly nondeterministic. Its premise says that there
is a trace σ of α throughout which φ is true, and a trace σ′ of α followed by a trace ρ of
β throughout which φ is true. But σ and σ′ do not have to be the same trace; the trick
is that φ is not necessarily true throughout σ′. To fix this rule, we need to express that
traces σ and σ′ are the same, thus writing a premise resembling:

〈α〉(�φ ∧ 〈β〉�φ) (1)

Unfortunately, this is not directly expressible with dTL2, without using the program
α;β again: the missing piece is the expressibility of a conjunction on traces that simul-
taneously talks about temporal properties like �φ and properties true at the end of the
trace. To achieve this expressibility, we extend the logic with normalized trace formulas
to make conjunction of temporal formulas expressible as needed in (1).

A normalized trace formula ξ can be of different forms: for terminating traces, the
formula φ�ψ captures the conjunction of ending in a state satisfying φ, and satisfying
�ψ; and the formula φ � ♦ψ captures the disjunction of ending in a state satisfying φ,
or satisfying ♦ψ. For nonterminating traces, φ �ψ is the same as �ψ, and φ � ♦ψ is
the same as ♦ψ, because there is no terminal state in which it makes sense to evaluate φ.
Additionally, the formula φ��♦ψ captures ending in a state satisfying φ if terminating,
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and satisfying �♦ψ otherwise; and similarly, the formula φ � ♦�ψ captures ending in
a state satisfying φ if terminating, and satisfying ♦�ψ otherwise.

Formulas φ � ♦�ψ and φ � �♦ψ play the same role for formulas ♦�ψ and �♦ψ
as formulas φ �ψ and φ � ♦ψ play for formulas �ψ and ♦ψ: they allow us to define
premises of modular inference rules for sequential composition as in (1). Like standard
trace formulas, normalized trace formulas can appear after a program necessity [α] or a
program possibility 〈α〉. We therefore extend state formulas to accept normalized trace
formulas, and define normalized trace formulas as:

φ, ψ ::= . . . | [α]ξ | 〈α〉ξ
ξ ::= φ �ψ | φ � ♦ψ | φ � �♦ψ | φ � ♦�ψ

Sometimes we will also use the notation φ � π, with the understanding that in such
cases π can only be of the form �♦ψ or ♦�ψ.

Coming back to our example, a sound rule for 〈α;β〉�φ can be expressed as:

〈α〉(〈β〉�φ �φ)

〈α;β〉�φ
(〈;〉�)

In the form of its dual [;]♦, this rule will be discussed later and proved sound in [10].
Observe how 〈;〉� does not even duplicate α and β.

Extending Def. 2, the satisfaction of trace formulas [α]ξ and 〈α〉ξ is defined in the
same way as trace formulas [α]π and 〈α〉π (if π is not a state formula):

– v � [α]ξ if and only σ � ξ for each trace σ ∈ τ(α) that starts in first σ = v.
– v � 〈α〉ξ if and only σ � ξ for some trace σ ∈ τ(α) that starts in first σ = v.

Satisfaction of normalized trace formulas carefully distinguishes between terminating
and nonterminating traces, and is defined as follows.

Definition 3 (Semantics of Normalized dTL2 Trace Formulas). For normalized trace
formulas, we write σ � ξ to say that trace σ satisfies normalized state formula ξ. Sat-
isfaction of normalized trace formulas with respect to a trace σ is defined inductively:

σ � φ � ♦ψ if and only if

{
last σ � φ or σ � ♦ψ
σ � ♦ψ

if σ terminates
otherwise

σ � φ �ψ if and only if

{
last σ � φ and σ � �ψ
σ � �ψ

if σ terminates
otherwise

σ � φ � π if and only if

{
last σ � φ
σ � π

if σ terminates
otherwise

Not only can normalized trace formulas help express rules like 〈;〉�, they can also,
along with state formulas, express all possible trace formulas. In Lemma 1, we have
shown how to express any trace formula in the form φ, �φ, ♦φ, �♦φ or ♦�φ. Building
on this result, we now show how to normalize every trace formula into a state formula
or a normalized trace formula. To this effect, we define a relation � between the set
of state formulas and trace formulas, and the set of state formulas and normalized trace
formulas. This simplifies the axiomatization of dTL2 by allowing us to only consider
cases containing normalized trace formulas.
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�φ � true $�φ (�$) ♦φ � false % ♦φ (�%)
�♦φ � φ � �♦φ (���) ♦�φ � φ � ♦�φ (��♦)

φ � φ (�φ)
π1 ∼ π2 π2 � ξ

π1 � ξ
(∼�)

Fig. 1. Normalization rules for trace formulas

The normalization is sound, meaning that two related formulas are satisfied by the
same trace. Additionally, every trace formula is related to either a state formula or a
normalized trace formula, which can be found in linear time.

Lemma 2 (Soundness of Normalization). If π � ξ then for all traces σ, σ � π if and
only if σ � ξ.

Proof. Soundness of � φ is trivial. Soundness of proof rules � , � �, � �� and��♦ is true by Def. 3, keeping in mind the intuition given in Remark 1. Soundness of
proof rule ∼� is by induction and using Lemma 1. �
Lemma 3 (Existence of a Normalized Form). For any trace formula π there exists a
state formula φ such that π � φ, or a normalized trace formula ξ such that π � ξ.
Such a φ or ξ can be computed from π in linear time.

Proof. This lemma is a direct consequence of Lemma 1, using the identities of Fig. 1.
Unless π is itself a state formula φ, it is related to a normalized trace formula ξ. �

Lemma 3 concludes our study of normalized forms. Since every trace formula is re-
lated (and thus semantically equivalent by Lemma 2) to a state formula or a normalized
trace formula, we can limit our axiomatization to the study of state formulas and normal-
ized trace formulas. Formulas of the form [α]φ or 〈α〉φ involving state formulas have
already been axiomatized in dL [15,17], [16, chapter 2]. The rest of this paper focuses
on axiomatizing formulas of the form [α]ξ or 〈α〉ξ involving normalized trace formulas.
In [10], we come back to trace formulas to study a direct treatment of proof rules for
state formulas of the form [α]π and 〈α〉π in order to make the system more efficient.

3.3 Proof Calculus for dTL2

In this section we present a proof calculus for dTL2 for verifying temporal properties of
hybrid programs specified in the differential temporal dynamic logic dTL2. The basic
idea of the proof calculus is symbolic decomposition. The calculus progressively trans-
forms formulas to simpler formulas, often by inductively decomposing programs that
are in program modalities. In particular, the temporal rules progressively transform tem-
poral formulas to temporal-free formulas, in order to leverage the nontemporal rules of
dL. The proof system inherits its nontemporal rules from the dL proof system [15,17],
[16, chapter 2], and adds its own temporal rules. As is the case for dL, the basis of our
proof system is real arithmetic, and we integrate it as in dL [15,17], [16, chapter 2].
We first present how to use the rules, then a brief overview on the inherited nontem-
poral rules from dL, and finally a detailed account of the new temporal rules of dTL2,
summarized in Fig. 2.
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Usage of the Rules. Rules are to be used in the same way as in the dL calculus. We do,
however, use a new double bar notation by writing some rules in the form

φ

ψ

This notation denotes equivalence of the premise and its conclusion. This means that
there exists a dual rule, hence the two following rules are true

φ

ψ

¬φ

¬ψ

For space reasons we do not list dual rules explicitly but give them in [10].

Inherited Nontemporal Rules. On top of the temporal rules presented in Fig. 2, the proof
calculus of dTL2 also inherits the rules of the proof calculus of dL. Since the seman-
tics of dTL2 conservatively extends the semantics of dTL, which itself conservatively
extends the semantics of dL [14], [16, chapter 4], it is sound to inherit the dL calculus.
While we inherit the nontemporal rules of dL, we do not inherit — but rather reformu-
late with normalized trace formulas — the temporal rules of dTL [14], [16, chapter 4],
thus enabling more efficient proofs by exploiting normalized trace formulas.

Temporal Rules. The temporal rules of the proof calculus of dTL2 are presented in
Fig. 2, in which they are grouped by program construct. Rules [ ]� and 〈 〉� lift trace
formula normalization to program modalities. Rule [∪]ξ for nondeterministic choice
easily extends corresponding rule [∪] of dL, and assignment rules behave as expected,
largely because assignments always terminate.

The sequential composition rules exhibit how nicely the normalized formula interact
with sequential composition; remember that sequential composition is one of the main
technical difficulties of a calculus handling alternating program and temporal modali-
ties. Normalized trace formulas were designed for these rules, and particular care was
taken in considering nonterminating traces. Rule [;] expresses that all traces of the
composition of two programs α and β satisfies φ  �ψ if and only if all traces of α
satisfy �ψ, and for terminating traces of α, if all following traces of β satisfy φ �ψ.
In particular, this rule improves on the corresponding rule [;]� of dTL by not duplicat-
ing program modality [β], thus eliminating proofs that are exponential in the number
of sequential compositions. Rule [;]� is the main rule for alternating program and tem-
poral modalities in the context of sequential composition. It expresses that all traces of
the composition of two programs α and β satisfies φ  ♦ψ if and only if all traces of α
either satisfy ♦ψ, or are terminating and followed only by traces of β satisfying φ�♦ψ.
Finally, rule [;]� similarly handles sequential compositions followed by a � operator.

For the test rules, let us remember that a test trace terminates only if the test passes,
and is otherwise an error trace. Any trace of test ?χ satisfies φ  �ψ if and only if
its initial state satisfies φ ∧ ψ when it terminates, or satisfies just ψ when it doesn’t
terminate; this can be summarized as (¬χ ∨ φ)∧ψ as in rule [?]. Rule [?]� is similar.
Any trace of test ?χ satisfies φ � ♦�ψ if and only if it terminates and its initial state
satisfied φ, or it doesn’t terminate and its initial state satisfied ψ; this can be summarized
as (χ ∧ φ) ∨ (¬χ ∧ ψ) as in rule [?] � ♦. Rule [?] � � is similar.
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Normalization of Trace Formulas π � ξ [α]ξ

[α]π
([ ]�)

π � ξ 〈α〉ξ
〈α〉π (〈 〉�)

Sequential Composition

[α]([β](φ $ �ψ) $�ψ)

[α; β](φ $ �ψ)
([;]$)

[α]([β](φ % ♦ψ) % ♦ψ)
[α;β](φ % ♦ψ)

([;]%)
[α]([β](φ � π) � π)

[α; β](φ � π)
([;]�)

Nondeterministic Choice

[α]ξ ∧ [β]ξ

[α ∪ β]ξ
([∪]ξ)

Test (¬χ ∨ φ) ∧ ψ

[?χ](φ $ �ψ)
([?]$)

(χ ∧ φ) ∨ (¬χ ∧ ψ)

[?χ](φ � ♦�ψ)
([?]�♦)

(χ ∧ φ) ∨ ψ

[?χ](φ % ♦ψ)
([?]%)

(χ ∧ φ) ∨ (¬χ ∧ ψ)

[?χ](φ � �♦ψ)
([?]��)

Assignment

ψ ∧ [x := θ](φ ∧ ψ)

[x := θ](φ $�ψ)
([:=]$)

ψ ∨ [x := θ](φ ∨ ψ)

[x := θ](φ % ♦ψ)
([:=]%)

[x := θ]φ

[x := θ](φ � π)
([:=]�)

Ordinary Differential Equation ψ ∧ [x′ = θ & χ](φ ∧ ψ)

[x′ = θ & χ](φ $�ψ)

(
[′]$

)
(χ ∨ ψ) ∧ [x′ = θ & (χ ∧ ¬ψ)]φ ∧ 〈x′ = θ〉(¬χ ∨ ψ)

[x′ = θ & χ](φ % ♦ψ)
(
[′]%

)
(χ ∨ ψ) ∧ [x′ = θ & χ]φ ∧ (〈x′ = θ〉(¬χ) ∨ 〈x′ = θ〉[x′ = θ]ψ)

[x′ = θ & χ](φ � ♦�ψ)

(
[′]�♦

)
(χ ∨ ψ) ∧ [x′ = θ & χ]φ ∧ (〈x′ = θ〉(¬χ) ∨ [x′ = θ]〈x′ = θ〉ψ)

[x′ = θ & χ](φ � �♦ψ)
(
[′]��

)
Repetition φ ∧ [α∗][α](φ $�ψ)

[α∗](φ $�ψ)
([∗]$)

ψ ∨ (φ ∧ [α;α∗](φ % ♦ψ))
[α∗](φ % ♦ψ)

([∗n]%)

∀α(φ→ [α](φ % ♦ψ))
φ→ [α∗](φ % ♦ψ) (ind%)

φ ∧ [α∗][α](φ � π)

[α∗](φ � π)
([∗]�)

∀α∀r > 0 (ϕ(r)→ 〈α〉(ϕ(r − 1) $�ψ))

(∃r ϕ(r)) ∧ ψ → 〈α∗〉((∃r ≤ 0 ϕ(r)) $�ψ)
(con$)

Fig. 2. Rule schemata of the proof calculus for dTL2

Ordinary differential equations have terminating traces, but also infinite and error
traces. Additionally, the execution can exit a differential equation at any moment, even
if the evolution constraint domain it still verified; thus formulas like [x′ = θ & χ]φ and
[x′ = θ & χ]�φ are equivalent in a state satisfying χ. Rules for ordinary differential
equations transform formulas into temporal-free formulas, on which the dL proof cal-
culus and in particular differential invariants can be used. In rule [′], the first conjunct
ψ is necessary to handle error traces, when χ is initially false. In rule [′]�, the first
conjunct χ ∨ ψ expresses that the differential equation can evolve or has satisfied ♦ψ
initially. The second conjunct handles traces that never satisfy ψ and thus have to sat-
isfy φ, and the third conjunct makes sure there is either no infinite trace (〈x′ = θ〉¬χ),
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or that such an infinite trace satisfies ♦ψ (condition 〈x′ = θ〉ψ, equivalent to 〈x′ =
θ〉♦ψ). The first conjunct of rule [′] � ♦ again handles error traces as in rule [′]�. The
second conjunct ensures all terminating traces finish in a state satisfying φ, and its third
conjunct handles infinite traces by making sure they don’t exist (〈x′ = θ〉¬χ) or that
they satisfy ♦�ψ (condition 〈x′ = θ〉[x′ = θ]ψ). Rule [′] � � is similar.

In some way, repetition rules are easier because as long as a repetition only repeats a
terminating trace, it is itself terminating. Rules [∗] and [∗]� are particularly satisfying
because their premise no longer contains a temporal property of a loop, but only a non-
temporal postcondition of a loop, which is thus provable by ordinary, non-temporal
induction. Only the postcondition still has a temporal property but no more loops. That
is, these rules reduce temporal properties of loops to nontemporal properties of loops,
or more complicated temporal properties on a program without the loop. In rule [∗],
the first disjunct expresses that ♦ψ holds without repeating if ψ holds initially. The
first conjunct φ of the second disjunct is necessary when α repeats zero times; while
the second conjunct executes α any number of times n, then checks that the (n + 1)-
st execution of α also satisfies φ  �ψ. The treatment of rule [∗]� is similar. Rule
[∗n] is less satisfying because it leaves an α∗ inside a program modality followed by a
normalized trace formula. If ψ is true then the conclusion trivially holds; otherwise the
rule relies on the fact that α∗ is equivalent to ?true ∪ α;α∗ and just unwinds the loop
once. Program α;α∗ in the modality could as well be the equivalent α∗;α. The same
thing is not true for rule [∗], where [α∗][α](φ  �φ) ensures progress of the proof,
while writing [α][α∗](φ�φ) would not. Rules ind� and con extend induction (ind)
and convergence (con) rules of dL to normalized trace formulas. As in dL, they are
not equivalences; and also as in dL, they use the notation ∀α, which quantifies over all
variables possibly assigned by α in assignments or differential equations. Rule ind�
shows that φ is inductive with exit clause ♦ψ, i.e., φ holds after all traces of α from
any state where φ holds, except when exit condition ψ was true at some point during
that trace. If ψ was true initially, rule [∗n] applies instead. Rule con proves that ϕ is
a variant of some trace of α (i.e., its level r decreases) during which ψ always holds
true. Then starting from some initial r (assumption of conclusion), an r for which ϕ(r)
holds will ultimately be ≤0 without having violated when repeating α∗ often enough.

3.4 Meta-Results

Soundness. The following result shows that verification with the dTL2 calculus always
produces correct results about the temporal behavior of hybrid systems, i.e., the dTL2

calculus presented in Fig. 2 is sound. Theorem 1 is proved in [10].

Theorem 1 (Soundness of dTL2). The dTL2 calculus presented in Fig. 2 is sound, i.e.,
derivable state formulas are valid, i.e., valid in every state.

Incompleteness of dTL2. In [15,17], [16, chapter 2] it was shown that the discrete and
continuous fragments of dL are non-axiomatizable. An extension of dL, the logic dTL is
also non-axiomatizable [14], [16, chapter 4]. Since dTL2 is a conservative extension of
both dL and dTL, those results lift to dTL2. Therefore the discrete and continuous frag-
ments of dTL2, even if only containing nontemporal formulas are non-axiomatizable.
In particular dTL2 is non-axiomatizable.
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Relative Completeness for Star-Free Expressions. We now show how to lift the relative
completeness result of dL [15,17], [16, chapter 2] to dTL2; this completeness result is
relative to first order logic of differential equations (FOD), i.e., first-order real arithmetic
augmented with formulas expressing properties of differential equations [15,17], [16,
chapter 2].

Theorem 2 (Relative completeness for star-free expressions). The dTL2 calculus re-
stricted to ∗-free programs is complete relative to FOD, i.e., every valid dTL2 formula
with only star-free programs can be derived from FOD tautologies.

Theorem 2 is proved in [10]. We conjecture that the proof system of dTL2 is also rela-
tively complete relative to FOD for all expressions, including repetitions.

4 Alternative Proof Systems

Normalizing all temporal formulas before applying the rules of Fig. 2 can sometimes
result in longer proofs than necessary. In [10] we study a proof system directly handling
(non-normalized) trace formulas. This extended proof system alleviates the need for
normalizing all trace formulas, and is thus more efficient.

Another alternative, that we also study in [10], is to suppress all the [ ] rules of
Fig. 2 (rules [; ], [?], [:=], [′] and [∗]) and replace them by rules directly handling
formulas of the form [α]�φ, and the following rule:

[α]φ ∧ [α]�ψ

[α](φ �ψ)
([ ])

This results in a simpler system, because some of the rules are less complicated. How-
ever the system is not as efficient, because it duplicates the symbolic execution of α.

5 Related Work

In this section we study work related specifically to temporal reasoning of hybrid sys-
tems. For a more general account of previous work on verification of hybrid systems
we refer to [15,17], [16, chapter 2].

This paper is based on work by Platzer introducing a temporal dynamic logic for
hybrid systems [14], extending previous work by Beckert and Schlager [1] to hybrid
programs. Both papers present a relatively complete calculus; however Beckert and
Schlager only consider discrete state spaces, and only study temporal formulas of the
form [α]�φ and its dual 〈α〉♦φ, leaving out any mixed cases alternating program and
temporal modalities [α]♦φ or [α]�♦φ. Platzer proposes to handle mixed cases by non-
local program transformation, but does not show how to handle them compositionally.

Process logic [7,12,13,20] initially used temporal logic [6,19] in the context of dy-
namic logic [8] to reason about temporal behavior of programs. It is well studied, but
limited to discrete programs. It also only considers an abstract notion of atomic pro-
gram, without explicitly considering assignments and tests.
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Davoren and Nerode [5] study hybrid systems and their topological aspects in the
context of the propositional modal μ-calculus. Davoren, Coulthard, Markey and Moor
[4] also give a semantics in general flow systems for a generalization of CTL∗. In
both [5] and [4], the authors provide Hilbert-style calculi to prove formulas of their
systems, but in a propositional — not first-order — system, without specific proof rules
to handle ordinary differential equations. Zhou, Ravn and Hansen [21] present a dura-
tion calculus extended by mathematical expressions with derivatives of state variables.
Their system requires external mathematical reasoning about derivatives and continuity.

Other authors have studied temporal properties of hybrid systems in the context
of model checking. Mysore, Piazza and Mishra [11] study model checking of semi-
algebraic hybrid systems for TCTL (Timed Computation Tree Logic) properties and
prove undecidability. They do bounded model checking for differential equations with
polynomial solutions only, while we handle more general polynomial differential equa-
tions and unbounded safety verification. Additionally TCTL does not allow nesting of
temporal modalities as we do. Cimatti, Roveri and Tonetta [3] present HRELTL, a lin-
ear temporal logic with regular expressions for hybrid traces. Their work is inspired
by requirements validation for the European Train Control System, and uses bounded
model checking and satisfiability modulo theory. More recently, Bresolin [2] develops
HyLTL, a temporal logic for model checking hybrid systems, and shows how to solve
the model checking problem by translating formulas into equivalent hybrid automata.

6 Conclusion and Future Work

In this paper we have presented a proof calculus for dTL2, extending dTL by allowing
nesting of temporal modalities. We showed proof rules for handling compositionally
alternating program and temporal modalities, solving an open problem formulated in
2001 [1] and identified as a problem for hybrid systems in 2007 [14], [16, chapter 4].
We also offered a treatment where programs are not duplicated by proof rules, solving
another open problem formulated by [14], [16, chapter 4]. We showed that the system
is relatively complete with respect to FOD for ∗-free hybrid programs. The treatment of
infinite traces is crucial to make the logic interesting, as temporal properties on termi-
nating and error traces simplify greatly (Remark 1).

Future work includes proving our conjecture that the system is relatively complete
with respect to FOD for all expressions; extending the semantics and the proof system
to allow repetition — and not just differential equations — to create infinite traces; and
implementing our proof rules in a tool such as KeYmaera [18].

A number of extensions to dTL2 should be explored, such as inclusion of the tem-
poral Until operator, or nested conjunctions and disjunctions inside temporal formulas.
Some of these extensions can be handled by program transformations [14], [16, chapter
4], but a compositional proof system such as the one presented here would be more
interesting. The proof system of dTL2 is an important step towards a more general sys-
tem dTL∗, extending dTL2 with formulas of CTL∗, and expressing formulas such as
[α]�(♦φ ∧ ψ). We would like to develop a semantics and a proof system for dTL∗.
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Abstract. We introduce transformations between hypersequent rules
with context restrictions and Hilbert axioms extending classical (and
intuitionistic) propositional logic and vice versa. The introduced rules
are used to prove uniform cut elimination, decidability and complexity
results as well as finite axiomatisations for many modal logics given by
simple frame properties. Our work subsumes many logic-tailored results
and allows for new results. As a case study we apply our methods to the
logic of uniform deontic frames.

1 Introduction

The automatic construction of reasoning systems and decision procedures from
specifications for various logics is an important emerging area in the field of au-
tomated reasoning. Results in this area provide general decision procedures and
complexity results applicable to specific logics in the spirit of Logic Engineering
[11], and also yield deeper insights into strengths, weaknesses, and fundamental
properties of different types of calculi used for reasoning systems. But also from
the perspective of producing such systems for specific logics investigating the
connections between specifications and different frameworks is important, since
this allows choosing the most efficient framework for the logic at hand.

Here we investigate the connection between specifications given as Hilbert
axioms and the framework of hypersequent calculi for extensions of classical
propositional logic. Taking the specifications as Hilbert axioms yields a very
flexible and semantics-independent approach and allows to capture non-normal
modal logics (unlike e.g. [8]) Also, while often not complexity-optimal, the hy-
persequent framework is very flexible and captures several logics for which no
sequent or tableaux systems seem to exists. Of course correspondence results and
general decision procedures demand general results about hypersequent calculi.
This necessitates a clarification of which kind of calculi we consider. To this aim
we introduce the format of hypersequent rules with context restrictions which
is general enough to capture many existing calculi, e.g. for modal logics S5 [1]
and S4.3 [7] as well as for modal logics without symmetry given by simple frame
properties [8]. We obtain sufficient conditions for (syntactic) cut elimination, de-
cidability, and complexity results for such systems. The results apply e.g. to the
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Table 1. The standard modal rule sets

G | ϕ⇒ ψ

G | �ϕ⇒ �ψ
Kn

G | Γ,ϕ⇒ Δ

G | Γ,�ϕ⇒ Δ
Tn

G | �Γ,ϕ⇒ ψ

G | �Γ,�ϕ⇒ �ψ
4n (|ϕ| = n)

RK := {Kn : n ≥ 0} RKT := RK ∪ {Tn : n ≥ 1} RK4 := RK ∪ {4n : n ≥ 0}

calculi for extensions of K or K4 from [8]. We also show a correspondence between
rules of our format and axioms of a certain form (Def. 5.16). This yields general
decidability and complexity results for modal logics axiomatised this way, and as
a byproduct finite axiomatisations for modal logics given by certain simple frame
properties. As application we construct a new cut-free hypersequent calculus for
the non-normal logic LUDF from [13], entailing a new complexity bound. While
for space reasons the results in this article are given for logics with unary con-
nectives based on classical logic, they extend to higher arities and intuitionistic
logic as base logic similar to [9]. The extension of these investigations to more
general frameworks such as tree-hypersequents will be considered in future work.

2 Preliminaries and Notation

In the following we write N for {0, 1, 2, . . .}. We take V to be a countable set of
propositional variables. The set of boolean connectives is ΛB := {∧,∨,→}. For
a set Λ ⊆ ΛU ∪ ΛB with ΛU a set of unary connectives the set F(Λ) of formulae
over Λ is defined by F(Λ) 4 ϕ ::= p | ⊥ | ♥ϕ | ϕ ◦ ϕ with p ∈ V ,♥ ∈ Λ ∩ ΛU

and ◦ ∈ Λ ∩ ΛB. The connectives ↔ and ¬ are introduced as abbreviations as
usual. Connectives in ΛU are called modalities. The set {�}∪ΛB is denoted Λ�.
For F ⊆ F(Λ) we write Λ(F ) for {♥ϕ : ♥ ∈ Λ \ ΛB and ϕ ∈ F} ∪ {ϕ ◦ ψ : ◦ ∈
Λ ∩ ΛB and ϕ, ψ ∈ F}. The modal rank of a formula ϕ, denoted mrk (ϕ), is the
maximum nesting depth of modalities in ϕ, and its complexity is the number of
symbols occurring in it. Sequences ϕ1, . . . , ϕn of formulae are written ϕ, and |ϕ|
denotes the length of ϕ. Similarly ∗ϕ1, . . . , ∗ϕn is written ∗ϕ for ∗ ∈ Λ.

A multiset Γ over a set F of formulae is a function F → N with finite support,
and we write ϕ ∈ Γ for Γ (ϕ) > 0. The union of multisets Γ and Δ is denoted
by Γ,Δ and defined by (Γ,Δ)(ϕ) := Γ (ϕ) + Δ(ϕ). We also write

⊔n
i=1 Γn for

Γ1, . . . , Γn and ϕ for the multiset containing only one occurrence of ϕ. The set
S(F ) of sequents over the set F of formulae contains all tuples of multisets
over F , written as Γ ⇒ Δ. A hypersequent over F is a multiset over S(F ),
written as Γ1 ⇒ Δ1 | · · · | Γn ⇒ Δn We write H for the hypersequent version
of a standard context-sharing sequent calculus for classical logic [10] with the
standard external and internal weakening and contraction rules [1]. The rules of
RK, RKT and RK4 are given in Table 1. The cut rule is denoted Cut.

A Λ-logic is a set L of formulae over Λ closed under modus ponens (if ϕ ∈ L
and ϕ → ψ ∈ L, then ψ ∈ L) and uniform substitution (if ϕ ∈ L, then ϕσ ∈ L
for every substitution σ : V → F(Λ)) and containing classical propositional logic.
For a set A of formulae, LA is the smallest Λ-logic containing A. For a Λ-logic
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L and ϕ ∈ F(Λ) we write L ⊕ ϕ for the smallest Λ-logic L′ with L ∪ {ϕ} ⊆ L′.
We also write |=L ϕ for ϕ ∈ L. For the standard notions of modal logic see [4].

3 Hypersequent Rules with Restrictions

The rule format we consider is an abstraction of the rule format found in many
calculi for modal logics. One of the main characteristics is that the format of
context formulae which are copied into a premiss can be restricted as in the rule
4n in Table 1. This is captured by the following notion from [10,9]:

Definition 3.1. For F ⊆ F(Λ) the set of context restrictions over F is
C(F ) := {〈F1, F2〉 : F1, F2 ⊆ F}. For a sequent Γ ⇒ Δ and a context re-
striction C = 〈F1, F2〉 the restriction of Γ ⇒ Δ according to C is the sequent
(Γ ⇒ Δ) C := Γ F1⇒ Δ F2 where for a multiset Σ and F ⊆ F(Λ) the mul-
tiset Σ F contains those formulae from Σ which are substitution instances of
formulae in F .

Example 3.2. 1. The context restriction C∅ := 〈∅, ∅〉 intuitively deletes the
whole context, we have (Γ ⇒ Δ) C∅= ⇒ for every sequent Γ ⇒ Δ.

2. The context restriction Cid := 〈{p}, {p}〉 intuitively copies the whole context,
we have (Γ ⇒ Δ) Cid= Γ ⇒ Δ for every sequent Γ ⇒ Δ.

3. The context restriction C� := 〈{�p}, ∅} copies only the boxed formulae on
the left side of the context.

We take the rules to introduce exactly one layer of connectives in the princi-
pal formulae, and we assume that every premiss includes a restriction for each
component of the principal part.

Definition 3.3. A hypersequent rule with context restrictions, written as

{(Γi ⇒ Δi;Ci) : i ≤ m}
Σ1 ⇒ Π1 | · · · | Σn ⇒ Πn

is given by a natural number n > 0, a sequence Σ1 ⇒ Π1 | · · · | Σn ⇒ Πn called
principal part with Σi ⇒ Πi ∈ S(Λ(V))and a set of premisses, where each
premiss (Γi ⇒ Δi;Ci) consists of a sequent of variables and a sequence Ci =
〈F 1

i , G1
i 〉, . . . , 〈Fn

i , Gn
i 〉 of context restrictions subject to the variable condition:

every variable occurs at most once in the principal part and it occurs in the
principal part whenever it occurs in the premisses. An application of such a rule
is given by a substitution σ : V → F(Λ), a side hypersequent G and a sequence
Ω1 ⇒ Υ1 | · · · | Ωn ⇒ Υn of context sequents. It is written as

{G | Ω1 F 1
i
, . . . , Ωn Fn

i
, Γiσ ⇒ Δiσ, Υ1 G1

i
, . . . , Υn Gn

i
: i ≤ m}

G | Ω1, Σ1σ ⇒ Π1σ, Υ1 | · · · | Ωn, Σnσ ⇒ Πnσ, Υn .

The notions of a derivation and derivability for a setR of hypersequent rules with
restrictions are defined in the usual way, and we write �R G if G is derivable in
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R. A rule is derivable in R if for all its applications the conclusion can be derived
from the premisses in R and admissible if whenever the premisses are derivable
in R, then so is the conclusion. We stipulate that sets of rules are closed under
variable renaming and permutation of the components in the principal part.
Rules are written inline using “/” to separate premisses and conclusion.

Example 3.4. 1. The standard hypersequent rules for the propositional connec-
tives. E.g. the rule ∧L is the rule {(p, q ⇒ ; Cid)}/p ∧ q ⇒ .

2. The standard rules for modal logics from Table 1. E.g. the rule 4n is the rule
{(p ⇒ q; C�)}/�p ⇒ �q with |p| = n.

3. The modalised splitting rule for S5 from [1] with applications G | �Γ,Σ ⇒
�Δ,Π/G | �Γ ⇒ �Δ | Σ ⇒ Π is {( ⇒ ; 〈{�p}, {�p}〉, Cid)}/ ⇒ | ⇒ .

4 Cut Elimination and Applications

We obtain sufficient criteria for cut elimination by generalising the cut elimi-
nation proof in [5]. The cut-elimination strategy is to permute a cut into the
premisses of the last applied rule on the left until the cut formula is principal in
the last applied rule. Then the cut is permuted into the premisses on the right
until it is principal here as well, in which case it is reduced to cuts on formulae
of smaller complexity. To state the condition used to reduce principal cuts we
use the notion of a cut between rules, where intuitively a new rule is constructed
from two rules by cutting their conclusions on a formula ♥p and eliminating p
from the premisses by cutting on p in all possible ways. To make this precise,
write C ∪ D for the union of two sequences C,D ∈ Cn of restrictions, defined
component-wise: If the i-th components of C resp. D are 〈Fi, Gi〉 resp. 〈F ′i , G′i〉,
then the i-th component of C∪D is 〈Fi∪F ′i , Gi∪G′i〉. In addition, for permuting
the cut into the context on the right we need a condition on the context restric-
tions which ensures that whenever the cut formula satisfies a context restriction,
then so does the whole left premiss of the cut.

Definition 4.1. For sets P1,P2 of premisses and rules R1 = P1/Σ1 ⇒ Π1 |
· · · | Σn−1 ⇒ Πn−1 | Σn ⇒ Πn,♥p and R2 = P2/♥p,Ω1 ⇒ Θ1 | Ω2 ⇒ Θ2 | · · · |
Ωk ⇒ Θk the cut between R1 and R2 on ♥p is the rule cut(R1, R2,♥p) given by

{(Γ, Γ ′ ⇒ Δ,Δ′;C ∪D) : (Γ ⇒ Δ, p;C), (Γ ′ ⇒ Δ′;D) ∈ P}
{(Γ ⇒ Δ;C) ∈ P : p /∈ Γ,Δ}

Σ1 ⇒ Π1 | · · · | Σn−1 ⇒ Πn−1 | Σn, Ω1 ⇒ Πn, Θ1 | Ω2 ⇒ Θ2 | . . . Ωk ⇒ Θk

where P := {(Γ ⇒ Δ;C, C∅, (k−1)-times. . . , C∅) : (Γ ⇒ Δ;C) ∈ P1} ∪ {(Γ ⇒
Δ;D∅, (n−1)-times. . . ,D∅,D) : (Γ ⇒ Δ;C) ∈ P2}. A set R of rules is principal-
cut closed if it is closed under the addition of cuts between rules. It is mixed-cut
permuting if for all R1, R2 ∈ R: if Γ ⇒ Δ,♥p is a component of the prin-
cipal part of R1 and (♥p ⇒ ) C= ♥p ⇒ for a restriction C of R2, then
(Γ ⇒ Δ) C= Γ ⇒ Δ and (Σ ⇒ Π) DC= (Σ ⇒ Π) D for every restriction D
for this component and sequent Σ ⇒ Π.
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Example 4.2. 1. The cut between Kn = {(p ⇒ q; C∅)}/�p ⇒ �q and Km+1 =
{(q, q ⇒ r; C∅)}/�q,�q ⇒ �r is the rule cut(Kn,Km+1,�q) = {(p, q ⇒
r); C∅}/�p,�q ⇒ �r = Kn+m. Thus the rule set RK is principal-cut closed.

2. The cut between the rule K4n = {(p ⇒ q; C�)}/�p ⇒ �q and the rule
5 = {q ⇒ ; C∅, Cid)}/�q ⇒ | ⇒ on �q is the rule cut(K4n, 5,�q) = {(p ⇒
C�, C∅,∅)}/�p ⇒ | ⇒ which we denote 5n. Its applications have the form
G | �Γ,Σ, ϕ1, . . . , ϕn ⇒ Π/G | �Γ,�ϕ1, . . . ,�ϕn ⇒ | Σ ⇒ Π . It is straight-
forward to see that the rule set RKT4 ∪ {5n : n ≥ 0} is principal-cut closed.

For sequent rules introducing only one connective, principal-cut closure is known
as coherence [2], and it corresponds to Belnap’s condition C8 [3]. The two prop-
erties of Def. 4.1 ensure that we can eliminate topmost instances of a restricted
version of multicut, where the cut formula occurs only once in the left premiss
(and is principal in the last applied rule there), but several times in several com-
ponents in the right premiss by induction on the maximal complexity of a cut
formula occurring in a derivation. Allowing the cut formula to occur more than
once on the right is necessary due to the internal and external contraction rules.
The fact that several instances of the cut formula in the right premiss of such
a restricted multicut can be principal also is the reason why we take the cuts
between rules of a principal-cut closed rule set to be in the rule set and not just
derivable: we need to be able to replace iterated cuts by a rule from the rule
set. To avoid also several instances of the cut formula being principal in the left
premiss and to deal with external contraction we introduce a further restriction.

Definition 4.3. A rule set R is right-contraction closed if applications of inter-
nal contraction right to the conclusion of a rule are derived by internal contrac-
tions followed by one rule from R. It is single-conclusion right if the principal
part of no rule contains Γ ⇒ Δ,♥p | Σ ⇒ Π,♥q for ♥ ∈ Λ and p, q ∈ V.

The cut formula is not principal in more than one component in the left premiss
if the rule set is single-conclusion right, and right-contraction closure prevents
the cut formula occurring twice in a single component of the principal part (proof
by induction on the complexity of the contracted formulae):

Lemma 4.4. Let R be right-contraction closed and single-conclusion right. Then
whenever �RCut G there is a derivation of G in which in every application of a
rule from R the right hand sides of the principal part are fully contracted.

Finally, we impose a further restriction which ensures that cuts with cut formula
contextual on the left can be permuted into the premisses on the left.

Definition 4.5. A rule is right-substitutive if all restrictions occurring in it
have the form 〈{p}; {p}〉 or 〈F ; ∅〉 for some F ⊆ F(Λ).

Theorem 4.6 (Cut elimination).LetR be right-substitutive, single-conclusion
right, right-contraction closed, principal-cut closed andmixed-cut permuting. Then
for every hypersequent G we have: �RCut G iff �R G .
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Proof (Sketch). By double induction on the maximal complexity of a cut formula
in a derivation and the number of applications with cut formula of maximal com-
plexity. Topmost cuts of maximal complexity are eliminated using the fact that
with right-substitutivity applications of a restricted version of multicut allowing
the cut formula to occur several times in several components on the left can
be eliminated by permuting them up on the left until exactly one occurrence is
principal (by Lem. 4.4 and single-conclusion right), permuting the non-principal
cuts into the premisses and using principal-cut closure and mixed-cut closure as
above to eliminate the remaining cut with cut formula principal on the left. �

Corollary 4.7. The hypersequent calculi H,HRK,HRK4,HRKT and HRKT{5n :
n ∈ N} with rules 5n from Ex. 4.2.2 admit cut elimination.

Proof. Inspection of the rules together with Ex. 4.2 shows that these rule sets
satisfy the conditions of Thm. 4.6. �

Thm. 4.6 together with the next Lemma also provides the basis of the method of
cut elimination by saturation used in Sec. 6, where cut-free hypersequent calculi
are constructed by saturating a rule set under cuts between rules. Of course we
still need to check that the remaining conditions of Thm. 4.6 are satisfied.

Lemma 4.8. Let R1, R2 be hypersequent rules with context restrictions. Then
the rule cut(R1, R2,♥p) is a derivable rule in HR1R2Cut.

4.1 Applications: Decision Procedures and Complexity Bounds

For general decision procedures apart from cut elimination we also need to deal
with Contraction. The idea is to show admissibility of internal contraction under
a modified notion of rule applications, where some principal formulae are copied
into the premiss (as in Kleene’s G3-systems). Then under a mild assumption
only a bounded number of components per hypersequent are relevant in a rule
application, hence using the subformula property of the rules the total number of
hypersequents occurring in a derivation is bounded and we obtain decidability.

Definition 4.9. A modified application of a hypersequent rule R = {(Γi ⇒
Δi;Ci) : i ∈ P}/Σ1 ⇒ Π1 | · · · | Σn ⇒ Πn is given by a side hypersequent G, a
substitution σ : V → F and contexts Θ1 ⇒ Ω1 | · · · | Θn ⇒ Ωn and written as{

G | H | Γiσ,
⊔

j≤n(Σjσ,Θj) Cj
i
⇒ Δiσ,

⊔
j≤n(Πjσ,Ωj) Cj

i
: i ∈ P

}
G | Σ1σ,Θ1 ⇒ Π1σ,Ω1 | · · · | Σnσ,Θn ⇒ Πnσ,Ωn

R∗

with H = Σ1σ,Θ1 ⇒ Π1σ,Ω1 | · · · | Σnσ,Θn ⇒ Πnσ,Ωn.

Thus in addition to the context formulae all principal formulae satisfying the
corresponding restriction are copied into the premiss, and all components of the
principal part are copied to deal with external contraction. If internal contrac-
tions can be permuted with rules this yields admissibility of internal contraction.
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Definition 4.10. A rule set R is contraction closed if for every rule R ∈ R
with principal part G | Γ ⇒ Δ,♥p,♥q (resp. G | Γ,♥p,♥q ⇒ Δ) there is a rule
R′ ∈ R with principal part G | Γ ⇒ Δ,♥p (resp. Γ,♥p ⇒ Δ) whose premisses
are derivable from those of R by renaming q to p and contractions.

Lemma 4.11. For contraction closed R internal contraction is admissible in
R∗.

Proof. By simultaneous double induction on the complexity of ϕ and the depth
of the derivation we show: whenever �R∗ G | ϕ, ϕ, Γ1 ⇒ Δ1 | · · · | ϕ, ϕ, Γn ⇒ Δn,
then �R∗ G | ϕ, Γ1 ⇒ Δ1 | · · · | ϕ, Γn ⇒ Δn and analogously for ϕ on the right.
Contractions between context and principal formulae are dealt with by modified
rule applications and the inner induction hypothesis, those between principal
formulae using contraction closure and the outer induction hypothesis. �

Definition 4.12. A rule set R is tractable if there is an encoding �.� of appli-
cations of rules from R of size polynomial in the size of the conclusion such that
given a hypersequent G and an encoding �R� of a rule application it is decidable
in time exponential in the size of G whether G is the conclusion of R and it is
decidable in time exponential in the size of �R� whether G is a premiss of R.

Definition 4.13. A rule set R is bounded component if there is n ∈ N such
that the principal part of every rule in R has at most n components.

Theorem 4.14. Let R be a contraction closed, bounded conclusion and tractable
set of rules. Then derivability in R is decidable in double exponential time.

Proof. Using Weakening and Contraction derivability inR is equivalent to deriv-
ability in R∗. Moreover, Lem. 4.11 allows us to equivalently work with hyperse-
quents build from set-set sequents. Since R is bounded component, for some k
at most k components of a hypersequent contain principal formulae of the last
applied rule. Thus w.l.o.g. in a derivation every hypersequent contains at most
k copies of the same component. Hence in a derivation of a hypersequent with

size n at most (k + 1)2
2n

= 22
O(n)

different hypersequents appear. Thus using
the fact that derivability in one step from a set of hypersequents is a monotone
operator we compute all derivable hypersequents of this set using tractability of
R and the fact that since the size of an encoding of a rule application is polyno-
mial in the size of its conclusion the number of encodings of rules with a given
conclusion is only exponential in the size of the conclusion and check whether
the given hypersequent is among these in time doubly exponential in n. �

5 Axioms and Rules

To translate axioms into rules with context restrictions and vice versa we need to
interpret hypersequents as formulae. We do this in an abstract way by viewing
an interpretation as a family of formulae, one for each number of components in
a hypersequent, compatible with the structural rules. Formally:
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Definition 5.1. An interpretation for a Λ-logic L is a set ι = {ιn(p1, . . . , pn) :
n ≥ 1} of formulae in F(Λ) which respects the structural rules, i.e. for all n ≥ 1:

1. ι respects (external) exchange: |=L ιn(ϕ, ψ, χ, ξ) iff |=L ιn(ϕ, χ, ψ, ξ)
2. ι respects external Weakening: if |=L ιn(ϕ), then |=L ιn+1(ϕ, ψ)
3. ι respects external Contraction: if |=L ιn+1(ϕ, ψ, ψ), then |=L ιn(ϕ, ψ)
4. ι respects Cut: if |=L ιn(ϕ, ψ → χ) and |=L ιm(χ → ξ, ζ), then we have

|=L ιn+m−1(ϕ, ψ → ξ, ζ).

The interpretation is regular if for all ϕ ∈ F we have |=L ϕ iff |=L ι1(ϕ).

An interpretation ι = {ιn : n ≥ 1} for a logic induces a map ι : HS → F defined
by Γ1 ⇒ Δ1 | · · · | Γn ⇒ Δn +→ ιn(

∧
Γ1 →

∨
Δ1, . . . ,

∧
Γn →

∨
Δn).

Example 5.2. 1. The interpretation ι� for normal Λ�-logics is given by the for-
mulae ι�n (ϕ1, . . . , ϕn) =

∨n
i=1(ϕi∧�ϕi). It is an interpretation by normality

of � and obviously regular.
2. The standard interpretation for normal Λ�-logics from [1] is ι� given by

ι�n (ϕ1, . . . , ϕn) =
∨n

i=1 �ϕi. It is regular for a normal logic iff �ϕ/ϕ is ad-
missible, in particular if �p → p is an axiom. It is not regular for e.g. KB.

Depending on whether we involve the interpretation we obtain different notions
of soundness. Regular interpretations link these and imply soundness of H.

Definition 5.3. Let R be a set of rules and ι an interpretation for the logic
L. Then R is hypersequent soundness preserving (briefly: hssp) for (L, ι) if for
every application of a rule from R with premisses Hk for k ≤ n and conclusion
G: if |=L ι(Hk) for all k ≤ n, then |=L ι(G). The calculus is sound for L, if
�HR ⇒ ϕ implies |=L ϕ, and complete for L, if |=L ϕ implies �HR ⇒ ϕ.

Proposition 5.4. 1. If R is hssp for (L, ι) and ι is a regular interpretation
for L, then R is sound for L.

2. If ι is a regular interpretation for L, then H is hssp for (L, ι).

Proof. 1. By induction on the depth of a derivation we have: �R H implies
|=L ι(H). Now regularity of ι gives the statement.

2. Using the fact that L includes all propositional tautologies, all the modal-
ities have congruence and thus |=L ιn(ϕ, ψ) iff |=L ιn(ϕ,� → ψ) and the
properties of a regular interpretation. �

The interpretation ι� is regular e.g. for normal Λ�-logics given by a class of
Kripke frames closed under the addition of a predecessor to every world:

Definition 5.5. A class K of frames is extensible if whenever for a frame F =
(W,R) we have F ∈ K then also F• ∈ K where F• = (W ∪ {x}, R ∪ {(x, y) : y ∈
W ∪ {x}}) with x /∈ W .

Lemma 5.6. If L is a normal Λ�-logic defined by an extensible class of frames,
then ι� is a regular interpretation for L.



Axioms vs Hypersequent Rules with Context Restrictions 315

Proof. By normality ι� is an interpretation for L. For regularity suppose that ¬ϕ
is satisfiable in F ∈ K with K the extensible class of frames defining L. Then for
some world w of F and valuation σ we have F, w, σ 
|= ϕ. Thus for the additional
world x in F• we have F•, x, σ 
|= �ϕ, and since F• ∈ K we have 
|=L �ϕ. �

From Rules to Axioms. In the construction of axioms from rules we extend the
method from [14,10,9]. The idea is to show projectivity (Lem. 5.10) of a formula
corresponding to the premisses of the rule and use a substitution witnessing this
property to inject the information of the premisses into a formula corresponding
to the conclusion. For the sake of presentation here we only consider the normal
modality � and restrict the context restrictions to {C∅, Cid, C�}. In general the
method also works for monotone or antitone n-ary modalities and arbitrary
context restrictions. To show projectivity we need to assume the following for
every premiss (Γ ⇒ Δ;C):

If Cid /∈ C then Γ,Δ 
= ∅ (1)

For the rest of this section we fix a rule R with this property. In presence of HCut
we may assume furthermore w.l.o.g. that the restriction Cid does not occur in R:
If it does occur we simply convert R into a rule of this format by introducing
a dummy modality · satisfying ·ϕ ↔ ϕ for all formulae and replacing every
restriction Cid by the sequent ⇒ s for a fresh variable s in the premisses and
by ⇒ ·s in the corresponding component in the principal part. By Lem. 4.8 the
resulting rule is equivalent to the original one modulo HRdmCut where Rdm =
{(p ⇒ ; Cid)/ · p ⇒ , ( ⇒ p; Cid)/ ⇒ ·p} states equivalence of p and ·p. Together
with property (1) this means that Γ,Δ 
= ∅ for every premiss (Γ ⇒ Δ;C). Since
the number of context formulae might vary, a rule can not be translated into a
formula directly. This is avoided by fixing the number of context formulae. For
normal modalities and the limited restrictions considered here this gives:

Definition 5.7. The canonical proto rule for a ruleR = {(Γi ⇒ Δi; C1
i , . . . , Cn

i ) :
i ≤ m}/Σ1 ⇒ Π1 | · · · | Σn ⇒ Πn is given by the context sequents Ω1 ⇒ | · · · |
Ωn ⇒ with Ωj = �pj if Cj

i = C� for some i and empty otherwise, using fresh
variables p. An application of the canonical proto rule for R given by G and σ is
the same as the application of R given by G, σ and the above contexts.

Example 5.8. 1. The canonical proto rule for 4n from Tab. 1 is given by the
context �p ⇒ and has applications G | �χ,ϕ ⇒ ψ/G | �χ,�ϕ ⇒ �ψ.

2. To treat R5 := ( ⇒ ; C�, Cid)/ ⇒ | ⇒ we replace Cid by the dummy modality,
giving ( ⇒ s; C�, C∅)/ ⇒ | ⇒ ·s. The canonical proto rule for R5 is given by
the contexts �p ⇒ | ⇒ and has applications G | �ϕ ⇒ ψ/G | �ϕ ⇒ |⇒ ·ψ.

In the non-normal case or for arbitrary context restrictions we would need to
consider a set of proto rules with every possible number of context formulae also
on the right hand side, compare [10,9]. Using the rules for normal modal logics
and HCut it is straightforward to see that the canonical proto rule is enough:

Lemma 5.9. R and its canonical proto rule are interderivable in HRKCut. �
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Now suppose we have an interpretation ι = {ιn : n ≥ 1} and that

R = {(Γi ⇒ Δi;Ci) : i ≤ m}/Σ1 ⇒ Π1 | · · · | Σn ⇒ Πn

with Cj
i = 〈F j

i , G
j
i 〉. The canonical proto rule R̂ for R is given by the contexts

Ω1 ⇒ | · · · | Ωn ⇒ . The formula corresponding to its premisses is

ϕ :=
∧

i≤m

(∧
(Ω1 F 1

i
, . . . , Ωn Fn

i
, Γi) →

∨
Δi

)
.

Now define a substitution θ by θ(x) = ϕ ∧ x if x ∈ Γi for some i ≤ m and
θ(x) = ϕ → x if x ∈ Δi for some i ≤ m and θ(x) = x otherwise. Since by
monotonicity w.l.o.g. no variable occurs both in antecedent and succedent of a
premiss, θ is well-defined. Straightforward propositional reasoning gives:

Lemma 5.10. The substitution θ witnesses projectivity of ϕ, i.e. the following
hold: �HMonCut ⇒ ϕθ and �HMonCut ϕ ⇒ p ↔ pθ for every p ∈ V. �

This gives equivalence of R̂ to a ground hypersequent, i.e. a set of hypersequents
closed under substitution, which we then interpret as an axiom using ι:

Lemma 5.11. R̂ is interderivable over HCutMon with the ground hypersequent
HR := ⇒ (

∧
(Ω1, Σ1) →

∨
Π1) θ | · · · | ⇒ (

∧
(Ωn, Σn) →

∨
Πn) θ.

Proof. By Lem. 5.10 we have �HCutMon ⇒ ϕθ and thus �HCutMon ⇒ ϕθσ for
every substitution σ. Now inverting the propositional rules using Cut and an
application of R̂ give HRσ. For the other direction, Lem. 5.10 implies �HMonCut

ϕ ⇒ ψ ↔ ψθ (by induction on the complexity of ψ). Hence �HMonCut ϕσ, χiθσ ⇒
χiσ with χi =

∧
(Ωi, Σi) →

∨
Δi. From the premisses of an application of R̂

we obtain Γ | ⇒ ϕσ, and cutting these and the ground hypersequent HRσ
followed by invertibility of H and external Contraction yield the conclusion of
this application. �

Theorem 5.12 (Soundness). If HRKCutR is hssp for (L, ι), then ι(HR) ∈ L.

Proof. Since HR is derivable in HRKCutR by Lem. 5.11 and HRKCutR is hssp
for (L, ι), the former is hssp for (L, ι) as well. Thus ι(HR) ∈ L. �

Theorem 5.13 (Completeness). If for sets A of axioms and R of rules HCutR
is complete for LA and the rule ⇒ ϕ1 | · · · | ⇒ ϕn/ ⇒ ιn(ϕ1, . . . , ϕn) is deriv-
able in HCutR, then HCutRR is complete for LA ⊕ ι(HR).

Proof. By Lem. 5.11 the ground hypersequent HR is derivable in HCutRR, and
thus the axiom ι(HR) is derivable in HCutRR as well. Simulating modus ponens
by Cut we thus obtain completeness of this calculus for LA ⊕ ι(HR). �

Example 5.14. The premiss of the canonical proto rule for R5 from Ex. 5.8.2 is
turned into ϕ = �p → s. Then with θ defined by θ(p) = p and θ(s) = ϕ → s we
obtain H = ⇒ ¬�pθ | ⇒ ·sθ = ⇒ ¬�p | ⇒ ·(ϕ → s). Thus R5 is equivalent
under ι� to the axiom ι�(H) = �¬�p ∨ � · ((�p → s) → s) which modulo
propositional reasoning and monotonicity is easily seen to be equivalent (as an
axiom) to �¬�p∨� ·�p. By idempotency of · this is equivalent to �¬�p∨��p.
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Crucially, Thm. 5.12 also implies that rules stay hssp in extensions of a logic:

Corollary 5.15. If L1 ⊆ L2, and ι is an interpretation for L1,L2, and HCutRK

is hssp for (L1, ι) and (L2, ι), then if R is hssp for (L1, ι) it is also hssp for (L2, ι).

Proof. Since R and HR are interderivable and ι(HR) ∈ L1 ⊆ L2. �

From Axioms to Rules. The translation from axioms to rules proceeds similar
to that for sequent rules in [10,9], but uses the interpretation to peel away one
layer of the formula first. The idea is to treat some subformulae of an axiom as
context formulae and translate the axiom into a proto rule (i.e. a rule with a fixed
number of context formulae). To simplify presentation we assume monotonicity
of the modalities.

Definition 5.16. Let C�, Cr ⊆ F(Λ) and V ⊆ V. The class of translatable
clauses for (C�, V, Cr) is defined by the following grammar (starting variable S):

S ::= L → R

L ::= L ∧ L | ♥Pr | ψ� | � | ⊥ R ::= R ∨ R | ♥P� | ψr | � | ⊥
Pr ::= Pr ∨ Pr | Pr ∧ Pr | P� → Pr | ψr | p | ⊥ | �
P� ::= P� ∨ P� | P� ∧ P� | Pr → P� | ψ� | p | ⊥ | �

where ♥ ∈ Λ, p ∈ V and ψi ∈ Ci for i ∈ {�, r}. A formula is hypertranslatable
for an interpretation ι = {ιn : n ≥ 1} if has the form ιn(χ1, . . . , χn) with χi

a translatable clause for (C�, V, Cr) where no distinct formulae in C� ∪ V ∪ Cr

share a variable, every formula in C� ∪ Cr occurs in the χi exactly once not in
the scope of a modality and at least once in the scope of a modality.

A little thought shows that hypersequents G | ⇒ ϕ (resp. G | ϕ ⇒ ) with ϕ
generated by taking Pr (resp. P�) as starting variable in the above grammar
can be decomposed using invertibility of the propositional rules into sets of
hypersequents G | Γ ⇒ Δ with Γ ⊆ C� ∪ V and Δ ⊆ Cr ∪ V . The formulae in
C� (resp. Cr) will play the role of context formulae on the left (resp. right). We
now fix a logic L, an interpretation ι = {ιn : n ≥ 1} and a hypertranslatable
formula ϕ for ι and consider the stages of the translation in detail.

Ground hypersequent stage. We have ϕ = ιn(ϕ1, . . . , ϕn) where ϕi =
∧
ψi ∧∧

χi →
∨
ξi ∨

∨
ζi with context formulae χi

j ∈ C�, ζij ∈ Cr and formulae

ψi
j (resp. ξij) of the form ♥δj with δj generated by the above grammar with

starting variable Pr (resp. P�). This is turned into the ground hypersequent
Hϕ := ψ1,χ1 ⇒ ξ1, ζ1 | · · · | ψn,χn ⇒ ξn, ζn which by HCut is hssp for (L, ι).

Shaping the conclusion. We replace each ψi
j = ♥δij with ♥pij where pij ∈ V is

fresh and add the premiss pij ⇒ δij . Analogously we replace ξij = ♥γi
j with ♥qij

and add the premiss γi
j ⇒ qij . By monotonicity and Cut this is equivalent to Hϕ.

Resolving propositional logic. Using invertibility of the propositional rules we
replace each of these premisses by a number of sequents Γ ⇒ Δ with Γ ⊆ C�∪V
and Δ ⊆ Cr ∪ V . In presence of HCut this gives an equivalent rule.
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Cleaning the premisses. To ensure that every variable occurring in the pre-
misses of the rule also occurs in the conclusion we eliminate the variables from
V from the premisses by successively cutting the premisses on all variables in
V as in Def.4.1 disregarding context restrictions. Reasoning as in Lem. 4.8 the
resulting rule is seen to be equivalent to the original rule (compare also [5]).

Introducing context restrictions. The global condition on the context formulae
in Def.5.16 guarantees that every formula in C� ∪Cr occurs exactly once in the
conclusion and at least once in the premisses. Moreover, it occurs always on the
same side of the sequent. Thus we now have a rule with a fixed number of context
formulae. Provided the context formulae are normal in the sense that formulae in
C� distribute over ∧ and those in Cr over ∨ we may replace them with context
restrictions by turning a premiss χ1, . . . , χm, Γ ⇒ Δ, ζ1, . . . , ζk with context
formulae χj and ζj occurring in the ij-th component of the conclusion into the
premiss with restriction (Γ ⇒ Δ;C) where Ci = 〈{χj : ij = i}; {ζj : ij = i}〉 and
deleting all context formulae from the conclusion. Call the resulting rule Rϕ.

Since all steps in the above construction yield rules interderivable with the
original ones using HCut and monotonicity and soundness of these rules is pre-
served by Cor. 5.15 we immediately obtain soundness and completeness.

Proposition 5.17. Let ι be a regular interpretation for L and let R be hssp and
complete for (L, ι) with the rule ⇒ p1 | · · · | ⇒ pn/ ⇒ ιn(p) derivable in R. If
ϕ is hypertranslatable for ι with normal context formulae (C�, Cr), then RRϕ is
hssp and complete for (L ⊕ ϕ, ι). �

Example 5.18. Using ι� the axiom �¬�p∨�·�p from Ex. 5.14 is converted into
the ground hypersequent �p ⇒ | ⇒ ·�p. Taking �p to be in C� we introduce a
fresh variable q and the corresponding premiss to obtain �p ⇒ q/�p ⇒ | ⇒ ·q.
Using normality of � (for RK) the formula �p is now replaced with the context
restriction 〈{�p}, ∅〉 = C� resulting in the rule ( ⇒ q; C�, C∅)/ ⇒ | ⇒ ·q.

The translations show that in general a single axiom corresponds to a proto
rule, i.e. a rule with a fixed number of context formulae. Thus in general a
rule corresponds to an infinite number of (systematically generated) axioms, see
[10,9] for the sequent case. The method also works for non-monotone modalities,
where in the second stage we introduce both premisses pij ⇒ δij and δij ⇒ pij
instead of only one of these. Furthermore, in some cases we still obtain rules
with restrictions from axioms with non-normal context formulae, see Sec.6.

6 Case Studies

Logics for simple frame properties. An interesting class of examples are the
rules constructed from simple frame properties for normal modal logics [8]. A
simple frame property is a formula ∀w1, . . . , ∀wn∃uϕS in the frame language,
with ϕS =

∨
〈SR,S=〉∈S(

∧
i∈SR

wiRu ∧
∧

i∈S=
wi = u) for some non-empty de-

scription S consisting of a set of tuples 〈SR, S=〉 with SR, S= ⊆ {1, . . . , n} and
SR ∪ S= 
= ∅. We identify a simple frame property with its description. In [8]
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hypersequent rules corresponding to simple frame properties based on K,K4 and
KB are given and cut admissibility is shown via the semantics. Here we consider
the rules based on K and K4 (those for KB do not fit our rule format). The set
of hypersequent rules induced by S for RK is RS := {Rk1,...,kn : ki ≥ 0} with

Rk1,...,kn :=

{
(
⊔

j∈SR
pj1, . . . , p

j
kj

⇒ ; C1
〈SR,S=〉, . . . , C

n
〈SR,S=〉) : 〈SR, S=〉 ∈ S

}
�p11, . . . ,�p1k1

⇒ | · · · | �pn1 , . . . ,�pnkn
⇒

where Cj
〈SR,S=〉 = Cid for j ∈ S= and C∅ otherwise. The set of hypersequent rules

induced by S for RK4 is the set R4
S := {R4

n : n ≥ 0} with R4
n the rule Rn with

Cj
〈SR,S=〉 = Cid for j ∈ S= and C� for j ∈ SR and C∅ otherwise. Inspection of the

rule sets constructed in this way shows that together with HRK (resp. HRK4)
they satisfy all conditions given in Thm. 4.6. Thus we obtain a purely syntactic
analogue to the semantic cut admissibility proof in [8]:

Corollary 6.1. If R is a set of rules induced by simple frame properties for RK

(resp. RK4), then HRKR (resp. HRK4R) has cut elimination. �

Using the translation from rules to axioms we furthermore obtain finite axioma-
tisations from the so constructed rules, provided we have a regular interpretation
and the rules are hssp for this interpretation. While ι� is always regular, the
interpretation ι� gives cleaner axioms. Sometimes regularity of ι� can be read
of the frame properties directly: if SR 
= ∅ 
= S= for all (SR, S=) ∈ θ for one
property θ, then the logic is reflexive, and if S= = ∅ for all (SR, S=) ∈ θ for
every θ, then the logic is extensible (Def. 5.5). Under certain conditions we may
also adjust the original soundness proof to our setting:

Proposition 6.2 ([8]). If S is a simple frame property and LS resp. L4
S are

the logics of the class of frames (resp. transitive frames) with this property, then
R4

S is hssp for (L4
S , ι�) and (L4

S , ι�). If LS is extensible or if S= 
= ∅ for all
(SR, S=) ∈ S, then RS is hssp for (LS , ι�) and (LS , ι�).

To obtain the simplest axioms we observe that given HRKCut (resp. HRK4Cut)
by Lem. 4.8 the set of rules induced by a simple property is equivalent (in both
cases!) to a single rule {(

⊔
i∈SR

pi ⇒ ;C〈SR,S=〉) : 〈SR, S=〉 ∈ S}/�p1 ⇒ | · · · |
�pn with Ci

〈SR,S=〉 = Cid for i ∈ S= and C∅ otherwise. Translating this rule gives
the corresponding axiom. This restricts the shape of the resulting axioms.

Definition 6.3. A ι-simple axiom for an interpretation ι = {ιn : n ≥ 1} is an
axiom ιn(ϕ1, . . . , ϕn) where mrk (ϕi) ≤ 1 and � occurs only negatively in the ϕi.

Proposition 6.4. Let LS (resp. L4
S) be the logic of the class F of frames (resp.

transitive frames) satisfying the simple frame property S. Then L4
S is axiomatised

over K4 by one ι�-simple axiom. The logic LS is axiomatised by one ι�-simple
axiom if: (LS is reflexive or F is extensible or S= = ∅ for all 〈SR, S=〉 ∈ S) and
(LS is transitive or F is extensible or S= 
= ∅ for all 〈SR, S=〉 ∈ S). �
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Table 2. The additional axioms for LUDF and their translations

(UC) PA ∧ PB → P(A ∨ B) (OiP) OA→ PA (Unif-O) OA→ �OA
(W-P) OA→ (PB → �(B → A)) (OiC) OA→ ¬�¬A (Unif-P) PA→ �PA

G | p⇒ r G | q ⇒ r G | r ⇒ p, q

G | Pp,Pq ⇒ Pr
UC

G | p, q ⇒
G | Op,�q ⇒ OiC

G | Op⇒ q

G | Op⇒ �q
Unif-O

G | p⇒ r G | ⇒ q, r

G | Op,Pq ⇒ �r
W-P

G | p⇒ q G | q ⇒ p

G | Op⇒ Pq
OiP

G | Pp⇒ q

G | Pp⇒ �q
Unif-P

This extends to finite sets of simple frame properties (if using extensibility to
show soundness we need all frame classes obtained by successively adding prop-
erties to be extensible). While seemingly restrictive, the conditions capture all
examples of [8], e.g. directedness, universality, linearity or bounded cardinality.

Example 6.5. The property called Bounded Acyclic Subgraph in [8] induces the
rule RBAS = {(qkk ⇒ ;Ci : k < i ≤ n}/�q11 ⇒ | · · · | �qnn ⇒ where the i-th com-
ponent of Ci is Cid and all other components are C∅. Using reflexivity and ι� the

translation of this is
∨

1≤k≤n �
(
�k ∧�

(∧
1≤i<j≤n(�j ∧ pi → rj) ∧ pk

)
→ rk

)
,

which in particular implies the axiom BASn =
∨n

k=1 �(�pk →
∨k−1

m=1 pm). Trans-
lating the latter back into a rule (taking Cr = C� = ∅ and introducing the dummy

modality writing
∨k−1

m=1 ·pm) again gives the rule RBAS. Thus the logic given by
the Bounded Acyclic Subgraph property is axiomatised over KT by BASn.

The Logic of Uniform Deontic Frames. The logic LUDF of uniform deontic
frames [13] is based on the connectives Λ� ∪ {P ,O} with P and O unary non-
normal modalities with intended interpretations “. . . is permissible” and “. . . is
obligatory” and is axiomatised by the S5-axioms for � together with the axioms
in Table 2. A hypersequent calculus for the fragment without the axioms (Unif-
O) and (Unif-P) based on the calculus for S5 from [12] was given in [6]. We now
construct a cut-free calculus for the full logic using the developed methods.

First we convert the axioms into hypersequent rules, building on the cal-
culus for S5 constructed in Ex. 4.2. Since S5 is reflexive, the interpretation
ι� is regular and thus we take it as the underlying interpretation. Under S5
adding an axiom A is equivalent to adding the axiom �A, hence it suffices
to translate the boxed versions of the axioms. Doing this using the methods
of Sec. 5 gives the rules in Table 2. Next we saturate the rule set under cuts
between rules (Def. 4.1) and (to ensure contraction closure) under contract-
ing principal formulae and the corresponding variables in the premisses. Omit-
ting superfluous premisses this gives the rules in Table 3, where we turned
the set of iterated cuts between instances of (Unif-O) and (Unif-P) and 4n for
n ∈ N into the rules (p1, . . . , pn ⇒ ; C)/�p1, . . . ,�pn ⇒ with context restric-
tion C = 〈{�p,Op,Pp}, ∅〉. By construction these rules are hssp, and clearly
the translations of the axioms are derivable rules using RLUDF. Finally, it is
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Table 3. The rules in RLUDF, where C := 〈{�p,Op,Pp}, ∅〉 and writing ∗p for
∗p1, . . . , ∗p|p| with ∗ ∈ {O,P ,�}

{(r ⇒ p, q; C∅)} ∪ {(pi ⇒ r; C∅), (qi ⇒ r; C∅) : pi ∈ p, qi ∈ q}
Op,Pq ⇒ Pr

(|p|+ |q| ≥ 1)

(p, r ⇒ s; C), (r ⇒ q, s; C)}
Op,Pq,�r ⇒ �s

(p, r ⇒ ; Cid), (r ⇒ q; Cid)}
Op,Pq,�r ⇒ |p| ≥ 1, |q|, |r| ≥ 0

(p, r ⇒ ; C, Cid), (r ⇒ q; C, Cid)}
Op,Pq,�r ⇒ | ⇒

|p| ≥ 1, |q|, |r| ≥ 0

(r ⇒ s; C)
�r ⇒ �s

|r| ≥ 0
(r ⇒ ; Cid)
�r ⇒ |r| ≥ 1

(r ⇒ ; C, Cid)
�r ⇒ | ⇒

|r| ≥ 1

straightforward to see that RLUDF satisfies the conditions for cut elimination
and the decision procedure of Sec. 4.1. In particular we obtain an apparently
new double exponential complexity bound for LUDF.

References

1. Avron, A.: The method of hypersequents in the proof theory of propositional non-
classical logics. In: Logic: From Foundations to Applications. Clarendon (1996)

2. Avron, A., Lev, I.: Canonical propositional Gentzen-type systems. In: Goré, R.P.,
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Abstract. We present a clausal resolution-based method for normal multimodal
logics of confluence, whose Kripke semantics are based on frames characterised
by appropriate instances of the Church-Rosser property. Here we restrict attention
to eight families of such logics. We show how the inference rules related to the
normal logics of confluence can be systematically obtained from the parametrised
axioms that characterise such systems. We discuss soundness, completeness, and
termination of the method. In particular, completeness can be modularly proved
by showing that the conclusions of each newly added inference rule ensures that
the corresponding conditions on frames hold. Some examples are given in order
to illustrate the use of the method.

Keywords: normal modal logics, combined logics, resolution method.

1 Introduction

Modal logics are often introduced as extensions of classical logic with two additional
unary operators: “�” and “♦”, whose meanings vary with the field of application to
which they are tailored to apply. In the most common interpretation, formulae “�p”
and “♦p” are read as “p is necessary” and “p is possible”, respectively. Evaluation of
a modal formula depends upon an organised collection of scenarios known as possible
worlds. Different modal logics assume different accessibility relations between such
worlds. Worlds and their accessibility relations define a so-called Kripke frame. The
evaluation of a formula hinges on such structure: given an appropriate accessibility
relation and a world w, a formula �p is satisfied at w if p is true at all worlds accessible
from w; a formula ♦p is satisfied at w if p is true at some world accessible from w.

In normal modal logics extending the classical propositional logic, the schema
�(ϕ ⇒ ψ) ⇒ (�ϕ ⇒ �ψ) (the distribution axiom K), where ϕ and ψ are well-
formed formulae and ⇒ stands for classical implication, is valid, and the schematic
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rule ϕ/�ϕ (the necessitation rule Nec) preserves validity. The weakest of these logics,
named K(1), is semantically characterised by the class of Kripke frames with no re-
strictions imposed on the accessibility relation. In the multimodal version, named K(n),
Kripke frames are directed multigraphs and modal operators are equipped with indexes
over a set of agents, given by An = {1, 2, . . . , n}, for some positive integer n. Ac-
cordingly, in this case classical logic is extended with operators �1 , �2 , . . . , �n , where
a formula as �a p, with a ∈ An, may be read as “agent a considers p to be nec-
essary”. The modal operator ♦a is the dual of �a , being introduced as an abbrevi-
ation for ¬�a ¬, where ¬ stands for classical negation. The logic K(n) can be seen
as the fusion of n copies of K(1) and its axiomatisation is given by the union of
the axioms for classical propositional logic with the axiomatic schemata Ka, namely
�a (ϕ ⇒ ψ) ⇒ (�a ϕ ⇒ �a ψ), for each a ∈ An; and the set of inference rules is given
by modus ponens and the rule schemata Neca, namely ϕ/�a ϕ, for each a ∈ An.

The basic normal multimodal logic K(n) and its extensions have been widely used to
represent and reason about complex systems. Some of the interesting extensions include
the normal multimodal logics based on Ka and (the combination of) axioms as, for in-
stance, Ta (�a ϕ ⇒ ϕ), Da (�a ϕ ⇒ ♦a ϕ), 4a (�a ϕ ⇒ �a �a ϕ), 5a (♦a ϕ ⇒ �a ♦a ϕ),
and Ba (♦a �a ϕ ⇒ ϕ). For example, the description logic ALC, which is employed
for reasoning about ontologies, is a syntactic variant of K(1) [22]; the epistemic logic,
denoted by S5(n), which is used in dealing with problems ranging from multi-agency
to communication protocols [21,11], can be axiomatised by combining Ka, Ta, and 5a.
The addition of those axioms (or their combinations) to K(n) imposes some restrictions
on the class of models where formulae are valid. Thus, a formula valid in a logic con-
taining Ta is valid only if it is valid in a frame where the accessibility relation for each
agent a is reflexive. The other axioms, Da, 4a, 5a, and Ba, demand the accessibility re-
lation for each agent a to be, respectively, serial, transitive, Euclidean, and symmetric.

A logic of confluence K
p,q,r,s
(n) is a modal system axiomatised by K(n) plus axioms

Gp,q,r,s
a of the form

♦a p �a qϕ ⇒ �a r♦a sϕ

where a ∈ An, ϕ is a well-formed formula, p, q, r, s ∈ N, where �a 0ϕ
def
= ϕ and

�a i+1ϕ
def
= �a �a iϕ, and where ♦a 0ϕ

def
= ϕ and ♦a i+1ϕ

def
= ♦a ♦a iϕ, for i ∈ N (the su-

perscript is often omitted if equal to 1). Such axiomatic schemata were notably studied
by Lemmon [16]. Using Modal Correspondence Theory, it can be shown that the frame
condition on a logic where an instance of Gp,q,r,s

a is valid corresponds to a generalised
diamond-like structure representing the Church-Rosser property (the philosophical lit-
erature sometimes calls such property ‘incestual’ [9]), as illustrated in Fig. 1 [6]. To be
more precise, let W be a nonempty set of worlds and let Ra ⊆ W ×W be the acces-
sibility relation of agent a ∈ An. By wR0

aw
′ we mean that w = w′, and wRi+1

a w′

means that there is some world w′′ such that wRaw
′′ and w′′Ri

aw
′. Thus, wRi

aw
′

holds if there is an i-long Ra-path from w to w′; alternatively, to assert that, we may
also write (w,w′) ∈ Ri

a. Given these definitions, the condition on frames that corre-
sponds to the axiom Gp,q,r,s

a is described by ∀w0, w1, w2 (w0Rp
aw1 ∧ w0Rr

aw2 ⇒
∃w3(w1Rq

aw3 ∧ w2Rs
aw3)), where w0, w1, w2, w3 ∈ W .
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Fig. 1. Church-Rosser property for frames where Gp,q,r,s
a = ♦a p �a qϕ⇒ �a r♦a sϕ is valid

Many well-known modal axiomatic systems are identified with particular logics of
confluence. For instance, T(n) corresponds to K

0,1,0,0
(n) , a normal modal logic in which

the axiom �a ϕ ⇒ ϕ is valid, for all a ∈ An and any formula ϕ. The axiom 4a may be
written as G0,1,2,0

a , that is, �a 1ϕ ⇒ �a 2ϕ. The Geach axiom G1a is given by G1,1,1,1
a

(♦a �a ϕ ⇒ �a ♦a ϕ). Formulae in K
1,1,1,1
(n) are satisfiable if, and only if, they are satisfi-

able in a model with n relations satisfying the so-called ‘diamond property’, and analo-
gous claims hold for instance concerning formulae of T(n) and models whose relations
are all reflexive, and formulae of 4(n) and models whose relations are all transitive.

Logics of confluence are interesting not only because they encompass a great num-
ber of normal modal logics as particular examples, but also in view of their attractive
computational behaviour. Indeed, if we think of multimodal frames as abstract rewriting
systems, for instance, and think of modal languages as a way of obtaining an internal
and local perspective on such frames, then each given notion of confluence ensures that
certain different paths of transformation will eventually lead to the same result. Having
a decidable proof procedure for a logic underlying such class of frames helps in estab-
lishing a direct form of verifying the properties of the structures that they represent.

As a contribution towards a uniform approach to the development of proof methods
for logics of confluence, in this work we deal with the logics where p, q, r, s ∈ {0, 1}.
Table 1 shows the relevant axiomatic schemata, some standard names by which they are
known, and the corresponding conditions on frames. The axiom G0,1,1,1

a seems not to
be named in the literature; the corresponding property follows the naming convention
given in [5, pg. 127]. Note that G0,0,0,0

a , G0,1,1,0
a , and G1,0,0,1

a are instances of classical
tautologies and are thus not included in Table 1. Also, given the duality between �a and
♦a , Gp,q,r,s

a is semantically equivalent to Gr,s,p,q
a . Thus, there are in fact eight families

of multimodal logics related to the axioms Gp,q,r,s
a , where p, q, r, s ∈ {0, 1}.

We present a clausal resolution-based method for solving the satisfiability problem
in logics axiomatised by Ka plus Gp,q,r,s

a , where p, q, r, s ∈ {0, 1}. The resolution
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Table 1. Axioms and corresponding conditions on frames

(p,q,r,s) Name Axioms Property Condition on Frames

(0, 0, 1, 1) Ba ϕ⇒ �a ♦a ϕ symmetric ∀w,w′(wRaw
′ ⇒ w′Raw)

(1, 1, 0, 0) ♦a �a ϕ⇒ ϕ

(0, 0, 1, 0) Bana ϕ⇒ �a ϕ modally banal ∀w,w′(wRaw
′ ⇒ w = w′)

(1, 0, 0, 0) ♦a ϕ⇒ ϕ

(0, 1, 0, 1) Da �a ϕ⇒ ♦a ϕ serial ∀w∃w′(wRaw
′)

(1, 0, 1, 0) Fa ♦a ϕ⇒ �a ϕ functional ∀w,w′, w′′((wRaw
′ ∧ wRaw

′′) ⇒ w′ = w′′)

(0, 0, 0, 1) Ta ϕ⇒ ♦a ϕ reflexive ∀w(wRaw)

(0, 1, 0, 0) �a ϕ⇒ ϕ

(1, 0, 1, 1) 5a ♦a ϕ⇒ �a ♦a ϕ Euclidean ∀w,w′, w′′((wRaw
′ ∧ wRaw

′′) ⇒ w′Raw
′′)

(1, 1, 1, 0) ♦a �a ϕ⇒ �a ϕ

(1, 1, 1, 1) G1a ♦a �a ϕ⇒ �a ♦a ϕ convergent ∀w,w′, w′′((wRaw
′ ∧ wRaw

′′) ⇒
∃w′′′(w′Raw

′′′ ∧ w′′Raw
′′′))

(0, 1, 1, 1) G0,1,1,1
a �a ϕ⇒ �a ♦a ϕ 0,1,1,1-convergent ∀w,w′(wRaw

′ ⇒ ∃w′′(wRaw
′′ ∧ w′Raw

′′))

(1, 1, 0, 1) ♦a �a ϕ⇒ ♦a ϕ

calculus is based on that of [17], which deals with the logical fragment corresponding
to K(n). The new inference rules to deal with axioms of the form Gp,q,r,s

a add relevant
information to the set of clauses: the conclusion of each inference rule ensures that
properties related to the corresponding conditions on frames hold, that is, the newly
added clauses capture the required properties of a model. We discuss soundness, com-
pleteness, and termination. Full proofs can be found in [18].

2 The Normal Modal Logic K(n)

The set WFFK(n)
of well-formed formulae of the logic K(n) is constructed from a

denumerable set of propositional symbols, P = {p, q, p′, q′, p1, q1, . . .}, the negation
symbol ¬, the conjunction symbol ∧, the propositional constant true, and a unary con-
nective �a for each agent a in the finite set of agents An = {1, . . . , n}. When n = 1,
we often omit the index, that is, �ϕ stands for �1 ϕ. As usual, ♦a is introduced as an
abbreviation for ¬�a ¬. A literal is either a propositional symbol or its negation; the set
of literals is denoted by L. By ¬l we will denote the complement of the literal l ∈ L,
that is, ¬l denotes ¬p if l is the propositional symbol p, and ¬l denotes p if l is the
literal ¬p. A modal literal is either �a l or ¬�a l, where l ∈ L and a ∈ An.

We present the semantics of K(n), as usual, in terms of Kripke frames.

Definition 1. A Kripke frame S for n agents over P is given by a tuple
(W , w0,R1,R2, . . . ,Rn), where W is a set of possible worlds (or states) with a
distinguished world w0 , and each Ra is a binary relation on W. A Kripke model
M = (S, π) equips a Kripke frame S with a function π : W → (P → {true, false})
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that plays the role of an interpretation that associates to each state w ∈ W a truth-
assignment to propositional symbols.

The so-called accessibility relation Ra is a binary relation that captures the notion of
relative possibility from the viewpoint of agent a: A pair (w,w′) is in Ra if agent a
considers world w′ possible, given the information available to her in world w. We
write 〈M, w〉 |= ϕ (resp. 〈M, w〉 
|= ϕ) to say that ϕ is satisfied (resp. not satisfied) at
the world w in the Kripke model M.

Definition 2. Satisfaction of a formula at a given world w of a model M is set by:

– 〈M, w〉 |= true
– 〈M, w〉 |= p if, and only if, π(w)(p) = true, where p ∈ P
– 〈M, w〉 |= ¬ϕ if, and only if, 〈M, w〉 
|= ϕ
– 〈M, w〉 |= (ϕ ∧ ψ) if, and only if, 〈M, w〉 |= ϕ and 〈M, w〉 |= ψ
– 〈M, w〉 |= �a ϕ if, and only if 〈M, w′〉 |= ϕ, for all w′ such that wRaw

′

The formulae false, (ϕ ∨ ψ), (ϕ ⇒ ψ), and ♦a ϕ are introduced as the usual abbrevia-
tions for ¬true, ¬(¬ϕ ∧ ¬ψ), (¬ϕ ∨ ψ), and ¬�a ¬ϕ, respectively. Formulae are inter-
preted with respect to the distinguished world w0, that is, satisfiability is defined with
respect to pointed-models. A formula ϕ is said to be satisfied in the model M = (S, π)
of the Kripke frame S = (W , w0,R1, . . . ,Rn) if 〈M, w0〉 |= ϕ; the formula ϕ is sat-
isfiable in a Kripke frame S if there is a model M of S such that 〈M, w0〉 |= ϕ; and
ϕ is said to be valid in a class C of Kripke frames if it is satisfied in any model of any
Kripke frame belonging to the class C.

3 Resolution for K(n)

In [17], a sound, complete, and terminating resolution-based method for K(n), which in
this paper we call RESK, is introduced. As the proof-method for logics of confluence
presented here relies on RESK, in order to keep the present paper self-contained, we re-
produce the corresponding inference rules here and refer the reader to [17] for a detailed
account of the method. The approach taken in the resolution-based method for K(n) is
clausal: a formula to be tested for (un)satisfiability is first translated into a normal form,
explained in Section 3.1, and then the inference rules given in Section 3.2 are applied
until either a contradiction is found or no new clauses can be generated.

3.1 A Normal Form for K(n)

Formulae in the language of K(n) can be transformed into a normal form called Sepa-
rated Normal Form for Normal Logics (SNF). As the semantics is given with respect to
a pointed-model, we add a nullary connective start in order to represent the world from
which we start reasoning. Formally, given a model M = (W , w0,R1, . . . ,Rn, π), we
have that 〈M, w〉 |= start if, and only if, w = w0. A formula in SNF is represented by
a conjunction of clauses, which are true at all reachable states, that is, they have the gen-
eral form

∧
i �∗Ai, where Ai is a clause and �∗, the universal operator, is characterised
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by (the greatest fixed point of) �∗ϕ ⇔ ϕ ∧
∧

a∈An
�a �∗ϕ, for a formula ϕ. Observe

that satisfaction of �∗ϕ imposes that ϕ must hold at the actual world w and at every
world reachable from w, where reachability is defined in the usual (graph-theoretic)
way. Clauses have one of the following forms:

– Initial clause start ⇒
r∨

b=1

lb

– Literal clause true ⇒
r∨

b=1

lb

– Positive a-clause l′ ⇒ �a l

– Negative a-clause l′ ⇒ ¬�a l

where l, l′, lb ∈ L. Positive and negative a-clauses are together known as modal a-
clauses; the index a may be omitted if it is clear from the context.

The translation to SNF uses rewriting of classical operators and the renaming tech-
nique [20], where complex subformulae are replaced by new propositional symbols and
the truth of these new symbols is linked to the formulae that they replaced in all states.
Given a formula ϕ, the translation procedure is applied to �∗(start ⇒ t0) ∧ �∗(t0 ⇒
ϕ), where t0 is a new propositional symbol. The universal operator, which surrounds
all clauses, ensures that the clauses generated by the translation of a formula are true
at all reachable worlds. Classical rewriting is used to remove some classical operators
from ϕ (e.g. �∗(t ⇒ ψ1 ∧ ψ2) is rewritten as �∗(t ⇒ ψ1) ∧ �∗(t ⇒ ψ2)). Renam-
ing is used to replace complex subformulae in disjunctions (e.g. if ψ2 is not a literal,
�∗(t ⇒ ψ1 ∨ ψ2) is rewritten as �∗(t ⇒ ψ1 ∨ t1) ∧ �∗(t1 ⇒ ψ2), where t1 is a
new propositional symbol) or in the scope of modal operators (e.g. if ψ is not a literal,
�∗(t ⇒ �a ψ) is rewritten as �∗(t ⇒ �a t1) ∧ �∗(t1 ⇒ ψ), where t1 is a new propo-
sitional symbol). We refer the reader to [17] for details on the transformation rules that
define the translation to SNF, their correctness, and examples of their application.

3.2 Inference Rules for K(n)

In the following, l, l′, li, l′i ∈ L (i ∈ N) and D, D′ are disjunctions of literals.

Literal Resolution. This is classical resolution applied to the classical propositional
fragment of the combined logic. An initial clause may be resolved with either a lit-
eral clause or another initial clause (rules IRES1 and IRES2). Literal clauses may be
resolved together (LRES).

[IRES1] �∗(true⇒D ∨ l)

�∗(start⇒D′ ∨ ¬l)
�∗(start⇒D ∨D′)

[IRES2] �∗(start⇒D ∨ l)

�∗(start⇒D′ ∨ ¬l)
�∗(start⇒D ∨D′)

[LRES] �∗(true⇒D ∨ l)

�∗(true⇒D′ ∨ ¬l)
�∗(true⇒D ∨D′)

Modal Resolution. These rules are applied between clauses which refer to the same
context, that is, they must refer to the same agent. For instance, we may resolve two
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or more �a -clauses (rules MRES and NEC2); or several �a -clauses and a literal clause
(rules NEC1 and NEC3). The modal inference rules are:

[MRES] �∗(l1 ⇒ �a l)

�∗(l2 ⇒¬�a l)

�∗(true⇒¬l1 ∨ ¬l2)

[NEC1] �∗(l′1 ⇒ �a ¬l1)
...

�∗(l′m ⇒ �a ¬lm)

�∗(l′ ⇒¬�a l)

�∗(true⇒ l1 ∨ . . . ∨ lm ∨ l)

�∗(true⇒¬l′1 ∨ . . . ∨ ¬l′m ∨ ¬l′)

[NEC2] �∗(l′1 ⇒ �a l1)

�∗(l′2 ⇒ �a ¬l1)
�∗(l′3 ⇒¬�a l2)

�∗(true⇒¬l′1 ∨ ¬l′2 ∨ ¬l′3)
[NEC3] �∗(l′1 ⇒ �a ¬l1)

...

�∗(l′m ⇒ �a ¬lm)

�∗(l′ ⇒¬�a l)

�∗(true⇒ l1 ∨ . . . ∨ lm)

�∗(true⇒¬l′1 ∨ . . . ∨ ¬l′m ∨ ¬l′)

The rule MRES is a syntactic variation of classical resolution, as a formula and its
negation cannot be true at the same state. The rule NEC1 corresponds to necessitation
(applied to (¬l1 ∧ . . . ∧ ¬lm ⇒ ¬l), which is equivalent to the literal clause in the
premises) and several applications of classical resolution. The rule NEC2 is a special
case of NEC1, as the parent clauses can be resolved with the tautology true ⇒ l1 ∨
¬l1 ∨ l2. The rule NEC3 is similar to NEC1, however the negative modal clause is
not resolved with the literal clause in the premises. Instead, the negative modal clause
requires that resolution takes place between literals on the right-hand side of positive
modal clauses and the literal clause. The resolvents in the inference rules NEC1–NEC3
impose that the literals on the left-hand side of the modal clauses in the premises are
not all satisfied whenever their conjunction leads to a contradiction in a successor state.
Given the syntactic forms of clauses, the three rules are needed for completeness [17].
Note that for NEC1, we may have m = 0; for NEC2 the number of premises is fixed;
and that for NEC3, if m = 0, then the literal clause in the premises is true ⇒ false,
which cannot be satisfied in any model. Thus, NEC3 is not applied when m = 0.

We define a derivation as a sequence of sets of clauses T 0, T 1, . . . , where T i results
from adding to T i−1 the resolvent obtained by an application of an inference rule of
RESK to clauses in T i−1. A derivation terminates if, and only if, either a contradiction,
in the form of �∗(start ⇒ false) or �∗(true ⇒ false), is derived or no new clauses
can be derived by further application of the resolution rules of RESK. We assume stan-
dard simplification from classical logic to keep the clauses as simple as possible. For
example, D ∨ l ∨ l on the right-hand side of a clause would be rewritten as D ∨ l.

Example 1. We wish to check whether the formula �1 �2 (a ∧ b) ⇒ �1 (�2 a ∧ �2 b) is
valid in K(2). The translation of its negation into the normal form is given by clauses
(1)–(9) below. Then the inference rules are applied until false is generated. In order to
improve readability, the universal operator is suppressed. The full refutation follows.



Clausal Resolution for Modal Logics of Confluence 329

1. start ⇒ t1

2. t1 ⇒ �1 t2

3. t2 ⇒ �2 t3

4. true ⇒ ¬t3 ∨ a

5. true ⇒ ¬t3 ∨ b

6. t1 ⇒ ¬�1 ¬t4
7. true ⇒ ¬t4 ∨ t5 ∨ t6

8. t5 ⇒ ¬�2 a

9. t6 ⇒ ¬�2 b

10. true ⇒ ¬t2 ∨ ¬t5 [NEC1, 3, 8, 4]

11. true ⇒ ¬t2 ∨ ¬t4 ∨ t6 [LRES, 10, 7]

12. true ⇒ ¬t2 ∨ ¬t6 [NEC1, 3, 9, 5]

13. true ⇒ ¬t2 ∨ ¬t4 [LRES, 12, 11]

14. true ⇒ ¬t1 [NEC1, 2, 6, 13]

15. start ⇒ false [IRES1, 14, 1]

Clauses (10) and (12) are obtained by applications of NEC1 to clauses in the context of
agent 2. Clause (14) is obtained by an application of the same rule, but in the context of
agent 1. Clauses (11) and (13) result from applications of resolution to the propositional
part of the language shared by both agents. Clause (15) shows that a contradiction was
found at the initial state. Therefore, the original formula is valid.

4 Clausal Resolution for Logics of Confluence

The inference rules of RESK, given in Section 3.2, are resolution-based: whenever a set
of (sub)formulae is identified as contradictory, the resolvents require that they are not
all satisfied together. The extra inference rules for K

p,q,r,s
(n) , with p, q, r, s ∈ {0, 1},

which we are about to present, have a different flavour: whenever we can identify
that the set of clauses imply that ♦a p �a qψ holds, we add some new clauses that en-
sure that �a r♦a sψ also holds. If this is not the case, that is, if the set of clauses implies
that ¬�a r♦a sψ holds, then a contradiction is found by applying the inference rules for
K(n). Because of the particular normal form we use here, there are, in fact, two general
forms for the inference rules for Kp,q,r,s

(n) , given in Table 2 (where l, l′ are literals and C
is a conjunction of literals).

Table 2. Inference Rules for Gp,q,r,s
a

[RESp,1,r,s
a ] �∗(l ⇒ �a l′)

�∗(♦a pl ⇒ �a r♦a sl′)

[RESp,0,r,s
a ] �∗(C ⇒ ♦a pl′)

�∗(C ⇒ �a r♦a sl′)

Soundness is checked by showing that the transformation of a formula ϕ ∈ WFFK(n)

into its normal form is satisfiability-preserving and that the application of the inference
rules are also satisfiability-preserving. Satisfiability-preserving results for the trans-
formation into SNF are provided in [17]. To extend the soundness results so as to
cover the new inference rules, note that the conclusions of the inference rules in Ta-
ble 2 are derived using the semantics of the universal operator and the distribution
axiom, Ka. For RESp,1,r,s

a , we have that the premise �∗(l ⇒ �a l′) is semantically
equivalent to �∗(¬�a l′ ⇒ ¬l). By the definition of the universal operator, we ob-
tain �∗(�a p(¬�a l′ ⇒ ¬l)). Applying the distribution axiom Ka to this clause re-
sults in �∗(�a p¬�a l′ ⇒ �a p¬l)), which is semantically equivalent to �∗(¬�a p¬l ⇒
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¬�a p¬�a l′). As ♦a is an abbreviation for ¬�a ¬ and because ♦a p �a l′ implies �a r♦a sl′

in Kp,1,r,s
(n) , by classical reasoning, we have that �∗(¬�a p¬l ⇒ ¬�a p¬�a l′) implies

�∗(♦a pl ⇒ �a r♦a sl′), the conclusion of RESp,1,r,s
a . Soundness of the inference rule

RESp,0,r,s
a can be proved in a similar way.

As the conclusions of the above inference rules may contain complex formulae, they
might need to be rewritten into the normal form. Thus, we also need to add clauses
corresponding to the normal form of ♦a pl and ♦a sl′, which occur in the conclusions of
the inference rules. Let ϕ be a formula and let τ(ϕ) be the set of clauses resulting from
the translation of ϕ into the normal form. Let L(τ(ϕ)) be the set of literals that might
occur in the clause set, that is, for all p ∈ P such that p occurs in τ(ϕ), we have that
both p and ¬p are in L(τ(ϕ)). The set of definition clauses is given by

�∗(posa,l ⇒ ¬�a ¬l)

�∗(¬posa,l ⇒ �a ¬l)

for all l ∈ L(τ(ϕ)), where posa,l is a new propositional definition symbol used for re-
naming the negative modal literal ♦a l, that is, the definition clauses correspond to the
normal form of posa,l ⇔ ¬�a ¬l. Note that we have definition clauses for every propo-
sitional symbol and its negation, e.g. for a propositional symbol p ∈ τ(ϕ), we have
the definition clauses �∗(posa,p ⇒ ¬�a ¬p), �∗(¬posa,p ⇒ �a ¬p), �∗(posa,¬p ⇒
¬�a p), and �∗(¬posa,¬p ⇒ �a p), for every a ∈ An occurring in τ(ϕ). We assume
the set of definition clauses to be available whenever those symbols are used. It is also
important to note that those new definition symbols and the respective definition clauses
can all be introduced at the beginning of the application of the resolution method be-
cause we do not need definition clauses applied to definition symbols in the proofs, as
given in the completeness proof [18]. As no new propositional symbols are introduced
by the inference rules, there is a finite number of clauses that might be expressed (mod-
ulo simplification) and, therefore, the clausal resolution method for each modal logic of
confluence is terminating.

As discussed above and from the results in [17], we can establish the soundness of
the proof method.

Theorem 1. The resolution-based calculi for logics of confluence are sound.

Proof (Sketch). The transformation into the normal form is satisfiability preserving
[17]. Given a set T of clauses and a model M that satisfies T , we can construct a model
M′ for the union of T and the definition clauses, where M and M′ may differ only
in the valuation of the definition symbols. By setting properly the valuations in M′, we
have that 〈M′, w〉 |= posa,p if and only if 〈M, w〉 |= ♦a p, for any w ∈ W . Sound-
ness of the inference rules for RESK is also given in [17]. Soundness of RESp,1,r,s

a and
RESp,0,r,s

a follow from the axiomatisation of Kp,q,r,s
(n) .

Table 3 shows the inference rules for each specific instance of Gp,q,r,s
a , where

p, q, r, s ∈ {0, 1}, l, l′ ∈ L, and D is a disjunction of literals. As Gp,q,r,s
a is se-

mantically equivalent to Gr,s,p,q
a , the inference rules for both systems are grouped to-

gether. Some of the inference rules in Table 3 are obtained directly from Table 2. For
instance, the rule for reflexive systems, i.e. where the axiom G0,1,0,0

a is valid, has the
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Table 3. Inference Rules for several instances of Gp,q,r,s
a

Logic Inference Rules

Ta
[RES0,0,0,1

a ] �∗(true ⇒ D ∨ l)

�∗(¬D ⇒ ¬�a ¬l)
[RES0,1,0,0

a ] �∗(l ⇒ �a l′)

�∗(true ⇒ ¬l ∨ l′)

Bana
[RES0,0,1,0

a ] �∗(true ⇒ D ∨ l)

�∗(¬D ⇒ �a l)

[RES1,0,0,0
a ] �∗(l ⇒ ¬�a ¬l′)

�∗(true ⇒ ¬l ∨ l′)

Ba
[RES0,0,1,1

a ] �∗(true ⇒ D ∨ l)

�∗(¬D ⇒ �a posa,l)

[RES1,1,0,0
a ] �∗(l ⇒ �a l′)

�∗(¬l′ ⇒ �a ¬l)

Da
[RES0,1,0,1

a ] �∗(l ⇒ �a l′)

�∗(l ⇒ ¬�a ¬l′)

Logic Inference Rules

G0,1,1,1
a

[RES0,1,1,1
a ] �∗(l ⇒ �a l′)

�∗(l ⇒ �a posa,l′)

[RES1,1,0,1
a ] �∗(l ⇒ �a l′)

�∗(posa,l ⇒ ¬�a ¬l′)

Fa
[RES1,0,1,0

a ] �∗(l ⇒ ¬�a ¬l′)
�∗(l ⇒ �a l′)

5a
[RES1,0,1,1

a ] �∗(l ⇒ ¬�a ¬l′)
�∗(l ⇒ �a posa,l′)

[RES1,1,1,0
a ] �∗(l ⇒ �a l′)

�∗(posa,l ⇒ �a l′)

G1a
[RES1,1,1,1

a ] �∗(l ⇒ �a l′)

�∗(posa,l ⇒ �a posa,l′)

form �∗(l ⇒ �a l′)/�∗(♦a 0l ⇒ �a 0♦a 0l′) in Table 2; in Table 3, the conclusion is
rewritten in its normal form, that is, �∗(true ⇒ ¬l∨ l′). For other systems, the form of
the inference rules are slightly different from what would be obtained from a direct ap-
plication of the general inference rules in Table 2. This is the case, for instance, for the
inference rules for symmetric systems, that is, those systems where the axiom G1,1,0,0

a

is valid. From Table 2, in symmetric systems, for a premise of the form �∗(l ⇒ �a l′),
the conclusion is given by �∗(♦a l ⇒ l′), which is translated into the normal form as
�∗(true ⇒ ¬posa,l ∨ l′). We have chosen, however, to translate the conclusion as
�∗(¬l′ ⇒ �a ¬l), which is semantically equivalent to the conclusion obtained by the
general inference rule, but avoids the use of definition symbols.

The inference rules given in Table 2 provide a systematic way of designing the in-
ference rules for each specific modal logic of confluence. We note, however, that we do
not always need both inference rules in order to achieve a complete proof method for a
particular logic. In the completeness proofs provided in [18], we show for instance that
the inference rules which introduce modalities in their conclusions from literal clauses
(that is, the inference rules RES0,0,r,s

a ) are not needed for completeness. We also show
that we need just one specific inference rule for logics in which G0,1,1,1

a and 5a are
valid: RES0,1,1,1

a and RES1,0,1,1
a , respectively.

Given a formula ϕ in Kp,q,r,s
(n) , with p, q, r, s ∈ {0, 1}, the resolution method

for K(n), given in Section 3, and the inference rule RESp,q,r,s
a are applied to τ(ϕ)

and the set of definition clauses. The extra inference rules for Kp,q,r,s
(n) do not need

to be applied to clauses if such application generates new nested definition sym-
bols, that is, we do not need definition clauses for definition symbols. For instance,
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the application of RES1,1,1,1
a to a clause of the form �∗(l ⇒ �a posa,l′) would result in

�∗(posa,l ⇒ �a posa,posa,l′ ). Although it is not incorrect to apply the inference rules
to such a clause, this might cause the method not to terminate. We can show, however,
that the application of inference rules to clauses which would result in nested literals is
not needed for completeness, as the restrictions imposed by those symbols are already
ensured by existing definition symbols and relevant inference rules (see Theorem 3 be-
low). This ensures that no new definition symbols are introduced by the proof method.

Completeness is proved by showing that, for each specific logic of confluence, if a
given set of clauses is unsatisfiable, there is a refutation produced by the method pre-
sented here. The proof is by induction on the number of nodes of a graph, known as
behaviour graph, built from a set of clauses. The graph construction is similar to the
construction of a canonical model, followed by filtrations based on the set of formu-
lae (or clauses), often used to check completeness for proof methods in modal logics
(see [3], for instance, for definitions and examples). Intuitively, nodes in the graph cor-
respond to states and are defined as maximally consistent sets of literals and modal
literals occurring in the set of clauses, including those literals introduced by definition
clauses. That is, for any literal l occurring in the set of clauses, including definition
clauses, and agents a ∈ An, a node contains either l or ¬l; and either �a l or ¬�a l. The
set of edges correspond to the agents’ accessibility relations. Edges or nodes that do not
satisfy the set of clauses are deleted from the graph. Such deletions correspond to appli-
cations of one or more of the inference rules. We prove that an empty behaviour graph
corresponds to an unsatisfiable set of clauses and that, in this case, there is a refutation
using the inference rules for RESK, given in Section 3, and the inference rules for the
specific logic of confluence, presented in Table 3.

Theorem 2. Let T be an unsatisfiable set of clauses in Gp,q,r,s
a , with p, q, r, s ∈ {0, 1}.

A contradiction can be derived by applying the resolution rules for RESK, presented in
Section 3, and Table 3.

Proof (Sketch). We construct a behaviour graph and show that the application of rules
in Table 3 removes nodes and edges where the corresponding frame condition does not
hold. The full proof is provided in [18].

Theorem 3. The resolution-based calculi for logics of confluence terminate.

Proof (Sketch). From the completeness proof, the introduction of a literal such as
posa,posa,l

for an agent a and literal l is not needed. We can show that the restrictions
imposed by such clauses, together with the resolution rules for each specific logical
system, are enough to ensure that the corresponding frame condition already holds. As
the proof method does not introduce new literals in the clause set, there is only a finite
number of clauses that can be expressed. Therefore, the proof method is terminating.

Example 2. We show that ϕ
def
= p ⇒ �1 ♦1 p, which is an instance of B1, is a valid for-

mula in symmetric systems. As symmetry is implied by reflexivity and Euclideanness,
instead of using RES1,1,0,0

1 , we combine the inference rules for both T1 and 51. Clauses
(1)–(4) correspond to the translation of the negation of ϕ into the normal form. Clauses
(5)–(8) are the definition clauses used in the proof.
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1. start ⇒ t0

2. true ⇒ ¬t0 ∨ p

3. t0 ⇒ ¬ �1 ¬t1
4. t1 ⇒ �1 ¬p
5. ¬pos1,t1 ⇒ �1 ¬t1 [Def . pos1,t1 ]

6. pos1,t1 ⇒ ¬ �1 ¬t1 [Def . pos1,t1 ]

7. pos1,p ⇒ ¬ �1 ¬p [Def . pos1,p]

8. ¬pos1,p ⇒ �1 ¬p [Def . pos1,p]

9. true ⇒ ¬t0 ∨ pos1,t1 [MRES, 5, 3]

10. true ⇒ ¬t1 ∨ ¬pos1,p [MRES, 7, 4]

11. pos1,p ⇒ �1 pos1,p [RES1,0,1,1
1 , 7]

12. true ⇒ ¬pos1,p ∨ ¬pos1,t1 [NEC1, 11, 6, 10]

13. true ⇒ ¬p ∨ pos1,p [RES0,1,0,0
1 , 8]

14. true ⇒ ¬p ∨ ¬pos1,t1 [LRES, 13, 12]

15. true ⇒ ¬t0 ∨ ¬p [LRES, 14, 9]

16. true ⇒ ¬t0 [LRES, 15, 2]

17. start ⇒ false [IRES1, 16, 1]

Clause (11) results from applying the Euclidean inference rule to clause (7). Clause
(13) results from applying the reflexive inference rule to (8). The remaining clauses are
derived by the resolution calculus for K(1). As a contradiction is found, given by clause
(17), the set of clauses is unsatisfiable and the original formula ϕ is valid.

5 Closing Remarks

We have presented a sound, complete, and terminating proof method for logics of con-
fluence, that is, normal multimodal systems where axioms of the form

Gp,q,r,s
a = ♦a p �a qϕ ⇒ �a r♦a sϕ

where p, q, r, s ∈ {0, 1}, are valid. The axioms Gp,q,r,s
a provide a general form for ax-

ioms widely used in logical formalisms applied to representation and reasoning within
Computer Science.

We have proved completeness of the proof method presented in this paper for eight
families of logics and their fusions. The inference rules for particular instances of these
logics can be systematically obtained and the resulting calculus can be implemented by
adding to the existing prover for K(n) [24] the clauses dependent on the clause-set. Ef-
ficiency, of course, depends on several aspects. Firstly, for certain classes of problems,
dedicated proof methods might be more efficient. For instance, if the satisfiability prob-
lem for a particular logic is in NP (as in the case of S5(1)), then our procedure may be
less efficient as the satisfiability problem for K(1) is already PSPACE-complete [15].
Secondly, efficiency might depend on the inference rules chosen to produce proofs for a
specific logic. For instance, for S5(n), the user can choose the inference rules related to
reflexivity and Euclideanness, or choose the inference rules related to seriality, symme-
try, and Euclideanness. The number of inference rules used to test the unsatisfiability of
a set of clauses for a particular logic might affect the number of clauses generated by the
resolution method as well as the size of the proof. As in the case of derived inference
rules in other proof methods, using more inference rules might lead to shorter proofs.
Thirdly, as in the case of the resolution-based method for propositional logic, efficiency
might be affected by strategies used to search for a proof. Future work includes the
design of strategies for RESK(n) and for specific logics of confluence. Fourthly, effi-
ciency might also depend on the form of the input problem. For instance, comparisons
between tableaux methods and resolution methods [14,13] have shown that there is no
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overall better approach: for some problems resolution proof methods behave better, for
others tableaux based methods behave better. Providing a resolution-based method for
the logics axiomatised by Ka and Gp,q,r,s

a gives the user a choice for automated tools
that can be used depending on the type of the input formulae.

There are quite a few dedicated methods for the logics presented in this paper. In
general, however, those methods do not provide a systematic way of dealing with logics
based on similar axioms or their extensions. Therefore, we restrict attention here to meth-
ods related to logics of confluence. Tableaux methods for logics of confluence where the
mono-modal axioms T, D, B, 4, 5, De (for density, the converse of 4), and G are valid,
can be found in [7,8]. For each of those axioms, a tableau inference rule is given. The
inference rules can then be combined in order to provide proof methods for modal log-
ics under S5(1). Whilst the tableaux procedures in [7,8] are designed for mono-modal
logics they seem to be extendable to multimodal logics as long as there are no interac-
tions between modalities. Those procedures do not cover all the logics investigated in
this paper. In [2], labelled tableaux are given for the mono-modal logics axiomatised by
K and axioms Gp,q,r,s where q = s = 0 implies p = r = 0. This restriction avoids
the introduction of inference rules related to the identity predicate, but also excludes,
for instance, functional and modally banal systems, which are treated by the method
introduced in the present paper. In [4], hybrid logic tableaux methods for logics of con-
fluence are given: the inference rules create nodes, labelled by nominals. The nominals
are used in order to eliminate the Skolem function related to the existential quantifier in
the first-order sentence corresponding to the axiomGp,q,r,s

a . This proof method provides
tableau rules for all instances of the axiom. Soundness and completeness are discussed,
but termination of the method is not dealt with and it is not clear what are the bounds
for creating new nodes in the general case. In [12], sound, complete, and terminating
display calculi for tense logics and some of its extensions, including those with the ax-
iom Gp,q,r,s

a , are presented. It has been shown that these calculi have the property of
separation, that is, they provide complete proof methods for the component fragments.
The paper investigates the relation between the display calculi and deep inference sys-
tems (where the sequent rules can be applied at any node of a proof tree). By finding
appropriate propagation rules for the fusion of tense logic with either S4(1), S5(1), or
functional systems, completeness of search strategies are presented. However, propa-
gation rules for the axiom of convergence, G1, or for the combination of path axioms
(i.e. axioms of the form ♦iϕ ⇒ ♦jϕ) with seriality are not given. Also related, in [1],
prefixed tableaux procedures for confluence logics that validate the multimodal version
of the axiom ♦a �b ϕ ⇒ �c ♦d ϕ, where ϕ is a formula, are given. Note that the logics in
[1] are systems with instances of the axiom G1,1,1,1

a,b,c,d , that is, a logic which allows the
interaction of the agents a, b, c, d ∈ An, and might lead to undecidable systems.

To the best of our knowledge, there are no resolution-based proof methods for logics
of confluence. However, resolution-based methods for modal logics, based on transla-
tion into first-order logic, have been proposed for several modal logics. A survey on
translation-based approaches for non-transitive modal logics (i.e. modal logics that do
not include the axiom 4) can be found in [19]. The translation-based approach has the
clear advantage of being easily implemented, making use of well-established theorem-
provers, and dealing with any logic that can be embedded into first-order, should it be
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decidable or not. However, first-order provers cannot deal easily with logics that em-
bed some properties which are covered by particular axioms of confluence (e.g. func-
tionality). In order to avoid such problematic fragments within first-order logic, the
axiomatic translation principle for modal logic, introduced in [23], besides using the
standard translation of a modal formulae into first-order, takes an axiomatisation for a
particular modal logic and introduces a set of first-order modal axioms in the form of
schema clauses. As an example, adapted from [23], in order to prove that �a ¬�a p is
satisfiable in KT4(n), for each modal subformula (i.e. �a ¬�a p and �a p) and for each
considered axiom (i.e. T and 4), one schema clause is added, resulting in:

¬Q�a ¬ �a p
(x) ∨ ¬R(x, y) ∨Q�a ¬ �a p

(y)

¬Q�a p
(x) ∨ ¬R(x, y) ∨Q�a p

(y)

¬Q�a ¬ �a p
(x) ∨Q¬�a p

(y)

¬Q�a p
(x) ∨Qp(y)

where the predicate Qϕ(x) can be read as ϕ holds at world x and R is the predicate
symbol to express the accessibility relation for agent a. Note that the clauses on the left
are related to transitivity (4) and the two clauses on the right are related to reflexivity
(T). The axiomatic translation approach is similar to the approach taken in the present
paper and in [17] as the schema clauses provide a way of talking about properties of the
accessibility relation. As in our case, soundness follows easily from the properties of
the translation. Termination follows from the fact that only a finite number of schema
clauses are needed. However, as in the case of the proof method presented here, general
completeness of the method is difficult to be proved and it is given only for particular
families of logics. In [10], a translation-based approach for properties which can be
expressed by regular grammar logics (including transitivity and Euclideanness) is given.
Completeness of the method has been proved for some families of logics.

In the present paper, we have restricted attention to the case where p, q, r, s ∈ {0, 1},
but we believe that the proof method can be extended in a uniform way for dealing with
the unsatisfiability problem for any values of p, q, r, and s, by adding inference rules of
the following form:

[RESp,q,r,s
a ] �∗(l ⇒ ♦a p �a rl′)

�∗(l ⇒ �a r♦a sl′)

which requires search for clauses that correspond to the normal form of the premise and
the introduction of as many new definition symbols as the number of modalities occur-
ring in the conclusion. The inference rule RESp,q,r,s

a is obviously sound, but we have
yet to identify the restrictions on the number of new propositional symbols introduced
by the method in order to ensure termination. Future work includes this extension, the
complexity analysis, the implementation of the proof method, and practical compar-
isons with other methods.
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Abstract. We present a modification of the DPLL-based approach to
decide modal satisfiability where we substitute DPLL by BDDs. We
demonstrate our method by implementing the standard tableau calculi
for automated reasoning in propositional modal logics K and S4, along
with extensions to the multiple modalities of ALC. We evaluate our im-
plementation of such a reasoner using several K and S4 benchmark sets,
as well as some ALC ontologies. We show, with comparison to FaCT++,
InKreSAT and *SAT, that it can compete with other state of the art
methods of reasoning in propositional modal logic. We also discuss how
this technique extends to tableau for other propositional logics.

Introduction. Many approaches have been proposed to decide satisfiability and
validity in various non-classical logics. In the eager approach the entire problem
is encoded into SAT and solved with a SAT-solver, either in one phase [10]
or incrementally [7] (e.g. InKreSAT). In the DPLL-based approach [3], DPLL
is used to provide propositionally satisfying assignments, which are recursively
checked for modal consistency in a master-slave arrangement (e.g. *SAT). Our
approach, BDDTab, is a modification on the DPLL-based approach, where we
use BDDs instead of DPLL. BDDs have also been used to implement the finite
property method directly [4], which is unrelated to the approach we present here.

BDDTab is written in C++, using the BuDDy [2] BDD library. Source and all
benchmarks can be found at http://users.cecs.anu.edu.au/~rpg/BDDTab

We use a common mapping [·] from propositional modal formulae to BDDs:

[p] = 〈vp, true-node, false-node〉 [ϕ ∨ ψ] = [ϕ] ∨ [ψ]

[¬ϕ] = ¬[ϕ] [♦ϕ] = ¬[�¬ϕ]

[ϕ ∧ ψ] = [ϕ] ∧ [ψ] [�ϕ] = 〈v�ϕ, true-node, false-node〉

This mapping is both purely propositional and modally shallow: each modal
formula �ϕ is represented by a BDD variable v�ϕ, and the mapping “stops”
when it reaches a modal formula. We treat modal formulae as if they were
atomic propositions by allocating them a BDD variable v�ϕ. As constructed,
the set of all valuations on which [ϕ] is true represents all the open branches
of a saturated classical propositional logic (CPL) tableau for ϕ. However, the
correspondence between valuations and tableau leaves is not quite one-to-one,
as we demonstrate next.
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a ∨ b (∨)a b

�������	va

��

�� �������	vb

������
��
��
�

t f

♦ϕ;�X ;Z
(KΓ ) ∀ψ.�ψ 
∈ Z

ϕ;X ;Γ

On the left is the tableau for a∨ b, and in the middle is [a∨ b], where the low
branch is a dashed line, and the high branch is a solid line. Each tableau branch
has only one of the atomic propositions, but [a∨ b], with variable order va < vb,
has the valuation a = f , b = t, which would be equivalent to the tableau node
¬a; b. Thus using BDDs can involve a kind of semantic branching. This is not
limited to the local branching demonstrated above; every satisfying valuation in
a BDD is mutually disjoint with every other satisfying valuation in that BDD, so
the branches in its representation of a saturated tableau are mutually disjoint.

Method. Our method is basically a standard tableau procedure, but we use
BDDs to perform the saturation phases, as described above. Thus we compute
a CPL saturation phase using BDDs, get a branch from the saturation, then
compute modal jumps via (KΓ ) (shown above) as necessary, where Γ is a finite
set of global assumptions (TBox). Branches are explored recursively, depth-first.

An important part of our method is when a modal jump closes, and a new
OR-branch needs to be explored. Instead of traversing the BDD for the next
satisfying valuation, we refine the BDD to remove the closed leaf, and then ask for
a new one. The refinement is of the form BDDfinal = BDDinitial∧¬(v0∧v1∧. . .),
where vi are some of the variables of the branch that closed. This process is
analogous to clause learning in SAT procedures.

♦(b ∧ ¬b) ∨ a
(∨)♦(b ∧ ¬b)

(KΓ )
b ∧ ¬b (∧)
b;¬b

(id)×

a v

t f t f t f

v (b   b)

a v (b   b) va

v (b   b)

Above left is the tableau for {♦(b ∧ ¬b) ∨ a}. The first BDD on the right is
[♦(b∧¬b)∨a]. In the tableau, exploring the modal jump over ♦(b∧¬b) will close,
so we would refine [♦(b ∧ ¬b) ∨ a] with the second BDD, giving the third BDD,
from which we would get a new satisfying valuation, and continue the procedure.

This process has the potential to eliminate many branches at a time. For
instance, if a in the previous example were some more complicated formula, we
would have also eliminated every other branch that included ♦(b ∧ ¬b).

The flip-side of this is that the refinement process may introduce new variables
to existing branches. In the above example, every other branch will now explicitly
include ¬♦(b∧¬b), even if it didn’t mention it previously. If these new variables
are “irrelevant” to the branch, they may cause a net increase in the cost of
exploring the branch. We refer to this problem as “irrelevant variables.”

Optimisations. Responsible Variables: Given the choice of refining with ¬(v0)
or ¬(v0∧v1), we prefer ¬(v0) because refining with ¬(v0) would eliminate at least
as many branches as ¬(v0∧v1). Thus a significant optimisation of this algorithm
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is to find small subsets of modal variables over which to refine. We recursively
track sets of variables that we deem “responsible” for any unsatisfiable result.

This method for minimising the set v1, v2 is like modal back-jumping [6], and
is the BDD counterpart of the learning technique from standard lazy SMT [1],
but we use only an approximation of the dependency graph, as explained next.

The base case is when a modal jump closes immediately because the subse-
quent saturation returned the false-bdd. In this case we can (relatively cheaply)
incrementally reconstruct the saturation phase from the modal variables, and
explicitly determine a small subset that still yields the false-bdd.

In general, we will only have the responsible variables from beyond the jump.
From this, we can only approximate which modal variables were responsible for
those variables, as the details are hidden in the BDDs. Our approximation is to
consider all the subformulae of a modal variable. If one of its subformulae is a
responsible variable, then we consider it responsible, but we must also consider
other modal variables with common subformulae, and so on for those variables.

♦(b ∨ ♦(a ∧ ¬a));�(¬b)
(jump 1)

...
♦(a ∧ ¬a);¬b

(jump 2)
... (id)×

Consider the above example in K. Jump 2 closes immediately due to a ∧ ¬a.
This is our base case, and we would find that v♦(a∧¬a) is the only responsible
variable. As there is only one branch, v♦(a∧¬a) would be returned to jump 1. We
would then identify v♦(b∨♦(a∧¬a)) as responsible, because its subformula ♦(a∧¬a)
was returned as a responsible variable from beyond jump 1. We would also
identify v�(¬b) as responsible, as it shares the subformula b with v♦(b∨♦(a∧¬a)).

Each BDD corresponds to a saturation phase. If the saturation phase contains
an L-satisfiable branch, then we say that the corresponding BDD is L-satisfiable.

Sat Cache: We use a global cache of L-satisfiable BDDs. A new saturation
(BDD) is immediately flagged as L-satisfiable if the cache already contains it (as
a unique integer). The cache size is limited by a first-in-first-out removal policy.

Unsat Cache: We use a global cache of L-unsatisfiable modal jumps (the re-
finement BDD ¬(v0∧v1∧ . . .) is cached). When creating a saturation, we iterate
through this cache, and if the variables in a cached refinement are a subset of
the variables of the saturation, we apply that refinement to the saturation. The
subset check aids in avoiding introducing irrelevant variables. This cache is also
size-limited, with a first-in-first-out removal policy.

Consider again the example shown under Method. We made a refinement of
[¬♦(b∧¬b)], which we would cache. So if a future modal jump includes ♦(b∧¬b),
we would immediately apply this refinement. From this point in time onward,
no branches would ever be explored that contain ♦(b ∧ ¬b).

BDD Unsat Cache: If we were not concerned about irrelevant variables we
could skip the (potentially expensive) subset checks used in the unsatisfiable
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Table 1. Results on the LWB benchmarks for K (left) and S4 (right)
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branch n 18 18 18 18 18 19 17 10 13 12
branch p 21 1 21 21 21 21 21 10 16 18
lin n 21 21 21 21 21 21 21 21 21 14
path n 21 2 21 21 21 21 21 21 10 21
path p 21 3 21 21 21 21 21 21 10 21
ph n 10 10 10 10 10 10 10 13 21 12
ph p 9 9 9 9 10 9 9 7 9 9
poly p 21 9 21 21 21 21 21 21 21 21
t4p p 21 0 21 21 21 21 21 21 21 21
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branch n 19 19 19 19 19 19 18 6 12
grz n 21 21 21 21 21 21 14 21 21
ipc n 12 12 12 12 12 12 21 11 10
ipc p 21 21 21 21 21 21 21 10 9
md n 15 15 15 15 15 15 15 10 8
md p 21 21 21 21 21 21 21 4 3
path n 3 3 3 3 3 3 7 21 4
path p 4 4 4 4 4 4 8 21 5
ph n 5 5 5 5 5 5 4 8 14
ph p 9 9 9 9 9 9 9 6 9
s5 n 21 21 21 21 21 21 21 21 16

cache above. Instead, we could maintain a single BDD of all the refinements and
apply that to every modal jump.

Saturation Unsat Cache: Instead of leaves, we could cache saturated tableaux
like we do for the satisfiable cache, which would also skip the subset checks.

Normalisation: The mapping from a formula ϕ to its BDD [ϕ] is syntactic, so
two semantically equivalent but syntactically different formulae can exist as two
separate BDD variables. To avoid such duplications, we add an extra normali-
sation step where all modal formulae are constructed as BDDs. Since BDDs are
canonical, and equality checking is just integer comparison, duplicate variables
can then be easily identified and merged into one variable before the tableau
process begins. This is similar to the syntactic normalisations (sorting and asso-
ciativity) in other approaches [9], but is stronger, as it also catches distributivity.

Reordering: The order of the BDD variables can have a significant effect on
the size of the constructed BDDs and thus on how long they take to construct.
The BDD package we use, Buddy [2], provides automatic reordering, which pe-
riodically attempts to reorder the variables to reduce the number of BDD nodes.

Results. We evaluated BDDTab, against InKreSAT [7], FaCT++ [12] and
*SAT [11], all with default settings, as representatives of the state-of-the-art.

We also evaluated several versions of our prover: BDDTab uses the optimi-
sations RV, SC and UC, to which the other versions introduce one modification;
BUC uses a single BDD for the unsatisfiable cache; SUC caches unsatisfiable
saturations instead of leaves; NUC does not do any unsatisfiable caching at all;
Norm does extra formula normalisation;Reorder uses automatic BDD variable
reordering; and R to L explores saturated BDDs from right to left.

We have followed Kaminski and Tebbi [7] in their choice of benchmarks. Our
tests were performed on an Intel 3.4GHz CPU with 8GB of memory.

Table 1 contains results for the Logic Work Bench (LWB) benchmarks for K
and S4 [5]. Each subclass consists of a formula shape which takes an argument n
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Fig. 1. 3CNFK and MQBF benchmarks

and generates a formula. As n increases, the formulae become larger. The entries
in Table 1 mark the highest problem instance solved by each program, given a
30 second time limit per formula. For each subclass the best result is marked in
bold. Classes where all provers solved all problems are omitted.

On the LWB benchmarks, BDDTab has arguably the best results, completing
every subclass that two or more other provers complete, and gaining a higher
score than all of them for several subclasses, including branch n and p for K,
and branch n, ipc p, md n and md p for S4. BDDTab performs quite poorly on
only a few subclasses, and at least one other prover also performs badly on these.

For the ph n subclasses, this poor result is expected since the formulae are
primarily propositional, and tableau-based approaches can halt once they find a
single open branch. Our approach always computes the entirety of the saturation
phase, and so wastes time finding every open branch, when only one is needed.

BDDTab’s memory use for the ph subclasses grows exponentially with n,
as expected, but is not always a significant factor in its performance on these
subclasses. The first unsolved instance of S4 ph p uses 2.7GB before timing out.
On the first unsolved instances of the other ph subclasses it uses at most 50MB.

Figure 1 shows results for a set of randomly generated 3CNFK [3] formulae of
modal depth 2, 4 and 6, as well as for a subset of the TANCS-2000 [8] Unbounded
Modal QBF (MQBF) benchmarks for K. On the 3CNFK , BDDTab shows the
best performance by a large margin. On the MQBF benchmarks BDDTab per-
forms just as well as FaCT++ and worse than InKreSAT and *SAT.
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BUC is catastrophically worse over all the benchmarks than BDDTab, except
for LWB S4. It is clear that this is due to irrelevant variables being introduced.

NUC performs similarly to BDDTab over the benchmarks, apart from the
3CNFK , where it performs much better; it solves the same instances, but is
significantly faster on almost every single one, showing that the overhead of the
subset checking can easily outweigh the benefits of using the cache, especially
when the cache is large. On the MQBF each version is able to solve instances
that the other could not, showing that the caching can be worthwhile.

SUC performs almost identically to NUC, which suggests that even cheap
unsatisfiability caching does not provide a net benefit over these benchmarks.

Norm is almost identical to BDDTab. For LWB and MQBF the normalisation
does not find any duplicate formulae, so the only difference is the time taken to
perform the normalisation. These show that this is not necessarily an expensive
procedure. In the 3CNFK the normalisation typically reduces the number of
variables by around 30%, but this doesn’t translate into any net benefit.

Reorder is much worse than BDDTab on 3CNFK and MQBF. Thus naive
automatic reordering can be expensive without providing significant benefit.

R to L is perhaps the most striking result, since it just reverses an arbitrary
ordering decision. On the LWB it performs significantly better than BDDTab
on a number of classes and worse on some others. On the 3CNFK it performs
atrociously. This demonstrates the importance of these ordering decisions.

Description Logics. We tested BDDTab on classifying 15ALC ontologies from
public online collections. This required a trivial extension to multiple modalities,
and we present only general results. Each ontology was translated into a single
multi-modal K formula, and then BDDTab was asked to read this formula and
perform an exhaustive n2 check of all possible subsumptions of named classes.
FaCT++ was asked to classify the original ontologies through OWL API.

Often, the majority of BDDTab’s time is taken up by constructing the BDD
representation of the TBox (the global assumptions), after which the actual clas-
sification is relatively quick. Reordering is very beneficial here, which is primarily
because keeping the size of this BDD small makes it much faster to construct.

BDDTab’s worst performance with reordering was two seconds, except for
ABA-Adult-Mouse-Brain where, even with reordering, BDDTab failed to con-
struct the global assumptions within 10 minutes. FaCT++ took at most 4 sec-
onds to load and classify each. These results are not conclusive, but suggest it
is possible for our method to handle large sets of global assumptions.

Conclusion and Further Work. Determining better ordering schemes and
heuristics is needed. These include BDD variable ordering and reordering, modal
jump exploration order, saturation exploration order and cache removal policies.

The approach could be extended to include features of other logics such as
graded modalities or nominals. Each syntactic element would require its own
BDD variable, and saturation phases would always be performed in one hit, but
otherwise any high level tableau algorithm could use BDDs in this way.
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The refinement process could be modified to only remove paths from the BDD,
and avoid introducing new variables to existing paths.

Finally, our notion of “irrelevant variables” can be refined. DPLL-based modal
reasoners (and lately SMT solvers) implement a technique called “pure-literal
filtering”: if a non-Boolean atom (e.g. a box or a diamond formula) occurs only
positively [resp. negatively] in the original formula (i.e. before adding the ¬(v0∧
v1...)) and it is assigned negatively [resp. positively] in a branch, then the negated
[resp. positive] atom can be ignored when recursively checking the branch. In our
example, we can simply consider va in the final OBDD ignoring the “¬ & (...)”
since &(...) occurs only positively in the original formulae.

Our work shows that BDDs can be an effective base data structure for com-
puting tableaux. The results explicitly show this for K, S4 and ALC with respect
to the state-of-the-art as represented by FaCT++, InKreSAT and *SAT.

Acknowledgments. We thank an anonymous reviewer for many suggestions.
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Abstract. We consider the problem of efficiently computing models for
satisfiable constraints, in the presence of complex background theories
such as floating-point arithmetic. Model construction has various ap-
plications, for instance the automatic generation of test inputs. It is
well-known that naive encoding of constraints into simpler theories (for
instance, bit-vectors or propositional logic) can lead to a drastic increase
in size, and be unsatisfactory in terms of memory and runtime needed for
model construction. We define a framework for systematic application of
approximations in order to speed up model construction. Our method is
more general than previous techniques in the sense that approximations
that are neither under- nor over-approximations can be used, and shows
promising results in practice.

1 Introduction

The construction of satisfying assignments (or, more generally, models) for a
set of given constraints is one of the most central problems in automated rea-
soning. Although the problem has been addressed extensively in research fields
including constraint programming, and more lately satisfiability modulo theories
(SMT), there are still constraint languages and background theories where effec-
tive model construction is challenging. Such theories are, in particular, arithmetic
domains such as bit-vectors, nonlinear real arithmetic (or real-closed fields), and
floating-point arithmetic (FPA); even when decidable, the high computational
complexity of such languages turns model construction into a bottleneck in appli-
cations such as bounded model checking, white-box testcase generation, analysis
of hybrid systems, and mathematical reasoning in general.

We follow a recent line of research that applies the concept of abstraction
to model construction (e.g., [3,5,10,19]). In this setting, constraints are usually
simplified prior to solving to obtain over- or under-approximations, or some com-
bination thereof (mixed abstractions); experiments show that this concept can
speed up model construction significantly. However, previous work in this area
suffers from the fact that the definition of good over- and under-approximations
can be difficult and limiting, for instance in the context of floating-point arith-
metic. We argue that the focus on over- and under-approximations is neither
necessary nor optimal: as a more flexible alternative, we present a general algo-
rithm that can integrate any form of approximation into the model construction
process, including approximations that cannot naturally be represented as a
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combination of over- and under-approximation. Our method preserves essential
properties like soundness, completeness, and termination.

For the purpose of empirical evaluation, we instantiate our model construction
procedure for the domain of floating-point arithmetic, and present an evaluation
based on an implementation thereof within the Z3 theorem prover [22]. Experi-
ments with publicly available floating-point benchmarks show a uniform speed-
up of about one order of magnitude compared to the naive bit-blasting-based
decision procedure that is built into Z3 (on satisfiable benchmarks), and perfor-
mance that is competitive with other state-of-the-art solvers for floating-point
arithmetic.

The contributions of the paper are: 1. a general method for model construction
based on approximations, 2. an instantiation of our framework for the theory of
floating-point arithmetic, and 3. an experimental evaluation of our approach.

We would like to emphasize that the present paper focuses on the construction
of models for satisfiable constraints. Although our framework can in principle
show unsatisfiability of constraints, this is neither the goal, nor within the scope
of the paper; we believe that further research is necessary to improve reasoning
in the unsatisfiable case.

1.1 Motivating Example

We first illustrate our approach by considering a (strongly simplified) PI con-
troller operating on floating-point data:

double Kp=1.0 ; double Ki =0.25 ; double s e t p o i n t =20.0 ;
double i n t e g r a l = 0 . 0 ; double e r r o r ;
f o r ( i n t i = 0 ; i < N; ++i ) {

i n = r e a d i n p u t ( ) ;
e r r o r = s e t p o i n t − i n ;
i n t e g r a l = i n t e g r a l + e r r ;
out = Kp∗ e r r + Ki∗ i n t e g r a l ;
s e t o u t p u t ( out ) ;

}
All variables in this example range over double precision (64-bit) IEEE-

754 floating-point numbers. The PI controller is initialized with the set point
value and the constants Kp and Ki. The controller reads input values via func-
tion read input, and computes output values which control the system using the
function set output. The controller computes the control values (out) so that the
input values are as close to set point as possible. For simplicity, we assume that
there is a bounded number N of control iterations.

Suppose we want to prove that if the input values stay within the range
18.0 ≤ in ≤ 22.0, then the control values will stay within a range that we
consider safe, e.g., −3.0 ≤ out ≤ +3.0. This property is true of our controller
only for two control iterations, but it can be violated within three iterations.

A bounded model checking approach to this problem produces a series
of formulas, one for each N and checks the satisfiability of those formulas
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(usually in sequence). Today, most (precise) solvers for floating-point formulas
implement this satisfiability check by means of bit-blasting, i.e., using a bit-
precise encoding of FPA semantics as a propositional formula. Due to the com-
plexity of FPA, the resulting formulas grow very quickly, and tend to overwhelm
even the fastest SAT/SMT solvers. For example, an unrolling of the PI controller
example to 30 steps cannot be solved by Z3 within an hour of runtime:

Bound N 1 2 5 10 20 30 40 50
Clauses (millions) 0.28 0.66 1.80 3.71 7.53 11.34 15.15 18.97
Variables ” 0.04 0.09 0.25 0.51 1.04 1.57 2.10 2.63
Z3 solving time (s) 4 13 18 213 1068 >1h · · ·

The example has the property, however, that full range of FP numbers is not
required to find suitable program inputs; essentially a prover just needs to find a
sequence of inputs such that the errors add up to a sum that is greater than 3.0.
There is no need to consider numbers with large magnitude, or a large number
of significant digits/bits. We postulate that this situation is typical for many
applications. Since bit-precise treatment of FP numbers is clearly wasteful in
this setting, we might consider some of the following alternatives:

– all operations in the program can be evaluated in real instead of FP arith-
metic. For problems with only linear operations, such as the program at
hand, this enables the use of highly efficient LP solvers. However, the encod-
ing ignores the possibility of overflows or rounding errors; bounded model
checking will in this way be neither sound nor complete. In addition, little
is gained in terms of computational complexity for nonlinear constraints.

– operations can be evaluated in fixed-point arithmetic. Again, this encod-
ing does not preserve the overflow- and rounding-semantics of FPA, but it
enables solving using more efficient bit-vector encodings and solvers.

– operations can be evaluated in FPA with reduced precision: we can use
single precision numbers, or even smaller formats.

Strictly speaking, soundness and completeness are lost in all three cases, since
the precise nature of overflows and rounding in FPA is ignored. All three meth-
ods enable, however, the efficient computation of approximate models, which are
likely to be “close” to genuine double-precision FPA models. In this paper, we
define a general framework for model construction with approximations. In or-
der to establish overall soundness and completeness, the framework contains a
model reconstruction phase, in which approximate models are translated to pre-
cise models. This reconstruction may fail, in which case refinement is used to
iteratively increase the precision of approximate models.

2 Related Work

Related work to our contribution falls into two categories: general abstraction
and approximation frameworks, and specific decision procedures for FPA.
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The concept of abstraction is central to software engineering and program
verification and it is increasingly employed in general mathematical reasoning
and in decision procedures. Usually, and in contrast to our work, only under- and
over-approximations are considered, i.e., the formula that is solved either implies
or is implied by an approximated formula. Counter-example guided abstraction
refinement [7] is a general concept that is applied in many verification tools and
decision procedures (e.g., in QBF [18] and MBQI for SMT [13]).

A general framework for abstracting decision procedures is Abstract CDCL,
recently introduced by D’Silva et al. [10], which was also instantiated with great
success for FPA [11,2]. This approach relies on the definition of suitable abstract
domains for constraint propagation and learning. In our experimental evaluation,
we compare to the FPA decision procedure in MathSAT, which is an instance
of ACDCL. ACDCL could also be integrated with our framework, e.g., to solve
approximations. A further framework for abstractions in theorem proving was
proposed by Giunchiglia et al. [14]. Again, this work focusses on under- and
over-approximations, not on other forms of approximation.

Specific instantiations of abstraction schemes in related areas also include the
bit-vector abstractions by Bryant et al. [5] and Brummayer and Biere [4], as
well as the (mixed) floating-point abstractions by Brillout et al. [3]. Van Khanh
and Ogawa present over- and under-approximations for solving polynomials over
reals [19]. Gao et al. [12] present a δ-complete decision procedure for nonlinear
reals, considering over-approximations of constraints by means of δ-weakening.

There is a long history of formalising and analysing FPA concerns using proof
assistants, among others in Coq by Melquiond [21] and HOL Light by Har-
rison [15]. Coq has also been integrated with a dedicated floating-point prover
called Gappa by Boldo et al. [1], which is based on interval reasoning and forward
error propagation to determine bounds on arithmetic expressions in programs [9].
The ASTRÉE static analyzer [8] features abstract interpretation-based analy-
ses for FPA overflow and division-by-zero problems in ANSI-C programs. The
SMT solvers MathSAT [6], Z3 [22], and Sonolar [20], all feature (bit-precise)
conversions from floating-point to bit-vector constraints.

3 Preliminaries

We establish a formal basis in the context of multi-sorted first-order logic (e.g.,
[16]). A signature Σ = (S, P, F, α) consists of a set of sort symbols S, a set
of sorted predicate symbols P , a set of sorted function symbols F , and a sort
mapping α. Each predicate p ∈ P is assigned a k-tuple α(p) of argument sorts
(with k ≥ 0); each function f ∈ F is assigned a (k + 1)-tuple α(f) of sorts.
We assume a countably infinite set X of variables, and (by abuse of notation)
overload α to assign sorts also to variables. Given a multi-sorted signature Σ
and variables X , the notions of well-sorted terms, atoms, literals, clauses, and
formulas are defined as usual. The function fv (φ) denotes the set of free variables
in a formula φ. In what follows, we assume that formulas are quantifier-free.

A Σ-structure m = (U, I) with underlying universe U and interpretation
function I maps each sort s ∈ S to a non-empty set I(s) ⊆ U , each predicate
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p ∈ P of sorts (s1, s2, . . . , sk) to a relation I(p) ⊆ I(s1) × I(s2) × . . . × I(sk),
and each function f ∈ F of sort (s1, s2, . . . , sk, sk+1) to a set-theoretic function
I(f) : I(s1) × I(s2) × . . . × I(sk) → I(sk+1). A variable assignment β under
a Σ-structure m maps each variable x ∈ X to an element β(x) ∈ I(α(x)).
The valuation function valm,β(·) is defined for terms and formulas in the usual
way. A theory T is a pair (Σ,M) of a multi sorted signature Σ and a class
of Σ-structures M . A formula φ is T -satisfiable if there is a structure m ∈ M
and a variable assignment β such that φ evaluates to true; we denote this by
m,β |=T φ, and call β a T -solution of φ.

4 The Approximation Framework

We describe a decision procedure for problems φ over a set of variables X , using
a theory T . The goal is to obtain a T -solution of φ. The main idea underlying
our method is to replace the theory T with an approximation theory T̂ , which
enables explicit control over the precision used to evaluate theory operations. In
our method, the T -problem φ is first lifted to a T̂ -problem φ̂, then solved in the
theory T̂ , and if a solution is found, it is translated back to a T -solution. The
benefit of using the theory T̂ is that different levels of approximation may be
used during computation. We will use the theory of floating-point arithmetic as
a running example for instantiation of the presented framework.

4.1 Approximation Theories

In order to formalize the approach of finding models by means of approxima-
tion, we construct the approximation theory T̂ = (Σ̂, M̂) from T , by extending
function and predicate symbols with a new argument representing the precision
of the approximation.

Syntax. We introduce a new sort for the precision sp, and a new predicate symbol
. which orders precision values. The signature Σ̂ = (Ŝ, P̂ , F̂ , α̂) is obtained from
Σ in the following manner: Ŝ = S∪{sp}; the set of predicate symbols is extended

with the new predicate symbol ., P̂ = P ∪ {.}; the set of function symbols is
extended with the new constant ω, representing the maximum precision value,
F̂ = F ∪ {ω}; the sort function α̂ is defined in the following manner:

α̂(g) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(sp, s1, s2, . . . , sn) if g ∈ P ∪ F and α(g) = (s1, s2, . . . , sn)

(sp, sp) if g = .
(sp) if g = ω

α(g) otherwise

Semantics. Σ̂-structures (Û , Î) enrich the original Σ-structures by providing ap-
proximate versions of function and predicate symbols. The resulting operations
can be under- or over-approximations, but they can also be approximations that



Approximations for Model Construction 349

are close to the original operations’ semantics by some other metric. The de-
gree of approximation is controlled with the help of the precision argument. We
assume that the set M̂ of Σ̂-structures satisfies the following properties:

– for every structure (Û , Î) ∈ M̂ , the relation Î(.) is a partial order on Î(sp)
that satisfies the ascending chain condition (every ascending chain is finite),
and that has the unique greatest element Î(ω) ∈ Î(sp);

– for every structure (U, I) ∈ M , an approximation structure (Û , Î) ∈ M̂
extending (U, I) exists, together with an embedding h : U +→ Û such that,
for every sort s ∈ S, function f ∈ F , and predicate p ∈ P :

h(I(s)) ⊆ Î(s)

(a1, . . . , an) ∈ I(p) ⇐⇒ (Î(ω), h(a1), . . . , h(an)) ∈ Î(p) (ai ∈ I(α(p)i))

h(I(f)(a1, . . . , an)) = Î(f)(Î(ω), h(a1), . . . , h(an)) (ai ∈ I(α(f)i))

– vice versa, for every approximation structure (Û , Î) ∈ M̂ there is a struc-
ture (U, I) ∈ M that can be embedded in (Û , Î) in the same way.

These properties ensure that every T -model has a corresponding T̂ -model, i.e.
that no models are lost. Interpretations of function and predicate symbols under
Î with maximal precision are isomorphic to their original interpretation under
I. The interpretation Î should interpret the function and predicate symbols in
such a way that their interpretations for a given value of the precision argument
approximate the interpretations of the corresponding function and predicate
symbols under I.

Applied to FPA. The IEEE-754 standard for floating point numbers [17] defines
floating point numbers, their representation in bit-vectors, and the corresponding
operations. Most crucially, bit-vectors of various sizes are used to represent the
significand and the exponent of numbers; e.g., double-precision floating-point
numbers are represented by using 11 bits for the exponent and 53 bits for the
significand. We denote the set of floating-point numbers that can be represented
using s significand bits and e exponent bits by FPs,e. Note that FP domains
are growing monotonically when increasing e or s, i.e., FPs′,e′ ⊆ FPs,e provided
that s′ ≤ s and e′ ≤ e.

For fixed values e of exponent bits and s of significant bits, FPA can be mod-
eled as a theory in our sense. We denote this theory by TF s,e, and write sf
for the sort of FP numbers, and sr for the sort of rounding modes. The var-
ious FP operations are represented as functions and predicates of the theory;
for instance, floating-point addition turns into the function symbol ⊕ with sig-
nature α(⊕) = (sp, sr, sf , sf). The semantics of TF s,e is defined by a unique
structure (Us,e, Is,e); in particular, Is,e(sf ) = FPs,e.

We construct the approximation theory T̂F s,e, by introducing the preci-
sion sort sp, predicate symbol ., and a constant symbol ω. The function and
predicate symbols have their signature changed to include the precision argu-
ment. For example, the signature of the floating-point addition symbol ⊕ is
α̂(⊕) = (sp, sr, sf , sf ) in the approximation theory.
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The semantics of the approximation theory T̂F s,e is again defined through a

singleton set M̂ = {(Ûs,e, Îs,e)} of structures. The universe of the approximation
theory extends the original universe with a set of integers which are the domain
of the precision sort, i.e., Ûs,e = Us,e ∪ {0, 1, . . . , n}, Îs,e(sp) = {0, 1, . . . , n}, and
Îs,e(ω) = n. The embedding h is the identity mapping.

In order to use precision to regulate the semantics of FP operations, we in-
troduce the notation (s, e) ↓ p to denote the number of bits in reduced pre-
cision p ∈ {0, 1, . . . , n}; for instance, the reduced bit-widths can be defined as
(s, e) ↓ p = (7s · p

n8, 7e ·
p
n8). The approximate semantics of functions is derived

from the FP semantics for the reduced bit-widths. For example, ⊕ in approxi-
mation theory T̂F s,e is defined as:

Îs,e(⊕)(p, r, a, b) = casts,e(I(s,e)↓p(⊕)(r, cast (s,e)↓p(a), cast (s,e)↓p(b)))

This definition uses a function casts,e to map any FP number to a number with
s significand bits and e exponent bits, i.e., casts,e(a) ∈ FPs,e for any a ∈ FPs′,e′ .
The cast performs rounding (if required) using a fixed rounding mode. Note that
many occurrences of casts,e can be eliminated in practice, if they only concern
intermediate results. For example, consider ⊕(c1,⊗(c2, a1, a2), a3). The result of
⊗(c2, a1, a2) can be directly cast to precision c1 without the need of casting up
to full precision when calculating the value of the expression.

4.2 Lifting Constraints to Approximate Constraints

In order to solve a constraint φ using an approximation theory T̂ , it is first
necessary to lift φ to an extended constraint φ̂ that includes explicit variables cl
for the precision of each operation. This is done by means of a simple traversal
of φ, using a recursive function L that receives a formula (or term) φ and a
position l ∈ �∗ as argument. For every position l, the symbol cl denotes a fresh
variable of the precision sort α(cl) = sp and we define

L(l,¬φ) = ¬L(l.1, φ)

L(l, φ ◦ ψ) = L(l.1, φ) ◦ L(l.2, ψ) (◦ ∈ {∨,∧})
L(l, x) = x (x ∈ X)

L(l, g(t1, . . . , tn)) = g(cl, L(l.1, t1), . . . , L(l.n, tn)) (g ∈ F ∪ P )

Then we obtain the lifted formula φ̂ = L(ε, φ), where ε denotes an empty word.
Since T -structures can be embedded into T̂ -structures, it is clear that no models
are lost as a result of lifting:

Lemma 1 (Completeness). If a T -constraint φ is T -satisfiable, then the lifted

constraint φ̂ = L(ε, φ) is T̂ -satisfiable as well.

An approximate model that chooses full precision for all operations induces a
model for the original constraint:
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Model Proof

Sat Unsat

failed

Reconstruction No
refinement
possible

Fig. 1. The model construction process

Lemma 2 (Fully precise operations). Let m̂ = (Û , Î) be a T̂ -model, and β̂ be

a variable assignment. If m̂, β̂ |=T̂ φ̂ for an approximate constraint φ̂ = L(ε, φ),
then m,β |=T φ, provided that: 1. there is a T -structure m embedded in m̂ via h,

and a variable assignment β such that h(β(x)) = β̂(x) for all variables x ∈ fv(φ),

and 2. β̂(cl) = Î(ω) for all precision variables cl introduced by L.

The fully precise case however, is not the only case in which an approximate
model is easily translated to a precise model. For instance, approximate oper-
ations might still yield a precise result for some arguments. Examples of this
are constraints in floating-point arithmetic that have small integer solutions or
fixed-point arithmetic solutions.

Theorem 1 (Precise evaluation). Suppose m̂, β̂ |=T̂ φ̂ for an approximate

constraint φ̂ = L(ε, φ), such that all operations in φ̂ are performed exactly with

respect to T . Then m̂, β̂ |=T φ.

5 Model Refinement Scheme

In the following sections, we will use the approximation framework to successively
construct more and more precise solutions of given constraints, until eventually
either a genuine solution is found, or the constraints are determined to be unsat-
isfiable. We fix a partially ordered precision domain (Dp,.p) (where, as before,
.p satisfies the ascending chain condition, and has a greatest element), and

consider approximation structures (Û , Î) such that Î(sp) = DP and Î(.) = .p.

Given a lifted constraint φ̂ = L(ε, φ), let Xp ⊆ X be the set of precision vari-
ables introduced by the function L. A precision assignment γ : Xp → Dp maps
the precision variables to precision values. We write γ .p γ′ if for all variables
cl ∈ Xp we have γ(cl) .p γ′(cl). Precision assignments are partially ordered by
.p. There is a greatest precision assignment, which maps each precision variable
to the greatest element of the precision domain Dp.
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The proposed procedure is outlined in Fig. 1. First, an initial precision
assignment γ is chosen, depending on the theory T . In Approximate Model Con-
struction, the procedure tries to find (m̂, β̂), a model of the approximated con-

straint φ̂. If (m̂, β̂) is found, Precise Model Reconstruction tries to translate it
to (m,β), a model of the original constraint φ. If this succeeds, the procedure
stops and returns a model. Otherwise, Model-guided Approximation Refinement
uses (m,β) and (m̂, β̂) to increase the precision assignment γ. If Approximate

Model Construction cannot find any model (m̂, β̂), then Proof-guided Approx-
imation Refinement decides how to modify the precision assignment γ. If the
precision assignment is maximal and cannot be further increased, the procedure
has determined unsatisfiability. In the following sections we provide additional
details for each of the components of our procedure.

General Properties. Since .p has the ascending chain property, our procedure is
guaranteed to terminate and either produce a genuine precise model, or detect
unsatisfiability of the constraints. The potential benefits of this approach are
that it often takes less time to solve multiple smaller (approximate) problems
than to solve the full problem straight away. The candidate models provide useful
hints for the following iterations. The downside is that it might be necessary to
solve the whole problem eventually anyway, which is the case, for instance, for
unsatisfiable problems. Therefore, our approach is mainly useful when the goal
is to obtain a model, e.g., when searching for counter-examples.

5.1 Approximate Model Construction

Once a precision assignment γ has been fixed, existing solvers for the operations
in the approximation theory can be used to construct a model m̂ and a variable
assignment β̂ s.t. m̂, β̂ |=T̂ φ̂. It is necessary that β̂ and γ agree on Xp. As an
optimisation, the model search can be formulated in various theory-dependent
ways which heuristically benefit the Precise Model Reconstruction. For example,
search can prefer models with small values of some error criterion, or first attempt
to find models that are similar to models found in earlier iterations.

Applied to FPA. Since our FP approximations are again formulated using FP
semantics, any solver for FPA can be used for Approximate Model Construc-
tion. In our implementation, the lifted constraints φ̂ of ˆTF s,e are encoded in
bit-vector arithmetic, and then bit-blasted and solved using a SAT solver. The
encoding of a particular function or predicate symbol uses the precision argu-
ment to determine the floating-point domain of the interpretation. This kind of
approximation reduces the size of the encoding of each operation, and results in
smaller problems handed over to the SAT solver. An example of theory-specific
optimisation of the model search is to look for models where no rounding occurs
during the calculation.
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Algorithm 1. Model reconstruction

1 (m,h) := extract Tstructure(m̂);

2 lits := extract asserted literals(m̂, β̂, φ̂);
3 for l ∈ lits do

4 (m,β) := extend model(l, β, h, β̂, m̂) ;
5 end

6 complete(β, β̂);
7 return (m,β);

5.2 Reconstructing Precise Models

In the model reconstruction phase, our procedure attempts to produce a model
(m,β) for the original formula φ from an approximate model (m̂, β̂) obtained by
solving φ̂. Since we consider arbitrary approximations (which might be neither
over- nor under-), this translation is non-trivial; for instance, approximate and
precise operations might exhibit different rounding behavior. In practice, it might
still be possible to ‘patch’ approximate models that are close to real models,
avoiding further refinement iterations.

First, note that by definition it is possible to embed a T -structure m in m̂; the
structure m and the embedding h are retrieved from m̂ via extract Tstructure

in Alg. 1. The structure m and h will be used to evaluate φ using values from β̂.
The function extract asserted literals determines a set lits of literals in

φ̂ that are true under (m̂, β̂), such that the conjunction
∧
lits implies φ̂. For

instance, if φ̂ is in CNF, one literal per clause can be selected that is true under
(m̂, β̂). Any pair (m,β) that satisfies the literals in lits will be a T -model of φ.

The procedure then iterates over lits , and successively constructs a valua-
tion β : X → U such that (m,β) satisfies all selected literals, and therefore is a
model of φ (extend model). During this loop, we assume that β is a partial valu-
ation and only defined for some of the variables in X . We use the notation β ↑ h
to lift β from m to m̂, setting all precision variables to greatest precision, defined
by

(β ↑ h)(x) =

{
Î(ω) if x ∈ Xp

h(β(x)) otherwise .

The precise implementation of extend model is theory-specific. In general,
the function first attempts to evaluate a literal l as valm̂,β↑h(l). If this fails,
the valuation β has to be extended, for instance by including values β̂(x) for
variables x not yet assigned in β.

After all literals have been successfully asserted, β may be incomplete, so we
complete it by mapping value assignments from β̂ and return the model (m,β).
Note, that if all the asserted literals already have maximum precision assigned
then, by Lemma 2, model reconstruction cannot fail.

Applied to FPA. The function extract Tstructure is trivial for our FPA ap-
proximations, since m and m̂ coincide for the sort sf of FP numbers. Further,
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by approximating FPA using smaller domains of FP numbers, all of which are
subsets of the original domain, reconstruction of models is easy in some cases
and boils down to padding the obtained values with zero bits. The more diffi-
cult case concerns literals with rounding in approximate FP semantics, since a
significant error emerges when the literal is re-interpreted using higher-precision
FP numbers. A useful optimization is special treatment of equalities x = t in
which one side is a variable x not assigned in β, and all right-hand side variables
are assigned. In this case, the choice β(x) := val m̂,β↑h(t) will satisfy the equa-
tion. Use of this heuristic partly mitigates the negative impact of rounding in
approximate FP semantics, since the errors originating in the (m̂, β̂) will not be
present in (m,β). The heuristic is not specific to the floating-point theory, and
can be carried over to other theories as well.

5.3 Approximation Refinement

The overall goal of the refinement scheme outlined in Fig. 1 is to find a model
of the original constraints using a series of approximations defined by precision
assignments γ. We usually want γ to be as small as possible in the partial order
of precision assignments, since approximations with lower precision can be solved
more efficiently. During refinement, the precision assignment is adjusted so that
the approximation of the problem in the next iteration is closer to full semantics.
Intuitively, this increase in precision should be kept as small as possible, but as
large as necessary. Note that two different refinement procedures are required,
depending on whether an approximation is satisfiable or not. We refer to these
procedures as Model- and Proof-guided Approximation Refinement, respectively.

Model-Guided Approximation Refinement is performed after obtaining a
model (m̂, β̂) of φ̂, together with a reconstructed model (m,β) that does not sat-
isfy φ. We use the procedure described in Alg. 2 for adjusting γ in this situation.
Since the model reconstruction failed, there are literals in φ̂ which are critical
for (m̂, β̂), in the sense that they are satisfied by (m̂, β̂) and required to satisfy
φ̂, but are not satisfied by (m,β). Such literals can be identified through evalu-
ation with both (m̂, β̂) and (m,β) (choose critical literals), and can then
be traversed, evaluating each sub-term under both structures. If a term g(cl, t̄)
is assigned different values in the two models, it witnesses discrepancies between
precise and approximate semantics; in this case, an error is computed using the
error function, mapping to some suitably defined error domain (e.g., the real
numbers � for errors represented numerically). The computed errors are then
used to select those operations whose precision argument cl should be assigned
a higher value.

Depending on refinement criteria, the rank terms function can be imple-
mented in different ways. For example, terms can be ordered according to the
absolute error which was calculated earlier; if there are too many terms to refine,
only a certain number of them will be selected for refinement. An example of a
more complex criterion follows:
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Algorithm 2. Model-guided Approximation Refinement

1 lits := choose critical literals(m̂, β̂, β, φ̂);
2 for l ∈ lits do
3 for g(cl, t̄) ∈ ordered subterms(l) do
4 if valm̂,β̂(g(cl, t̄)) �= val m̂,β↑h(g(ω, t̄)) then

5 Δ(cl) := error(val m̂,β̂(g(cl, t̄)), valm̂,β↑h(g(ω, t̄));

6 end

7 end

8 end
9 chosenTerms := rank terms(Δ);

10 γ := refine(γ, chosenTerms);

Error-based selection aims at refining the terms introducing the greatest im-
precision first. The absolute error of an expression is determined by the errors
of its sub-terms, and the error introduced by approximation of the operation
itself. By calculating the ratio between output and input error, refinement tries
to select those operations that cause the biggest increase in error. If we assume
that theory T is some numerical theory (i.e., it can be mapped to reals in a
straightforward manner), then we can define the error function (in Alg. 2) as
absolute difference between its arguments. Then Δ(cl) represents the absolute
error of the term g(cl, t̄). This allows us to define the relative error δ(cl) of the
term g(cl, t̄) in the following way:

δ(cl) =
Δ(cl)

|val m̂,β↑h(g(ω, t̄))|
Similar measures can be defined for non-numeric theories.

Since a term can have multiple sub-terms, we calculate the average relative
input error; alternatively, minimum or maximum input errors could be used. We
obtain a function characterizing increase in error caused by an operation:

errInc(cl) =
δ(cl)

1 + 1
kΣ

k
i=1δ(cl.i)

,

where g(cl, t̄) represents the term being ranked. The function rank terms then
selects terms g(cl, t̄) with maximum error increase errInc(cl).

Applied to FPA. The only difference to the general case is that we define rela-
tive error δ(cl) to be +∞ if a special value (±∞, NaN) from (m̂, β̂) turns into a
normal value under (m,β). Our rank terms function ignores terms which have
an infinite average relative error of sub-terms. The refinement strategy will pri-
oritize the terms which introduce the largest error, but in the case of special
values it will refine the first imprecise terms that are encountered (in bottom
up evaluation), because once the special values occur as input error to a term
we have no way to estimate its actual error. After ranking the terms using the
described criteria rank terms returns the top 30% highest ranked terms. The
precision of chosen terms is increased by a constant value.
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Proof-Guided Approximation Refinement. When no approximate model
can be found, some theory solvers may still provide valuable information why
the problem could not be satisfied; for instance, proofs of unsatisfiability or
unsatisfiable cores. While it may be (computationally) hard to determine which
variables absolutely need to be refined in this case (and by how much), in many
cases a tight estimate is easy to compute. For instance, it is possible to increase
the precision of all variables appearing in the literals of an unsatisfiable core.

6 Experimental Evaluation

To assess the efficacy of our method, we present results of an experimental eval-
uation obtained through an implementation of the approximation using smaller
floating-point numbers. We implemented this approach as a custom tactic [23]
within the Z3 theorem prover [22]. All experiments were performed on Intel Xeon
2.5 GHz machines with a time limit of 1200 sec and a memory limit of 2 GB. The
symbols T/O and M/O indicate that the time or the memory limit were exceeded.

Implementation Details. For the sake of reproducibility of our experiments, we
note that our implementation starts with an initial precision mapping γ that
limits the precision of all floating-point operations to s = 3 significand and
e = 3 exponent bits. Upon refinement, operations receive an increase in precision
that represents 20% of the width of the full precision. We do not currently
implement any sophisticated proof-guided approximation refinement, but simply
increase the precision of all operations by a constant when an approximation is
determined unsatisfiable.

Evaluation. Our benchmarks are taken from a recent evaluation of the ACDCL-
based MathSAT, by Brain et al. [2]. This benchmark set contains 213 bench-
marks, both satisfiable and unsatisfiable ones. The benchmarks originate from
verification problems of C programs performing numerical computations, where
ranges and error bounds of variables and expressions are verified; other bench-
marks are randomly generated systems of inequalities over bounded floating-
point variables. We compare against Z3 and MathSAT.

Table 1. Evaluation Statistics

Z3 MathSAT Approx.

SAT 76 76 86
UNSAT 56 76 46

The results we obtain are briefly
summarized in Table 1, which shows
that our approximation solves more
satisfiable instances than other solvers,
but the least number of unsatisfiable
problems. This is expected, as our ap-
proximation scheme does not yet in-
corporate any specialized refinement techniques for unsatisfiable formulas. Fig. 2
provides more detailed results, which show that on satisfiable formulas, our ap-
proach is about one order of magnitude faster than Z3. In comparison to Math-
SAT, the picture is less clear (right side of Fig. 2): while our approximation
solves a number of satisfiable problems that are hard for MathSAT, it requires
more time than MathSAT on other problems.
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Fig. 2. Comparisons of our method with other tools (on satisfiable instances)

Overall, it can be observed that our approximation method leads to significant
improvements in solver performance, especially where satisfiable formulas are
concerned. Our method exhibits complementary performance to the ACDCL
procedure in MathSAT; one of the aspects to be investigated in future work is a
possible combination of the two methods, using an ACDCL solver to solve the
constraints obtained through approximation with our procedure.

7 Conclusion

We present a general method for efficient model construction through the use
of approximations. By computing a model of a formula interpreted in suitably
approximated semantics, followed by reconstruction of a genuine model in the
original semantics, scalability of existing decision procedures is improved for
complex background theories. Our method uses a refinement procedure to in-
crease the precision of the approximation on demand. Finally, we show that
an instantiation of our framework for floating-point arithmetic shows promising
results in practice and often outperforms state-of-the-art solvers.

We plan to further extend the procedure presented here, in particular con-
sidering other theories, other approximations, and addressing the case of un-
satisfiable constraints. Furthermore, it is possible to solve approximations with
different precision assignments in parallel, and use the refinement information
from multiple models (or proofs) simultaneously. Increases in precision may then
be adjusted based on differences in precision between models, or depending on
the runtime required to solve each of the approximations.
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Abstract. Interval Temporal Logic (ITL) is a powerful formalism to reason
about sequences of events that can occur simultaneously and in an overlapping
fashion. Despite its importance for various application domains, little tool support
for automated ITL reasoning is available, possibly also owed to ITL’s undecid-
ability.

We consider bounded satisfiability which approximates finite satisfiability and
is only NP-complete. We provide an encoding into SAT that is designed to use
the power of modern incremental SAT solvers. We present a tool that tests an ITL
specification for finite satisfiability.

1 Introduction

Propositional Interval Temporal Logic (ITL) [13,9] is a modal logic that is interpreted
over interval structures which enrich the natural numbers with propositional evaluations
of all its intervals. Its modalities are obtained from Allen’s relations on intervals [1].
Thus, it can make assertions like “every right-neighbouring interval contains an interval
which . . . ” etc.

Despite many claims about the importance of ITL in various areas like hardware
verification, A.I. planning etc., there is little tool support for automatically checking
the satisfiability of an ITL formula. On one hand this may be caused by ITL’s unde-
cidability. This issue has been studied extensively together with questions regarding the
expressive power and axiomatisability of ITL and its fragments, naturally obtained by
restricting it to a subset of Allen’s interval relations [10,12,11]. The complexity of their
satisfiability problems varies between NP and undecidability depending on the combi-
nation of relations chosen.

There is an implementation of a tableau-based procedure [5] for the Right Neigh-
bourhood fragment only. This is quite a weak fragment featuring a single modality
only. The same fragment has also been targeted with an approach based on evolution-
ary algorithms [4]. This constitutes a sound but incomplete approximation method for
the finite satisfiability problem, i.e. the question of whether or not a formula is satisfied
by an interval structure based on a finite prefix of the natural numbers.

Approximative solutions can help to tackle difficult (like undecidable or just very
hard) problems. One such method that is particularly successful in the area of hard-
ware verification is bounded model checking [7]. It approximates a PSPACE-hard model
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checking problem through successive calls to a problem in NP, i.e. one that easily re-
duces to the satisfiability problem for propositional logic (SAT). It has been shown that
such approximations can also yield useful approaches to even undecidable problems
[2].

Here we report on an implementation of a similar method for the finite satisfiability
problem for ITL. We show how to encode the problem of deciding whether or not a
given ITL formula ϕ has a model of length k by a propositional formula of size polyno-
mial in |ϕ| and |k|. The approximation then iterates through increasing lengths k, thus
being able to report satisfiability but not unsatisfiability. The encoding is incremental,
i.e. the SAT formula for length k + 1 can be obtained using the SAT formula for length
k as starting point and does not have to be computed from scratch. This approach bears
the following advantages.

– It aims at efficiency by using modern SAT solvers and thus benefits from develop-
ments in this area.

– It covers the entire ITL unlike the few implementations described above.
– It is extensible; further logical operators like those of the Duration Calculus [6] or

CDT [15] could easily be integrated into the encoding.

2 Interval Temporal Logic

As usual, we write [i, j] when i ≤ j for the interval of natural numbers between i and j
inclusively. For an n ∈ N let I(n) = {[i, j] | 0 ≤ i ≤ j < n} be the set of all intervals
with upper bound less than n. Let P = {p, q, . . .} be a set of atomic propositions. A
(finite) interval structure (over P) is a pair I = (n, ϑ) with n ∈ N and ϑ : I(n) → 2P .
We call n the length of the interval structure I.

There are twelve relations on intervals over a linear order, known as Allen’s relations
[1], which describe their relative position on this linear order. Here we consider four of
them defined by [i, j] B [i′, j′] iff i = i′ ∧ j′ < j (“started-by”); [i, j] E [i′, j′] iff
i < i′ ∧ j′ = j (“finished-by”); as well as their inverses B̄ and Ē where [i, j] r̄ [i′, j′]
iff [i′, j′] r [i, j].

Formulas of ITL in positive normal form over the set P of atomic propositions are
given by the following grammar.

ϕ ::= p | ¬p | ϕ ∧ ϕ | ϕ ∨ ϕ | 〈r〉ϕ | [r]ϕ

where p ∈ P and r ∈ {B, B̄, E, Ē}.
We use usual Boolean abbreviations like ⊥ := p ∧ ¬p and � := p ∨ ¬p for some p.

Modal operators for the other eight Allen relations are definable via 〈A〉ϕ := ([E]⊥ ∧
〈B̄〉ϕ) ∨ 〈E〉([E]⊥ ∧ 〈B̄〉ϕ) (“meets”); 〈D〉ϕ := 〈B〉〈E〉ϕ (“contains”); 〈L〉ϕ :=
〈A〉〈E〉ϕ (“before”); 〈O〉ϕ := 〈E〉〈B̄〉ϕ (“overlaps”) and similarly for their inverses.

The set Sub(ϕ) of subformulas of ϕ is defined as usual. We measure the size of a
formula ϕ in terms of the number of its different subformulas: |ϕ| := |Sub(ϕ)|.
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An ITL formula ϕ is interpreted in an interval [i, j] of a finite interval structure
I = (n, ϑ) as follows [9].

I, [i, j] |= p iff p ∈ ϑ([i, j])

I, [i, j] |= ¬p iff p 
∈ ϑ([i, j])

I, [i, j] |= ϕ ∧ ψ iff I, [i, j] |= ϕ and I, [i, j] |= ψ

I, [i, j] |= ϕ ∨ ψ iff I, [i, j] |= ϕ or I, [i, j] |= ψ

I, [i, j] |= 〈r〉ϕ iff there is [i′, j′] ∈ I(n) s.t. [i, j]r[i′, j′] and I, [i′, j′] |= ϕ

I, [i, j] |= [r]ϕ iff for all [i′, j′] ∈ I(n) with [i, j]r[i′, j′] we have I, [i′, j′] |= ϕ

The finite satisfiability problem for ITL is defined as follows. Given an ITL formula
ϕ, decide whether or not there is a finite interval structure I = (n, ϑ) and an interval
[i, j] ∈ I(n) such that I, [i, j] |= ϕ. A formula that has a model in the above sense is
said to be finitely satisfiable.

3 Approximating Finite Satisfiability

We develop the notion of bounded ITL satisfiability which approximates finite satisfia-
bility. To keep the presentation short we work with the minimal set of modal operators
introduced above. For efficiency purposes it may be useful to treat the other operators
as basic and not as abbreviations; this is done for instance in the implementation that is
reported on in the next section.

Definition 1. Let n ≥ 1. An ITL formula ϕ is said to be n-bounded satisfiable if there
is a finite interval structure I = (n, ϑ) such that I, [0, 0] |= ϕ. The n-bounded satis-
fiability problem is to decide, given an ITL formula ϕ, whether or not it is n-bounded
satisfiable.

First note that ϕ is finitely satisfiable iff there is a finite interval structure I such that
I, [0, 0] |= Somewhere(ϕ) with Somewhere(ϕ) := ϕ ∨ 〈B̄〉(ϕ ∨ 〈E〉ϕ). Thus, when
determining finite satisfiability it is possible to restrict the attention to satisfaction in the
interval [0, 0] at the cost of extending the input formula by 4 additional subformulas.
Then we get that ϕ is finitely satisfiable iff Somewhere(ϕ) is n-bounded satisfiable for
some n ≥ 1.

Note that n-bounded satisfiability is neither monotone nor antitone in n. Consider
ϕ2 := 〈B〉〈B〉� ∧ [B][B][B]⊥. The first conjunct is satisfied in an interval of the form
[i, j] when j ≥ i + 2, the second one requires j ≤ i + 2. Thus, it is only satisfied by
intervals of length 2. Then 〈A〉(ϕ2∧[B̄]⊥) is 3-bounded satisfiable but neither 2- nor 4-
bounded satisfiable. This is an important observation for the design of a procedure that
successively approximates finite satisfiability by bounded satisfiability for increasing
bounds. It means that one has to increase by steps of 1 for the procedure to be complete.

Let n ≥ 1 be fixed. We reduce the n-bounded ITL satisfiability problem to the
propositional satisfiability problem as follows. Given an ITL formula ϕ we construct a
finite set Cn

ϕ := {Xϕ
0,0} ∪ Pn

ϕ ∪ T n
ϕ of propositional formulas which is satisfiable iff

ϕ is n-bounded satisfiable. The elements of Pn
ϕ :=

⋃n−1
i=0

⋃n−1
j=i Pn

ϕ(i, j) are called the
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main constraints, and those of T n
ϕ are called temporary constraints. This distinction is

necessary to make the encoding incremental, to be explained in detail below.
Cn
ϕ is defined over the set of atomic propositions {Xψ

i,j}0≤i≤j≤n,ψ∈Sub(ϕ). Intu-

itively, a variable Xψ
i,j expresses that ψ is satisfied by [i, j] in the interval structure

of length n that is represented by a model of Cn
ϕ .

Each main constraint in Pn
ϕ(i, j) is associated with a subformula of ϕ as follows.

¬p X¬p
i,j → ¬Xp

i,j

ψ1 ∧ ψ2 Xψ1∧ψ2

i,j → Xψ1

i,j

Xψ1∧ψ2

i,j → Xψ2

i,j

ψ1 ∨ ψ2 Xψ1∨ψ2

i,j → Xψ1

i,j ∨ Xψ2

i,j

〈B〉ψ X
〈B〉ψ
i,j →

∨j−1
k=i X

ψ
i,k

〈B̄〉ψ X
〈B̄〉ψ
i,j → Xψ

i,j+1 ∨ X
〈B̄〉ψ
i,j+1

〈E〉ψ X
〈E〉ψ
i,j →

∨j
k=i+1 Xψ

k,j

〈Ē〉ψ X
〈Ē〉ψ
i,j →

∨i−1
k=0 Xψ

k,j

[B]ψ X
[B]ψ
i,j → Xψ

i,k, k = i, . . . , j−1

[B̄]ψ X
[B̄]ψ
i,j → Xψ

i,k, k = j+1, . . . , n−1

[E]ψ X
[E]ψ
i,j → Xψ

k,j , k = i+1, . . . , j

[Ē]ψ X
[Ē]ψ
i,j → Xψ

k,j , k = 0, . . . , i−1

Each of them is defined by case distinction on the type of the corresponding subformula.
For every subformula of the form in the left column,Pn

ϕ(i, j) contains all the constraints
given in the corresponding right column.

The temporary constraints in T n
ϕ are defined to be {¬X

〈B̄〉ψ
i,n | 0 ≤ i < n, 〈B̄〉ψ ∈

Sub(ϕ)}. Note that these variables describe the truth value of subformulas on intervals
that do not exist with the currently considered length of an interval structure. They are
used in the permanent constraints in order to make the encoding for the 〈B̄〉-operators
incremental. Since these intervals do not exist, these variables are forced to be false by
the temporary constraints. When increasing the length of considered interval structures,
the temporary constraints are deleted and more permanent constraints are being used to
describe the truth values of these new intervals of the form [i, n] for i ≤ n.

Theorem 2. For all ITL formulas ϕ and all n ≥ 1 we have that ϕ is n-bounded satis-
fiable iff Cn

ϕ is satisfiable.

The proof is standard and therefore omitted. The following estimation on the size of
Cn
ϕ is also easy to verify.

Lemma 3. Cn
ϕ contains O(|ϕ| · n2) many variables and is of size O(|ϕ| · n3).

Also note that Cn
ϕ consists of propositional clauses and can therefore be given to a

SAT solver as it is. Modern SAT solvers support incremental solving meaning that, as
long as in between runs of the solver only clauses are added, the next solving process
can re-use information gathered in the last one like learnt clauses etc. [8]. Solvers such
as picosat [3], which we use in the tool described here can do so even if some vari-
able values are assumed, and satisfiability checking is only performed for assignments
that respect these values. Note that all clauses in T n

ϕ are single-literal clauses and can
thus be used as variable value assumptions during solving.

In order to benefit from incremental SAT solving we need to explain how Cm
ϕ can be

obtained from Cn
ϕ for m > n adding minimal sets of clauses. Because of the remark on

non-monotonicity of bounded ITL satisfiability made at the beginning of this section
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it makes sense to consider the case of m = n + 1 only. The next lemma stating the
possibility of using this encoding incrementally is also easily verified. It is straight-
forward to extend it to the case of m > n + 1.

Lemma 4. For all n ≥ 1 we have Cn+1
ϕ = (Cn

ϕ \ T n
ϕ ) ∪

( n⋃
i=0

Pn+1
ϕ (i, n)

)
∪ T n+1

ϕ .

Thus, Cn+1
ϕ can be constructed from Cn

ϕ by removing the temporary constraints (of a
cardinality that is linear in n), and then adding a quadratic number of constraints to it.
This is asymptotically better than building Cn+1

ϕ from scratch which would take cubic
time in n.

Based on Theorem 2 and Lemma 4 we can devise a simple approximation scheme
that tests an ITL formula for finite satisfiability.

procedure ITLFINSATTEST(ϕ)
n ← 0
C ← {Xϕ

0,0}
repeat

n ← n+ 1
C ← C ∪

(⋃n−1
i=0 Pn

ϕ(i, n− 1)
)

until C is satisfiable assuming all assignment in T n
ϕ to hold

extract a model for ϕ of size n from a satisfying propositional assignment
end procedure

Completeness of this approximation is a direct consequence of the fact that it sym-
bolically tests all interval structures of increasing size for being a model for its input
formula. Soundness only holds in the weak sense that this method does not return any
false positives. However, it is not able to detect unsatisfiability, i.e. on unsatisfiable
inputs it simply does not terminate.

Theorem 5 (Completeness). ITLFINSATTEST(Somewhere(ϕ)) terminates on an n-
bounded satisfiable ϕ after at most n iterations of its loop and produces a model for
Somewhere(ϕ).

We remark that ITLFINSATTEST can be made to terminate on fragments of ITL for
which the small model property is known. Such fragments are necessarily decidable. In
such cases it suffices to run the loop up to the maximal size of a minimal model of the
input formula. If none has been found, unsatisfiability can be reported.

4 Experiments

To evaluate the scalability of incremental bounded ITL satisfiability checking using the
ideas described in this paper, we implemented the tool ITLFinSat. It is available for
download at https://github.com/progirep/ITLFinSat. The tool is writ-
ten in C++ and uses the SAT solver picosat v.957 [3] as a library for incremental
solving. The tool is completely single-threaded.

We consider three benchmark cases: an ITL model of the Fischer Mutex protocol
[14], a formalisation of a binary counter, and a classical puzzle as an ITL satisfiability
problem.

https://github.com/progirep/ITLFinSat
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Table 1. Results of the experiments

benchmark ϕ |ϕ| prop. formula size # prop. variables model size k time
Fischer, n = 2 414 45,441 31,482 10 0.18s
Fischer, n = 3 638 103,987 66,885 12 0.72s
Fischer, n = 4 880 201,650 121,800 14 6.2s
Fischer, n = 5 1140 352,529 201,501 16 311s
chicken puzzle 215 19,705 15,840 9 0.09s
5-bit counter 195 77,028 40,869 17 0.3s
6-bit counter 236 464,168 171,955 33 3.2s
7-bit counter 277 3,178,956 749,529 65 58.9s
8-bit counter 318 24,087,440 3,312,335 129 31m57s

Fischer Protocol. This protocol orchestrates n agents that want to enter some critical
section. Mutual exclusion is achieved through a clever set-wait-and-test phase in which
each agent can indicate their intention to enter by setting a common variable to its
ID, then wait for a while and enter the critical section only if the variable’s value still
equals the agent’s ID. We formalise the possibility for more than one agent to enter their
critical section at the same time as an ITL satisfiability problem, using 4 propositions
for each agent to indicate the state that they are in currently, and n+ 1 propositions for
the common variable’s values. The ITL formula then expresses that at every time the
agents’ states and the variable’s value are unique, and that the agents can only change
states according to the description above, i.e. when the variable’s value allows them to
do so.

Intervals in a model for this formalisation can be seen as durations for how long the
agents need to remain in certain states, and the satisfiability check reveals that mutual
exclusion does not hold when the waiting phase is too short for some agents. Note that
correctness of Fischer’s protocol relies on some phases being longer than others, and
general interval length comparisons are not formalisable in plain ITL. Mutual exclusion
in this protocol does depend on certain intervals being longer than others, though; this
is why the reason for violation in this example would have to be found manually from
the output of the satisfiability test. For the Fischer protocol, we model the question if
for some value of n if for a setting with n processes, all of them can be in their critical
regions at the same time as an ITL formula.

The Chicken Crossing Puzzle. We formulate the classical problem of the farmer trying
to get a fox, a chicken and some corn across the river without ever leaving the chicken
with the fox or the corn unattended on one side. The existence of a solution can naturally
be formalised in ITL using propositions for the locations (i.e. side of the river) of the
four protagonists. The ITL formula states that none of them is on both sides at the same
time, that the farmer can only take one of them across the river at a time, that they are
all on the left side at the beginning and on the right side at the end, etc.

Binary Counter. This benchmark family is used to test the limits of the SAT-based
approach. It formalises the evolution of an n-bit counter using propositions for “the i-th
bit is set/unset on this interval” by stating that the highest bit is unset and afterwards
set, and whenever bit i is set or unset on an interval then this begins with an interval in
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which bit i − 1 is unset and ends in one in which bit i − 1 is set. Moreover, we require
that phases in which some bit is set resp. unset must not overlap. This formula for n bits
is always satisfiable, but its shortest models are of length 2n−1 + 1.

Table 1 presents data collected from satisfiability checks for these benchmarks. All
experiments were carried out on a computer with an Intel i5-3230M CPU running at
2.60GHz. A memory limit of 2GB was never exceeded in our experiments. The table
shows the size of the underlying ITL formula, the size and number of propositional
variables of its SAT encoding when it has been found to be k-bounded satisfiable, the
size k of the model that has been found, and the overall time taken for the satisfiability
check including the encoding and checks at model sizes less than k.
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Abstract. We introduce StarExec, a public web-based service built to facilitate
the experimental evaluation of logic solvers, broadly understood as automated
tools based on formal reasoning. Examples of such tools include theorem provers,
SAT and SMT solvers, constraint solvers, model checkers, and software verifiers.
The service, running on a compute cluster with 380 processors and 23 terabytes
of disk space, is designed to provide a single piece of storage and computing in-
frastructure to logic solving communities and their members. It aims at reducing
duplication of effort and resources as well as enabling individual researchers or
groups with no access to comparable infrastructure. StarExec allows community
organizers to store, manage and make available benchmark libraries; competition
organizers to run logic solver competitions; and community members to do com-
parative evaluations of logic solvers on public or private benchmark problems.

1 Introduction

Ongoing breakthroughs in a number of fields depend on continuing advances in the de-
velopment of high-performance automated reasoning tools such as SAT solvers, SMT
solvers, theorem provers, model finders, constraint solvers, rewrite systems, model
checkers, and so on, which we generically refer to here as (logic) solvers. Typically,
application problems are translated into possibly large and complex formal descriptions
(logical formulas, rewrite rules, transition systems, . . . ) for these tools to reason about.
Different tradeoffs between linguistic expressiveness and the difficulty of the original
problems have led to the adoption of a variety of reasoning approaches and logical for-
malisms to encode those problems. Distinct research communities have developed their
own research infrastructure to spur innovation and ease the adoption of their solver tech-
nology. This includes standard input/output formats for solvers, e.g., [3, 14]; libraries
of benchmark problems, e.g., [2, 6, 11, 14]; solver execution services, e.g., [12, 13, 15];
and solver competitions, e.g., [1, 4, 5, 7, 8, 9, 10]. By and large, so far these differ-
ent infrastructures have been developed separately in the various logic communities, at
significant and largely duplicated cost in development effort, equipment and support.

StarExec is a solver execution and benchmark library service aimed at facilitating the
experimental evaluation of automated reasoning tools. It is designed to provide a single
piece of storage and computing infrastructure to all logic solving communities, with the
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grants 0957438, 1058748, and 1058925.
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Fig. 1. The StarExec space hierarchy

twofold goal of reducing the effort and resources duplication while also enabling com-
munities and individuals that could not afford developing their own infrastructure. The
service allows community organizers to store, manage and make available benchmark
libraries, competition organizers to run competitions, and individual community mem-
bers to run comparative evaluations of logic solvers on benchmark problems. These ca-
pabilities are accessible through a web browser interface at the StarExec web site which
provides facilities to upload and organize benchmarks and solvers, browse and query
the stored benchmark libraries, run user-selected solvers on user-selected benchmarks,
and view and analyze execution results and statistics.

This paper gives an overview of StarExec, briefly describing its main design, compo-
nents, functionality, and usage, and discusses its current status and further development
plans. For more details on the service and its usage, we refer the reader to the online
documentation on the StarExec web site: http://www.starexec.org .

2 Main Concepts

StarExec is built as a service for logic solving communities, groups of logic solver devel-
opers and users such as the SAT, SMT, theorem proving, confluence, model checking,
and software verification communities. In StarExec, a community is a user group ad-
ministered by one or more designated community leaders, users with special privileges
and responsibilities such as accepting new users or uploading and managing bench-
marks and solvers. The system is built on top of a few basic concepts: spaces, users,
solvers, benchmarks, job pairs, jobs, and processors, which are described below.

Spaces. A space is a collection of solvers, benchmarks, jobs, and users—collectively
referred to as primitives—as well as other spaces—also referred to as subspaces. Spaces
are similar to folders in a file system and are the means by which StarExec primitives
are organized (see Figure 1). The subspace hierarchy has a tree structure: each space
other than the root space is contained in exactly one superspace. In contrast, each primi-
tive can be contained in more than one space. The direct subspaces of the root space are
community spaces. Each logic community has one community space which contains,
directly or within subspaces, all benchmarks, solvers, users and jobs in that community.
Spaces can be public or private, locked or unlocked. A public space is visible to all
StarExec users; a private one is visible only to the users contained in it. If a space is
locked no one can copy items out of it. This is useful to store copy-restricted bench-
marks and solvers while still allowing other users to include them in job pairs.

http://www.starexec.org
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Users. A user is a registered and verified person who belongs to at least one com-
munity and is therefore endorsed within the system by a community leader. Every user
has visibility over a set of (sub)spaces and has a set of permissions for each of these
spaces controlling the kind of allowed operations. Users also have leadership over some
spaces. A leader of a space has the full set of permissions over that space. A community
leader is simply the leader of a community space.

Solvers. Solvers are programs that solve logic problems. Specifically, they are Linux
programs that take a text file on standard input and may produce text on standard output.
Solvers can consist of groups of files and folders—as opposed to a single executable.
Each solver is associated with one or more configurations, executable scripts that in-
voke the solver with specific input flags and settings. Configurations and processor
scripts (see below) can be written in any of the scripting languages (Bash, Perl, Python,
and so on) available by default in Linux distributions. A configuration takes as input a
benchmark and feeds it to its solver.

Benchmarks. A benchmark is a single text file. Currently there is no support for
multi-file benchmarks; however, StarExec supports benchmark dependencies, the ref-
erencing of other benchmark files (e.g., TPTP axioms files [14]) within a benchmark.
Each benchmark has a type which consists of a (system-wide) unique name and an
associated benchmark processor.

Jobs and Job Pairs. A job pair consists of a solver configuration and a benchmark to
be run by that configuration. Job pairs are atomic execution units. After execution they
are associated to various pieces of information such as results, CPU time, wall clock
time, etc. A job is simply a collection of job pairs executed or to be executed.

Processors. Processors are executables that take textual input and produce textual
output at certain stages in the job execution pipeline. They are currently of two kinds:
benchmark processors and post-processors. The former are run on benchmarks being
uploaded to a space. They can be used to perform various checks and validations on a
benchmark and to extract meta-data to be stored in a central database. Post-processors
are run on solver output produced by executing a job pair. They can be used to extract
specific data from this output which too are stored in a database for later access.

3 Functionality and Usage

StarExec was designed as a web service accessible through a web browser interface.
Most of the web service functionality is also available through a downloadable client
application, called StarExecCommand. That program provides a command line shell
and a large number of commands mirroring the operations that can be performed via a
web browser. In the following, we focus on the web browser interface.

User Accounts. Using StarExec requires first obtaining a user account. Since every
registered user belongs to at least one of the StarExec communities, every new account
request requires joining one of them (more communities can be joined later). Such
requests are sent to the leaders of the chosen community each of whom has the power
to approve them or not. Communities themselves and community leader users can be
created only by the StarExec administrators. Registered users must log in to StarExec
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before being able to use it. External observers can view all public information on the
StarExec website by logging in as the special user guest.

Spaces and Communities. Using an interface similar to that of file explorers in com-
puter desktop GUIs, users can browse the StarExec space hierarchy or, rather, the subset
of it visible to them; view the contents of any spaces they belong to; and inspect details
of users, benchmarks, solvers, and jobs in those spaces. As an example, details about
benchmarks include name, description, owner, upload date, file size, type, and any user-
defined attributes automatically extracted from the benchmark when it was uploaded.
Users can also perform a number of stateful operations on a space depending on the
set of permissions they have on it. These operations may include creating and deleting
subspaces; uploading, copying, linking and deleting benchmarks and solvers; creat-
ing, removing jobs; copying, removing users; making other users leaders; changing the
space’s default permissions; and locking or unlocking the space.

In general, users can copy any visible primitive from an unlocked space to any space
where they have permission to add that kind of primitive. While copy operations are
done uniformly by a drag-and-drop action, their semantics depends on the copied item.
Copying a user U from a space A to a space B amounts to giving U certain permissions
on B. Copying a job J from A to B only creates a link to J in B. Copying a benchmark
or a solver, on the other hand, can be done either way: as an actual copy or just as a link.
All users are by default leaders of the spaces they create. The leaders of a space have
full permissions on that space, which consist in the ability to add/remove primitives and
subspaces as well as make other users space leaders. A space leader can also decide
which set of permissions from the above to grant to regular (i.e., non-leader) users in
the space. For security and integrity reasons, only StarExec administrators can remove
space leaders from a space or demote them to regular users.

Since communities are spaces, users can operate on them as discussed above. How-
ever, users can also browse the communities visible to them, request to join or leave
a community, and download a community’s benchmark processors. Community lead-
ers (i.e., leaders of a community space) can, in addition, set several community-wide
defaults such as timeouts or post-processors for job pairs. They can also upload post-
processors, define benchmark types, and upload their associated processor.

Solvers. StarExec users can add a solver to a space (in which they have the permis-
sion to do so) either by copying/linking the solver from another space or by uploading
it. Solvers must be uploaded as tar archives or compressed tar or zip archives. The
archives can consist of any collection of folders and files but must contain at least one
configuration script—used to establish proper settings and input flags for the solver
and then launch the solver. All configuration scripts must reside in a designated top-
level directory (bin) in the archive and have a name starting with a designated prefix
(starexec run ) so that they can be easily identified by the StarExec system.

During a job execution, StarExec will run a configuration script in an environment
with a number of predefined environment variables. Those variables contain such infor-
mation as the absolute path to the benchmark input file, the absolute path to a designated
output directory for the script, and limits on wall clock time, CPU time, memory, and
disk space. Any files written to the output directory during the execution of the script are
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saved by StarExec for later download by the user. Files written elsewhere are removed
after each job run. If a job pair exceeds any of its time or space limits it is terminated.

As with any space item, users can inspect details of any solver visible to them. In
particular, they can view the list and the content of each configuration script. If permit-
ted by the owner of the containing space, they can also download the entire solver and
its configurations as a compressed archive.

Benchmarks. Users can add benchmarks to a space either by copying/linking them
from another space or by uploading an archive file containing benchmarks all of the
same type. The user has the option of (i) recreating the archive’s directory structure as
a space structure in the destination space and place each benchmark in the (sub)space
corresponding to the benchmark’s source (sub)directory, or (ii) simply placing all the
files contained in the archive directly in the destination space. With the first option the
new subspaces take the name of the corresponding subdirectory and all get the same set
of permissions, specified by the user before uploading the archive. All uploaded files are
run through the benchmark processor associated with their type, and are added to their
destination space only if accepted by the processor. An upload status page summarizes
the results of the upload as it progresses and lists all the discarded files, if any.

Benchmark types are global across all communities. They can be created only by
community leaders who must also provide an associated processor. Every benchmark
processor is expected to print for its input benchmark a sequence of lines of the form
key=value where key is an attribute name and value its value. These attribute-value
pairs are stored in StarExec’s database and will be shown later when inspecting the
benchmarks. Most attribute names are user-defined. A predefined attribute, and the only
mandatory one, is starexec-valid. The processor is required to print a pair with that
key and the value true or false depending on whether the benchmark was accepted
by the processor or not. The system will discard the benchmark if the value of this at-
tribute is false. Other predefined but optional attributes allow the processor to specify
dependencies on other benchmarks or an expected result for the benchmark.

Compute Cluster. StarExec compute nodes are partitioned into a number of execution
queues. Each job is submitted to one of these queues. There is a general queue available
to all users. The other queues serve special functions, such as solver competitions, or
are reserved for exclusive use by a community. Only community leaders can request
the creation and the reservation of a queue. A dedicated page on the web server allows
all users to inspect any queue to see pending job pairs for that queue, and inspect any
node in a queue to see currently executing job pairs on that node. To assure result
reproducibility, each job pair is run in isolation on one compute node processor, i.e.,
no two job pairs share the same processor at the same time. To assure a basic level of
security a job pair’s solver is run as a sandboxed user with very limited permissions.

Jobs. Users can create and immediately execute a job in a space. At creation time, they
set execution parameters specifying timeouts, post-processors, and execution queues.
They can choose to have job pairs executed in depth-first or in round-robin fashion. In
the first case, StarExec will execute all job pairs in one subspace before moving on to
the next; in the second, all job pairs in all subspaces will make progress in the execu-
tion concurrently. Users have different ways to generate a job pairs starting from the
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root space, the space in which the job is created. For instance, they can instruct the
system to find all subspaces containing solvers and benchmarks, and execute all pos-
sible combinations of those benchmarks and available configurations for those solvers.
Alternatively, users can manually select which benchmarks and solvers to execute. In
that case, they also have different options for how to pair solvers with benchmarks.

After a job has been set up, its job pairs are created automatically and sent to the
specified execution queue. A running job can be monitored by looking at its details
web page, which gets updated in real time with information on how many pairs have
been completed, have been solved, have failed and so on. Specific job pair information
includes its status, final runtimes, and user-defined results. After the job completes,
its page will also provide various statistics in graphical form, such as scatter and cactus
plots. All job data can be also downloaded in real time in CSV format (with one line per
job pair) for off-line analysis, process and visualization. The job’s web page is assigned
a unique, persistent URL that can be used as a reference in publications and the like.

4 Infrastructure and Technologies

The StarExec software infrastructure relies on common web standards and several freely
available software applications and libraries. Almost all of the software developed in-
house for this service is written in Java, with the rest consisting mostly of shell scripts.
We plan to open source the entirety of this software in the near future.

The StarExec hardware infrastructure is located in a dedicated state-of-the-art server
hosting facility at the University of Iowa. The service runs on a Red Hat Fedora com-
pute cluster consisting of 3 head nodes and 190 rack-mounted compute nodes. Each
node has two 4-core 2.4GHz Intel processors with 256GB of RAM and a 1TB hard
drive. Local disk space is used only for caching purposes during job execution. Solvers,
benchmarks and all other persistent data and meta-data are stored centrally in a dual
NetApp network-attached storage system with a capacity of 23TB.

5 Current Status and Future Development

At the time of this writing, StarExec has been used by two public events: the Con-
fluence Competition (CoCo) 2013, which ran in June, 2013; and the SMT Evaluation
(SMT-EVAL) 2013, which ran over several months in 2013. Each event had an execu-
tion queue giving it exclusive access to a subset of the compute nodes. Otherwise, they
had quite different requirements for StarExec. CoCo 2013 ran during a meeting of the
Confluence Workshop, and thus it was very important that the CoCo organizers could
initiate the job and monitor its results live. They used StarExecCommand for this. On
the other hand, their workload was small, just 509 job pairs. In contrast, SMT-EVAL
2013 had a workload of 1,663,478 job pairs, split over four jobs. This meant that oper-
ating at scale was an important criterion for success for SMT-EVAL.

For the FLoC Olympic Games of Summer 2014, many additional events have ex-
pressed interest or made plans to run on StarExec. The latter include the CASC, QBF,
and SMT-COMP competitions. With its basic functionality now in place, we antici-
pate that future developments of the StarExec system and service will be driven by the
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needs of such events or of whole communities. The challenge in adding new features
to meet these needs will be to make them general enough to be potentially useful to
other communities. For example, in some tracks of the Termination Competition, ter-
mination proofs produced by termination checkers for rewriting systems are fed on the
fly to a proof checker. To support this we plan to add to StarExec a general facility for
pipelining tools, something that we expect will be useful to other competitions as well.
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Abstract. This paper introduces Skeptik: a system for checking, com-
pressing and improving proofs obtained by SAT- and SMT-solvers.

1 Introduction

There are various reasons why it is desirable for automated reasoning tools to
output not only a yes or no answer to a problem but also proofs/refutations
or (counter)models. Firstly, state-of-the-art tools are complex and heavily opti-
mized. Their code is often long, hard to understand and difficult to automatically
verify. Consequently, yes/no answers cannot be fully trusted, unless they are ac-
companied by proofs or (counter)models that serve as independently checkable
certificates of their correctness.

Furthermore, for most applications, a yes/no answer is inherently insufficient.
We often already know in advance whether a problem is expected to be satisfiable
or unsatisfiable, and we want more than just a confirmation of this expectation.
For satisfiable formulas, the desired information is encoded in the model; while
for valid formulas, it is contained in the proof. In case the expectation was wrong,
refutations and countermodels can be helpful to explain issues in the encoding of
the problem, in order to correct and refine it. Proofs can been used, for example,
to obtain unsat cores, interpolants and Herbrand disjunctions [12].

Although current automated deduction tools are very efficient at finding
proofs, they do not necessarily find the best proofs (e.g. shortest, least spa-
cious, with smallest core. . . depending on the intended application). The Skeptik
tool (http://github.com/Paradoxika/Skeptik/) finds and eliminates redun-
dancies in proofs, in order to improve and compress them according to various
metrics. It is licensed under a Creative Commons CC-BY-NC-SA License.

Related Work: CERes (http://www.logic.at/ceres) [8] is another proof trans-
formation system, specialized in cut-elimination for sequent calculus. It was
replaced by GAPT (http://code.google.com/p/gapt/) [7], extended with cut-
introduction techniques. MINLOG (http://www.mathematik.uni-muenchen.de/

~logik/minlog/) extracts functional programs from proofs, employing a refined
A-translation.
� Funded by Google Summer of Code 2012 and 2013 and FWF project P24300.
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2 Implementation Details

In Skeptik every logical expression is a simply typed lambda expression, im-
plemented by the abstract class E with concrete subclasses Var, App and Abs

for, respectively, variables, applications and abstractions. Scala’s case classes
are used to make E behave like an algebraic datatype with (pattern-matchable)
constructors Var, App and Abs à la functional programming.

Skeptik is flexible w.r.t. the underlying proof calculus. Every proof node is an
instance of the abstract class ProofNode and must contain a judgment of some
concrete subclass of Judgment and a (possibly empty) collection of premises
(which are other proof nodes). A proof is a directed acyclic graph of proof nodes;
it is implemented as the class Proof, which provides higher-order methods for
traversing proofs. Thanks to Scala’s syntax conventions, these methods can be
used as an internal domain specific language that integrates harmoniously with
the Scala language itself. A proof calculus is a collection of inference rules, imple-
mented as concrete subclasses of ProofNode. In particular, the main inference
rules of the propositional resolution calculus used for representing proofs gen-
erated by SAT- and SMT-solvers are Axiom and R (for resolution). They use a
Sequent class (a subclass of Judgment) to represent clauses.

Classes for expressions and proof nodes are small and correctness conditions
(e.g. typing conditions for expressions and the existence of a pivot for a resolu-
tion inference) are checked during object construction. Once constructed, they
cannot be changed, because they are immutable. Therefore, incorrect expressions
and proofs cannot result from the transformations performed by Skeptik. Aux-
iliary functionality is not implemented in the classes but in their homonymous
companion objects. Therefore, even though Skeptik has more than 21000 lines
of code, its most critical core data structures are less than a few hundred lines
long.

3 Supported Proof Formats

Scala’s combinator parsing library makes it easy to implement parsers for various
proof formats. Skeptik uses the extension of a file to determine its proof format.
To export proofs in various formats, Skeptik provides many exporter classes that
extend Java’s java.io.Writer class. Available proof formats are:

TraceCheck Format (“.tc”): The TraceCheck format is one of the three formats
accepted at the Certified Unsat track of the SAT-Competition and is used by
SAT-solvers such as PicoSAT [3]. Each line declares a new clause, specifying
its name (a fresh positive integer), a space separated list of literals (positive or
negative integers, depending on the polarity of the literals), and a list of premises
(other clauses, referred by their names) needed to derive the new clause by
regular input resolution. Zero is used as a delimiter. Figure 1 shows an example.
Other formats accepted at the Certified Unsat track are less detailed and hence
less convenient to be used by tools that post-process proofs. The omission of
premises in the RUP format, for example, throws away information about the
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⊥

2 −2

1, 2 −1

−1, 2 −2

1,−2

1 1 2 0 0
2 -1 2 0 0
3 -2 0 0
4 1 -2 0 0
5 2 0 1 2 3 0
6 -2 0 2 3 4 0
7 0 5 6

Fig. 1. A proof and its representation in the TraceCheck format

DAG structure of the proofs. Nevertheless, there are tools for converting RUP
proofs to the trace-check format [13].

SMT Proof Format (“.smt2”): Although there is a well-established format for
SMT problems, there is still no agreement on a format for SMT proofs. Skep-
tik supports the format used by veriT [5], which is close in style to SMT-Lib’s
problem format. Other formats could be supported if requested by users. In con-
trast to the TraceCheck format, in veriT’s format, expressions can be arbitrary
first-order terms and formulas and not only propositional variables represented
as integers. The proofs are purely resolution-based at the bottom (closer to the
root) but may contain theory-related and CNF transformation inferences at the
top. This clear separation makes the proofs amenable to propositional resolution
proof compression techniques. Skeptik currently simply ignores non-resolution in-
ferences, but does keep them in the compressed proof it outputs.

Skeptik’s Proof Format (“.s”): Skeptik’s own proof format is a propositional res-
olution proof format meant to be simple and easy to read and write by humans.
Each line either declares a new named subproof or deletes a previously declared
subproof. Axioms are represented as sequents surrounded by curly braces. The
infix resolution operator on subproofs is denoted by the pivot literal surrounded
by square brackets or by a single dot (if there is a single pivot candidate and
its omission is desired). Subproof names and literals can be arbitrary strings of
letters and digits. The last named subproof is considered to be the whole proof.

u = ({ 1 � 2 } [2] { 2 � })
q = (({ � 1, 2 } . u) . (u . { 2 � 1 }))

Fig. 2. The proof from Fig. 1 represented in the Skeptik format

4 Proof Compression Algorithms

One of Skeptik’s essential design goals is ease of implementation, combination and
comparison of proof compression algorithms. This is evidenced by the fact that
most algorithms for the compression of propositional resolution proofs described
in the literature are available in Skeptik. They are shortly described below:

RecyclePivots (RP) [1,2] compresses a proof by partially regularizing it. A proof
is irregular [16] if the resolved literal (pivot) of a resolution proof node is resolved
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again on the path from this node to the root node. RP finds irregular nodes
efficiently by traversing the proof from the root to the leaves a single time and
memorizing which literals were resolved. When it finds an irregular node, it
marks one of its premises for deletion. In a second traversal, from the leaves
to the root, irregular nodes are replaced by their non-deleted premises. As full
regularization can lead to an exponential blow-up in the proof length [11], it is
important to regularize carefully and only partially. RP achieves this by resetting
the set of literals for a node to the empty set when it has more than one child
(i.e. when it is the premise of more than one node).

RecyclePivotsWithIntersection (RPI) [9] differs from RP in the treatment of a
node with more than one child. Instead of resetting its set of literals to the
empty set, the intersection of the sets of literals incoming from its children is
computed. In this manner, the exponential blow-up is still avoided, but strictly
more irregular nodes are detected and regularized.

LowerUnits (LU) [9] partially eliminates a kind of redundancy that is almost
orthogonal to irregularity. When a node η appears as premise of many resolutions
with the same pivot p, it is desirable to resolve η on p only once instead. This is
not always possible, unless η contains a unit clause (a clause with only the literal
p). LowerUnits reduces redundancy by lowering all unit nodes. The nodes are
removed from their places and reintroduced in the very bottom of the proof, by
resolving them (at most once) with the root of the fixed proof.

LowerUnivalents (LUV) [4] generalizes LowerUnits. By keeping track of nodes
that have already been lowered and their pivots, it becomes possible to lower a
non-unit node if it is univalent : all its literals but one (its so-called valent literal)
can be resolved against the valent literals of the already lowered nodes.

LUVRPI [4] is a non-sequential combination equivalent to the sequential combi-
nation of LUV after RPI and currently provides one of the best trade-offs between
compression time and compression ratio. Non-sequential combinations with LUV

are easy to implement, because LUV has been implemented as a replacement
for the fixProof function used by some algorithms to reconstruct a proof after
deletions.

RPI3LU and RPI3LUV are non-sequential combinations of RPI after LU and LUV,
respectively. They consist of three traversals. The first traversal collects sub-
proofs to be lowered. The second traversal computes the sets of safe literals for
each node, taking into account the subproofs marked for being lowered. The
last traversal actually compresses the proof by removing redundant branches
and lowering subproofs. These algorithm are optimizations of the corresponding
sequential compositions, achieving the same compression ratio in less time.

Reduce&Reconstruct (RR) [15] applies local transformation rules that either elim-
inate local redundancies or shuffle the order of resolution steps (similarly to what
Gentzen’s rank reduction rules do) in order to gradually transform non-local re-
dundancies into local ones. Although the given set of local rules is sufficient to
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emulate any other compression algorithm, the algorithm may need many traver-
sals to shuffle the order of resolutions steps sufficiently well to eliminate non-local
redundancies. This algorithm can achieve very good compression ratio, if exe-
cuted for long enough. The implementation in Skeptik is very modular, allowing
convenient experimentation with various alternative local transformation rules,
rule application heuristics and termination criteria.

Split [6] lowers pivot variables in a proof. From a proof with conclusion C, two
proofs with conclusions v ∨C and ¬v ∨C are constructed, where the variable v
is chosen heuristically. In a first step the positive/negative premises of resolvents
with pivot v are removed from the proof. Afterwards the proof is fixed, by
traversing it top-down and fixing each proof node. A proof node is fixed by
either replacing it by one of its fixed premises or resolving them. The roots of
the resulting proofs are resolved, using v as pivot, to obtain a new proof of C.
The time-complexity of this algorithm is linear in the proof length, but it has
to be repeated many times to obtain significant compression. This can be done
iteratively or recursively. Also multiple variables can be chosen in advance. All
these variants are implemented in Skeptik.

Tautology Elimination (ET) eliminates proof nodes containing tautological
clauses. Although tautological clauses normally do not occur in proofs gener-
ated by SAT- and SMT-solvers, they may occur in post-processed proofs.

DAGification (D) finds proof nodes having equal clauses and replaces one of them
by the other. Subsumption algorithms generalize DAGification by replacing a
node containing a clause C2 by another node containing a clause C1 if C1 sub-
sumes C2. There are three subsumption-based proof compression algorithms im-
plemented in Skeptik, TopDownSubsumption (TDS), BottomUpSubsumption (BUS)
and RecycleUnits (RU) [2], all with quadratic worst-case complexity.

Pebbling algorithms compress proofs w.r.t. their space, not their length. The
space of a proof is the maximum number of proof nodes that have to be kept
in memory simultaneously, while reading and checking the proof. Minimizing
the space measure is analogous to minimizing the number of pebbles used for
playing the Black Pebbling Game [10] on the DAG of the proof. This is a hard
problem and Skeptik provides many greedy heuristics for reducing space well,
though not optimally. Among them, the fastest and most compressive are some
heuristic variants of the BottomUpPebbler (BUP).

5 Installation and Usage

Skeptik is implemented in Scala and runs on the Java virtual machine (JVM).
Therefore, Java (https://www.java.com/) must be installed. The easiest way to
download Skeptik is via git (http://git-scm.com/), by executing [git clone

git@github.com:Paradoxika/Skeptik.git] in the folder where Skeptik should
be downloaded. It is helpful to install SBT (http://www.scala-sbt.org/), a build

https://www.java.com/
http://git-scm.com/
http://www.scala-sbt.org/
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tool that automatically downloads all compilers and libraries on which Skeptik de-
pends. To compile, build and package Skeptik, run [sbt one-jar] in Skeptik’s home
folder. This generates an executable jar file. SBT and Scala programs may need a
lot of memory for compilation and execution. If out-of-memory problems occur,
the JVM’s maximum available memory can be increased by executing [export
JAVA TOOL OPTIONS=‘‘-Xmx1024m -Xss4m -XX:MaxPermSize=256m’’].

The command [java -jar skeptik.jar --help] displays a help message ex-
plaining how to use Skeptik. To compress the proof “eq diamond9.smt2” us-
ing the algorithm RPI and write the compressed proof using the ‘smt2’ proof
format, for example, the following command should be executed: [java -jar

skeptik.jar -a RPI -f smt2 examples/proofs/VeriT/eq diamond9.smt2].
Skeptik can be called with an arbitrary number of algorithms and proofs. The
following command would compress the proofs “p1.smt2” and “p2.smt2” with
two algorithms each (RP and a sequential composition of D, RPI and LU):
[java -jar skeptik.jar -a RP -a (D-RPI-LU) p1.smt2 p2.smt2]

Skeptik can also be used as a library of proof data structures and compression
algorithms from within any Java or Scala program. In this manner, communica-
tion via proof files can be avoided.

6 Conclusions and Future Work

Skeptik’s development started around March 2012 and since then it has been
used internally to compare various proof compression algorithms and develop
new ones. Now its wide collection of algorithms is ready to be released to external
users interested in improving the proofs they obtain from SAT- and SMT-solvers.
One particularly successful external use of Skeptik was in interpolation-based
controller synthesis [14]: proofs with millions of nodes have been compressed
by 70% and better interpolants could be extracted from the compressed proof.
Compression ratios varying from 10% to 70% (typically around 20%), depending
on the benchmark and on the employed algorithm, have been observed. The
performance is acceptable; the conveniences of a high-level language such as
Scala outweigh its overheads.

In the near future, parsers for other proof formats for propositional reso-
lution proofs could be easily added if requested by users. Moreover, Skeptik
was designed to be flexible with respect to the underlying proof system. It is
not restricted to propositional resolution. Techniques for compressing natural
deduction proofs are currently being investigated and implemented [18]. Data
structures for sequent calculus proofs are partially available, and techniques
for compressing them [17] could be implemented in Skeptik as well. Many of
the propositional resolution proof compression algorithms could be extended to
first- or even higher-order resolution, by taking extra care of unification. Features
such as the extraction of unsat cores and interpolants could be useful additions
to Skeptik as well.

Acknowledgments. The Vienna Scientific Cluster (http://www.vsc.ac.at)
is regularly used to evaluate Skeptik on thousands of proofs.

http://www.vsc.ac.at
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Terminating Minimal Model Generation

Procedures for Propositional Modal Logics�

Fabio Papacchini and Renate A. Schmidt
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Abstract. Model generation and minimal model generation are useful
for tasks such as model checking and for debugging of logical specifica-
tions. This paper presents terminating procedures for the generation of
models minimal modulo subset-simulation for the modal logic K and all
combinations of extensions with the axioms T, B, D, 4 and 5. Our pro-
cedures are minimal model sound and complete. Compared with other
minimal model generation procedures, they are designed to have smaller
search space and return fewer models. In order to make the models more
effective for users, our minimal model criterion is aimed to be semanti-
cally meaningful, intuitive and contain a minimal amount of information.
Depending on the logic, termination is ensured by a variation of equality
blocking.

1 Introduction

Automated reasoning methods are often designed to check satisfiability and va-
lidity of formulae. In many applications the “yes or no” answer returned by
these methods is all the information that is needed, but there are tasks where
additional information is required. Model generation methods complement such
automated reasoning methods by returning models that explain why a certain
answer holds. Examples of tasks where model generation methods are useful are
fault analysis, model checking and debugging of logical specifications [18,13].
Even for the most well-behaved, decidable logics, in general, there are uncount-
ably many different models for satisfiable formulae and models can be very large,
which makes effective model generation a challenging problem. For these reasons,
there have been several studies about the generation of different kinds ofminimal
models for classical and non-classical logics [2,15,14,16,17,13,7].

In this paper we introduce a semantic notion of minimality, similar to the no-
tions used in [17,13]. Our minimality criterion is based on a preorder on models
called subset-simulation (i.e., it is a variation of the more common notion of sim-
ulation [4]). The criterion is designed so that minimal models are semantically
meaningful, more natural than models minimal with respect to other minimality
criteria, and contain a minimal amount of information. In this paper we propose
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the first terminating, minimal model sound and complete procedures for the gen-
eration of models minimal modulo subset-simulation for all normal modal logics
in between K and S5. If a model generator is minimally sound and complete,
not only will it generate one minimal model, but it will generate the complete
set of all minimal models. In comparison with other approaches, our procedures
benefit from smaller search spaces, and fewer models are returned. In particular,
we aim to return the smallest set of all relevant minimal models, so that the user
is not swamped with too many similar models.

As modal logics are closely related to description logics, our procedures can
be used as methods complementary with respect to ontology debugging methods
such as the ones proposed in [19,8]. The usual definition of ontology debugging
assumes that an ontology is incoherent (inconsistent). In this case, debugging is
the ability to identify the cause of the incoherence and fix it. An ontology can
however be considered faulty even when it is coherent, but it does not properly
model the domain of interest. This can be because aspects and properties of the
domain of interest, that are expected to hold, do not follow from the ontology.
In this context, similarly to test-driven software development paradigms, our
procedures complement the notion of ontology debugging and provide assistance
to model correctly the domain of interest. Minimal model generation procedures
can be used to check whether these properties hold at any stage of the life cycle
of the ontology, and then corrected based on the computed models.

Another possible use for the generation of models minimal modulo subset-
simulation is positive query answering for Horn fragments of modal logics similar
to [13]. In [13] the query answering problem is reduced to a model checking
problem. Our procedures can be used in the same way, but it is not restricted
to Horn fragments of modal logics.

The logics and the main properties of models minimal modulo subset-simula-
tion are presented in Section 2. Section 3 defines minimal model sound and com-
plete procedures for the logics under consideration. As minimal model soundness
can be easily shown if the procedures are minimal model complete, we focus on
formally proving minimal model completeness (Section 4). Termination results
for all the logics under consideration are presented in Section 5, as one of the
main contributions of the paper. How our procedures relate to other minimal
model generation procedures, what are possible extensions of the procedures,
and how it is possible to further improve them is discussed in Section 6. Sec-
tion 7 summarises the contributions of the paper and mentions directions of
future work.

2 Modal Logics and the Minimality Criterion

We work with modal formulae of the propositional modal logic K possibly ex-
tended with a subset of the well-known axioms T, B, D, 4, and 5. Specifically,
the logics covered in this paper are all propositional normal modal logics be-
low S5, namely, K, KD, KDB, K4, K5, KD4, KD5, K45, KD45, KB4,
KT4, and KT5(= S5). All these logics are decidable. Table 1 lists the axioms
and their semantic characterisations as frame properties.
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Table 1. Modalities and their corresponding frame conditions

� Axiom Frame condition First-order representation

K

T �p→ p reflexivity ∀xR(x,x)

B p→ �♦p symmetry ∀x∀y(R(x,y)→ R(y, x))

D �p→ ♦p seriality ∀x∃yR(x,y)

4 �p→ ��p transitivity ∀x∀y∀z(R(x,y) ∧R(y, z)→ R(x, z))

5 ♦p→ �♦p Euclideanness ∀x∀y∀z(R(x,y) ∧R(x, z)→ R(y, z))

A modal formula is a formula of the form �, ⊥, pi, ¬φ, φ1 ∧ φ2, φ1 ∨ φ2,
♦φ, �φ, where � and ⊥ are two nullary logical operators for, respectively, true
and false; pi ∈ Σ is a propositional symbol belonging to the set Σ of proposi-
tional symbols; ¬, ∧, ∨, ♦, � are, respectively, the logical operators of negation,
conjunction, disjunction, diamond and box; and φ1, φ2, φ are modal formulae.

We adopt the standard semantics of modal formulae, known as Kripke seman-
tics. A frame for a modal logic is a tuple (W,R), where W is a non-empty set of
worlds and R ⊆ W ×W is the accessibility relation over W . An interpretation I
is a tuple (W,R, V ) composed of a frame and an interpretation function V that
assigns to each world u ∈ W a set of propositional symbols, meaning that such
propositional symbols hold in u. Given an interpretation I = (W,R, V ) and a
world u ∈ W , truth of a modal formula φ is inductively defined as follows.

I, u 
|= ⊥ I, u |= �
I, u |= pi iff pi ∈ V (u)

I, u |= ¬φ iff I, u 
|= φ

I, u |= φ1 ∨[∧] φ2 iff I, u |= φ1 or[and] I, u |= φ2

I, u |= �φ iff for every v ∈ W if (u, v) ∈ R then I, v |= φ

I, u |= ♦φ iff there is a v ∈ W such that (u, v) ∈ R and I, v |= φ

Given an interpretation I, a world u and a modal formula φ, if I, u |= φ holds,
then I is a model of φ.

A model graph M = (W,R,V) is an interpretation except that V(u) returns
the set of formulae true in u. Given a model graph M = (W,R,V) it is possible to
obtain the corresponding interpretation I = (W,R, V ), where V (u) = V(u) ∩Σ
for all u ∈ W .

Let u and v be two elements of the domain of a model I. If there is a path in
the model from u to v, then u is an ancestor of v and v is a descendant of u.

The frame closure of a model I is the model obtained by computing the
closures of the relevant frame properties (e.g., transitive closure).

Let I = (W,R, V ) and I ′ = (W ′, R′, V ′) be two models of a modal formula φ.
A bisimulation is a binary relation B ⊆ W×W ′ such that for any two worlds u ∈
W and u′ ∈ W ′, if uBu′ then the following hold.

– V (u) = V ′(u′),
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– if uRv, then there exists a v′ ∈ W ′ such that u′Rv′ and vBv′, and
– if u′R′v′, then there exists a v ∈ W such that uRv and vBv′.

An auto-bisimulation is a bisimulation between a model and itself.
Let I = (W,R, V ) and I ′ = (W ′, R′, V ′) be two models of a modal formula φ.

A subset-simulation is a binary relation S ⊆ W × W ′ such that for any two
worlds u ∈ W and u′ ∈ W ′, if uSu′ then the following hold.

– V (u) ⊆ V ′(u′), and
– if uRv, then there exists a v′ ∈ W ′ such that u′Rv′ and vSv′.

If S is such that for all u ∈ W there is at least one u′ ∈ W ′ such that uSu′, then
we call S a full subset-simulation from I to I ′. We say a subset-simulation S is
a maximal subset-simulation if there is no other subset-simulation S′ 
= S such
that S ⊂ S′. Given two models I and I ′, if there is a full subset-simulation S
from I to I ′, we say that I ′ subset-simulates I, or I is subset-simulated by I ′.
We write I ≤⊆ I ′ if I is subset-simulated by I ′.

Subset-simulation is a preorder on models. That is, subset-simulation is a
reflexive and transitive relation on models. For this reason it can be used to define
the following minimality criterion. A model I of a modal formula ϕ is minimal
modulo subset-simulation iff for any model I ′ of ϕ, if I ′ ≤⊆ I, then I ≤⊆ I ′.

As bisimulation is more restrictive than subset-simulation, any model IB
bisimilar to a model I preserves the original subset-simulation relationship of I.
This result is formally expressed in the following lemma, and is used for proving
termination of our procedures.

Lemma 1. Bisimulation preserves subset-simulation. That is, given two mod-
els I and I ′, any bisimilar model IB of I is such that if I ≤⊆ I ′ then IB ≤⊆ I ′,
and if I ′ ≤⊆ I then I ′ ≤⊆ IB.

3 Procedures for the Generation of Minimal Models

Our procedures for the generation of models minimal modulo subset-simulation
are composed of a tableau calculus and a minimality test. Depending on which
logic below S5 is considered, different rules for handling frame properties and
different termination techniques are used. The tableau calculus, without the
minimality test, is devised to generate minimal models, but it can also generate
non-minimal models. We prove minimal model completeness of the calculus in
Section 4, and that the use of the minimality test results in minimal model sound
and complete procedures.

As the minimality criterion is based on a preorder, it is possible to have
symmetry classes of models and minimal models belong to the same symmetry
class. Models that belong to the same symmetry class share the same positive
information, meaning that all the models entail the same positive formulae. For
this reason, we define minimal model completeness as follows. A procedure is
minimal model complete if it generates at least one witness for each symmetry
class of minimal models.
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Table 2. Tableau calculus for the generation of minimal models

(�)
(u, v) : R u : �φ

v : φ
(α)

u : (φ1 ∧ . . . ∧ φn) ∨ Φ+
α

u : φ1 ∨ Φ+
α

...
u : φn ∨ Φ+

α

(β)
u : A∨ Φ+

u : A u : Φ+

u : neg(Φ+)

where A is of the form ♦φ, �φ, or pi, and
neg(Φ+) = ¬p1 ∧ . . . ∧ ¬pn, where each pi
is a disjunct of Φ+.

(♦) u : ♦φ
(u, v) : R

v : φ

where v is fresh.

(SBR)
u : p1 . . . u : pn u : ¬p1 ∨ . . . ∨ ¬pn ∨ Φ+

α

u : Φ+
α

The input to the calculus is a modal formula in negation normal form labelled
by an initial world u. Transformation to negation normal form is not essential,
but it simplifies the presentation. It also means that there is no need for pre-
processing before applying the calculus, and reduces the number of rules in the
calculus. Disjunctions and conjunctions are assumed to be flattened (e.g., we
write φ1 ∨ φ2 ∨ φ3 instead of φ1 ∨ (φ2 ∨ φ3)). By A we mean a modal formula
of the form pi, ♦φ or �φ. We use Φ+ to denote a non-empty disjunction, where
all disjuncts are of the form A, and use Φ+

α to denote a possibly empty disjunc-
tion, where all disjuncts are of the form A or are conjunctions. By neg(Φ+) we
mean the conjunction ¬p1 ∧ . . . ∧ ¬pn, where the pi are all the positive propo-
sitional variables appearing as disjuncts of Φ+. If Φ+ does not contain any pi,
then neg(Φ+) = �. The exclusive selection of positive propositional variables is
crucial for the minimal model completeness of the calculus. An example of this
is given in the explanation of the (β) rule.

Table 2 presents the rules of the calculus for the modal logic K. Given an
input formula u : φ, the rules are exhaustively applied. At most one rule is
applied to any formula appearing as the main premise, where the main premise
of a multi-premise rule is the premise on the right. For fairness, each instance
of a rule application is performed exactly once. Given an open branch B in a
tableau derivation, a model I = (W,R, V ) can be extracted from B as follows.
The domain W is the set of all the labels occurring in B, the accessibility relation
is composed of all the instances (u, v) : R in B, the interpretation function V is
such that V (u) = {pi | u : pi ∈ B}. A partial model graph M is extracted from
a branch B in a similar way, except that V(u) = {φ | u : φ ∈ B}.

The (α) rule is a variation of standard rule for conjunctions. If Φ+
α = � then

it just expands the conjunction, otherwise the application of the (α) rule per-
forms lazy clausification. If such lazy clausification is performed in a clever way,
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for example, by using a good heuristic for choosing the right conjunction to ex-
pand, it can result in the reduction of inferences due to the implicit restriction
of Φ+

α in the premise of the rule.
The (�) rule and the (♦) rule are the common rules for box and diamond

formulae. They simply expand formulae in the scope of a modality as required
by their semantics.

The (β) rule is the only branching rule of the calculus. Its purpose is to branch
over disjunctions without any negated propositional variables, and to close the
left branch if it is not minimal. This latter point is achieved by the use of a limited
form of complement splitting (more common uses of complement splitting can be
found in the literature, e.g. [2]). The reason why complement splitting is applied
only on positive propositional variables is that the negation of diamond formulae
or box formulae would result in new modal formulae (specifically, box formulae
and diamond formulae) that can compromise the minimality of the resulting
model. For example, let us assume that the (β) rule is applied to u : φ1 ∨�φ2. If
the complement ♦¬φ2 of �φ2 would have been added to the left branch, the left
branch would still be open, and the resulting model would still be a model for
the original formula, but the newly introduced diamond formula would generate
unnecessary information. The resulting model would not be minimal. A similar
example can be given for the case of the negation of diamond formulae.

The (SBR) rule is a selection-based resolution rule. It can be seen as a weaker
version of the (SBR) rule in [16], the PUHR rule in [2], or the hyper-tableau
rule in [1]. The aim of this rule is twofold. First, it provides the closure rule of the
calculus, because atomic closure is sufficient. Second, it allows to remove negative
information (i.e., all negative propositional variables) from a disjunction. The
rationale for the (SBR) rule is that if a disjunction contains negative information
(at least one negated propositional variable) that is not in conflict with any
formula on the branch, then any expansion of such a disjunction results in either a
minimal model, where the disjunction is true due to the negative information, or
in a non-minimal model. Hence, there is no advantage in expanding a disjunction
as long as it is not possible to remove all the negative information from it.
The (SBR) rule is the reason why other rules, specifically the (β) rule and
the (α) rule, can be applied only to disjunctions of the form Φ+ or Φ+

α . This
decreases the number of required inferences.

Theorem 1. The tableau calculus in Table 2 is sound and refutationally com-
plete for K.

For reasons of space we omit a formal proof, but the calculus does not differ
much from known calculi. All the rules are sound variations of common rules.
The rule modifications help in directing the calculus toward the generation of
minimal models, for example, the restrictions in Φ+ or Φ+

α .
In the next section we show that the calculus is minimal model complete.

Minimal model completeness means that the calculus generates at least one
witness per symmetry class of minimal models. We also want the calculus to be
minimal model sound, that is, only minimal models are generated.
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Table 3. Rules for extending the calculus

(T)
(u, u) : R

(B)
(u, v) : R

(v, u) : R

(4)
(u, v) : R (v, w) : R

(u,w) : R
(5)

(u, v) : R (u, w) : R

(v, w) : R

(D)
u : ♦�

To achieve minimal model soundness we define a minimality test to close
branches from which non-minimal models can be extracted. The minimality test
is called subset-simulation test. It consists of two operations. First, let I be a
partial model extracted from an open branch B. If a model I ′ such that I ′ ≤⊆ I
has already been found, then close B. Second, let I be a model newly extracted
from an open and fully-expanded branch B. If a model I ′ such that I ′ ≤⊆ I
has already been found, then close B, and for any already extracted model I ′,
if I ≤⊆ I ′, then close the branch from which I ′ was extracted.

Computing subset-simulation relations between finite models is a decidable
problem. Our procedure uses the algorithm for computing subset-simulations
presented in [17], which is a variation of the algorithm for computing auto-
simulation in [6]. The complexity of the algorithm depends directly on the size
of the domains and on the number of relations in the involved models.

Our minimal model generation procedure extends to all sublogics of S5. Ta-
ble 3 contains the structural rules enabling the handling of all these logics. Aug-
menting the extensions with the subset simulation test results in minimal model
sound and complete procedures. This is because the subset-simulation test is
independent of the logic. What matters is minimal model completeness, and [17]
proves that such structural rules preserve minimal model completeness. It is
worth noting that some of the extensions, e.g., K4, might have minimal models
with an infinite domain, and this affects termination. However, minimal model
soundness and completeness can be ensured by choosing good branch selection
strategies. A suitable branch selection strategy is to always select the branch
with the smallest number of labels (i.e., the branch where the extracted partial
model has the smallest domain). In Section 5 we show that a better branch
selection strategy can be adopted as soon as termination of the procedure is
ensured.

4 Minimal Model Completeness

Because our minimal model completeness proof relies on results in [17] for
the multi-modal logic K(m) and its extensions, we recall here some definitions
from [17]. A simulation relation between models is as a subset-simulation rela-
tion, except that the first property is V (u) = V ′(u′). I ≤= I ′ denotes that I is
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simulated by I ′. The minimality criterion in [17] is as follows. A model I of a
modal formula ϕ is minimal modulo subset-simulation iff for any model I ′ of ϕ,
if I ′ ≤⊆ I, then I ≤⊆ I ′ and for any model I ′′ of ϕ belonging to the same
symmetry class of I, if I ′′ ≤= I then I ≤= I ′′. The notion of minimal model
completeness used in [17] requires the generation of all minimal models, and not
just a witness per symmetry class.

As the logics considered in this paper are a subset of the logics considered
in [17], the following lemma is restricted to the logics covered in this paper.

Lemma 2. Let I and I ′ be models of a modal formula ϕ such that I is minimal
with respect to the minimality criterion in [17], and I ′ is minimal with respect
to the minimality criterion used in this paper. Then the following hold.

– I is minimal with respect to the minimality criterion used in this paper, and
– there exists a model I ′′ minimal with respect to the minimality criterion used

in [17] such that I ′′ ≤⊆ I ′.

The lemma explains the relation between the minimality criterion used in [17]
and the minimality criterion used in this paper. The first point of Lemma 2 tells
us that the minimality criterion used in this paper considers as minimal all the
models considered minimal by the minimality criterion in [17], and potentially
more than these. The second point tells us, indirectly, that the symmetry classes
for the two notions are the same.

As the notion of minimal model completeness in [17] is wider than our notion,
and given the relation between the two minimality criteria, the following holds.

Lemma 3. The procedure in [17] is minimal model complete with respect to our
notions of minimal model and minimal model completeness.

From a procedural perspective, the minimal model generation procedure we
propose and the procedure proposed in [17] mainly differ in how diamond for-
mulae are expanded. This is due to the use of different minimality criteria and
different notions of minimal model completeness, which force the calculus in [17]
to explore all possible expansions of diamond formulae. The (♦) rule, simplified
to the uni-modal case, used in [17] is the following.

(♦) u : ♦φ

(u, u1) : R . . . (u, un) : R (u, v) : R
u1 : φ un : φ v : φ

where each ui appears on the
branch, and v is fresh.

Theorem 2. For any model I ′ extracted from an open and fully expanded branch
of the procedure in [17], there is a model I extracted from an open and fully ex-
panded branch B of our procedure such that I ≤⊆ I ′.

Proof. Let I = (W,R,V) and I ′ = (W ′, R′,V ′). We prove the theorem induc-
tively by creating a relation S ⊆ W×W ′ during the construction of the branch B,
and show that S is a full subset-simulation.

Base Case: Let us assume that the input of the procedure in [17] is u′ : ϕ, and
the input of our procedure is u : ϕ. This means that I ′, u′ |= ϕ, and the initial
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partial model graph I is ({u}, ∅,V(u) = {ϕ}). As I ′ is a complete model graph
and I ′, u′ |= ϕ, then ϕ ∈ V ′(u′). This implies that V(u) ⊆ V ′(u′). Let (u, u′) ∈ S.
Then it is immediate that S is a full subset-simulation from I to I ′.

Induction Step: Let us assume that after n rule applications, for the extracted
model I there is a subset-simulation S from I to I ′. We prove that S, or a
variation of it, is still a subset-simulation relation after the application of any
rule ρ of our procedure. For reasons of space we give proofs only for three of the
rules, but all the other cases are similar. In all the following cases, we assume I =
(W,R,V) is the model extracted before the application of ρ.

ρ is the (α) rule. This means that the expanded formula is a labelled dis-
junction u : ϕ, where at least one disjunct ϕα is a conjunction. Let Φ be the
set of labelled formulae representing the conclusion of the (α) rule and Ψ =
{ψ | u : ψ ∈ Φ}. This means that Φ is on the branch and the new extracted
model graph I ′′ = I, where V ′′ = V except for V ′′(u) = V(u) ∪ Ψ . By the
inductive hypothesis, there is a u′ ∈ W ′ such that (u, u′) ∈ S, V(u) ⊆ V ′(u′)
and I ≤⊆ I ′. As ϕ ∈ V ′(u′) and I ′ is a complete model, then Ψ ⊆ V ′(u′). This
implies that V ′′(u) ⊆ V ′(u′). That is, the current S is a full subset-simulation
such that I ′′ ≤⊆ I ′. In principle there may be more than one conjunction to be
selected for the application of the (α) rule. This implies that Φ may be different
from the application of the (α) rule applied to generate I ′. Even though the two
sets of conclusions are syntactically different, they are semantically equivalent.
Hence, w.l.o.g. we can assume that the same conjunction is used.

ρ is the (♦) rule. This means that the expanded formula is a labelled diamond
formula, let us say u : ♦ϕ. As a result of the application of the (♦) rule, {v :
ϕ, (u, v) : R} are on the branch and v is fresh on the branch. The new extracted
model I ′′ is as follows. W ′′ = W ∪ {v}, R′′ = R ∪ {(u, v)}, and V ′′ = V ex-
cept for V ′′(v) = {ϕ}. By the inductive hypothesis, there is a u′ ∈ W ′ such
that (u, u′) ∈ S, V(u) ⊆ V ′(u′) and I ≤⊆ I ′. As ♦ϕ ∈ V ′(u′) and I ′ is a com-
plete model, then there is an R-successor v′ ∈ W ′ of u′ such that ϕ ∈ V ′(v′).
Let S′ = S ∪ {(v, v′)}. S′ is a full subset-simulation such that I ′′ ≤⊆ I ′.

ρ is the (4) rule. This means that there are two labelled relations (u, v) : R
and (v, w) : R for which transitivity has not been applied yet. As a result of
the application of the (4) rule, (u,w) : R is on the branch and the new ex-
tracted model I ′′ is such that I ′′ = I, except for R′′ = R ∪ {(u,w)}. By the
inductive hypothesis, there are u′, v′, w′ ∈ W ′ such that (u, u′), (v, v′), (w,w′) ∈
S, (u′, v′), (v′, w′) ∈ R and I ≤⊆ I ′. As I ′ is a complete model and R is tran-
sitive, then (u′, w′) ∈ R. That is, the current S is a full subset-simulation such
that I ′′ ≤⊆ I ′. �

Corollary 1. For any model I ′ minimal with respect to [17], there is a model I
generated by our procedure such that I ≤⊆ I ′.

Minimal model completeness of our tableau calculus follows from Lemma 3
and Corollary 1. Minimal model soundness is the result of applying the subset-
simulation test to minimal model complete tableaux calculi.
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Theorem 3. The tableau calculus in Table 2 and the extensions with the rules
in Table 3 are minimal model complete. That is, the calculi generate at least one
witness for each symmetry class of minimal models.

Theorem 4. Augmenting the tableau calculus in Table 2 and its extensions with
the rules in Table 3 and the subset-simulation test gives us minimal model sound
and complete procedures. That is, only minimal models and at least a witness for
each symmetry class of minimal models are generated.

5 Ensuring Termination

The presented calculus is (strongly) terminating for the modal logic K and its
reflexive and symmetric extensions (i.e., it terminates for KT, KB and KTB).
It is known that it is always possible to generate finite models for these logics
without using any termination technique. As a reference for this, [16] proves
that these logics have finite minimal Herbrand models and presents a tableau
calculus that does not require any termination technique.

The same reasoning cannot be used for the other normal modal logics, namely,
KD, KDB, K4, K5, KD4, KD5, K45, KD45, KB4, KT4, and KT5. The
main challenge to obtain terminating procedures for these logics is to find block-
ing techniques preserving minimal model completeness.

For KD and KDB it is not difficult to achieve termination while preserving
minimal model completeness. This is because the seriality condition is what
affects termination, forcing all models to have paths where a world in which the
only true formula is � is repeated infinitely many times. It is, therefore, enough
to add a reflexive edge as soon as the first such world appears, and the resulting
finite model is bisimilar to the original model. Therefore, the following holds.

Theorem 5. Our procedures to handle the modal logics KD and KDB are
minimal model sound and complete, and terminate if a reflexive loop is added to
each occurrence of a fully-expanded world u where V(u) = ∅.

The rule application order is important in a practical implementation. Specif-
ically, the (♦) rule needs to be the last rule to be applied.

More interesting are the logics K4, KT4, and KD4. For these logics, the
models can be infinite due to the seriality axiom or because of transitivity. The
previous termination strategy is not sufficient for these logics (i.e., it is possible to
have infinite chains where no fully-expanded world has an empty interpretation).
The usual method to obtain a terminating tableau calculus, see, e.g. [9], is to use
static subset blocking. Formally, a world u is subset blocked if there is a parent v
of u such that V(u) ⊆ V(v). This kind of blocking, however, is not compatible
with our minimality criterion because it might potentially merge a world with less
positive information and a world with more positive information. This may lead
to non-minimal models being considered minimal, affecting the minimal model
soundness of the procedure, or to the non-generation of some minimal model,
affecting the minimal model completeness of the procedure. It turns out that
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∅
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{p}
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{s} {t}

{p} {p}

{q}

Fig. 1. Example of incompleteness when anywhere equality blocking is used

equality blocking is more suitable. However, not all forms of equality blocking
can be used, but ancestor equality blocking can. A world u is considered ancestor
equality blocked if there is an ancestor v of u such that V(u) = V(v). We show
that anywhere equality blocking (i.e., v can block u even if it is not an ancestor
of u) violates minimal model completeness by means of an example. Suppose
that φ = ♦s ∧ ♦t ∧�♦(p ∨ q) is the input formula. While the model on the left
in Figure 1 is generated when anywhere equality blocking is used, the model on
the right is not and it is a model minimal modulo subset-simulation. However:

Theorem 6. Our procedures to handle the modal logics K4, KT4 and KD4
are minimal model sound and complete, and terminate when ancestor equality
blocking is used.

Proof. Termination follows from known results that ancestor equality blocking is
enough to ensure termination for these logics (e.g., [9]). We prove that minimal
model completeness is preserved only for the case of K4, but the same reasoning
can be used to prove it for the other logics. Suppose φ is the input modal formula.
Let us assume that M is an infinite model graph of φ such that M,u |= φ. Hence,
there is at least one connected component in the graph with a path composed
of an infinite sequence of worlds. Since the tableau calculus only propagates
subformulae of φ, there are only finitely many formulae per world. This implies
that the infinite path must contain a finite number of distinguishable worlds,
that can be identified with each other. Due to transitivity each world in the
path is connected with all its descendants, meaning we can focus our attention
on the infinite repetition of a finite path of distinct worlds. This implies that M
subset-simulates another model where a loop over the finite path is created. This
reasoning can be iterated for all the infinite components of the graph. Hence, M
subset-simulates a finite model. Therefore, as ancestor equality blocking blocks
the infinite path at the first appearance of the first repeated world, minimal
model completeness is preserved. �

As in the previous case, the rule application order is important. Specifically,
the (♦) rule needs to be applied last. In this way it is possible to build the
model by exhaustively expanding all formulae world by world. If ancestor equal-
ity blocking is checked only before applying the (♦) rule, then when equality is
detected the set of formulae true in a world cannot change anymore.
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For all the remaining cases anywhere dynamic equality blocking can be used.
This blocking technique blocks a world if there is another world for which the
interpretation is the same. The dynamic part is due to the possibility of having
false guesses. Specifically, it is possible that two worlds are considered to be the
same at some point in the derivation, but they do not have the same interpre-
tation in a subsequent point in the derivation. Making the blocking technique
dynamic allows for the possibility of blocking and unblocking pairs of worlds.
This technique, or a variation of it, is already used in the literature (e.g., [3,10]).

Theorem 7. Our procedures to handle the modal logics K5,KD5, K45, KD45,
KB4 and KT5 are minimal model sound and complete, and terminate when
anywhere dynamic equality blocking is used.

Proof. As for Theorem 6, we only need to prove that minimal model complete-
ness is guaranteed. We prove it only for the case of K5, but the same reasoning
can be used to prove it for the other logics. Due to frames being Euclidean, the
resulting model is a strongly connected graph where the only exception is the
root world. Hence, any two non-root worlds u and v are related by a reflexive,
symmetric and transitive relation. If V(u) = V(v), then an auto-bisimulation of
the model would merge them into a single world. This implies that the applica-
tion of anywhere dynamic equality blocking is equivalent to a bisimulation step.
For Lemma 1, if the original model was minimal modulo subset-simulation, then
the resulting model is still minimal modulo subset-simulation. �

From minimal model completeness and the termination results of this section,
this theorem follows.

Theorem 8. All the normal modal logics between K and KT5 have finitely
many symmetry classes of models minimal modulo subset-simulation.

Having strong termination techniques for all the normal modal logics allows
us to vary the branch selection strategy. Specifically, a depth-first left-to-right
branch selection strategy can be used. From a practical perspective this is im-
portant because it allows for memory efficient implementations.

6 Related Work and Discussion

The most similar approach for the generation of minimal models, for both the
methodology used and the minimality criterion involved, is [17]. [17] is the first
paper to introduce the notion of models minimal modulo subset-simulation and,
hence, first to propose a technique for the generation of such minimal models
for the multi-modal logics K(m) and some of its extensions. Our procedures
have however much smaller search spaces than those in [17]. This is because our
notion of minimal model completeness requires the generation of one witness per
symmetry class, while the notion used in [17] requires the whole symmetry classes
to be generated. This is reflected in the rules of the two tableaux calculi. The only
branching rule of our tableau calculus is the (β) rule, while in [17] also the (♦) rule
is a branching rule. The (♦) rule in [17] has a high branching factor (i.e., the



Terminating Minimal Model Generation Procedures 393

number of branches is equal to current number of labels in the branch plus one),
and it leads to the generation of many similar and, therefore, unnecessary models.
In the literature, other notions of minimal model completeness similar to the one
we adopt exist. For example, in [5,13] not all minimal models are generated, but
only witnesses of a specific kind of equivalences classes are generated.

The used notions of minimality and minimal model completeness allowed us
to simplify the subset-simulation test in [17]. The subset-simulation test can be
improved even more if for any extracted minimal model the auto-bisimulation
is computed. This is because the complexity of checking subset-simulation rela-
tions depends on the number of worlds and the number of edges. Using auto-
bisimulation can potentially result in minimal models having a smaller domain,
making the comparison with other models easier. It is important to note though
that the procedure proposed in [17] is designed to cover more expressive modal
logics than what we cover in this paper, but, as long as termination is not taken
into consideration, our approach can easily be extended to cover exactly the
same expressive multi-modal logics while maintaining the results of this paper.

The minimality criterion in [13] has similarities to our minimality criterion
and, using our terminology, it can be defined as a minimality criterion based on
subset-bisimulation. [13] proposes a method to reduce the problem of answering
positive queries for Horn modal formulae to the task of model checking. The
creation of a minimal model that preserves all positive entailments simplifies the
model checking task. It is interesting to note that any model minimal modulo
subset-simulation is also minimal with respect to the minimality criterion pro-
posed in [13]. This means that our approach can be used to address exactly the
same problem, even for formulae that are outside of the modal Horn fragment.

Apart from our notion of minimal models, other minimality criteria exist.
These can be classified into: syntactic notions of minimality, minimal Herbrand
models [2,14,16], and domain minimality [7,11]. The class of minimal Herbrand
models has the advantage that it can be ordered by the subset relation. It is thus
possible to focus on generating models minimal under this ordering. Generating
minimal Herbrand models for classical logics has been studied in [2,14] and for
modal logics in [16]. Despite the use of a different minimality criterion, there are
similarities between the models considered minimal by our approach and those
considered minimal in [16]. As long as termination is not taken into consider-
ation, models minimal modulo subset-simulation are a subset of minimal Her-
brand models. As our minimality criterion takes into consideration the semantics
of models, some minimal Herbrand model can be considered redundant or not
minimal, resulting in a smaller set of minimal models. As soon as termination
techniques are necessary, comparing the two notions of minimality becomes more
difficult. This is also due to the fact that the approach proposed in [16] cannot be
extended easily to cover logics with potentially infinite models, and is restricted
to the multi-modal logics K(m), KT(m), KB(m) and KTB(m).

By contrast, domain minimal models are finite for all logics with the finite
model property. Another possibility therefore is to focus on the generation of
models with minimised domains [7,11]. Domain minimal models, however, tend
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to be counter-intuitive because too many worlds are collapsed into a single world.
As a result, all the information needed to satisfy the input formula is pushed
to the least number of domain elements, making tasks such as verification and
debugging harder. Our approach is designed to avoid the creation of domain
minimal models while spreading the positive information as much as possible.
This results in more meaningful and intuitive models, as is shown in [17].

Description logics are closely related to the modal logics considered in this
paper, and all results can be transferred to the corresponding description logics.
An important difference is the presence of TBoxes in description logics. This
difference can be accommodated by using a calculus for modal logics extended
with rules for handling universal modalities. As TBoxes do not need the com-
plete expressiveness of the universal modalities, we can extend our procedures
in such a way that only specific patterns of universal modalities are allowed. In
this way the procedures can handle description logics such as ALC with non-
empty TBoxes. ABoxes pose no technical challenges. The full expressive power
of universal modalities, however, increases the complexity of the procedure, and
termination techniques preserving minimal model completeness are needed.

In this paper we used structural rules to accommodate frame conditions. A
common alternative to the structural rules are propagation rules (e.g., [12]). The
use of propagation rules is possible, but it would require expensive changes to the
procedures. It can be proved that if there is a subset-simulation relation between
two models obtained by using propagation rules, then the same subset-simulation
relation holds also for the frame closures of the models. As the complexity of com-
puting subset-simulation depends on the size of the domain and on the number
of edges, the use of propagation rules seems promising. On the other hand, the
other direction does not hold. In particular, subset-simulation relations between
models where the frame closures are computed are not necessarily transferred
to models generated by using a procedure based on propagation rules. As the
subset-simulation test is applied many times, the use of propagation rules would
require repeated computations of frame closures leading to worse performance.

7 Conclusion

We presented the first terminating, minimal model sound and complete proce-
dures for the generation of models minimal modulo subset-simulation for all the
sublogics of S5. Compared with other minimal model generation approaches,
our procedures greatly benefit from smaller search spaces, fewer models are gen-
erated, and the semantically meaningfulness and naturalness of the models make
them more effective for debugging purposes. These features of the procedures
are really promising from both an implementation and a practical point of view.

We plan to extend our procedures by introducing rules handling more expres-
sive modal logics. Logics we aim to handle are all the extensions from the uni-
modal case to the multi-modal case, converse relations, universal modalities and
inclusion axioms.These generalisations correspond to expressive logicswidely used
in real world applications. This is why we are currently working on implementing
the procedures. We believe efficient implementations are achievable, and they will
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have important impact by complementing and improving techniques for debug-
ging and verification.
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tologies. In: Cudré-Mauroux, P., Heflin, J., Sirin, E., Tudorache, T., Euzenat, J.,
Hauswirth, M., Parreira, J.X., Hendler, J., Schreiber, G., Bernstein, A., Blomqvist,
E. (eds.) ISWC 2012, Part II. LNCS, vol. 7650, pp. 287–299. Springer, Heidelberg
(2012)

9. Horrocks, I., Hustadt, U., Sattler, U., Schmidt, R.A.: Computational modal logic.
In: Blackburn, P., van Benthem, J., Wolter, F. (eds.) Handbook of Modal Logic,
pp. 181–245. Elsevier (2007)

10. Horrocks, I., Sattler, U.: A description logic with transitive and inverse roles and
role hierarchies. J. Logic Comput. 9(3), 385–410 (1999)

11. Lorenz, S.: A tableaux prover for domain minimization. J. Automat. Reason. 13(3),
375–390 (1994)

12. Massacci, F.: Single step tableaux for modal logics. J. Automat. Reason. 24(3),
319–364 (2000)

13. Nguyen, L.A.: Constructing finite least Kripke models for positive logic programs
in serial regular grammar logics. Logic J. IGPL 16(2), 175–193 (2008)
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Abstract. We describe the Coalgebraic Ontology Logic solver COOL, a generic
reasoner that decides the satisfiability of modal (and, more generally, hybrid) for-
mulas with respect to a set of global assumptions – in Description Logic parlance,
we support a general TBox and internalize a Boolean ABox. The level of gener-
ality is that of coalgebraic logic, a logical framework covering a wide range of
modal logics, beyond relational semantics. The core of COOL is an efficient unla-
belled tableaux search procedure using global caching. Concrete logics are added
by implemening the corresponding (one-step) tableaux rules. The logics covered
at the moment include standard relational examples as well as graded modal logic
and Pauly’s Coalition Logic (the next-step fragment of Alternating-time Tempo-
ral Logic), plus every logic that arises as a fusion of the above. We compare the
performance of COOL with state-of-the-art reasoners.

1 Introduction

Many modal logics can be interpreted using a Kripke-style relational semantics, but
there is a vast array of modal logics that cannot be captured using relational models.
Examples include classical and monotone modal logics [5], coalition logic / alternating-
time logic [18,1], and probabilistic modal logic [10]. Graded modal logic [11] was
originally formulated as a relational logic but is more naturally seen as talking
about weighted graphs [7]. Semantically, these logics are captured using coalgebraic
logic [17], a unifying framework that systematizes semantics, meta-theory and algo-
rithms. Reasoning algorithms harness the syntactical presentation of these logics in
terms of one-step rules. In tableaux presentation, these rules have the form

Γ0

Γ1 | · · · | Γn

where Γ1, . . . , Γn are sets of literals (read conjunctively) over a set V of propositional
variables, and Γ0 is set of literals over Λ(V ) = {♥a | ♥ ∈ Λ, a ∈ V } where Λ
is an abstract set of modal operators. The reading of these rules is standard: to show
satisfiability of the premiss, one needs to establish satisfiability of one conclusion, for
every applicable rule.
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Example 1. 1. Modal Logic K . A simple one-conclusion example is the standard
(unlabeled) tableau rule �a1, . . . ,�an,♦b/a1, . . . , an, b for the modal logic K , over
modal operators Λ = {�,♦}.

2. Coalition logic: Pauly’s coalition logic [18], or the next-step fragment of
alternating-time temporal logic ATL [1], is parametrized by a set N = {1, . . . , n}
of agents; subsets of N are called coalitions. Operators are of the form [C], ‘coalition
C can force’, with duals 〈C〉 ‘coalition C cannot avoid’. In the terminology of [1], the
semantics is based on concurrent game frames. A complete set of rules is given by

[C1]a1, . . . , [Cn]an
a1, . . . , an

[C1]a1, . . . , [Cn]an, 〈D〉b, 〈N〉c1, . . . , 〈N〉cm
a1, . . . , an, b, c1, . . . , cn

where n,m ≥ 0 and the Ci are disjoint and contained in D [18,19,12].

3. Graded logic: Fine’s graded modal logic [11] counts successor states in relational
models; it has found its way into modern description logics [3] in the shape of qualified
number restrictions. Its operators are ♦k , read ‘in more than k successors’, with duals
�k ‘in all but at most k successors’. A complete set of rules [19,6] is given by

♦k1a1, . . . ,♦knan,�l1b1, . . . ,�lmbm∑
1≤i≤n riai −

∑
1≤j≤m sj(¬qj) > 0

(
∑

1≤i≤n ri(ki + 1)−
∑

1≤j≤m sj lj ≥ 1)

where n,m ≥ 0 and ri, sj > 0, subject to the side condition indicated, and with the
sums in the conclusion of the rule referring to arithmetic of characteristic functions, i.e.
counting 1 for ‘true’ and 0 for ‘false’. Sufficient tractability of this rule is shown using
results from integer linear programming [19].

The one-step rules are combined with propositional rules such as Γ, a ∨ b/Γ, a | Γ, b
and rules that deal with nominal and satisfaction operators. One of the crucial feature of
these logics is compositionality: the restriction on the rule format allows us to synthesize
logics in a modular fashion. This is best understood by thinking of the one-step tableau
rules as building blocks for logics that de-construct modal operators of a given type.

Sequencing of Logics. To describe, e.g. simple Segala systems [20] that describe sys-
tems that perform non-deterministic actions followed by a (probabilistic) action of the
environment, we use a two-sorted syntax

L0 4 φ ::= p0 | ¬φ | φ ∧ φ | ♦aψ L1 4 ψ ::= p1 | ¬ψ | ψ ∧ ψ | 〈p〉φ
where pi is a typed propositional variable of the language Li and 〈p〉 is an exemplaric
operator of probabilistic modal logic ‘with probability at least p’. To show satisfiabil-
ity of φ ∈ L0 we deconstruct propositional connectives and apply tableaux rules for
Hennessy-Milner logic. This leaves us with formulae in L1 that are deconstructed in
the same way, but using the rules of propositional modal logic, recursively yielding a
formula in L0 to which the same procedure is applied.

Fusion of Logics. To ensure the same typing discipline we describe the fusion of two
logics over modal operators Λ1 and Λ2 in the same typed framework using three sorts
and two new operators [π1] and [π2]:

L0 4 φ ::= p0 | ¬φ | φ ∧ φ | [π1]ψ | [π2]σ

L1 4 ψ ::= p1 | ¬ψ | ψ ∧ ψ | ♥1φ L2 4 σ ::= p2 | ¬σ | σ ∧ σ | ♥2φ
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where ♥i ∈ Λi is an operator of type i, and pi is a propositional variable of type i. It
is straightforward to embed the standard (language of the) fusion into the language L0.
We have two modal operators together with the tableau rules

¬[πi]a1, . . . ,¬[πi]ai, [πi]b1, . . . , [πi]bk
¬a1, . . . ,¬an, b1, . . . , bk

for i = 1, 2. This allows us to reason about fusion using the same, typed, reasoning
algorithm as described above for sequencing.

Choice. Choice allows us to axiomatise, e.g., the alternating systems of Hansson and
Jonsson [16] where a successor state either originates from a labelled transition, or from
a probabilistic action of the environment. Like fusion, we describe choice by means of
a multi-sorted language that introduces one new modal operator, +, described by a one-
step tableau rule. For alternating systems, we have

L0 4 φ ::= p0 | ¬φ | φ ∧ φ | ψ + σ

L1 4 ψ ::= p1 | ¬ψ | ψ ∧ ψ | ♥1φ L2 4 σ ::= p2 | ¬σ | σ ∧ σ | ♥2φ

where we read the binary operator ψ+ σ as ‘ψ for labelled successors and σ for proba-
bilistic ones’. Reasoning over logics defined using choice is governed by the rules

¬(a1 + c1), . . . ,¬(an + cn), (b1 + d1), . . . , (bk + dk)

¬a1, . . . ,¬an, b1, . . . , bn | ¬c1, . . . ,¬cn, d1, . . . , dk

that induce type-correct formulae of sort L1 (left) and L2 (right).
A range of generic reasoning procedures of optimal complexity has been devel-

oped for coalgebraic logics with various additional features, including global assump-
tions, nominals, and fixpoints that all support modular combinations as described.
The most basic of these, the generic PSPACE algorithm for satisfiability in next-step
logics [19], has been implemented (already supporting modularity) in the COLOSS
tool [4]. Here, we present the Coalgebraic Ontology Logic Reasoner (COOL), avail-
able at https://www8.cs.fau.de/research/cool, which supports modular
combinations of logics, global assumptions, and nominals, and uses global caching.

2 The COOL Solver: Supported Features

COOL implements a global caching algorithm for coalgebraic hybrid logic with global
assumptions [13]. In description logic parlance, we support terminological reasoning
(TBoxes) as well as nominals and satisfaction operators (thus internalizing Boolean
ABoxes in concepts). These features are orthogonal to the underlying base logic which
is constructed in a modular way from a number of basic building blocks, and the effort
of adding a new logic is typically quite limited. Global caching combines theoretical
optimality (i.e. an exponential time upper bound) with amenability to heuristic opti-
mization [15]. In more detail, COOL supports the following.
− Global assumptions, or, in description logic parlance, a general TBox: one can

restrict the class of models to ones in which all states/worlds/individuals satisfy a given
finite set of formulas, the global assumptions. In knowledge representation, such global
assumptions serve to express background knowledge about the terminological domain.

https://www8.cs.fau.de/research/cool
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− Nominals: we incorporate two key features of hybrid logic [2], nominals and sat-
isfaction operators. Here, a nominal is a name i for an individual state in the model; as
a formula, i is satisfied precisely in the unique state named by i. The satisfaction oper-
ator @i lets the evaluation point of a formula jump to i. Reasoning with these features
encompasses DL-style ABox reasoning: recall that an ABox (assertional box) contains
statements of the forms φ(i) or R(i, j), respectively read ‘individual i satisfies formula
φ’ and ‘individuals i and j are in relation R’. In hybrid logic, these statements can be
expressed as @iφ and @i♦Rj, respectively.
For reasoning with these features, we use the global caching algorithm introduced
in [13]. Global caching for relational modal logics (phrased in DL terminology) goes
back to [14]; the principle has been generalized to coalgebraic logic in [12]. The basic
idea of global caching is to regard a tableau as a directed (possibly cyclic) graph rather
than a tree, thus enabling sharing of nodes. This allows one to visit each label (i.e. finite
set of subformulas) at most once, ensuring at most exponential (hence in most cases
asymptotically optimal) run time. The algorithm partitions the set of currently created
tableau nodes into unexpanded (X), undecided (U ), satisfiable (E), and unsatisfiable
(A) nodes. It consists in applying the following two types of steps in near-arbitrary se-
quence, until either the root node is marked A or E or no further steps are applicable:
− Expand: Apply all matching rules to an unexpanded node (then moved from X to

U ), creating either new successor nodes (initially marked X) or links to existing nodes.
− Propagate: Mark expanded nodes as unsatisfiable if there is a matching tableau

rule with only unsatisfiable conclusions, and as satisfiable if all matching rules have
some satisfiable conclusion. Here, the recursion is understood as a least fixed point for
unsatisfiability, and as a greatest fixed point for satisfiability.
After the final propagation step, all nodes marked U are reported as satisfiable. Note
that the algorithm may leave nodes marked X, thus allowing for quick answers in many
cases; the apparent non-determinism works in favour of the implementer, as any termi-
nating sequence of steps will yield a correct result, thus leaving room for heuristics.

The novel global caching algorithm for coalgebraic hybrid logic [13] deals with the
global demands arising from satisfaction operators (@iφ holds everywhere or nowhere)
by means of a dedicated second type of nodes called @-constraints. An @-constraint
records @-formulas to be satisfied for a given standard node to be satisfiable. It is linked
to standard nodes in a new type of step called @-expansion (essentially, having @iφ in
an @-constraint requires a standard node satisfying i and φ). In @-propagation steps, the
@-constraints are updated throughout the model using greatest fixed points, essentially
following a winning strategy of the player advocating satisfiability.

3 The COOL Solver: Implementation Details

The implementation of COOL focuses on modal rules, and uses the minisat sat-solver [9]
for reasoning in classical propositional logic, more precisely for expanding the proposi-
tional part of nodes in the tableau graph. The SAT solver is used as a black box, and no
optimisations that concern propositional reasoning are implemented on top of those per-
formed by minisat. Rules for graded and probabilistic modal logics are generated using
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the GNU Linear Programming Toolkit 1. We refer to [21] for the details of generating
rules for propositional and graded logics on the basis of linear inequalities.

Compositionality of Logics. The underlying modal logic (semantically: the branching
type of systems) is described using an algebraic term with one free variable S (for state)
where each base logic is represented by a unary function symbol and two binary ones
for choice and fusion. These terms are best read as equalities, and e.g. the alternating
systems of Hansson and Jonsson mentioned in the introduction can be specified by

S = Ch(HM(S),P(S))

where Ch represents choice, HM represents Hennessy-Milner logic (multi-modal K)
and P is probabilistic modal logic. Semantically, this expression defines the system
type: given a state, we either see labelled successors, or a probability distribution over
states, i.e. we observe an external choice between both. Similarly, simple Segala sys-
tems are modelled by S = HM(P(S)) and the fusion of probabilistic modal logic and
Hennessy-Milner logic would be S = Fus(HM(S)),P(S)) where Fus is a binary func-
tion representing fusion.

Generic Reasoning and Tableau Rules. Our reasoner is generic in that the reasoning
algorithm is conceptually independent of the underlying modal logic. This is achieved
by isolating the modal rules into OCAML functions that – given a premiss – compute
the set of all (instances of) applicable tableau rules The underlying reasoning algorithm
then invokes the respective rules in sequence, following the construction of any given
particular logic. The treatment of nominals, satisfaction operators and global assump-
tions is identical for all logics, and is hard-coded into the reasoning algorithm.

Optimisations. As mentioned above, we do not implement any optimisations on the
propositional level, but we use global caching for dealing both with nominals and modal
tableaux. The only conceptual implementation supported by COOL (and implemented
for K) is backjumping [3]: each logical feature provides a hook by which a subset of
literals that cause a clash can be passed back to the reasoner.

4 Experimental Evaluation

The COOL reasoner is still on its early stages of development and, having finished a
robust implementation of the generic core, our main focus at the moment is on adding
support for more logics. Still, our measurements suggest that it already offers a fair per-
formance: even for the logic K (that is, the baseline logic ALC of the DL community),
the response times of COOL are often within those of a long-established DL reasoner,
implementing many advanced optimization strategies, such as FACT++.[22]

The experiments we report here are based on random formula generation in clausal
form. This methodology allows one to compare different reasoners without risking an
optimization bias (testing w.r.t. a set of problems for which one of the reasoners was
specifically tuned) and give reasonable expectations regarding the capacity of a rea-
soner to handle large problems. We acknowledge that on real data-sets the difference in

1 http://www.gnu.org/s/glpk/

http://www.gnu.org/s/glpk/
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a) FACT++ vs. COOL on ALC b) FACT++ vs. COOL on ALCQ

Fig. 1. Comparative evaluation of COOL vs. FACT++ on random formulas in ALC and ALCQ,
with 5 atoms and 0.25 chance of occurring; up to 6 dis-/conjuncts per dis-/conjunction; TBox
formulas with modal depth of 2. Percentages shown refer to percentage of samples represented
by indicated points. Times correspond to the USER TIME field as reported by the GNU TIME

command. Test conducted on a heterogeneous cluster of computers with similar load.

performance between reasoners can become more noticeable and that random testing
may oversample trivial formulas, but we defer alternative measurements (benchmark-
ing with dedicated formula series) until more substantial sets of benchmark formulas
are available also for non-relational logics.

We report on three comparisons: i) COOL vs. FACT++ on ALC (with a TBox), ii)
COOL vs. FACT++ on ALCQ (with and without a TBox), and iii) COOL vs. TATL (a
tableau reasoner for full ATL [8]) on coalition logic (with and without a TBox, encoded
using ATL temporal operators for TATL). We kept fixed a number of parameters such as
number of atoms, average number of conjuncts/disjuncts etc., and gradually increased
the modal depth. In coalition logic, COOL answered consistently and substantially faster
and with fewer timeouts than TATL, especially in the presence of a TBox (a scatter
plot of the comparison reveals no additional information). Scatter plots for COOL vs.
FACT++ are shown in Fig. 1. On ALC, COOL shows a behaviour comparable to that of
FACT++. Contrastingly, FACT++ is still substantially faster on ALCQ, possibly due to
the fact that COOL does not yet implement backjumping for ALCQ.

5 Conclusions

Based on generic results from coalgebraic logic, the COOL reasoner supports a sim-
ple implementation and automatic combination of a wide spectrum of logics; very few
other reasoners support any logic outside the standard relational setup. A preliminary
empirical evaluation suggests that, while there is still plenty of room for optimizations,
the implementation of the core global-caching algorithm is robust and efficient.

Acknowledgments. The authors wish to thank Erwin R. Catesbeiana for helpful com-
ments on consistency checking.
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The Complexity of Theorem Proving

in Circumscription and Minimal Entailment
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Abstract. We provide the first comprehensive proof-complexity analy-
sis of different proof systems for propositional circumscription. In partic-
ular, we investigate two sequent-style calculi: MLK defined by Olivetti
[28] and CIRC introduced by Bonatti and Olivetti [8], and the tableaux
calculus NTAB suggested by Niemelä [26]. In our analysis we obtain
exponential lower bounds for the proof size in NTAB and CIRC and
show a polynomial simulation of CIRC by MLK . This yields a chain
NTAB <p CIRC <p MLK of proof systems for circumscription of
strictly increasing strength with respect to lengths of proofs.

1 Introduction

Circumscription is one of the main formalisms for non-monotonic reasoning. It
uses reasoning with minimal models, the key idea being that minimal models
have as few exceptions as possible. Therefore circumscription embodies common
sense reasoning. Indeed, circumscription is known to be equivalent to reason-
ing under the extended closed world assumption, one of the main formalisms
for reasoning with incomplete information. Apart from its foundational relation
to human reasoning, circumscription has wide-spread applications, e.g. in AI,
description logics [7] and SAT solving [21]. Circumscription is used both in first-
order as well as in propositional logic, and we concentrate in this paper on the
propositional case.

The semantics and complexity of circumscription have been the subject of
intense research (see e.g. the recent articles [7, 14, 29]). In particular, deciding
circumscriptive inference is harder than for propositional logic as it is complete
for Πp

2, the second level of the polynomial hierarchy [11, 16]. Likewise, from the
proof-theoretic side there are a number of formal systems for circumscription
ranging from sequent calculi [8, 28] to tableau methods [25, 26, 28].

The contribution of the present paper is a comprehensive analysis of these
formal systems from the perspective of proof complexity. The main objective in
proof complexity is a precise understanding of lengths of proofs. The two main
tools for this are lower bound methods for the size of proofs for specific proof
systems as well as simulations between proof systems. While lower bounds pro-
vide exact information on proof size, simulations compare the relative strength

� Supported by a grant from the John Templeton Foundation.
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of proof systems and determine whether proofs can be efficiently translated be-
tween different formalisms. In this paper our results will employ both of these
paradigms. While the bulk of research in proof complexity has concentrated on
propositional proofs the last decade has seen ever increasing interest in proof
complexity of non-classical logics (cf. [4] for a survey). In particular, very im-
pressive results have been obtained for modal and intuitionistic logics [20, 22].

Prior to this paper, very little was known about the proof complexity of
propositional circumscription. Our analysis concentrates on three of the main
formalisms for circumscription: the tableau systemNTAB introduced by Niemelä
[26], the analytic sequent calculus CIRC by Bonatti and Olivetti [8], and the
sequent calculus MLK by Olivetti [28]. Our main results are exponential lower
bounds for the proof size in the tableau system NTAB and the sequent calculus
CIRC (Theorems 6 and 19) as well as an efficient simulation of CIRC by MLK
(Theorem 13). Together with the simulation of NTAB by CIRC shown by Bon-
atti and Olivetti [8] this gives a hierarchy of proof systems NTAB <p CIRC <p

MLK . Moreover, this hierarchy is strict as our results provide separations be-
tween the proof systems (Theorems 8 and 19). While the systems NTAB and
MLK only work for minimal entailment — the most important special case of
circumscription — we also extend the results on MLK to the calculus DMLK
from [28] for general circumscription (Theorem 16).

In related research, Egly and Tompits [15] investigated the proof-theoretic
strength of circumscription in a first-order version of Bonatti and Olivetti’s se-
quent calculus. They showed that for some formulas, first-order CIRC has much
shorter proofs than classical first-order LK . Also in [1,5] the authors investigated
the proof complexity of propositional default logic and autoepistemic logic, two
other main approaches to non-monotonic reasoning. Although there are several
translations between the different non-monotonic logics, we stress that none of
these previous results imply lower bounds or simulations for circumscription.

This paper is organised as follows. In Sect. 2 we review background informa-
tion and notation about circumscription and proof complexity. In particular, we
discuss the antisequent calculus AC . Section 3 contains our first main result: the
exponential lower bound for CIRC . In Sect. 4 we prove the simulation of CIRC
by MLK for minimal entailment; and this is extended to full circumscription
and the calculus DMLK in Sect. 5. Section 6 then contains the comparison to
Niemelä’s tableau calculus NTAB , obtaining a separation between this tableau
and CIRC . We conclude in Sect. 7 with a discussion and some open problems.
Due to space restrictions some proofs are omitted or briefly sketched.

2 Preliminaries

Our propositional language contains the logical symbols ⊥,�,¬,→,∨,∧. The
notation A[x/y] indicates that in the formula A every occurrence of formula x is
replaced by formula y. For a set of formulae Σ, VAR(Σ) is the set of all atoms
that occur in Σ. For a set P of atoms we set ¬P = {¬p | p ∈ P}. Disjoint union
of two sets A and B is denoted by A � B.
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Circumscription is a non-monotonic logic introduced by McCarthy [24]. It
looks at finding the ‘minimal’ situations that can occur, given our assumptions
(cf. McCarthy’s famous example of the “missionaries and cannibals” problem
[24]). For circumscription, the propositional atoms are partitioned into three
sets: P is the set of all atoms that are minimised, R is the set of fixed atoms,
and Z denotes all remaining atoms, which may vary from the minimisation but
are not themselves minimised. We usually only display P and R in the notation.

A model is a subset of the propositional atoms ΣProp. We define a pre-order
≤P ;R on models I, J as follows: I ≤P ;R J ⇔ I∩P ⊆ J∩P and I∩R = J∩R. The
relation ≤P ;R is transitive and minimality can be defined for models. Let I |= Γ .
We say that I is a (P ;R)-minimal model of Γ (and denote it by I |=P ;R Γ ) if
and only if for any model J , if J |= Γ then (J ≤P ;R I) ⇒ (I ≤P ;R J).

If φ is a formula, then Γ �P ;R φ means that φ holds in all (P ;R)-minimal
models of Γ . This is the notion of semantic entailment in circumscription. A
few special cases can be noted. When P = ∅ then �P ;R coincides with �, the
classical entailment. When P is the set of all variables appearing in the formulae
of either the antecedent or the succedent then entailment is known as minimal
entailment, and we denote it with the symbol �M .

Proof Complexity. A proof system (Cook, Reckhow [12]) for a language L
over alphabet Γ is a polynomial-time computable partial function f : Γ � ⇁ Γ �

with rng(f) = L. An f -proof of string y is a string x such that f(x) = y.
From this we can start defining proof size. For f a proof system for language

L and string x ∈ L we define sf (x) = min(|w| : f(w) = x). Thus the partial
function sf tells us the minimum proof size of a theorem. We can overload the
notation by setting sf (n) = max(sf (x) : |x| ≤ n) where n ∈ N. For a function
t : N → N, a proof system f is called t-bounded if ∀n ∈ N, sf (n) ≤ t(n).

Proof systems are compared by simulations. We say that a proof system f
simulates g (g ≤ f) if there exists a polynomial p such that for every g-proof
πg there is an f -proof πf with f(πf ) = g(πg) and |πf | ≤ p(|πg|). If πf can
even be constructed from πg in polynomial time, then we say that f p-simulates
g (g ≤p f). Two proof systems f and g are (p-)equivalent (g ≡(p) f) if they
mutually (p-)simulate each other.

Gentzen’s system LK is one of the historically first and best studied proof
systems [18]. It operates with sequents. Formally, a sequent is a pair (Γ ,Δ) with
Γ and Δ finite sets of formulae. A sequent is usually written in the form Γ � Δ.
In classical logic Γ � Δ is true if every model for

∧
Γ is also a model of

∨
Δ,

where the disjunction of the empty set is taken as ⊥ and the conjunction as �.
When considering LK in proof complexity we treat sequents as strings in binary,
built from binary strings representing atoms and connectives. The system can
be used both for propositional and first-order logic; the propositional rules are
displayed in Fig. 1. Notice that the rules here do not contain structural rules for
contraction or exchange. These come for free as we chose to operate with sets of
formulae rather than sequences. Note the soundness of rule (• �), which gives
us monotonicity of classical propositional logic.
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(�)
A � A

(⊥ �)⊥ � (� �)� �

Γ � Σ (• �)
Δ,Γ � Σ

Γ � Σ (� •)
Γ � Σ,Δ

Γ � Σ,A
(¬ �)¬A,Γ � Σ

A,Γ � Σ
(� ¬)

Γ � Σ,¬A
A,Γ � Σ

(•∧ �)
B ∧A,Γ � Σ

A,Γ � Σ
(∧• �)

A ∧ B,Γ � Σ

Γ � Σ,A Γ � Σ,B
(� ∧)

Γ � Σ,A ∧ B

A,Γ � Σ B,Γ � Σ
(∨ �)

A ∨B,Γ � Σ

Γ � Σ,A
(� •∨)

Γ � Σ,B ∨A

Γ � Σ,A
(� ∨•)

Γ � Σ,A ∨B

A,Γ � Σ,B
(�→)

Γ � Σ,A→ B

Γ � Σ,A B,Δ � Λ
(→�)

A→ B,Γ,Δ � Σ,Λ

Γ � Σ,A A,Γ � Σ
(cut)

Γ � Σ

Fig. 1. Rules of the sequent calculus LK [18]

A useful ingredient for working towards a calculus for non-monotonic logics is
the notion of underivability. We use Γ � φ to denote that “there is a model M
that satisfies all formulae in Γ but for which ¬φ holds”. An antisequent is a pair
of sets Γ , Δ of formulae, denoted Γ � Δ. Semantically, an antisequent Γ � Σ
is true if there is some model M |= Γ so that for all φ in Σ we have M |= ¬φ.
This is equivalent to saying that we cannot derive Γ � Σ.

Bonatti [6] devised an antisequent calculus AC (cf. also [30]; rules of AC are
given in Fig. 2. Correctness and completeness of AC was proven by Bonatti.

Theorem 1. (Bonatti [6]) An antisequent is true if and only if it is derivable
in the antisequent calculus AC.

While the truth of an antisequent tells us of the existence of a model that
satisfies the left hand side but contradicts the right hand side, this does not
point immediately to the model itself. The model, however, can be constructed
from an AC -proof.

Proposition 2. Given an AC-proof of an antisequent Γ � Δ we can construct
in polynomial-time a model M that satisfies Γ and falsifies Δ.

We mention that Proposition 2 implies that AC is presumably not automa-
tizable, i.e., it is not possible to construct AC -proofs in polynomial time (even
though AC -proofs are always of quadratic size [5]). In fact, using Proposition 2
it can be shown that automatizability of AC is equivalent to a complexity as-
sumption Q, studied in [17] and shown to be equivalent to the p-optimality of
the standard proof system for SAT in [3].
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(�) where Γ and Σ are disjoint sets of propositional variables
Γ � Σ

Γ � Σ, α
(¬ �)

Γ,¬α � Σ

Γ, α � Σ
(� ¬)

Γ � Σ,¬α

Γ, α, β � Σ
(∧ �)

Γ, α ∧ β � Σ

Γ � Σ,α
(� •∧)

Γ � Σ,α ∧ β

Γ � Σ, β
(� ∧•)

Γ � Σ,α ∧ β

Γ � Σ,α, β
(� ∨)

Γ � Σ,α ∨ β

Γ, α � Σ
(•∨ �)

Γ, α ∨ β � Σ

Γ, β � Σ
(∨• �)

Γ, α ∨ β � Σ

Γ,α � Σ, β
(�→)

Γ � Σ,α→ β

Γ � Σ,α
(• →�)

Γ, α→ β � Σ

Γ, β � Σ
(→ • �)

Γ, α→ β � Σ

Fig. 2. Inference rules of the antisequent calculus AC by Bonatti [6]

3 A Lower Bound for the Sequent Calculus CIRC

Bonatti and Olivetti [8] devised sequent calculi for several non-monotonic logics,
among them was circumscription in a sequent calculus referred to as CIRC . A
new item Σ known as a constraint has been added to the sequent. Σ is a set of
atoms disjoint from R, so the circumscriptive sequents are of form Σ;Γ �P ;R Δ
(which may be regarded as a 5-tuple). As defined by Bonatti and Olivetti [8],
the sequent Σ;Γ �P ;R Δ is true when: “In every (P ∪ Σ;R)-minimal model of
Γ that satisfies Σ there is a formula φ ∈ Δ that holds.”

When Σ is empty we omit it from the notation, and these are the circum-
scriptive sequents we are primarily interested in. The rules of the calculus CIRC
comprise the rules given in Fig. 3 together with all rules from LK and AC .
Bonatti and Olivetti proved the correctness and completeness of CIRC :

Theorem 3. (Bonatti, Olivetti [8]) A sequent Σ;Γ �P ;R Δ is true if and
only if it is derivable in CIRC.

To start a proof-theoretic investigation of CIRC we need the following notion:

Definition 4. Let π be a CIRC-proof of a circumscriptive sequent Γ �P ;R Δ
and let s be a sequent occurring in π (we will also call this a line of π). We call
s involved in π if either s is Γ �P ;R Δ or is used as premise for some rule whose
conclusion is an involved sequent. We call s intermediate if s is involved in π
and occurs in π as a conclusion of any of rules (C1)–(C4).

Thus the intermediate sequents form the “essential CIRC -part” of the proof
on which we will focus our analysis. The whole proof can be much larger due
to LK and AC -derivations. The next lemma shows that intermediate sequences
are always of a special form.
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Γ,¬P � q
(C1)

q,Σ;Γ �P ;∅ Δ

Σ,Γ � Δ
(C2)

Σ;Γ �P ;R Δ

q,Σ;Γ �P ;R Δ Σ;Γ,¬q �P ;R Δ
(C3)

Σ;Γ �P,q;R Δ

Σ;Γ, q �P ;R Δ Σ;Γ,¬q �P ;R Δ
(C4)

Σ;Γ �P ;R,q Δ

In all rules q is atomic and does not occur in P or R.

Fig. 3. Inference rules of the circumscription calculus CIRC of Bonatti & Olivetti [8]

Lemma 5. Let π be a proof of the minimal entailment formula Γ �VAR(Γ∪Δ);∅
Δ. Then every intermediate line in π (in the sense of Definition 4) is of the
form P+;Γ,¬P− �P 0;∅ Δ, where VAR(Γ ∪ Δ) = P 0 � P+ � P−.

Our first result shows an exponential lower bound to the proof size of CIRC .
We do this by forcing the CIRC -proof to enumerate all minimal models, however
in general a CIRC -proof may not be required to do so. For an easy example,
consider

∧
1≤i≤n pi∨qi �M

∧
1≤i≤n pi∨qi, which has exponentially many minimal

models, but can be derived in two lines from (�) and (C2).

Theorem 6. CIRC needs exponential-size proofs, i.e., sCIRC (n) ∈ 2Ω(n/ logn).

Proof. The idea is to construct a class of formulae which are of size O(n log n),
but whose proof size grows exponentially. We use propositional variables Pn =
{pi, qi : 1 ≤ i ≤ n} and define antecedent Γn := {pi ∨ qi : 1 ≤ i ≤ n} and
succedent Δn :=

∧
1≤i≤n(pi∧¬qi)∨ (qi ∧¬pi). We consider the class of sequents

Γn �Pn;∅ Δn.
Intuitively the sequents express

∧
1≤i≤n pi ∨ qi |=M

∧
1≤i≤n pi ⊕ qi, which is

not classically true. But they are true circumscriptive sequents, because every
minimal model of Γn will include pi or qi but cannot include both as these models
are not minimal. Notice that the size of the sequents is bounded by O(n log n)
because to represent of each of the n variables we need O(log n) bits.

Let now π be a CIRC -proof of ∅;Γn �Pn;∅ Δn. We now argue inductively.
Induction Hypothesis (on k for k ≤ n): Let P+;Γn,¬P− �P 0;∅ Δn be

an intermediate sequent of π (we know it is of this form by Lemma 5) with
k = n− |P− � P+|. Then the sub-proof of P+;Γn,¬P− �P 0;∅ Δn in π contains
at least 2k lines of the form B;Γn,¬A �C;∅ Δn, where A,B,C are sets of atoms,
with P+ ⊆ B, P− ⊆ A, and with B, A disjoint in any line.

Base Case (when k = 0): A single line is needed to state the end result
P+;Γn,¬P− �P 0;∅ Δn, and it suffices to take B = P+, A = P−.

Inductive Step: Assume the induction hypothesis holds for k − 1. Our aim is
to show that if 1 ≤ k ≤ n, then P+;Γn,¬P− �P 0;∅ Δn can only be inferred in
CIRC by using (C3) in the form of
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s, P+;Γn,¬P− �P 0\{s};∅ Δn P+;Γn,¬P−,¬s �P 0\{s};∅ Δn

P+;Γn,¬P− �P 0;∅ Δn

for some s in P 0. Lemma 5 tells us that P+ � P− � P 0 = Pn. As k < n there is
some i, 1 ≤ i ≤ n, such that pi, qi /∈ P+ � P− and so pi, qi ∈ P 0.

Suppose that P+;Γn,¬P− �P 0;∅ Δn is inferred via (C1). Then, for some
p ∈ P+, the sequent Γn,¬P−,¬P 0 � p must be obtainable in the antisequent
calculus. But as pi, qi ∈ P 0 and pi∨qi ∈ Γn the set Γn,¬P−,¬P 0 is inconsistent
and has no models. Hence Γn,¬P−,¬P 0 � p and Γn,¬P−,¬P 0 � p is not
derivable in AC .

Suppose instead that it is inferred via (C2). Then P+, Γn,¬P− � Δn must be
true. However, as pi, qi /∈ P+ � P− the model which takes pi, qi as both true is
consistent with the antecedent but not the succedent; so (C2) cannot be used.

Rule (C4) cannot be used either as the resulting sequent always has an element
in R. Hence, (C3) is used to infer P+;Γn,¬P− �P 0;∅ Δn.

The inductive case needs proofs of both s, P+;Γn,¬P− �P 0\{s};∅ Δn and
P+;Γn,¬P−,¬s �P 0\{s};∅ Δn to construct the full proof. By the induction hy-

pothesis each takes at least 2n−k−1 many lines of our desired form. Atom s is
either in B or in A but not both. Therefore the lines are all distinct and there
are 2 · 2n−k−1 many lines, hence at least 2n−k lines for the inductive step.

Finally, when k = n we get that the full proof π of ∅;Γn �Pn;∅ Δn contains at
least 2n applications of (C3). �

In fact the proof even shows an exponential lower bound to the number of
lines, i.e., the proof length, which is a stronger statement.

4 Separating the Sequent Calculi CIRC and MLK

We now focus our attention on minimal entailment. In particular we will discuss
Olivetti’s sequent calculus MLK from [28] and compare its proof complexity
with CIRC . MLK operates with sequents Γ �M Δ. Semantically, Γ �M Δ is
true if

∨
Δ holds in all (VAR(Γ ∪ Δ); ∅)-minimal models of Γ .

To introduce derivability we use the property of a positive atom in a formula
from [28], defined inductively as follows. Atom p is positive in formula p. Atom p
is positive in formula φ if and only if it is negative in ¬φ. If atom p is positive in
formula φ or χ, it is positive in φ∧χ and φ∨χ. If atom p is negative in formula
φ or positive in χ then it is positive in φ → χ.

The MLK calculus comprises all rules detailed in Fig. 4 together with all rules
from LK . Olivetti showed soundness and completeness of MLK .

Theorem 7. (Olivetti [28]) A sequent Γ �M Δ is true if and only if it is
derivable in MLK.

We first show that for minimal entailment, CIRC is not better than MLK .

Theorem 8. CIRC does not p-simulate MLK for minimal entailment.
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(�M )
Γ �M ¬p

Γ � Δ (��M )
Γ �M Δ

for p atomic and not positive in any formula in Γ

Γ �M Σ,A A, Γ �M Λ
(M-cut)

Γ �M Σ,Λ

Γ �M Σ Γ �M Δ
(• �M )

Γ,Σ �M Δ

Γ �M Σ,A Γ �M Σ,B
(�M ∧)

Γ �M Σ,A ∧B

A,Γ �M Σ B,Γ �M Σ
(∨ �M )

A ∨B,Γ �M Σ

Γ �M Σ,A
(�M •∨)

Γ �M Σ,B ∨ A

Γ �M Σ,A
(�M ∨•)

Γ �M Σ,A ∨B

A,Γ �M Σ
(�M ¬)

Γ �M Σ,¬A
A,Γ �M Σ,B

(�M→)
Γ �M Σ,A→ B

Fig. 4. Rules of the sequent calculus MLK for minimal entailment (Olivetti [28])

Proof. We use the hard examples from Theorem 6 and show that they can be
proved in MLK in polynomial size. Using the same notation as in the proof of
Theorem 6 we define Γ i as Γn\{pi∨qi}. Consider the following MLK derivation.

(�)
pi � pi

(• �)
Γ i, pi � pi

(��M )
Γ i, pi �M pi

(�M )
Γ i, pi �M ¬qi

(�M ∧)
Γ i, pi �M pi ∧ ¬qi

(�M ∨•)
Γ i, pi �M (pi ∧ ¬qi) ∨ (qi ∧ ¬pi)

(�)
qi � qi

(• �)
Γ i, qi � qi

(��M )
Γ i, qi �M qi

(�M )
Γ i, qi �M ¬pi

(�M ∧)
Γ i, qi �M qi ∧ ¬pi

(�M •∨)
Γ i, qi �M (pi ∧ ¬qi) ∨ (qi ∧ ¬pi)

(∨ �M )
Γn �M (pi ∧ ¬qi) ∨ (qi ∧ ¬pi)

This proof tree shows that Γn �M (pi ∧ ¬qi) ∨ (qi ∧ ¬pi) can be proved in
linear length. By repeated use (at most a linear number of times) of rule (�M ∧)
we build the big conjunction and obtain Γn �M Δn in polynomial size. �

The next lemma provides a translation of intermediate CIRC -sequents to
MLK -sequents, which is easy to verify model-theoretically.

Lemma 9. Let VAR(Γ,Δ) = P 0 �P+ �P−. Then P+;Γ,¬P− �P 0;∅ Δ is true
if and only if Γ,¬P− �M Δ,¬P+ is true.

Given a minimal entailment sequent Λ �VAR(Λ,Δ);∅ Δ and its proof (ti)0≤i≤n

in CIRC we define a map τ that acts on intermediate sequents of the form
Σ;Γ �P ;∅ Δ and maps them to the MLK -sequent Γ �M Δ,¬Σ. This map is
well defined as Lemma 5 guarantees that all intermediate sequents are exactly
of the form that allow the translation in Lemma 9.

To compare MLK with CIRC we need a few facts on LK .
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Lemma 10. 1. For sets of formulae Γ,Δ and disjoint sets of atoms Σ+, Σ−

with VAR(Γ ∪ Δ) = Σ+ � Σ− we can efficiently construct quadratic-size
LK-proofs of Σ+,¬Σ−, Γ � Δ when the sequent is true.

2. For formulae φ, χ we have sLK(φ � φ[χ/⊥]) ∈ O(|χ| + |φ|).

Lemma 11. Let Σ, Γ , Δ be sets of formulae. From a sequent Σ,
∧

Γ �M Δ of
size n we can derive Σ,Γ �M Δ in an O(n3) size MLK proof.

Proof (Sketch). Informally, the idea is that writing a conjunction or a list of
formulae is semantically the same thing, but must be treated as different objects
in a proof. The lemma demonstrates the ability of MLK to prove one direc-
tion of the equivalence in polynomial size. The strategy used is to inductively
prove Σ,

∧
Γ, Γ ′ �M Δ for Γ ′ ⊆ Γ . We use proof by induction on the number

of elements r of Γ ′. We then use M -cut to remove the conjunction from the
antecedent. �

Remark 12. As can be seen, the M-cut rule is very powerful and allows to manip-
ulate the minimal entailment sequents, by using classical sequents. In fact, even
when omitting all rules (�M ∧), (∨ �M ), (�M •∨), (�M ∨•), (�M ¬), (�M→)
from MLK we still obtain a calculus that is complete for minimal entailment
and p-simulates the original MLK . An example illustrating this for (�M ¬) is
given below.

(�)
A � A (� ¬)� A,¬A

(repeated use of • �)
Γ � A,¬A

(��M )
Γ �M A,¬A A,Γ �M Σ

(M-cut)
Γ �M Σ,¬A

The next theorem is the main result in this section. Together with Theorem 8
it shows that MLK is strictly stronger than CIRC for minimal entailment.

Theorem 13. MLK p-simulates CIRC for minimal entailment.

Proof (Sketch). Let π be a proof in CIRC of the minimal entailment sequent
Λ �VAR(Λ,Δ);∅ Δ. We will show that there exist constants a and b (independent
of π and the sequent) such that there is a proof π� of Λ �M Δ in MLK with
|π�| ≤ a|π|3+ b. The induction argument is based on translating each line of the
CIRC -proof using τ defined after Lemma 9 and deriving it in MLK .

Induction Hypothesis (on the number r of applications of (C3) and (C4)):
Let Λ �VAR(Λ,Δ);∅ Δ be a minimal entailment sequent with CIRC proof π. Let
Σ;Γ �P ;∅ Δ be an intermediate sequent of π (as in Definition 4), which is
preceded by r applications of rules (C3) and (C4) in π, and the sub-proof up to
that line is of size k. Then τ(Σ;Γ �P ;∅ Δ) can be derived in an (ak3 + b)-size
MLK proof.

Base Case (r = 0): For the base cases we only have to consider conclusions
of rules (C1) and (C2).
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C1: What makes (C1) the most difficult case is that it uses the antisequent
calculus, which is not incorporated in MLK . When using (C1) in CIRC proof π
we would start with premise Γ,¬P � q and end with conclusion q,Σ;Γ �P ;∅ Δ,
so we have to find an MLK proof starting with the axioms of the MLK calculus
that is cubic in size and reaches conclusion τ(q,Σ;Γ �P ;∅ Δ) = Γ �M Δ,¬q,¬Σ.

Suppose that the intermediate sequent q,Σ;Γ �P ;∅ Δ is inferred via (C1) in
the CIRC proof π. Then Γ,¬P � q holds; so there is some model N in which
Γ,¬P and ¬q hold. Moreover, since we have the AC -proof we can efficiently
construct this N by Proposition 2, which is needed to get a p-simulation.

Consider the sets of atoms Σ+ = VAR(Γ ) ∩ N and Σ− = VAR(Γ ) \ (N ∪
{q} ∪ P ). We claim that Σ+ ⊆ Σ ⊆ Σ+ � Σ− (but must omit the proof here).
Therefore we can find Σ� ⊆ Σ− such that Σ = Σ+ � Σ�.

For set of atoms A = {a1, . . . , al} let us define Γ̂ (A) =
∧

Γ [a1/⊥, . . . , al/⊥].
This notation allows us to replace the variables with their assigned value, and
treat the antecedent as a single formula. Let m = |Λ �VAR(Λ,Δ);∅ Δ|. We will
let U and Q be arbitrary sets of atoms such that U � Q = Σ− ∪ P . Then
Σ+ �M Γ̂ (U) is true. This is because all atoms in Q and U are minimised to
not true, and the remaining positive atoms of N are all true, hence the minimal
model is N and so Γ is satisfied. We incorporate these sequents in a proof by
induction where we replace ⊥ with atoms in Γ̂ one by one (we omit details of
this induction). For Q = Σ− ∪ P we obtain from this induction an MLK -proof
of Σ+ �M

∧
Γ of size O(m2). We proceed extending the proof with

Σ+ �M

∧
Γ

(�M )
Σ+ �M ¬q

(• �M )
Σ+,
∧

Γ �M ¬q

Using Lemma 11 we can add a cubic size proof to get Σ+, Γ �M ¬q. Now we
wish to weaken the right hand side. To do this we start with the axiom ¬q � ¬q.
Then use the weakening rules of LK to get Σ+, Γ,¬q � ¬q,¬Σ�, Δ. We then
continue with

Σ+, Γ �M ¬q

Σ+, Γ,¬q � ¬q,¬Σ�, Δ
(��M )

Σ+, Γ,¬q �M ¬q,¬Σ�, Δ
(M-cut)

Σ+, Γ �M ¬q,¬Σ�, Δ

Repeated use of rule (�M ¬) on sequents derives Γ �M Δ,¬q,¬Σ, which is
equivalent to the conclusion in (C1) under translation τ .

C2: We start with the classical sequent Σ,Γ � Δ and then continue with

Σ,Γ � Δ
(��M )

Σ,Γ �M Δ
repeated use of (�M ¬)

Γ �M Δ,¬Σ

to obtain Γ �M Δ,¬Σ = τ(Σ;Γ �P ;∅ Δ).
Inductive Step: In our overall induction we still need to consider the cases

of applications of rules (C3) and (C4).
C3: For (C3), because of Lemma 5 our premises translated under τ must be

Λ,¬P− �M Δ,¬P+,¬p and Λ,¬P−,¬p �M Δ,¬P+, yielding
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Λ,¬P− �M Δ,¬P+,¬p Λ,¬P−,¬p �M Δ,¬P+

(M-cut)
Λ,¬P− �M Δ,¬P+

C4: Since we have no fixed elements there are no applications of (C4).
Finally, the inductive claim for the entire proof gives us a cubic size proof of

the sequent τ(Λ �VAR(Λ,Δ);∅ Δ), and this is Λ �M Δ as required. Since our proof
is constructive we even obtain a p-simulation. �

5 Extending the Simulation to Full Circumscription

While MLK only works for minimal entailment Olivetti [28] also augmented
this calculus to obtain a sequent calculus for full circumscription. The rules of
this calculus DMLK are shown in Figure 5. To distinguish between the different
sequent calculi we use the notation Γ �P ;R Δ for derivability in DMLK .

(P -int)
Γ �P ;R ¬p

Γ,N(U)�P ;R Δ
(Z-int)

Γ,N(z), U → z �P ;R Δ

Γ � Δ (� �)
Γ �P ;R Δ

for p ∈ P and not positive in any formula in Γ
for z ∈ Z and z /∈ Γ,Δ,U and formula U occurring negatively in N(U)

Γ �P ;R Σ,A A, Γ �P ;R Λ
(�-cut)

Γ �P ;R Σ,Λ

Γ �P ;R Σ Γ �P ;R Δ
(•�)

Γ,Σ �P ;R Δ

Γ �P ;R Σ,A Γ �P ;R Σ,B
(�∧)

Γ �P ;R Σ,A ∧B

A,Γ �P ;R Σ B,Γ �P ;R Σ
(∨�)

A ∨ B,Γ �P ;Z Σ

Γ �P ;R Σ,A
(� • ∨)

Γ �P ;R Σ,B ∨A

Γ �P ;R Σ,A
(� ∨ •)

Γ �P ;R Σ,A ∨B

A,Γ �P ;R Σ
(�¬)

Γ �P ;R Σ,¬A
A,Γ �P ;R Σ,B

(�→)
Γ �P ;R Σ,A→ B

Fig. 5. Rules of the sequent calculus DMLK for circumscription (Olivetti [28])

Theorem 14. (Olivetti [28]) DMLK is sound and complete for circumscrip-
tion.

If we want to prove a p-simulation of CIRC by DMLK it is necessary to make
use of the (Z-int) rule. This seems problematic as the (Z-int) rule is syntactically
quite restrictive and specialised for Olivetti’s proof of Theorem 14. We therefore
alternatively suggest to incorporate the antisequent calculus, adding rules of AC
and the following new rule
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Γ,R+,¬R−,¬P−,¬P 0 � p
(� �)

Γ,R+,¬R−,¬P− �P ;R ¬P+

for p ∈ P+, P− � P 0 � P+ = P , and R+ � R− = R. This still yields a sequent
calculus DMLK + (� �) which is sound and complete for circumscription.

Similarly to Lemmas 5 and 9, the next lemma provides a translation of cir-
cumscriptive sequents to �-sequents.

Lemma 15. Let Γ �P ;R Δ be a circumscriptive sequent with a CIRC-proof π.

1. Every intermediate sequent of π is of form P+;Γ,¬P−, R+,¬R− �P 0;R0 Δ,
where P is partitioned into sets P+, P−, P 0; R is partitioned analogously.

2. Let σ be the function that takes intermediate sequents of π of the form
P+;Γ,¬P−, R+,¬R− �P 0;R0 Δ to sequents Γ,¬P−, R+,¬R−�P ;RΔ,¬P+.
Let A be an intermediate sequent of π, then σ(A) is a true sequent.

We can now state the simulation.

Theorem 16. DMLK + (� �) p-simulates CIRC.

6 Comparison to Niemelä’s Tableau Calculus

We now discuss the relations of these sequent calculi to a tableau calculus for
minimal entailment. This tableau works for clausal theories and was introduced
by Niemelä [26]. In this paper we will refer to this tableau calculus as NTAB .

For clausal theory Γ and formula φ, a Niemelä-tableau is defined as follows.We
start the construction of the tableau T with a single branch (Ci)0≤i≤k containing
all the clauses of Γ ∪ Δ, where Δ is ¬φ expressed in CNF (conjunctive normal
form). There are two rules for extending a branch, where the premises must
occur earlier in the branch. Figure 6 gives these two rules where those clauses
above the line indicate the premises needed to use the rule, and the clauses below
indicate the extensions.

Niemelä’s tableau NTAB uses the following conditions to close branches.

{a1, a2, . . . , am,¬b1,¬b2, . . . ,¬bn}, {b1}, . . . , {bn},
{¬a1}, . . . , {¬aj−1}, {¬aj+1}, . . . , {¬am}

(N1)
{aj}

{a1, a2, . . . , am,¬b1,¬b2, . . . ,¬bn}, {b1}, . . . , {bn}
(N2)

{aj} | {¬aj}

Fig. 6. Rules of Niemelä’s tableau NTAB [26]. The notation {aj} | {¬aj} indicates
that the branch splits.
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1. A branch B is (classically) closed when for some atoms b1, . . . , bn the clauses
{¬b1, . . . ,¬bn}, {b1}, . . . , {bn} occur in the same branch.

2. Let NΓ (B) = {¬c | c is an atom, {c} does not occur in B, and ∃C ∈ Γ s.t.
c ∈ C }. A branch B is ungrounded when B contains a unit clause {a}, for
which NΓ (B) ∪ Γ � a.

3. A branch is MM-closed if it is either closed or ungrounded.

The correctness and completeness of NTAB was shown by Niemelä:

Theorem 17. (Niemelä [26]) For clausal Γ and arbitrary φ there is an NTAB
proof for Γ, φ with all its branches MM-closed if and only if Γ �M φ.

In the same work [8], where Bonatti and Olivetti introduce CIRC , they also
compare it to NTAB , showing that tableaux in NTAB can be efficiently trans-
lated into CIRC -proofs.

Theorem 18. (Bonatti, Olivetti [8]) CIRC p-simulates NTAB.

We will now show that the converse simulation does not hold, i.e.,we will
prove a separation between NTAB and CIRC . This separation uses the well-
known pigeonhole principle PHPn+1

n . This an elementary, but famous principle
for which a wealth of lower bounds is known in proof complexity (cf. [2, 19]).
PHPn+1

n uses variables xi,j with i ∈ [n + 1] and j ∈ [n], indicating that pigeon
i goes into hole j. PHPn+1

n consists of the clauses
∨

j∈[n] xi,j for all pigeons

i ∈ [n + 1] and ¬xi1,j ∨ ¬xi2,j for all choices of distinct pigeons i1, i2 ∈ [n + 1]
and holes j ∈ [n]. We use these formulas to obtain an exponential separation
between NTAB and CIRC .

Theorem 19. NTAB does not simulate CIRC for minimal entailment.

Proof. We first show that sNTAB (PHPn+1
n � ⊥) ≥ 2Ω(n). The crucial obser-

vation is that any tableau in NTAB for the pigeonhole principle, is in fact a
refutation using the DPLL algorithm [13]. This can be seen as follows. The for-
mula ¬⊥ in conjunctive normal form is just the empty set. So each tableau has
as starting nodes just the clauses of PHPn+1

n . In any MM-closed tableau for this
sequent, every branch must be closed. This holds as PHPn+1

n is inconsistent;
so the antisequent NΓ (B), Γ � a is untrue and the ungrounded condition never
holds for any branch.

The only clauses that can be derived by (N1) and (N2) are unit clauses. The
unit clauses being derived by rule (N2) can be interpreted as the branching labels
in the DPLL algorithm. Using (N1) is a restricted form of unit propagation;
this step can be done at any point in the DPLL algorithm, and normally it is
done automatically between each branching step. Using (N2) is equivalent to
branching on a variable. When a branch is (classically) closed this means that
the empty clause can be inferred by unit propagation in a constant number of
steps. Therefore each proof of PHPn+1

n � ⊥ in NTAB can be efficiently turned
into a DPLL execution.

It is well known that runs of the DPLL algorithm can be efficiently translated
into resolution refutations. Therefore the exponential lower bound for PHPn+1

n
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of Haken [19] applies and each NTAB-proof of PHPn+1
n � ⊥must be of exponen-

tial size. On the other hand, Buss [10] showed that the pigeonhole formulas admit
polynomial-size Frege proofs; and Frege systems are known to be p-equivalent
to LK (cf. [23]). As LK is part of CIRC we obtain polynomial-size CIRC -proofs
of PHPn+1

n �M ⊥. �

7 Conclusion

Combining results from this paper together with earlier results from [8] we obtain
the p-simulations NTAB ≤p CIRC ≤p MLK of proof systems for propositional
circumscription. Moreover, all these systems are exponentially separated. While
this tells us thatMLK is the best proof system with respect to size of proofs, this
might be different when it comes to proof search. In fact, NTAB and CIRC are
both analytic1, which enables efficient proof search strategies (cf. [8]), whereas
for MLK the restricted cut rule is very powerful, making the system highly
non-analytic. This is in line with the experience from classical proof complexity
and SAT solving where strong proof systems are known to be not automatizable
under suitable assumptions (cf. [9]); and modern SAT solvers all build on rather
weak proof systems [27].

In terms of proof complexity, the main question left open by this paper is to
show lower bounds forMLK . Clearly, as circumscription is complete for the second
level Πp

2 of the polynomial hierarchy [11,16], there exist at least super-polynomial
lower bounds forMLK assumingNP 
= Πp

2. However, it might be very hard to show
such bounds unconditionally. We note that for default logic and autoepistemic
logic it is even known that showing lower bounds for the sequent calculi of these
logics from [8] is as hard as showing lower bounds for classical LK [1, 5], which is
the main open problem in propositional proof complexity. We leave open whether
a similar connection as in [1, 5] can also be shown between LK and MLK .
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Abstract. We introduce a robust and tractable temporal logic, we call
Visibly Linear Temporal Logic (VLTL), which captures the full class of
Visibly Pushdown Languages. The novel logic avoids fix points and pro-
vides instead natural temporal operators with simple and intuitive se-
mantics. We prove that the complexities of the satisfiability and visibly
pushdown model checking problems are the same as for other well known
logics, like CaRet and the nested word temporal logic NWTL, which in
contrast are strictly more limited in expressive power than VLTL. More-
over, formulas of CaRet and NWTL can be easily and inductively trans-
lated in linear-time into VLTL.

1 Introduction

Visibly Pushdown Languages (VPL), introduced by Alur et al. [5,6], are a sub-
class of context-free languages that is similar in tractability and robustness to
the less expressive class of regular languages. A VPL consists of nested words,
that is words over an alphabet (pushdown alphabet) which is partitioned into
three disjoint sets of calls, returns, and internal symbols. This partition induces
a nested hierarchical structure in a given word obtained by associating to each
call the corresponding matching return (if any) in a well-nested manner. VPL
are accepted by Nondeterministic Visibly Pushdown Automata (NVPA) [5,6], a
subclass of pushdown automata where the input symbol controls the kind of
operations permissible on the stack. Alternative characterizations of VPL have
been given in terms of operational and declarative formalisms. Here, we recall
alternating automata-based characterizations [7,11], like the class of parity al-
ternating visibly pushdown automata and the more tractable class of parity
two-way alternating finite-state jump automata (AJA) [11], which extend stan-
dard alternating finite-state automata (AFA) with non local moves for navigating
the nested structure of words in VPL.

VPLhave applications in the formal verification of recursive programswithfinite
data modeled by pushdown systems [9,6,4]. VPL turn out to be useful also in the
streaming processing of semi-structured data, such asXML documents, where each
open-tag is matched with a closing-tag in a well-nested manner (see e.g. [18,2]).
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The theory of VPL is connected to the theory of regular tree-languages since nested
words can be encoded by labeled binary trees satisfying some regular constraints,
and there are translations fromVPL into regular tree languages over tree-encodings
of nested words, and vice versa. However, as shown in [18,2], NVPA are often more
natural (and sometimes exponentially more succinct) than tree automata, and
preferable in the streaming processing of XML documents.

Linear Temporal Logics for VPL-Properties. Well-known and tractable lin-
ear temporal logics for VPL are the logic CaRet [4] and its extension NWTL+ [3],
which in turn are context-free extensions of standard linear temporal logic LTL.
Like LTL, which does not allow to specify all the linear-time ω-regular prop-
erties, the logics CaRet and NWTL+ can only express a strict subclass of VPL.
Known logical frameworks which capture the full class of VPL are an extension of
standard MSO over nested words with a binary matching-predicate (MSOμ) [5]
and a fixpoint calculus [11], where for the latter, satisfiability and visibly push-
down model checking are EXPTIME-complete [11]. One drawback is that MSOμ

is not elementarily decidable. Additionally, fixpoint logics are considered in some
sense low-level logics, making them “unfriendly” as specification languages. In
the setting of regular languages, some tractable formalisms allow to avoid fix-
point binders and still obtain full expressivity, like ETL [23] and fragments
of the industrial-strength logic PSL [1], like the regular linear temporal logic
RLTL [16,20], which fuses regular expressions and LTL modalities. Merging reg-
ular expressions and temporal operators in the linear-time setting has been mo-
tivated by the need of human readable specification languages, as witnessed by
the widespread adoption of ForSpec, PSL, SVA in industry (see e.g. [8]). Our
work follows this direction for visibly-pushdown languages. We recently intro-
duced [12] an algebraic characterization of VPL over finite nested words in terms
of visibly rational expressions (VRE). VRE extend regular expressions with two
novel operators which capture in a natural way the nested relation between calls
and matching returns in nested words. These two operators, when applied to
languages L of well-matched words (i.e., nested words without pending calls and
pending returns), correspond to classical tree substitution and Kleene closure
applied to the tree language encoding of L (in accordance with the encoding of
well-matched words by ordered unranked finite trees [2]). However, as observed
in [2] when comparing well-matched words with ordered unranked trees, “word
operations such as prefixes, suffixes, and concatenation [...] do not have analo-
gous tree operations.” This is explicitly witnessed by VRE having both word-like
concatenation and tree-like substitution (and their Kleene closures), so allowing
to describe both the linear structure and the hierarchical structure of nested
words.

Our Contribution. We investigate a new linear temporal logic for VPL specifi-
cations, which merges in a convenient way VRE and LTL modalities. The task of
combining language operators (such as concatenation and Kleene closure) and
logical modalities is in general not easy, since allowing unrestricted complemen-
tation (corresponding to logical negation) in regular expressions already leads to
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a non-elementary decidable declarative formalism [22]. Thus, we propose a gen-
eralization of RLTL with past that we call Visibly Linear Temporal Logic (VLTL),
which is obtained by replacing regular expressions for VRE expressions as build-
ing blocks for the temporal modalities. Our natural choice leads to a unifying
and convenient logical framework for specifying VPL-properties because:
– VLTL is closed under Boolean combinations including negation and captures

the full class of VPL. Moreover, VLTL avoids fix points and only offers tem-
poral operators with simple and intuitive semantics.

– VLTL is elementarily decidable. In particular, satisfiability and visibly push-
down model checking have the same complexity as for the strictly less ex-
pressive logics CaRet and NWTL+: i.e. are EXPTIME-complete.

Another advantage of VLTL is that CaRet and NWTL+ can be inductively trans-
lated in linear-time into VLTL. In particular, the temporal modalities of CaRet
and NWTL+ can be viewed as derived operators of VLTL, and, in principle,
one can introduce additional “user-friendly” temporal modalities as VLTL de-
rived operators. Thus, VLTL can be also used as a common unifying setting for
obtaining efficient decision procedures for other “simple-to-use” logics for VPL.

In order to tackle the decision problems for VLTL, we propose an elegant
and unifying framework which extends in a non-trivial and sophisticated way
the efficient alternating automata-theoretic approach recently proposed for fu-
ture RLTL [21]. The technique for future RLTL makes use of a translation of the
logic into parity AFA, which is crucially based on the well-known linear-time
translation of regular expressions into nondeterministic finite-state automata. A
direct generalization of this construction based on the use of parity alternating
visibly pushdown automata would lead to doubly exponential time decision pro-
cedures. Instead, our approach exploits as an intermediate step a compositional
polynomial-time translation of VLTL formulas into a subclass of parity two-
way alternating AJA with index 2, that we call stratified AJA with main states
(SAJA). Moreover, we identify a subclass of VRE such that the corresponding
fragment of VLTL has the same expressiveness as full VLTL and admits a linear-
time translation into SAJA. Hence, we obtain a translation for this fragment of
VLTL into equivalent Büchi NVPA of size 2O(|ϕ| logm), where m is the size of the
largest VRE used in ϕ. Full proofs are omitted due to space limitations.

Related Work. Combining modal logic and regular expressions is also the
main feature of the branching temporal logic PDL. In [17], an extension of PDL
for recursive programs, has been investigated, where low-level operational as-
pects are allowed in the form of path expressions given by NVPA. This logic
is incomparable with VLTL and the related satisfiability and visibly pushdown
model-checking problems are 2-EXPTIME-complete. In [10], a linear temporal
framework for VPL has been introduced which allows PDL-like path regular ex-
pressions extended with the binary matching-predicate μ of MSOμ. The setting
is parameterized by a finite set of MSO-definable temporal modalities, which
leads to an infinite family of linear temporal logics having the same complexity
as VLTL and subsuming the logics CaRet and NWTL+. However, it seems clear
(even if this issue is not discussed in [10]) that each of these logics does not
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capture the full class of VPL. Moreover, the complexity analysis in [10], based
on the use of two-way alternating tree automata, is not fine-grained and it just
allows to obtain a generic polynomial in the exponent of the complexity upper
bound.

2 Preliminaries

We recall Visibly Pushdown Automata [5] and Visibly Rational Expressions [12].
In the rest of the paper, we fix a pushdown alphabet Σ = Σcall ∪Σret ∪Σint ,

that is a finite alphabet Σ which is partitioned into a set Σcall of calls, a set
Σret of returns, and a set Σint of internal actions.

Visibly Pushdown Automata [5]. Nondeterministic Visibly Pushdown Au-
tomata (NVPA) are standard Pushdown Automata operating on finite words
over a pushdown alphabet Σ satisfying the following “visibly” restriction: (i) on
reading a call, one symbol is pushed onto the stack, (ii) on reading a return,
one symbol is popped from the stack (if the stack is empty, the stack content
remains unchanged), and (iii) on reading an internal action, no stack opera-
tion is performed. The languages of finite words accepted by NVPA are called
visibly pushdown languages (VPL). We also consider Büchi ω-NVPA [5], which
are standard Büchi Pushdown Automata on infinite words over Σ satisfying the
above “visibly” restriction. The ω-languages accepted by Büchi NVPA are called
ω-visibly pushdown languages (ω-VPL). For details on the syntax and semantics
of NVPA and Büchi ω-NVPA, see [5].

Matched Calls and Returns. For a word w on Σ, |w| is the length of w (we
set |w| = ω if w is infinite). For all 1 ≤ i ≤ j ≤ |w|, w(i) is the ith symbol of w,
and w[i, j] is the word w(i)w(i + 1) . . . w(j). The empty word is denoted by ε.
The set WM (Σ) of well-matched words is the subset of Σ∗ inductively defined
as follows: (i) ε ∈ WM (Σ) (ii) � · w ∈ WM (Σ) if � ∈ Σint and w ∈ WM (Σ),
and (iii) c · w · r · w′ ∈ WM (Σ) if c ∈ Σcall , r ∈ Σret , and w,w′ ∈ WM (Σ). Let
i be a call position of a word w. If there is j > i such that j is a return position
of w and w(i + 1) . . . w(j − 1) is a well-matched word (note that j is uniquely
determined if it exists), we say that j is the matching return of i along w. The
set MWM (Σ) of minimally well-matched words is the set of well-matched words
of the form c · w · r such that c is a call, r is a return, and w is well-matched.

For a language L ⊆ Σ∗, we define MWM (L) def
= L ∩MWM (Σ), that is the set

of words in L which are minimally well-matched.

Visibly Rational Expressions (VRE) [12]. We recall the classes of pure VRE
and pure ω-VRE [12], here called simply VRE and ω-VRE. VRE extend regular
expressions (RE) with two non-regular operators: the binary M -substitution op-
erator and the unary S-closure operator.1 Given L ⊆ Σ∗ and a language L′ of
1 The origin of the name M -substitution is minimally well-matched substitution, while
S-closure stands for Strict Mimimally Well-Matched Closure, see [12].
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finite or infinite words on Σ, we use L ·L′ for the concatenation of L and L′, L∗
for the Kleene closure of L, and Lω for the ω-Kleene closure of L.

Definition 1 (M-substitution [12]). Let w ∈ Σ∗, � ∈ Σint , and L ⊆ Σ∗.
The M -substitution of � by L in w, denoted by w �� L, is the language of
finite words over Σ obtained by replacing occurrences of � in w by minimally
well-matched words in L. Formally, w �� L is inductively defined as follows:

– ε �� L def
= {ε};

– (� · w′) �� L def
=
(
MWM (L) · (w′ �� L)

)
∪
(
({�} ∩ L) · (w′ �� L)

)
– (σ · w′) �� L def

= {σ} · (w′ �� L) for each σ ∈ Σ \ {�}.

For two languages L,L′ ⊆ Σ∗ and � ∈ Σint , the M -substitution of � by L′ in
L, written L �� L′, is defined as L �� L′ def

=
⋃

w∈Lw �� L′. Note that ��

is associative, and {�} �� L = MWM (L) if {�} ∩ L = ∅.

Definition 2 (S-closure [12]). Given L ⊆ Σ∗ and � ∈ Σint , the S-closure of
L through �, denoted by L	� , is defined as follows:

L	�
def
=
⋃
n≥0

MWM (L)�� (L ∪ {�}) �� . . . �� (L ∪ {�})︸ ︷︷ ︸
n occurrences of ��

.

Example 1. Let Σcall = {c1, c2}, Σret = {r1, r2}, and Σint = {�}. Let us
consider the languages L = {c1� r1, c2 � r2} and L′ = {c1 r1, c2 r2}. Then,
L	� �� L′ = {ci1 ci2 . . . cin rin . . . ri2 ri1 | n ≥ 2, i1, . . . , in ∈ {1, 2}}.

Definition 3. The syntax of VRE α and ω-VRE β over Σ is defined as follows:

α := ε
∣∣ int ∣∣ call ∣∣ ret ∣∣ σ ∣∣ c r

∣∣ c�r
∣∣ α ∪ α

∣∣ α · α
∣∣ α∗ ∣∣ α �� α

∣∣ α	�

β := αω
∣∣ β ∪ β

∣∣ α · β

where σ ∈ Σ, c ∈ Σcall , r ∈ Σret , and � ∈ Σint . The basic expressions int, call ,
ret are used to denote in a succinct way the languages Σint , Σcall , and Σret ,
while the redundant basic expressions c r and c�r in the syntax of VRE are used
for defining subclasses of VRE. A VRE α (resp., ω-VRE β) denotes a language
of finite words (resp., infinite words) over Σ, written L(α) (resp., L(β)), which
is inductively defined in the obvious way.

Note that ω-VRE are defined in terms of VRE in the same way as ω-regular
expressions are defined in terms of regular expressions. A VRE is well-matched
if it does not contain basic subexpressions in Σcall ∪ Σret ∪ {call , ret}. A VRE
α is well-formed if each subexpression of α of the form (α1 �� α2) or α	�

1 is
well-matched, and an ω-VRE β is well-formed if each VRE occurring in β is well-
formed. As usual, the size |α| of a VRE α is the length of the string describing α.

Theorem 1 (from [12]). (Well-formed) VRE and (well-formed) ω-VRE cap-
ture the classes of VPL and ω-VPL, respectively.
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Proof. The results for VRE and ω-VRE were established in [12]. Moreover, a
straightforward adaptation of the translations from NVPA to VRE and from
Büchi ω-NVPA to ω-VRE in [12] show that well-formed VRE and well-formed
ω-VRE are sufficient to capture the classes of VPL and ω-VPL, respectively. �

3 Visibly Linear Temporal Logic (VLTL)

In this section, we introduce the Visibly Linear Temporal Logic (VLTL), an ex-
tension of Regular Linear Temporal Logic (RLTL) with past (see [16,20]) obtained
by replacing regular expressions in the temporal modalities of RLTL with VRE.

The syntax of VLTL formulas ϕ over the pushdown alphabet Σ is as follows:

ϕ := true
∣∣ ϕ ∨ ϕ

∣∣ ¬ϕ
∣∣ α;ϕ ∣∣ ϕ;α ∣∣ ϕ|α⟫ϕ

∣∣ ϕ|α〉ϕ
∣∣ ϕ⟪α|ϕ

∣∣ ϕ〈α|ϕ

where α is a VRE over Σ, the symbol ; is the sequencing operator, | ⟫ and ⟪ |
are the (future) power operator and the past power operator, and | 〉 and 〈 |
are the (future) weak power operator and the past weak power operator. The
power formulas ϕ1|α⟫ϕ2, ϕ1⟪α|ϕ2, ϕ1|α〉ϕ2, and ϕ1〈α|ϕ2 are built from three
elements: ϕ2 (the attempt), ϕ1 (the obligation), and α (the delay). Informally,
for ϕ1|α⟫ϕ2 (resp., ϕ1⟪α|ϕ2) to hold, either the attempt holds, or the obligation
is met and the whole formula evaluates successful after (resp., before) the delay;
additionally, the attempt must be eventually met. The weak formulas ϕ1|α〉ϕ2

and ϕ1〈α|ϕ2 do not require the attempt to be eventually met. For a VLTL formula
ϕ, ϕ is well-formed if every VRE occurring in ϕ is well-formed. Let ‖ϕ‖ be the
integer 1 if either ϕ = true or ϕ has a Boolean connective at its root; otherwise,
‖ϕ‖ is the size of the VRE associated with the root operator of ϕ. The size |ϕ|
of ϕ is defined as

∑
ψ∈SF(ϕ) ‖ψ‖, where SF(ϕ) is the set of subformulas of ϕ.

VLTL formulas ϕ are interpreted over infinite pointed words (w, i) over Σ,
where w ∈ Σω and i ≥ 1 is a position along w. The satisfaction relation (w, i) |=
ϕ is defined by induction as follows (we omit the rules for Boolean connectives):

(w, i) |= α;ϕ ⇔ for some j > i, (w, j) |= ϕ and w[i, j] ∈ L(α)
(w, i) |= ϕ;α ⇔ for some j < i, (w, j) |= ϕ and w[j, i] ∈ L(α)
(w, i) |= ϕ1|α⟫ϕ2 ⇔ for some sequence i = j1 < . . . < jn, (w, jn) |= ϕ2

and for all 1 ≤ k < n, w[jk, jk+1] ∈ L(α) and (w, jk) |= ϕ1

(w, i) |= ϕ1⟪α|ϕ2 ⇔ for some sequence j1 < . . . < jn = i, (w, j1) |= ϕ2

and for all 1 < k ≤ n, w[jk−1, jk] ∈ L(α) and (w, jk) |= ϕ1

(w, i) |= ϕ1|α〉ϕ2 ⇔ (w, i) |= ϕ1|α⟫ϕ2,
or for some infinite sequence i = j1 < j2 < . . . ,
w[jk, jk+1] ∈ L(α) and (w, jk) |= ϕ1 for all k ≥ 1

(w, i) |= ϕ1〈α|ϕ2 ⇔ (w, i) |= ϕ1⟪α|ϕ2,
or for some sequence 1 = j1 < . . . < jn = i, (w, jn) |= ϕ1

and w[jk, jk+1] ∈ L(α) and (w, jk) |= ϕ1 for all 1 ≤ k < n

The ω-pointed language Lp(ϕ) of ϕ is the set of infinite pointed words (w, i) over
Σ satisfying ϕ (i.e. (w, i) |= ϕ). The ω-language L(ϕ) of ϕ is the set of infinite
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words w over Σ such that (w, 1) ∈ Lp(ϕ). Two formulas ϕ1 and ϕ2 are globally
equivalent if Lp(ϕ1) = Lp(ϕ2). The satisfiability problem for VLTL is checking
for a VLTL formula ϕ, whether L(ϕ) 
= ∅. The visibly pushdown model checking
problem for VLTL is checking for a VLTL formula ϕ over Σ and a pushdown
system P (defined as a Büchi NVPA P over the same pushdown alphabet Σ and
with all states accepting), whether L(P) ⊆ L(ϕ).

Note that the VLTL operators generalize both the operators of standard LTL
with past (in particular, the next, previous, until, and since modalities) and the
operators of ω-visibly rational expressions. For example, the until formula ϕ1Uϕ2

requires that either ϕ2 holds (attempt) or otherwise ϕ1 holds (obligation) and
the formula is reevaluated after a delay of a single step. Similarly, the ω-visibly
rational expression αω has no possible escape, a trivially fulfilled obligation, with
a delay indicated by α.

In the rest of this section, we use some VRE of constant size (where � ∈ Σint ):
– αONE := int ∪ ret ∪ call , αMWM := � �� (call · (αONE )

∗ · ret),
αWM := (int∗ · (αMWM )∗)∗

Note that L(αONE ) = Σ, L(αMWM ) = MWM (Σ), and L(αWM ) = WM (Σ).
Moreover, we use some shortcuts in VLTL. The formula (σ · αONE ); true is sat-
isfied by words that begin with letter σ ∈ Σ. We abbreviate this formula by σ.
Additionally, we use Gϕ to stand for ϕ |αONE · αONE 〉 ¬true (the LTL always
operator), and ϕ to stand for ϕ; (αONE · αONE ) (the LTL previous operator).

Expressiveness of VLTL. First, we observe that (well-formed) ω-VRE can be
translated in linear-time into language-equivalent (well-formed) VLTL formulas
by the mapping f from ω-VRE to VLTL inductively defined as follows.
– f(αω) := true|α · αONE 〉¬true
– f(β ∪ β′) := f(β) ∨ f(β′) and f(α · β) := (α · αONE ); f(β).

Thus, by Theorem 1, (well-formed) VLTL formulas can express every ω-VPL
(note that past temporal modalities are not required to capture ω-VPL). The
converse direction holds as well (see Section 5). Hence, we obtain the following.

Theorem 2. (Well-formed) VLTL formulas capture the class of ω-VPL.

Comparison with Known Context-Free Extensions of LTL. We compare
now VLTL with some known context-free extensions of LTL: CaRet [4], NWTL [3],
and NWTL+ [3]. NWTL and NWTL+ are expressively complete for the first-order
fragment FOμ of MSOμ [3], while it is an open question whether the same holds
for CaRet [3], the latter being subsumed by NWTL+. In the analysis of recursive
programs, CaRet and NWTL+ allow to express in a natural way LTL properties
over non-regular patterns such as (*) the stack content at a given position, and
(**) the local computations of procedures which skip over nested procedure
invocations. Theorem 3 below shows that these logics can be easily translated in
linear time into VLTL. Additionally, VLTL can specify more expressive regular
properties over the patterns (*) and (**) such as the following requirement for
a given N ≥ 1, “whenever the procedure A is invoked, the depth of the stack
content is a multiple of N”, which can be expressed by the following VLTL
formula (where the call cA denotes the invocation of procedure A),
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G(cA −→ (¬true);αN ) αN := [(αWM · call · . . . · αWM · call︸ ︷︷ ︸
N times

·αWM )]∗

Theorem 3. For a CaRet, NWTL or NWTL+ formula ϕ, one can build in linear-
time a VLTL formula with constant-size VRE which is globally equivalent to ϕ.

Proof. We sketch only the translation of CaRet into VLTL. CaRet extends LTL
with non-regular versions of the temporal modalities: the abstract next and until
modalities and their past counterparts, and the caller modalities. Here, we focus
on the abstract modalities a and Ua which correspond to the standard next and
until modalities interpreted on abstract paths. Formally, for an infinite pointed
word (w, i) on Σ, the abstract path of w from i is a maximal (possibly infinite)
sequence of positions i = j1 < j2 < . . . < jn < . . . such that for all pairs of
adjacent positions jk and jk+1: either jk is a call with matching return jk+1, or
jk is not a call, jk+1 is not a return, and jk+1 = jk +1. To translate a and Ua

into VLTL, we use the following constant-size VRE: αa := αMWM ∪ ((int ∪ ret) ·
(int ∪ call )). Then, the VLTL formula αa;ϕ1 is globally equivalent to aϕ1, and
ϕ1 |αa⟫ϕ2 is globally equivalent to ϕ1 Ua ϕ2. �

4 Subclasses of Alternating Jump Automata

Alternating Jump Automata (AJA) over finite and infinite words [11] are an al-
ternative automata-theoretic characterization of VPL and ω-VPL. In this section,
in order to capture compositionally and efficiently VLTL formulas, we introduce
a subclass of two-way parity AJA with index 2, called two-way stratified AJA with
main states (SAJA). Then, we show how to translate (well-formed) VRE into a
subclass of AJA over finite words; this result is used in Section 5 to handle the
temporal operators in the translation of VLTL formulas into SAJA. Note that
a naive approach based on the use of unrestricted two-way parity AJA would
lead to decision procedures for VLTL that are computationally more expensive.
More concretely, following [13], two-way parity AJA with n states and index k

can be translated into equivalent Büchi NVPA with 2O((nk)2) states and stack
symbols. We show that SAJA with n states can be more efficiently translated
into equivalent Büchi NVPA with 2O(n logm) states and stack symbols, where m
is the size of the largest non-trivial coBüchi stratum. Another technical issue
is the efficient handling of logical negation. Like for RLTL, VLTL does not have
a positive normal form. Hence, a construction for the negation operator must
be given explicitly. Like for standard parity AFA, complementation of parity
two-way AJA is easy: one only has to dualize the transition function and to com-
plement the acceptance condition. However, the classical complementation for
the parity condition increases in one unit the color assigned to every state, so
that the total number of colors could grow linearly in the size of the formula (by
alternating the constructions for complementation with those related to other
modalities that reintroduce the lowest color). Instead, we show that SAJA (which
only use three colors) are closed under complementation.
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AJA operate on words over a pushdown alphabet and extend standard alter-
nating finite-state automata by also allowing non-local moves: when the current
input position is a matched call, a copy of the automaton can move (jump) in a
single step to the matched-return position. We also allow ε-moves and local and
non-local backward moves. We first give the notion of Alternating Jump Tran-
sition Tables (AJT), which represent AJA without acceptance conditions. Let
DIR = {ε,→,←,�,�}. Intuitively, the symbols → and ← are used to denote
forward and backward local moves and � and � are for non-local moves which
lead from a matched call to the matching return, and vice-versa. For a set X ,
B+(X) denotes the set of positive Boolean formulas over X built from elements
in X using ∨ and ∧ (we also allow the formulas true and false). For a formula
θ ∈ B+(X), a model Y of θ is a subset Y of X which satisfies θ. The model Y

of θ is minimal if no strict subset of Y satisfies θ. The dual formula θ̃ of θ is
obtained from θ by switching ∨ and ∧, and switching true and false.

Two-Way AJT. A two-way AJT T over Σ is a tuple T = 〈Q, q0, δ〉, where Q is
a finite set of states, q0 ∈ Q is the initial state, and δ : Q×Σ → B+(DIR×Q×Q)
is a transition function. Now, we give the notion of run. We restrict ourselves to
memoryless runs, in which the behavior of the automaton depends only on the
current input position and current state. Since later we will deal only with parity
acceptance conditions, memoryless runs are sufficient (see e.g. [24]). Formally,
given a finite or infinite pointed word (w, i) on Σ and a state p ∈ Q, a (i, p)-run of
T over w is a directed graph 〈V,E, v0〉 with set of vertices V ⊆ {0, . . . , |w|+1}×Q
and initial vertex v0 = (i, p). Intuitively, a vertex (j, q) describes a copy of the
automaton which is in state q and reads the jth input position. Additionally,
we require that the set of edges E is consistent with the transition function δ.
Formally, for every vertex (j, q) ∈ V such that 1 ≤ j ≤ |w|, there is a minimal
model X = {(dir1, q1, q′1), . . . , (dirn, qn, q′n)} of δ(q, w(j)) such that the set of
successors of (j, q) is {v1, . . . , vn} and for all 1 ≤ k ≤ n, the following holds:

– dirk = ε: vk = (j, qk).
– dirk =→: vk = (j + 1, qk) if j + 1 ≤ |w|, and vk = (j + 1, q′k) otherwise.
– dirk =←: vk = (j − 1, qk) if j − 1 > 0, and vk = (j − 1, q′k) otherwise.
– dirk =�: vk = (jr, qk) if j is a call with matching return jr; otherwise

vk = (j + 1, q′k).
– dirk =�: vk = (jc, qk) if j is a return with matching call jc; otherwise

vk = (j − 1, q′k).

An infinite path π of a run is eventually strictly-forward whenever π has a suffix
of the form (i1, q1), (i2, q2), . . . such that: (i) ij ≤ ij+1 for all j ≥ 1 and (ii) for
infinitely many j, ij < ij+1.

A two-way AJT T = 〈Q, q0, δ〉 is an AJT with main states if:
– the set of states is partitioned into a set M of main states and into a set S

of secondary states such that q0 ∈ M.
– there are no moves from secondary states to main states. Hence, every path

starting from a secondary state visits only secondary states.
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Two-Way Stratified AJA with Main States (SAJA). We introduce now
the class of SAJA as a two-way and non-regular extension of one-way hesitant
AFA over infinite words introduced in [14]. Intuitively, the ability to combine
both forward and backward moves is syntactically restricted in such a way to
ensure that every infinite path in a run is eventually strictly-forward. Moreover,
for efficiency issues, we distinguish between main states and secondary states.
Intuitively, in the translation of VLTL formulas into SAJA, main states are as-
sociated with the regular part of the formula, while secondary states (whose
number can be quartic in the number of main states) are associated with the
non-regular part (the M -substitution and S-closure operators in the VRE of the
formula). Formally, a SAJA A is a tuple A = 〈Q, q0, δ,F〉 with Q = M∪S, where
〈Q, q0, δ〉 is a two-way AJT with main states and F is a strata family of the form
F = {〈ρ1, Q1, F1〉, . . . , 〈ρk, Qk, Fk〉}, where Q1, . . . , Qk is a partition of the set of
states Q, and for all 1 ≤ i ≤ k, ρi ∈ {−, t,B,C} and Fi ⊆ Qi, such that Fi = ∅
whenever ρi = t. A stratum 〈ρi, Qi, Fi〉 is called a negative stratum if ρi = −, a
transient stratum if ρi = t, a Büchi stratum (with Büchi acceptance condition
Fi) if ρi = B, and a coBüchi stratum (with coBüchi acceptance condition Fi) if
ρi = C. Additionally, there is a partial order ≤ on the sets Q1, . . . , Qk such that:

R1. Moves from states in Qi lead to states in components Qj such that Qj ≤ Qi;
additionally, if Qi belongs to a transient stratum, there are no moves from
Qi leading to Qi.

R2. For all q ∈ Qi and atoms (dir, q, q′) or (dir, q′, q) occurring in δ, the following
holds: (i) dir ∈ {←,�, ε} if the stratum of Qi is negative, and dir ∈ {→,�
, ε} otherwise, and (ii) if dir = ε, then there are no ε-moves from q.

R3. For every Büchi or coBüchi stratum 〈ρi, Qi, Fi〉, Fi ∩ S = ∅.

R1 is the stratum order requirement and it ensures that every infinite path π
of a run gets trapped in the component Qi of some non-transient stratum. R2 is
the eventually syntactical requirement and it ensures that Qi belongs to a Büchi
or coBüchi stratum and that π is eventually strictly-forward. Moreover, note
that R2 also ensures that for all runs and vertices of the form (0, q) reachable
from the initial vertex, q belongs to a negative stratum.

Now we define when a run is accepting. Let π be an infinite path of a run,
〈ρi, Qi, Fi〉 be the Büchi or coBüchi stratum in which π gets trapped, and Inf(π)
be the states from Q that occur infinitely many times in π. The path π is
accepting whenever Inf(π) ∩ Fi 
= ∅ if ρi = B and Inf(π) ∩ Fi = ∅ otherwise (i.e.
π satisfies the corresponding Büchi or coBüchi requirement). Note that R3 in the
definition of SAJA ensures that whenever π starts at a vertex associated with a
secondary state (hence, π visits only secondary states), then π is accepting if the
stratum 〈ρi, Qi, Fi〉 is a coBüchi stratum, and it is rejecting otherwise. A run is
accepting if: (i) all its infinite paths are accepting and (ii) for each vertex (0, q)
reachable from the initial vertex such that q is in the stratum S = 〈ρi, Qi, Fi〉
(recall that S is ensured to be a negative stratum), it holds that q ∈ Fi. Note that
this last condition is necessary to allow complementation of SAJA by dualization.
The ω-pointed language Lp(A) of A is the set of infinite pointed words (w, i) over
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Σ such that there is an accepting (i, q0)-run of A on w. The ω-language L(A)
of A is the set of infinite words w over Σ such that (w, 1) ∈ Lp(A).

The dual automaton Ã of the SAJA A is defined as Ã = 〈M ∪ S, q0, δ̃, F̃〉,
where δ̃(q, σ) is the dual formula of δ(q, σ), and F̃ is obtained from F by convert-
ing a Büchi stratum 〈B, Qi, Fi〉 into the coBüchi stratum 〈C, Qi, Fi〉, a coBüchi
stratum 〈C, Qi, Fi〉 into the Büchi stratum 〈B, Qi, Fi〉, and a negative stratum
〈−, Qi, Fi〉 into the negative stratum 〈−, Qi, Qi \ Fi〉. Following standard argu-
ments (see e.g. [24]) we obtain the following lemma, which is crucial for handling,
compositionally and efficiently, negation in VLTL formulas.

Lemma 1. The dual automaton Ã of a SAJA A is a SAJA whose ω-pointed
language Lp(Ã) is the complement of Lp(A).

From SAJA to Büchi NVPA. The size of a SAJA stratum 〈ρi, Qi, Fi〉 is the
number of main states in Qi (we do not take into account the number of sec-
ondary states in Qi). A coBüchi stratum 〈ρi, Qi, Fi〉 is trivial whenever Fi = ∅.

Theorem 4. For a SAJA A = 〈M∪S, q0, δ,F〉, one can build in singly exponen-
tial time a Büchi NVPA P accepting L(A) with 2O(|S|+|M|·log(k)) states and stack
symbols, where k is the size of the largest non-trivial coBüchi stratum of A.

Sketched Proof. Our approach is a refinement of a non-trivial variation of the
method used in [13] to convert parity two-way AJA into equivalent Büchi NVPA.
First, we give a characterization of the fulfillment of the acceptance condition
for a non-trivial coBüchi stratum along a run in terms of the existence of an
odd ranking function; the latter generalizes the notion of odd ranking function
for standard coBüchi alternating finite-state automata [15] which intuitively,
allows to convert a coBüchi acceptance condition into a Büchi-like acceptance
condition. Then, by exploiting the above result and a non-trivial generalization
of the Miyano-Hayashi construction [19], we give a characterization of the words
in L(A) in terms of infinite sequences of finite sets (called regions) satisfying
determined requirements which can be easily checked by a Büchi NVPA, where
the control states and stack symbols range over the set of regions. The number
of regions is at most 2O(|S|+|M|·log(k)), where k is the size of the largest non-trivial
coBüchi stratum of the given SAJA A. �

Translation of VRE in Subclasses of AJA on Finite Words. In the trans-
lation of VLTL formulas into SAJA, we use two subclasses of AJA over finite
words (for which we give different acceptance notions) in order to handle the
VRE associated with the future and past temporal operators. Note that the
proposed approach substantially differs from the alternating automata-theoretic
approach for RLTL, the latter being crucially based on the use of nondetermin-
istic automata for handling the regular expressions of the temporal modalities.2

Definition 4. A forward (resp., backward) AJA with main states is an AJT
with main states A = 〈M ∪ S, q0, δ,Acc〉 augmented with a set Acc of accepting

2 AJA are strictly more expressive than their nondeterministic counterpart [11].
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states and such that no moves (dir, q, q′) with dir ∈ {ε,←,�} (resp., dir ∈
{ε,→,�}) are allowed, and δ(q, σ) = false for all accepting main states q and
σ ∈ Σ. If A is forward (resp., backward), then a run of A over a finite word w
is accepting if for all vertices of the form (|w| + 1, q) (resp., (0, q)), q ∈ Acc.
Moreover, the language L(A) of A is the set of finite words w on Σ such that
there is an accepting (1, q0)-run (resp., accepting (|w|, q0)-run) on w.

In order to correctly handle the VRE expressions in the translation of VLTL
formulas into SAJA, we need to impose additional restrictions on the above two
classes of AJA (which intuitively allow to simulate the behavior of nondeter-
ministic automata), ensuring at the same time that these restrictions still allow
to (efficiently) capture VRE. These restrictions in their semantic form are the
following ones, where a pseudo run is defined as a run but for all accepting main
states q and σ ∈ Σ, we replace the value false of δ(q, σ) with true.

J1. In each (pseudo) run starting from a main state, there is exactly one maximal
path (the main path) from the initial vertex which visits only main states.
Moreover, each vertex of the run which is not visited by the main path is
associated with a secondary state.

J2. In a pseudo run over an infinite word, the main path cannot end at a vertex
(j, q) such that j > 0 and q is not accepting.

J3. Let the given AJA A be forward (resp., backward). Then, for all infinite
words w on Σ and 1 ≤ i ≤ j, w[i, j] ∈ L(A) iff there is a pseudo (i, q0)-run
(resp., pseudo (j, q0)-run) of A over the infinite word w whose main path
visits position j+1 (resp., i− 1) in an accepting main state, the latter being
obtained by a local move.

Intuitively, the main path simulates the unique path of a run in a nondeterminis-
tic automaton. The notion of pseudo run is used just to ensure that runs of AJA
with main states over infinite words whose main path visits an accepting main
state exist. Moreover, the semantic requirements J2 and J3 crucially allow to
deal with the sequencing and power operators in the translation of VLTL formu-
las into SAJA. Interestingly, we can show that the semantic requirements J1–J3
can be syntactically captured. These syntactical constraints also ensure that in
a (pseudo) run, the secondary vertices are associated with positions inside min-
imally well-matched subwords of the input word. The forward (resp., backward)
AJA with main states satisfying these syntactical requirements (ensuring J1–J3)
are called forward (resp., backward) AJA with main paths (MAJA). It is worth
noting that MAJA with no secondary states correspond to standard finite-state
nondeterministic automata. For the class of MAJA, we show the following result.

Theorem 5 (From VRE to MAJA). Given a VRE α, one can build in poly-
nomial time a forward (resp., backward) MAJA A with O(|α|) main states and
O(|α|4) secondary states such that L(A) = L(α) \ {ε}. Moreover, if α is well-
formed, then A can be compositionally constructed in linear time.

Sketched Proof. The result for the general case of unrestricted VRE is an
adaptation of two known results: VRE can be translated in quadratic time into
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equivalent NVPA [12], and NVPA can be translated in quadratic time into equiva-
lent AJA over finite words [11]. The proof of the surprising result that well-formed
VRE can be compositionally translated in linear time into forward and backward
MAJA is instead non-trivial. This proof exploits an additional syntactical sub-
class of MAJA that captures more efficiently the restricted class of well-matched
VRE (the additional syntactical constraints are used to implement in an efficient
way M -substitution and S-closure in well-matched VRE). Note that thanks to
the fulfillment of the semantic requirements J1–J3, the concatenation and the
Kleene closure operators can be handled in a way analogous to the standard
translation of regular expressions in nondeterministic automata. �

5 Decision Procedures for the Logic VLTL

In this section, we study the satisfiability and visibly pushdown model checking
problems for VLTL. Based on Lemma 1 and Theorem 5, we derive a polynomial-
time compositional translation of VLTL formulas into SAJA, which provides an
automata-theoretic approach to these decision problems. The translation is de-
scribed by induction on the structure of the given VLTL formula ϕ. The base
case ϕ = true is immediate. For the induction step, given two VLTL formulas
ϕ1 and ϕ2, assume that A1 = 〈M1 ∪ S1, q

0
1 , δ1,F1〉 and A2 = 〈M2 ∪ S2, q

0
2 , δ2,F2〉

are the SAJA associated with the VLTL formulas ϕ1 and ϕ2, accepting the ω-
pointed languages Lp(ϕ1) and Lp(ϕ2), respectively. We illustrate now how to
build the SAJA A = 〈M ∪ S, q0, δ,F〉 accepting Lp(ϕ) for formulas ϕ built us-
ing a single VLTL operator applied to ϕ1 and ϕ2. For ϕ = ¬ϕ1, A is the dual
automaton of A1, and the correctness directly follows from Lemma 1. For the
other operators, here, we focus on the future power operator and the future
weak power operator. Thus, let ϕ =ϕ1|α⟫ϕ2 or ϕ =ϕ1|α〉ϕ2. Moreover, let
Aα = 〈Mα ∪Sα, qα, δα,Accα〉 be the forward MAJA of Theorem 5 for the VRE α
and such that (Mα ∪ Sα) ∩ (M1 ∪ S1) = ∅ and (Mα ∪ Sα) ∩ (M2 ∪ S2) = ∅. Then,
the initial state q0 of A is a fresh state and:

M = M1 ∪M2 ∪Mα ∪ {q0} and S = S1 ∪ S2 ∪ Sα

δ(q, σ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
δ2(q

0
2 , σ) ∨ (δ1(q

0
1 , σ) ∧ δα(qα, σ)) if q = q0

δ1(q, σ) if q ∈ M1 ∪ S1
δ2(q, σ) if q ∈ M2 ∪ S2
δα(q, σ) if q ∈ Sα or q 
→σ Accα
δα(q, σ) ∨ (ε, q0, q0) if q →σ Accα

F =

{
F1 ∪ F2 ∪ {〈B,Mα ∪ Sα ∪ {q0}, ∅〉} if ϕ =ψ1|α⟫ψ2

F1 ∪ F2 ∪ {〈B,Mα ∪ Sα ∪ {q0}, {q0}〉} if ϕ =ψ1|α〉ψ2

where the notation q →σ Accα (resp., q 
→σ Accα) means that q ∈ Mα and there
is a (resp., there is no) local move in Aα from q on reading σ which leads to
an accepting main state. Note that the construction adds a new Büchi stratum
above all strata from previous stages, so paths that move to the automaton of a
subformula do not visit the newly added stratum. Moreover, the number of main
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states (resp., secondary states) of the new stratum is at most |Mα| + 1 (resp.,
|Sα|). Also, the SAJA for formulas ϕ1 and ϕ2 share the strata belonging to the
SAJA of common subformulas of ϕ1 and ϕ2.

3 Thus, since a MAJA satisfies the
semantic requirements J1–J3 at the end of Section 4, by Theorem 5, we obtain
the following theorem and its immediate corollary (combined with Theorem 4).

Theorem 6. For a VLTL formula ϕ, one can build in polynomial time a SAJA
A such that: Lp(A) = Lp(ϕ), A has O(|ϕ|) main states and O(|ϕ|4) secondary
states in the general case, and just O(|ϕ|) states if ϕ is well-formed or has
constant-size VRE. Also, the size of the largest non-trivial coBüchi stratum of
A is linear in the size of the largest VRE associated with a weak future power
operator in ϕ which is in the scope of an odd number of negations.

Corollary 1. For a well-formed VLTL formula ϕ, one can build a Büchi NVPA
P accepting L(ϕ) with 2O(|ϕ|·log(k)) states and stack symbols, k being the size of
the largest VRE associated with a weak future power operator in ϕ which is in
the scope of an odd number of negations.

Checking whether L(P) ⊆ L(ϕ) for a pushdown system P and a VLTL formula
ϕ, reduces to check emptiness of L(P) ∩L(¬ϕ). Thus, since checking emptiness
for the intersection of ω-VPL by Büchi NVPA is in PTIME [5], and satisfiability
and visibly pushdown model checking for CaRet are EXPTIME-complete [4], by
Theorems 3, 4, and 6, we obtain the following.

Corollary 2. Satisfiability and visibly pushdown model checking for VLTL are
EXPTIME-complete.

6 Concluding Remarks

Our automata-theoretic approach, based on the use of SAJA as an intermediate
step, can be conveniently used also for less expressive logical frameworks. In
particular, by Theorems 3, 4, and 6, CaRet and NWTL+ formulas ϕ can be
translated into equivalent Büchi NVPA of size 2O(|ϕ|), which matches the upper
bounds for the known direct translations [4,3]. Analogously, our approach can
also be used to convert formulas ϕ of RLTL with past into equivalent Büchi
nondeterministic finite-state automata of size 2O(|ϕ|·log(k)), where k is the size of
the largest regular expression associated with a weak future power operator in ϕ
(which follows from Theorem 4 and the fact that the SAJA obtained from ϕ has
only local moves and no secondary states). The recent upper bounds for RLTL
[21] tackled only future operators leaving RLTL with past as an open problem.

Future work includes to adapt our automata-based constructions to alphabets
based on atomic propositions, and to explore whether alternative formalisms like
ETL [23] – adapted to VPL– can be efficiently integrated in the VLTL framework.
Other interesting problems are to explore the relative expressive power of frag-
ments of VLTL and to capture minimal expressively complete VLTL fragments.

3 In fact, for a given subformula, we need to distinguish between the occurrences which
are in the scope of an even number of negations from those which are in the scope
of an odd number of negations.
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Count and Forget: Uniform Interpolation

of SHQ-Ontologies

Patrick Koopmann� and Renate A. Schmidt

The University of Manchester, UK

Abstract. We propose a method for forgetting concept symbols and
non-transitive roles symbols of SHQ-ontologies, or for computing uni-
form interpolants in SHQ. Uniform interpolants restrict the symbols
occuring in an ontology to a specified set, while preserving all logical
entailments that can be expressed using this set in the description logic
under consideration. Uniform interpolation has applications in ontology
reuse, information hiding and ontology analysis, but so far no method
for computing uniform interpolants for expressive description logics with
number restrictions has been developed. Our results are not only inter-
esting because they allow to compute uniform interpolants of ontologies
using a more expressive language. Using number restrictions also allows
to preserve more information in uniform interpolants of ontologies in less
complex logics, such as ALC or EL. The presented method computes uni-
form interpolants on the basis of a new resolution calculus for SHQ. The
output of our method is expressed using SHQμ, which is SHQ extended
with fixpoint operators, to always enable a finite representation of the
uniform interpolant. If the uniform interpolant uses fixpoint operators, it
can be represented in SHQ without fixpoints operators using additional
concept symbols or by approximation.

1 Introduction

Ontologies are at the center of the semantic web and knowledge-based systems
in an increasing number of domains. They model terminological domain knowl-
edge and are usually represented using a description logic to allow reasoning to
be performed automatically. Uniform interpolation and forgetting deal with the
problem of reducing the vocabulary used in an ontology in such a way that entail-
ments expressed in this reduced vocabulary are preserved. Eliminating concepts
or relations from an ontology is referred to as forgetting them, and the result is
a uniform interpolant for the reduced vocabulary.

Uniform interpolation has applications in a range of areas. (i) Ontology
Reuse and Distributed Ontologies. Big ontologies such as the National Can-
cer Institute Thesaurus often cover a huge amount of terms, whereas for applica-
tions often only a subset is needed. A uniform interpolant can provide a basis in
applications where too many symbols in the ontology that users are unfamiliar
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with could be harmful [20]. (ii) Information Hiding. In a lot of applications,
an ontology may be used by a number of people with different privileges. For
such an environment it is crucial to have safe techniques to hide confidential
information from users that are not privileged to access them [4]. Uniform in-
terpolation provides a way to remove confidential concepts and relations from
an ontology without affecting the entailments over the remaining terminology.
(iii) Understanding concept relations. Relations between concepts in big
ontologies are often indirect and hard to understand with growing complexity
of the ontology. Uniform interpolation can be used to compute an ontology that
only uses a small number of symbols of interest, to get a direct representation of
the relations between them [7]. (iv) Ontology Maintenance. A related task
is understanding how changes to an ontology, for example the addition of new
concept definitions, affect the meaning of other concepts. Uniform interpolants
can be used to determine whether the meaning of certain concepts changed,
and to get a direct representation of these changes [12]. Further applications of
uniform interpolation can be found in [7,14].

So far, the only expressive description logics for which methods for computing
uniform interpolants exists are ALC and ALCH [10,8,12,19]. In this paper we
extend the methods of [10,8] to the description logic SHQ, which extends ALCH
with transitive roles and number restrictions. This way, we broaden the applica-
tion of uniform interpolants to ontologies that use a more expressive description
logic. But the expressivity of the underlying description logic also determines
what information is included in the uniform interpolant. Consider for example
the following simple ALC-ontology Tbike.

Bicycle : ∃hasWheel.FrontWheel  ∃hasWheel.RearWheel

FrontWheel : Wheel  ¬RearWheel

RearWheel : Wheel  ¬FrontWheel

This TBox states that every bicycle has a front wheel and a rear wheel, and
that those are disjoint types of wheels. Assume we are not interested in the
distinction between front wheels and rear wheels. If we want to preserve all logical
entailments inALC over the remaining symbols Bicycle, hasWheel andWheel, this
can be done by the single TBox axiom Bicycle : ∃hasWheel.Wheel, which states
that every bicycle has a wheel, and which is the ALC-uniform interpolant of
Tbike for {Bicycle, hasWheel,Wheel}. We do lose however the indirectly expressed
information that a bicycle has at least two wheels, since we cannot express this in
ALC without using at least one of the concepts FrontWheel and RearWheel. Using
number restrictions however, we can express this. The SHQ-uniform interpolant
of Tbike consists therefore of the axiom Bicycle : ≥2hasWheel.Wheel, which states
that every bicycle has at least two wheels.

The results in [10,8,12] suggest that resolution-based approaches allow for an
efficient computation of uniform interpolants in a lot of cases, since they make it
possible to derive consequences for a specified symbol in a goal-oriented manner.
Motivated by this, we follow a similar approach as in [10,8]. In Section 4, we
present a new resolution calculus for SHQ. Based on this calculus, we present
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respectively two methods for forgetting concept symbols and non-transitive role
symbols in Sections 5 and 6. Since a finite representation of uniform interpolants
is not always possible in pure SHQ, the result may involve the use of fixpoint
operators. This way uniform interpolants can always be represented finitely. For
this reason, the output of our method is at worst represented in SHQμ, which
is SHQ extended with fixpoint operators. If fixpoint operators are not desired,
it is possible to obtain a finite presentation in SHQ using additional symbols,
or to approximate the uniform interpolant.

All proofs, some examples and an empirical evaluation of our method are
provided in the long version of this paper [11].

2 Definition of SHQμ and Uniform Interpolation

To begin with, we define the description logic SHQμ, which is SHQ extended
with fixpoint operators.

Let Nr be a set of role symbols. An RBox R is a set of role axioms of the form
r : s (role inclusion), r ≡ s (role equivalence) and trans(r) (transitivity axiom),
where r, s ∈ Nr. r ≡ s is defined as abbreviation for the two role inclusions r : s
and s : r. Given an RBox R, we denote by :R the reflexive transitive closure
of the role inclusions in R. A role r is transitive in R if trans(r) ∈ R. r is simple
in R if there is no role s with s :R r and trans(s) ∈ R.

Let Nc and Nv be two sets of respectively concept symbols and concept vari-
ables. SHQμ-concepts have the following form:

⊥ | A | X | ¬C | C � D | ≥nr.C | νX.C[X ],

where A ∈ Nc, X ∈ Nv, r ∈ Nr, C and D are arbitrary concepts, n is a
non-zero natural number, and C[X ] is a concept expression in which X oc-
curs under an even number of negations. We define further concept expressions
as abbreviations: � = ¬⊥, C  D = ¬(¬C � ¬D), ≤mr.C = ¬(≥nr.C) with
m = n − 1, ∃r.C = ≥1r.C, ∀r.C = ≤0r.¬C and μX.C[X ] = ¬νX.¬C[X/¬X ],
where C[E1/E2] denotes the concept obtained by replacing every E1 in C by E2.
Concepts of the form ≥nr.C and ≤nr.C are called number restrictions, and con-
cepts of the form νX.C[X ] and μX.C[X ] are called fixpoint expressions. νX.C[X ]
and μX.C[X ] denote respectively the greatest and the least fixpoint of C[X ], and
ν and μ are respectively the greatest and least fixpoint operator. A concept vari-
able X is bound if it occurs in the scope C[X ] of a fixpoint expression νX.C[X ]
or μX.C[X ]. Otherwise it is free. A concept is closed if it does not contain any
free variables, otherwise it is open.

A TBox T is a set of concept axioms of the forms C : D (concept inclusion)
and C ≡ D (concept equivalence), where C and D are closed concepts. C ≡ D
is short-hand for the two concept axioms C : D and D : C. An ontology O =
〈T ,R〉 consists of a TBox T and an RBox R with the additional restriction that
non-simple roles in R occur only in number restrictions of the form ≤0r.C or
≥1r.C in T . This restriction in necessary to ensure decidability of common SHQ
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reasoning tasks [6], and our method for uniform interpolation assumes that it is
satisfied.

Next, we define the semantics of SHQμ. An interpretation I is a pair 〈ΔI , ·I〉
of the domain ΔI is a nonempty set and the interpretation function ·I assigns
to each concept symbol A ∈ Nc a subset of ΔI and to each role symbol r ∈ Nr a
subset of ΔI × ΔI . The interpretation function is extended to SHQμ-concepts
as follows.

⊥I = ∅ (¬C)I = ΔI \ CI (C � D)I = CI ∪ DI

(≥ nr.C)I = {x ∈ ΔI | #{(x, y) ∈ rI | y ∈ CI} ≥ n}

The semantics of fixpoint expressions is defined following [2]. Whereas concept
symbols are assigned fixed subsets of the domain, concept variables range over
arbitrary subsets, which is why only closed concepts have a fixed interpretation.
Open concepts are interpreted using valuations ρ that map concept variables to
subsets of ΔI . Given a valuation ρ and a set W ⊆ ΔI , ρ[X +→ W ] denotes a val-
uation identical to ρ except that ρ[X +→ W ](X) = W . Given an interpretation I
and a valuation ρ, the function ·Iρ is ·I extended with the cases XI

ρ = ρ(X) and

(νX.C)Iρ =
⋃

{W ⊆ ΔI | W ⊆ CI,ρ[X !→W ]}.

If C is closed, we define CI = CIρ for any valuation ρ. Since C does not contain

any free variables in this case, this defines CI uniquely.
A concept inclusion C : D is true in an interpretation I iff CI ⊆ DI , a role

inclusion r : s is true in I iff rI ⊆ sI and a transitivity axiom trans(r) is true in I
if for any domain elements x, y, z ∈ ΔI we have (x, z) ∈ rI if (x, y), (y, z) ∈ rI .
I is a model of an ontology O if all axioms in O are true in I. An ontology O
is satisfiable if there exists a model for O, otherwise it is unsatisfiable. Two
TBoxes T1 and T2 are equi-satisfiable if every model of T1 can be extended to
a model of T2, and vice versa. T |= C : D holds iff in every model I of T
we have CI ⊆ DI . If an axiom α is true in all models of O, we write O |= α.
Observe that O |= r : s iff r :R s. Interestingly, allowing number restrictions
and fixpoint operators does not affect the complexity of deciding satisfiability of
ontologies: for SHQ as well as for SHQμ it is ExpTime-complete [17,2].1

Let sig(E) denote the concept and role symbols occurring in E, where E can
denote a concept, an axiom, a TBox, an RBox or an ontology.

Definition 1 (Uniform Interpolation). Given an ontology O and a set of
concept and role symbols S, an ontology OS is a uniform interpolant of O for S
iff the following conditions are satisfied:

1. sig(OS) ⊆ S, and
2. OS |= α iff O |= α for every SHQ-axiom α with sig(α) ⊆ S.
1 [2] proves only ExpTime-completeness for ALCQμ, but the result can be easily
extended to incorporate role hierarchies and transitive roles using the technique
proposed in [16].
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3 The Normal Form

Our method for computing uniform interpolants in SHQ is based on a new
resolution calculus ResSHQ which provides a decision procedure for satisfiability
of SHQ-ontologies, and which allows for goal-oriented elimination of concept
symbols. Before this calculus can be applied to an ontology, its TBox has to be
normalised into a set of clauses using structural transformation or flattening.
Let Nd ⊆ Nc be a set of definer (concept) symbols that is disjoint with the
signature of the given TBox.

Definition 2 (Normal form). An SHQ-literal is a concept description of the
form A, ¬A, ≥nr.D or ≤mr.¬D, where A ∈ Nc, r ∈ Nr, n ≥ 1, m ≥ 0 are
natural numbers and D = D1 � . . . � Dn is a disjunction of definer symbols.
A literal of the form ¬D,D ∈ Nd, is called negative definer literal. An SHQ-
clause is an unordered set of SHQ-literals l1, . . . , ln, represented as l1 � . . .� l2.
The empty clause and the empty disjunction are represented as ⊥. SHQ-clauses
are abbreviations for TBox axioms of the respective forms � : l1 � . . . � l2 and
� : ⊥. A TBox is in SHQ-clausal form if every axiom in it is an SHQ-clause.

Number restrictions of the form ≤nr.C contain a hidden negation of the concept
under the restriction (they are equivalent to ¬≥(n + 1)r.C). Hence C occurs
negatively in ≤nr.C. The normal form ensures that every concept under a role
restriction occurs positively. This is why ≤-literals have the form ≤nr.¬D.

A TBox is converted into SHQ-clausal form as follows. First we replace ex-
istential and universal role restrictions ∃r.C and ∀r.C by corresponding number
restrictions ≥1r.C and ≤0r.¬C. Then every axiom is converted into negation
normal form (every axiom is of the form � : C, and in C negation only oc-
curs in front of concept symbols or directly under ≤-restrictions, and every ≤-
restriction is of the form ≤nr.¬C). Next, we replace each concept C that occurs
under a role restriction of the form ≥ nr.C or ≤ nr.¬C by a new concept definer
symbol D and add the new axiom ¬D�C to the TBox. This flattens the TBox,
which means every role restriction is of the form ≥nr.D or ≤nr.¬D, where D is
a definer symbol. The flattened TBox can be converted into SHQ-clausal form
using standard CNF transformations.

Observe that the definition of the SHQ-clausal form allows for disjunctions
of arbitrary length under role restrictions ≥ nr.D and ≤ nr.¬D. These disjunc-
tions are not introduced by the initial transformation of the TBox, but may be
produced by the rules of the calculus.

Example 1 (SHQ-normal form). Consider the TBox T = {A1 : ≥5r.(A � B),
A2 : ≤3r.A}. Observe that the normal form requires a negation under each
≤-restriction. The SHQ-clausal form of T consists of the following clauses.

1. ¬A1 � ≥5r.D1 2. ¬D1 � A � B

3. ¬A2 � ≤3r.¬D2 4. ¬D2 � ¬A

Since the normal form has to be preserved, some rule applications of the cal-
culus require the introduction of new definer symbols that represent the con-
junction of existing definer symbols. In particular, during the derivation a new
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definer symbol D12 is introduced for the conjunction D1  D2 by adding two
clauses ¬D12 � D1 and ¬D12 � D2, which are equivalent to the concept inclu-
sion D12 : D1  D2. As exemplified here, throughout the paper we indicate
which conjunction an introduced definer symbol represents using its index. To
avoid the infinite introduction of new definer symbols, we check whether a de-
finer symbol representing this conjunction already exists. This way the number
of introduced definer symbols is limited to 2k, where k is the number of definer
symbols introduced by the initial transformation of the TBox.

4 The Underlying Calculus

We now introduce a sound and refutationally complete calculus ResSHQ that
decides satisfiability of TBoxes in SHQ-normal form. This calculus serves as the
basis for the method of computing uniform interpolants.

The calculus consists of the rules shown in Figure 1. Most of the rules are
motivated by the tautology (C1�L1)(C1�L2) : (C1�C2�(L1L2)). Therefore,
the conclusion often contains literals entailed by L1  L2, where L1 and L2

occur in the premises. In the case of the resolution rule, which is known from
propositional resolution calculi, we have that (A  ¬A) entails ⊥.

For the transitivity rule, observe that ≤0r.¬D is equivalent to ∀r.D, and due
to the restrictions on SHQ ontologies, roles with transitive sub-roles do not occur
in number restrictions of the form ≤nr.¬D, where n > 0. If a domain element a
satisfies ∀r1.D, and we have a transitive role r2 : r1, the transitive closure of
r2-successors of a are all r1-successors of a, and they all have to satisfy D. We
put this information into clausal form by adding a new cyclic definer symbol D′

that is subsumed by D, and by stating that every r2-successor of a and every
r2-successor of an D′-instance has to satisfy D′ (this is similar to what is done
in [16] to incorporate transitivity axioms into formulae).

For the ≥-combination rule, observe that our normal form does not allow for
conjunctions under number restrictions. We can however express the conjunction
D1  D2 using a disjunction D12 of possibly new definer symbol symbols that
represent the conjunctions of each pair of definer symbols from D1 and D2. The
≥-combination rule becomes more intuitive by interpreting the last two literals of
each conclusion as an implication. For example, ≥(n1+n2)r.(D1�D2)�≥1r.D12

is equivalent to ≤(n1+n2−1)r.(D1�D2) → ≥1r.D12. Figure 2 illustrates the idea.
Every column represents an r-successor. If an upper cell is light, it satisfies D1,
if a lower cell is light, it satisfies D2. The two columns in the middle represent r-
sucessors satisfying both D1 and D2, that is, satisfying D12. All except the right-
most column represent r-successors satisfying the union D1 �D2. Depending on
how many r-successors satisfy D1�D2, the set of r-successors in D12 gets smaller
or bigger according to the conclusions of the ≥-rule.

For the ≥≤-combination rule, observe that in Figure 2, if there are more
elements in D1 than in ¬D2, D1 and D2 have to overlap. If D1 contains at
least n1 elements and the complement of D2 contains at most n2 elements, the
intersection D12 must contain at least n1 − n2 elements.
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Resolution:
C1 %A C2 % ¬A

C1 % C2

Transitivity:

C % ≤0r1.¬D trans(r2) ∈ R r2 &R r1

C % ≤0r2.¬D′ ¬D′ %D ¬D′ % ≤0r2.¬D′

where D′ is a new definer symbol.

≥-Combination:

C1 % ≥n1r1.D1 C2 % ≥n2r2.D2 r1 &R r r2 &R r

C1 % C2 % ≥(n1 + n2)r.(D1 % D2) % ≥1r.D12

...
C1 % C2 % ≥(n1 + 1)r.(D1 % D2) % ≥n2r.D12

where D12 =
⊔

Di∈D1,Dj∈D2
Dij represents the conjunction of D1 and D2.

≥≤-Combination:

C1 % ≥n1r1.(D1 % . . . %Dm) C2 % ≤n2r2.¬Da r1 &R r2

C1 % C2 % ≥(n1 − n2)r2.(D1a % . . . %Dma)
n1 > n2

≥-Resolution:

C % ≥nr.(D %D) ¬D
C % ≥nr.D

≥-Elimination:

C % ≥nr.⊥
C

Fig. 1. Inference rules of ResSHQ

The ≥-resolution rule is a variant of the classical resolution rule, and the
≥-elimination rule eliminates unsatisfiable literals. The six rules form a sound
and refutationally complete calculus for ontologies in SHQ-clausal form, as the
following theorem shows.

Theorem 1. ResSHQ is sound and refutationally complete. Given any set N of
SHQ-clauses and any RBox R, the saturation of N using the rules of ResSHQ
contains the empty clause iff the ontology O = 〈N,R〉 is unsatisfiable.

Observe that the ≥-combination rule can be applied arbitrarily often, resulting
in clauses with larger and larger numbers occurring in the number restrictions.
For this reason, ResSHQ on its own is not a decision procedure, since we can
derive infinitely many clauses. In order to achieve termination, we need to add
redundancy elimination. This is also essential to make the uniform interpolation
method practical. Our notion of redundancy is close to the one introduced in [8],



Count and Forget: Uniform Interpolation of SHQ-Ontologies 441

D1 ¬D1

¬D2 D2

Fig. 2. Diagram illustrating the ≥- and the ≥≤-combination rules

but is extended to incorporate number restriction literals and disjunctions under
role restrictions.

Definition 3 (Subsumption and Reduction). A definer symbol D1 is sub-
sumed by a definer symbol D2 (D1 :d D2), if either D1 = D2 or there is a
clause ¬D1 � D2 in the current clause set. A disjunction D1 of definer sym-
bols is subsumed by a disjunction D2 of definer symbols (D1 :d D2) if every
definer symbol in D1 is subsumed by a definer symbol in D2. A literal l1 is sub-
sumed by a literal l2 (l1 :l l2) if one of the following is satisfied: (i) l1 = l2,
(ii) l1 = ≥n1r1.D1 and l2 = ≥n2r2.D2, where n1 ≥ n2, r1 :R r2 and D1 :d D2,
or (iii) l1 = ≤n1r1.¬D1 and l2 = ≤n2r2.¬D2, where n1 ≤ n2, r2 :R r1 and
D1 :d D2. A clause C1 is subsumed by a clause C2 (C1 :c C2) if every literal
in C1 is subsumed by a literal in C2. A clause C is redundant with respect to a
clause set N, if N contains a clause C′ with C′ :c C.

The reduction of a disjunction D, denoted by red(D), is obtained from D by
removing every definer symbol from D that is subsumed by another definer symbol
in D. The reduction of a clause C, denoted by red(C), is obtained from C by
removing every literal that is subsumed by another literal in C and reducing every
disjunction that occurs under a number restriction in the remaining literals.

Observe that the roles and the numbers for ≤-restrictions are compared in the
other direction as for ≥-restrictions. This is due to the hidden negation present
in ≤-restrictions.

Example 2 (Subsumption and reduction). Assume D12 represents D1D2, which
means we have the clauses ¬D12 � D1 and ¬D12 � D2, and we have r : s ∈ R.
Then ≥3r.D12 is subsumed by A � ≥2s.D1 and ≤2s.¬D12 is subsumed by B �
≤3r.¬D2 (A � ≥2s.D1 and B � ≤3r.¬D2 are redundant). The reduction of
≥1r.(D12 � D1) is ≥1r.D1 and the reduction of ≥1r.(D1 � D2) � ≥2r.D1 is
≥1r(D1 � D2).

In addition to subsumption deletion and reduction, we also remove tautological
clauses which contain pairs of contradictory literals. This leads to the set of sim-
plification rules shown in Figure 3. Our use of the terminology for subsumption
follows the traditional use in description logics. This means that it is C2 that is
deleted when C1 is subsumed by C2 (C1 :c C2), and not vice versa. We denote
the calculus ResSHQ extended with these rules by RessSHQ.

Theorem 2. RessSHQ is sound and refutationally complete, and provides a de-
cision procedure for SHQ-ontology satisfiability.
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Tautology deletion: N ∪ {C %A % ¬A}
N

Subsumption deletion: N ∪ {C1, C2}
N ∪ {C1}

provided C1 &c C2

Reduction: N ∪ {C}
N ∪ {red(C)}

Fig. 3. Simplification rules of RessSHQ

≤-Combination:

C1 % ≤n1r1.¬D1 C2 % ≤n2r2.¬D2 r & r1 r & r2

C1 % C2 % ≤(n1 + n2)r.¬D12

≤≥-Combination:

C1 % ≤n1r1.¬D1 C2 % ≥n2r2.D2 r2 &R r1 n1 ≥ n2

C1 % C2 % ≤(n1 − n2)r1.¬(D1 %D2) % ≥1r1.D12

...
C1 % C2 % ≤(n1 − 1)r1.¬(D1 %D2) % ≥n2r1.D12

Fig. 4. Additional inference rules of ForgetSHQ

5 Forgetting Concept Symbols

We reduce the problem of computing uniform interpolants to the problem of
forgetting single symbols. We denote the result of forgetting a single symbol x
from an ontology O by O−x, where x can be a role or a concept symbol. O−x is
the uniform interpolant of O over sig(O) \ {x}.

The general idea for forgetting a concept symbol A is to saturate the clausal
representation of O in such a way that every clause that cannot be represented in
an SHQ-ontology in the signature sig(O)\{A} becomes superfluous. In addition
to the rules of RessSHQ, we need two more inference rules for the forgetting
procedure, which are shown in Figure 4. It turns out that we do not have to
consider number restrictions with disjunctions in our rules, which is the situation
with all number restrictions after the transformation into SHQ-clausal form.

Assume a domain element has maximally n1 r-successors satisfying ¬D1 and
maximally n2 r-successors satisfying ¬D2. If we sum them up without further
knowledge, we have that there are at most n1 + n2 r-successors satisfying ei-
ther ¬D1 or ¬D2. Since formulae under ≤-restrictions are negated, and because
(¬D1 � ¬D2) ≡ ¬(D1D2), we can verify that the ≤-combination rule is sound.
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D1 ¬D1

¬D2 D2

Fig. 5. Diagram illustrating the ≤≥-combination rule

For the ≤≥-combination rule, we again interpret the last two literals of each
conclusion as an implication. For example for the first conclusion, the implication
is ≤0r.(D12) → ≤(n1 − n2)r.¬(D1 � D2). That this implication follows from
≤n1r.D1 and ≥n2r.D2 if n1 ≥ n2 is illustrated in the diagram in Figure 5.

Let N be the SHQ-normal form of the TBox of O. In order to forget A,
or to compute O−A, we saturate N, where we apply resolution only on the
symbol A we want to forget, or on definer symbols. The combination rules are
only applied if they lead to the introduction of new clauses that make further
resolution steps on A possible. For example, if we have the clauses ≤5r.¬D1,
≥3r.D2, ¬D1 �A and ¬D2 � ¬A, we apply the ≤≥-combination rule, since this
leads to the introduction of a new definer symbol D12, and, after resolving on
the definer symbols, the clauses ¬D12 � A and ¬D12 � ¬A. These two clauses
can be resolved on A. If we do not have ¬D1 �A or ¬D2 � ¬A, we do not have
to apply the ≤≥-combination rule in order to compute the uniform interpolant.

After this saturation is computed, we can remove all clauses that contain the
symbol A we want to forget, or that are of the form ¬D1�D2 or ¬D1 � ¬D2 �C.
Clauses of the form ¬D1 � D2 become superfluous since we computed all resol-
vents on D2. Clauses of the form ¬D1 � ¬D2 � C can also be discarded, as is
proved in the long version of this paper.

N−A is the clausal representation of the result of forgetting A from N, as the
following lemma shows.

Lemma 1. Given a set of clauses N and an RBox R, N−A does not contain A
and we have 〈N−A,R〉 |= α iff 〈N,R〉 |= α for all SHQ-axioms α that do not
contain A.

It remains to eliminate all introduced definer symbols, so that the ontology
is completely represented in the desired signature. Since every clause in N−A

contains at most one negative definer literal ¬D, we can compute for each definer
symbol D a unique concept inclusion D : C1 . . .Cn, where ¬D�C1,. . .,¬D�
Cn are the clauses in which ¬D occurs outside of a role restriction. We call this
concept inclusion the definition of D. D : C1  . . .Cn is equivalent to the set
of clauses ¬D�C1, . . . ,¬D�Cn, and we obtain therefore an equivalent TBox by
replacing these clauses by the corresponding definitions. We denote the result of
this transformation by T −A

D .
In order to compute a TBox representation of T −A

D without definer symbols,
we apply the definer elimination rules shown in Figure 6, where T [D !→C] denotes
the TBox obtained by replacing D with C. If a definer symbol occurs only on the
left-hand side of its definition, we can replace all positive occurrences of it using
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Non-cyclic definer elimination:

T ∪ {D & C}

T [D �→C]
provided D �∈ sig(C)

Definer purification:

T

T [D �→�]
provided D occurs in T only under number restrictions

Cyclic definer elimination:

T ∪ {D & C[D]}

T [D �→νX.C[X]]
provided D ∈ sig(C[D])

Fig. 6. Rules for eliminating definer symbols

the non-cyclic definer elimination rule. If there is no definition of D, D occurs
only positively and we can replace all its occurrences by �. If a definer symbol
occurs on both sides of its definition, applying the non-cyclic definer elimination
rule would lead to an infinite derivation. Instead we apply the cyclic-definer
elimination rule, which introduces a greatest fixpoint operator.

Since ontologies can have cyclic definitions, it is in general not always pos-
sible to find a finite uniform interpolant that does not use fixpoint operators.
If we want to compute a representation of the uniform interpolant that is com-
pletely in SHQ and does not use fixpoint operators, we can either keep the cyclic
definer symbols, or approximate the uniform interpolant. Keeping the cyclic de-
finer symbols has the advantage that we preserve all entailments of the uniform
interpolant and obtain an ontology that can be processed by any common rea-
soner supporting SHQ. The remaining definer symbols can be seen as “helper
concepts” that make a finite representation possible.

If we want an ontology without fixpoints that is completely in the desired
signature, we can in general only approximate the uniform interpolant, since it
might be infinite. This approximation can be performed by replacing the cyclic
definer symbols a finite number of times following their definitions, and then
replacing them by � (see also [10] for this).

Theorem 3. Given any ontology O = 〈T ,R〉 and concept symbol A, O−A =
〈T −A,R〉 is a uniform interpolant of O for sig(O) \ {A} in SHQμ. If O−A

does not use any fixpoint operators, it is the uniform interpolant of O in SHQ
for sig(O) \ {A}.

We conducted a small evaluation of forgetting concept symbols from real-life
ontologies, details of which can be found in the long version of this paper [11].
Our results suggest that at least for smaller ontologies of up to 700 axioms,
forgetting half of the concept symbols in the signature can be performed in a
few minutes in the majority of cases.
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Role hierarchy:

s & r r & t

s & t

≤-Monotonicity:

C % ≤nr.¬D s & r

C % ≤ns.¬D

≥-Monotonicity:

C % ≥nr.D r & s

C % ≥ns.D

Fig. 7. Inference rules for forgetting the role symbol r

6 Forgetting Role Symbols

We can adapt the method from [8] to obtain a procedure for forgetting role sym-
bols from SHQ ontologies, provided the role to be forgotten is not transitive. For
forgetting role symbols, we have to process the RBox as well, and act differently
depending on what we can make of the role hierarchy.

Forgetting transitive roles is not possible if we want to express the uniform
interpolant in SHQμ, as the following theorem shows.

Theorem 4. There are ontologies O and role symbols r, where r is transitive
in O, without a finite uniform interpolant of O for sig(O) \ {r} in SHQμ.

Proof. Consider an ontology O with an RBox R = {s : r, r : t, trans(r)}. We
have the following infinite number of entailments of O, where C is any concept:
O |= ∀t.C : ∀s.C, ∀t.C : ∀s.∀s.C, . . . . Since neither t nor s are transitive, there
can be no finite ontology in SHQμ defined over sig(O)\{r} and entails all these
consequences.

In order to forget a non-transitive role symbol r, we have to apply the combi-
nation rules on number restrictions with r exhaustively. As for forgetting concept
symbols, the other rules have to be applied only if they lead to the introduction
of new definer symbols and clauses that make further derivations on r possible.
On the resulting clause set, we apply the monotonicity rules shown in Figure 7.
We denote the result by N∗r.

If r has a super-role s (that is, r : s), we can afterwards filter out all clauses
that contain r and obtain a clausal representation of the uniform interpolant.
The ≥-monotonicity role ensures that all information regarding ≥-restrictions
in the desired signature is preserved. If r has no super-role, we have to check
which clauses of the form C � ≥nr.D can be filtered out. If N∗r |= ¬D, we
replace C � ≥nr.D with C, otherwise, we can remove C � ≥nr.D from the
clause set, since all derivations on r have already been performed. To decide
whether N∗r |= ¬D, we can either use an external reasoner or the calculus
RessSHQ presented in Section 4. We also remove all clauses that are of the form
¬D�D or ¬D1 �¬D2 �C. The resulting set N−r of clauses is transformed into
an SHQμ- or SHQ-ontology using the definer elimination techniques described
in the previous section. The resulting TBox T −r is the TBox of the uniform
interpolant. The RBox R−r is computed by applying the role hierarchy rule
from Figure 7 on the RBox and filtering out role inclusions containing r. We
have the following result.
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Theorem 5. Given any ontology O = 〈T ,R〉 and any role symbol r such that
trans(r) 
∈ R, O−r = 〈T −r,R−r〉 is a uniform interpolant of O for sig(O) \ {r}
in SHQμ. If O−r does not contain any fixpoint operators, it is a uniform inter-
polant of O for sig(O) \ {r} in SHQ.

7 Discussion and Related Work

There has been research in developing methods that deal with uniform interpola-
tion in several description logics, starting from simple ones, such as DL-Lite [20]
and EL [7,15,13], to more expressive ones such as ALC and ALCH [19,12,10,9,8].
Forgetting in more expressive description logics was first investigated by [18] and
[14]. In [14], it was shown that deciding the existence of uniform interpolants
that can be represented finitely inALC without fixpoints is 2-ExpTime and that
these uniform interpolants can in the worst case have a size triple exponential
with respect to size of the original ontology. It can be shown that, using fixpoint
operators, this bound can be reduced to a double-exponential complexity. [18,19]
were first to consider the computation of uniform interpolants in ALC and pre-
sented a tableau-based approach. A more goal-oriented method was presented
in [12], following a resolution approach based on a different calculus than our
method. [12] also included first experimental results, showing the practicality for
a lot of applications.

The first resolution-based method incorporating fixpoints, using ideas from
the area of second-order quantifier elimination [3], was presented in [10]. This
method was implemented and evaluated on a large set of real-life ontologies [9],
showing that the worst case complexity of uniform interpolants is hardly reached
in reality, and that uniform interpolants can often be computed in a few seconds.
In [8], this method was extended by redundancy elimination techniques and the
ability to forget role symbols, and an evaluation showed even better results with
respect to the size and use of fixpoint operators in the result.

Forgetting for description logics with number restrictions was first consid-
ered in [20], where a method for the description logic DL-LiteNbool is presented.
DL-LiteNbool extends DL-Lite with unqualified number restrictions and Boolean
operators [1]. The logic allows for inverse roles, but does not allow concepts
under number restrictions. More specifically, it cannot express universal restric-
tions or qualified existential role restrictions. This makes it possible to implement
forgetting in DL-LiteNbool using propositional resolution.

Apart from number restrictions, there are more extensions to SHQ that have
not been investigated yet, such as inverse roles or nominals. Whereas it is possible
that a method for computing uniform interpolants in an expressive description
logic with inverse roles will be discovered in the future, for nominals this will
likely not be the case. This follows from result for module extraction from [5].
Given two ontologies O and M and a signature S, M is an S-module of O, if M
is a subset of O and has the same logical entailments over S as O. Different from
uniform interpolants, modules can contain symbols that are not in S. Uniform
interpolation can be used to test whether an ontology M is an S-module of
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another ontology O. More specifically, M is an S-module of O iff M ⊆ O and
M |= OS , where OS is the uniform interpolant of O over S. But in [5] it was
shown that determining whether M is an S-module of O is undecidable already
for the description logic ALCO, which extends ALC with nominals. From this
follows that there can be no general method for computing uniform interpolants
of ALCO-ontologies that are represented in a decidable logic.

8 Conclusion and Future Work

We have presented a method for uniform interpolation of SHQ-ontologies. The
method allows to compute uniform interpolants for ontologies in more expres-
sive description logics than previous approaches, and also to preserve indirect
cardinality information from ontologies that do not use number restrictions. The
method makes use of a new sound and refutationally complete resolution-calculus
for the description logic SHQ. If a finite representation cannot be computed in
pure SHQ, fixpoint operators are used in the result, which can be simulated
using helper concepts. The result of forgetting transitive roles cannot be repre-
sented in SHQμ, and is not computed by our method. A solution might be to
use a description logic that allows for transitive closures of roles.

Results of a preliminary evaluation of our method indicate that at least for
smaller ontologies, forgetting of concept symbols can be performed in short
amounts of time [11]. Even for input ontologies that do not contain number re-
strictions, we sometimes obtained interesting results where further entailments
using ≥-number restrictions where derived, that would not have been part of
an ALCH uniform interpolant. It is likely that for smaller signatures (100–2000
symbols, depending on the ontology), uniform interpolants of large ontologies
can in most cases still be computed in short times, if only concept symbols have
to be forgotten, and there are optimisations we have not investigated yet. For-
getting role symbols is likely a much more expensive task, since our combination
rules derive a lot of consequences. An evaluation of this is future work.

We have not investigated the complexity of our method and uniform interpo-
lation in SHQ in general. It is therefore open whether our method is optimal.
Additionally, we are currently investigating uniform interpolation for descrip-
tion logics with inverse roles, such as SHI and SHIQ. Besides extending the
expressivity of the supported description logic, there are further ways in which
the framework of uniform interpolation can be extended. So far, most work on
uniform interpolation for more expressive description logics focused on the TBox
and the RBox. An open problem is uniform interpolation of ontologies in SHQ
or more expressive logics that also have an ABox, which would be useful in many
applications, including privacy and ontology analysis.
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Abstract. Nowadays, saturation-based reasoners for the OWL EL profile are
able to handle large ontologies such as SNOMED very efficiently. However,
saturation-based reasoning procedures become incomplete if the ontology is ex-
tended with axioms that use features of more expressive Description Logics, e.g.,
disjunctions. Tableau-based procedures, on the other hand, are not limited to a
specific OWL profile, but even highly optimised reasoners might not be efficient
enough to handle large ontologies such as SNOMED. In this paper, we present
an approach for tightly coupling tableau- and saturation-based procedures that
we implement in the OWL DL reasoner Konclude. Our detailed evaluation shows
that this combination significantly improves the reasoning performance on a wide
range of ontologies.

1 Introduction

The current version of the Web Ontology Language (OWL 2) [19] is based on the very
expressive Description Logic (DL) SROIQ [6]. To handle (standard) reasoning tasks,
sound and complete tableau algorithms are typically used, which are easily extensible
and adaptable. Moreover, the use of a wide range of optimisation techniques allows
for handling many expressive, real-world ontologies. Since standard reasoning tasks
for SROIQ have N2EXPTIME-complete worst-case complexity [9], it is, however, not
surprising that larger ontologies easily become unpractical for existing systems.

In contrast, the OWL 2 profiles define language fragments of SROIQ for which rea-
soning tasks can be realised efficiently, e.g., within polynomial worst-case complexity.
For example, the OWL 2 EL profile is based on the DL EL++ which can be handled very
efficiently by variants of saturation-based reasoning procedures [2,10]. These saturation
algorithms have also been pushed to more expressive DLs (e.g., Horn-SHIQ [10] or
ALCH [12]) for which they are often able to outperform the more general tableau al-
gorithms. In particular, they allow a fast one-pass handling of several reasoning tasks
such as classification (i.e., the task of arranging the named concepts of an ontology in
a subsumption hierarchy), whereas tableau-based procedures perform classification by
a pairwise comparison of the named concepts. Handling cardinality restrictions with
saturation procedures is, however, still an open question.
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Recently, new approaches have been proposed to also improve the reasoning perfor-
mance for ontologies of more expressive DLs by combining saturation procedures and
fully-fledged tableau reasoners in a black box manner [1,14]. These approaches try to
delegate as much work as possible to the specialised and more efficient reasoner, which
allows for reducing the workload of the fully-fledged tableau algorithm, and often re-
sults in a better pay-as-you-go behaviour than using a tableau reasoner alone.

In this paper, we present a much tighter coupling between saturation- and tableau-
based algorithms, whereby further performance improvements are achieved. After in-
troducing some preliminaries (Section 2), we present a saturation procedure that is
adapted to the data structures of a tableau algorithm (Section 3). This allows for easily
passing information between the saturation and the tableau algorithm within the same
reasoning system. Moreover, the saturation partially handles features of more expres-
sive DLs in order to efficiently derive as many consequences as possible (Section 3.1).
We then show how parts of the ontology can be identified for which the saturation
procedure is possibly incomplete and where it is necessary to fall-back to the tableau
procedure (Section 3.2). Subsequently, we present several optimisations that are based
on passing information from the saturation to the tableau algorithm (Section 4) and back
(Section 5). Finally, we present the results of a detailed evaluation (Section 6) before we
conclude (Section 7). Further details, proofs, an extended evaluation, and comparisons
with other reasoners are available in a technical report [16].

2 Preliminaries

For brevity, we do not introduce DLs (see, e.g., [3]) and we only present our approach
for the DL ALCHOIQ. However, the approach can easily be extended to SROIQ
(see [16]), e.g., by encoding role chains and adding appropriate rules for the remaining
features such as ∃r.Self concepts.

2.1 Tableau Algorithm

For ease of presentation, we assume in the remainder of the paper that all concepts are
in negation normal form (NNF) and we use ¬̇ to denote the negation of a concept in
NNF. Moreover, we assume that all ABox axioms are internalised into the TBox of a
knowledge base.1

A tableau algorithm decides the consistency of a knowledge baseK by trying to con-
struct an abstraction of a model for K , a so-called “completion graph”. A completion
graph G is a tuple (V, E,L, �̇), where each node v ∈ V (edge 〈v,w〉 ∈ E) represents
one or more (pairs of) individuals. Each node v (edge 〈v,w〉) is labelled with a set of
concepts (roles), L(v) (L(〈v,w〉)), which the individuals represented by v (〈v,w〉) are
instances of. The relation �̇ records inequalities between nodes.

The algorithm works by initialising the graph with one node for each nominal in the
input knowledge base. Complex concepts are then decomposed using a set of expan-
sion rules, where each rule application can add new concepts to node labels and/or new

1 In the presence of nominals, this can easily be realised, e.g., by expressing a concept assertion
C(a) (role assertion r(a, b)) as {a} � C ({a} � ∃r.{b}).
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nodes and edges to the completion graph, thereby explicating the structure of a model.
The rules are applied until either the graph is fully expanded (no more rules are appli-
cable), in which case the graph can be used to construct a model that is a witness to
the consistency of K , or an obvious contradiction (called a clash) is discovered (e.g.,
both C and ¬̇C in a node label), proving that the completion graph does not correspond
to a model. The input knowledge base K is consistent if the rules (some of which are
non-deterministic) can be applied such that they build a fully expanded, clash-free com-
pletion graph. A cycle detection technique called blocking ensures the termination of
the algorithm.

Typically, lazy unfolding rules are used in the tableau algorithm to process axioms
of the form A � C, where the concept C is added to the label of a node if it contains
the atomic concept A. Axioms that are not directly supported by this lazy unfolding
approach must be internalised, which can be realised by expressing a general concept
inclusion (GCI) axiom C � D by � � ¬̇C � D. Given that � is satisfied at each node,
the disjunction is then also added to all node labels.

2.2 (Binary) Absorption

Absorption is used as a preprocessing step in order to reduce the non-determinism in
the tableau algorithm. Basically, axioms are rewritten into (possibly several) simpler
concept inclusion axioms such that lazy unfolding rules in the tableau algorithm can be
used and, therefore, internalisation of axioms is often not required. Algorithms based on
binary absorption [8] allow for and create axioms of the form (A1 � A2) � C, whereby
also more complex axioms can be absorbed. To efficiently support a binary absorption
axiom (A1 � A2) � C in the tableau algorithm, a separate unfolding rule is used, which
adds C only to node labels if A1 and A2 are already present. More sophisticated ab-
sorption algorithms, such as partial absorption [15], further improve the handling of
knowledge bases for more expressive DLs since the non-determinism that is caused
by disjunctions on the right-hand side of axioms is further reduced. Roughly speaking,
the non-absorbable disjuncts are partially used as conditions on the left-hand side of
additional inclusion axioms such that the processing of the disjunctions can further be
delayed. Many state-of-the-art reasoning systems are at least using some kind of binary
absorption, which makes the processing of simple ontologies (e.g., EL ontologies) also
with the tableau algorithm deterministic. In the following, we assume that knowledge
bases are, at least, preprocessed with a variant of binary absorption and we also use the
syntax of binary absorption axioms to illustrate the algorithms and examples.

3 Saturation Compatible with Tableau Algorithms

In this section, we describe a saturation method that is an adaptation of the completion-
based procedure [2] such that it generates data structures that are compatible for further
usage within a fully-fledged tableau algorithm for more expressive DLs. Similarly to
completion graphs, this saturation generates nodes that are labelled with sets of concepts
and, therefore, it directly allows for transferring results from the saturation to the tableau
algorithm. For example, the saturated labels can be used to initialise the labels of new
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nodes in the completion graph or to block the processing of nodes. In some cases, it is
directly possible to extract completion graphs from the data structures of the saturation,
which makes an explicit model construction with the tableau algorithm unnecessary.

Note, the adapted saturation method is not designed to cover a certain OWL 2 profile
or a specific DL language. In contrast, we saturate those parts of a knowledge base
that can easily be supported with an efficient algorithm (see Section 3.1). Unsupported
concept constructors are (partially) ignored by the saturation, but we dynamically detect
which parts have not been completely handled afterwards (see Section 3.2). Hence, the
results of the saturation are possibly incomplete, but since we know how and where
they are incomplete, we can use the results from the saturation appropriately.

3.1 Saturation Based on Tableau Rules

The adapted saturation method generates so-called saturation graphs, which approxi-
mate completion graphs in a compressed form (e.g., it allows for “reusing” nodes).

Definition 1 (Saturation Graph). Let Rols(K) (fclos(K)) denote the roles (concepts)
that occur in K (in completion graphs for K). A saturation graph for K is a directed
graph S = (V, E,L) with the nodes V ⊆ {vC | C ∈ fclos(K)}. Each node vC ∈ V
is labelled with a set L(vC) ⊆ fclos(K) such that L(vC) ⊇ {�,C}. We call vC the
representative node for the concept C. Each edge 〈v, v′〉 ∈ E is labelled with a set
L(〈v, v′〉) ⊆ Rols(K). We say that a node v ∈ V is clashed if ⊥ ∈ L(v).

A major difference to a completion graph is the missing �̇ relation, which can be
omitted since the saturation is not designed to completely handle cardinality restrictions
and, therefore, we also do not need to keep track of inequalities between nodes in the
saturation graph. Furthermore, each node in the saturation graph is the representative
node for a specific concept, which allows for reusing nodes. For example, instead of
creating new successors for existential restrictions, we reuse the representative node for
the existentially restricted concept as a successor.

In principle, the nodes, edges, and labels are used as in completion graphs (cf. [6])
and, therefore, we also use the (r-)neighbour, (r-)successor, (r-)predecessor, ancestor
and descendant relations analogously. Please note, however, that a node in the saturation
graph can have several predecessors due to the reuse of nodes.

We initialise the saturation graph with the representative nodes for all concepts that
have to be saturated. For example, if the satisfiability of the concept C has to be tested,
then we are interested in the saturation of the concept C and, therefore, we add the node
vC with the label L(vC) = {�,C} to the saturation graph. Note that we only build one
saturation graph, i.e., if we are later also interested in the saturation of a concept D that
is not already saturated, then we simply extend the existing saturation graph by vD. For
knowledge bases that contain nominals, we also add a node v{a} with L(v{a}) = {�, {a}}
for each nominal {a} occurring in the knowledge base.

For the initialised saturation graph, we apply the saturation rules depicted in Ta-
ble 1. Note that if a saturation rule refers to the representative node for a concept C
and the node vC does not yet exist, then we assume that the saturation graph is auto-
matically extended by this node. Although the saturation rules are very similar to the
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Table 1. Saturation rules for the (partial) handling ofALCHOIQ knowledge bases

�1-rule: if H ∈ L(v), H � C ∈ K with H = A, H = {a}, or H = �, and C � L(v),
then L(v) −→ L(v) ∪ {C}

�2-rule: if {A, B} ⊆ L(v), (A � B) � C ∈ K , and C � L(v),
then L(v) −→ L(v) ∪ {C}

�-rule: if C1 �C2 ∈ L(v) and {C1,C2} � L(v),
then L(v) −→ L(v) ∪ {C1,C2}

∃-rule: if ∃r.C ∈ L(v) and r � L(〈v, vC〉),
then L(〈v, vC〉) −→ L(〈v, vC〉) ∪ {r}

∀-rule: if ∀r.C ∈ L(v), there is an inv(r)-predecessor v′ of v, and C � L(v′),
then L(v′) −→ L(v′) ∪ {C}

�-rule: if C1 �C2 ∈ L(v), there is some D ∈ L(vC1 ) ∩ L(vC2 ), and D � L(v),
then L(v) −→ L(v) ∪ {D}

�-rule: if �n r.C ∈ L(v) with n ≥ 1 and r � L(〈v, vC〉),
then L(〈v, vC〉) −→ L(〈v, vC〉) ∪ {r}

o-rule: if {a} ∈ L(v), there is some D � L(v), and
D ∈ L(v{a}) or there is a descendant v′ of v with {{a},D} ⊆ L(v′),

then L(v) −→ L(v) ∪ {D}
⊥-rule: if ⊥ � L(v), and

1. {C, ¬̇C} ⊆ L(v), or
2. {�nr.C,�m s.D} ⊆ L(v) with n > m, r �∗ s and D ∈ L(vC), or
3. �nr.C ∈ L(v) with n > 1, and {a} ∈ L(vC), or
4. there exist a successor node v′ of v with ⊥ ∈ L(v′), or
5. there exist a node v{a} with ⊥ ∈ L(v{a}),

then L(v) −→ L(v) ∪ {⊥}

corresponding expansion rules in the tableau algorithm, there are some differences. For
example, the number of nodes is limited by the number of (sub-)concepts occurring in
the knowledge base due to the reuse of nodes for satisfying existentially restricted con-
cepts. Consequently, the saturation is terminating since the rules are only applied when
they can add new concepts or roles to node or edge labels. Moreover, a cycle detection
technique such as blocking is not required, which makes the rule application very fast.
Note also that the ∀-rule propagates concepts only to the predecessors of a node, which
is necessary in order to allow the reuse of nodes for existentially restricted concepts.
Language features of more expressive DLs are only partially supported. For instance,
the �-rule adds only those concepts that are implied by both disjuncts. In order to (par-
tially) handle a nominal {a} in the label of a node v, we use an o-rule that adds those
concepts that are derived for v{a} or for descendant nodes that also have {a} in their label
(instead of merging such nodes as in tableau procedures). This enables a very efficient
implementation and is sufficient for many ontologies.

The rules also include a ⊥-rule, which adds the concept⊥ to the label of those nodes
for which a clash can be discovered. Furthermore, it propagates⊥ to the ancestor nodes.
In case ⊥ occurs in the label of a representative node for a nominal, the knowledge base
is inconsistent and⊥ is propagated to every node label in the saturation graph; otherwise
⊥ in the label of a node vC indicates the unsatisfiability of C. Although it is, in principle,
possible to detect also several other kinds of clashes for the incompletely handled parts
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vA vB v{a}
s− s

r

L(vA) =
{
�, A,∃s−.B,B � {a},C

}
L(vB) =

{
�, B,C,∃s.{a},�1 s.C

}

L(v{a}) =
{
�, {a},C,�2 r.B

}

Fig. 1. Generated saturation graph for testing the satisfiability of A1 for Example 1

in the saturation (e.g., for a concept C that has to be propagated to a successor node v,
where v has already the negation of C in its the label), the presented conditions of the
⊥-rule are already sufficient to show the completeness. Hence, we omit further clash
conditions for ease of presentation. Note, the use of a ⊥-rule is typical for saturation
procedures since we are interested in associating clashes with specific nodes instead of
entire completion graphs. As a consequence, the saturation allows for handling several
independent concepts within the same saturation graph, while unsatisfiable nodes can
nevertheless be distinguished from nodes that are (possibly) still satisfiable.

Example 1. Let us assume that the TBox T contains the following axioms:

A � ∃s−.B A � B � {a} B � C B � ∃s.{a}
B � �1 s.C {a} � C {a} � �2 r.B

In order to test the satisfiability of the concept A, we initialise the saturation graph with
the representative node for A and the nominal {a}. Applying the rules of Table 1 yields
the saturation graph depicted in Figure 1. Note that the procedure creates new nodes
on demand, e.g., for the processing of disjunctions, existential restrictions, and at-least
cardinality restrictions. Although the concept C is added to node labels, a node for C
is not created since C is not used in a way that requires this. Also note that the �-rule
application adds C to the label of vA, because C is in the label of the representative
nodes for both disjuncts of the disjunction B � {a} (i.e., C ∈ L(vB) ∩ L(v{a})).

With a suitable absorption technique, the saturation is usually able to derive and add
the majority of those concepts that would also be added by the tableau algorithm for
an equivalent node. This is especially the case for ontologies that primarily use fea-
tures of the DL EL++. Since EL++ covers many important and often used constructors
(e.g., �,∃), the saturation does already the majority of the work for many ontologies (as
confirmed by our evaluation in Section 6).

3.2 Saturation Status Detection

If used alone, the presented saturation procedure easily becomes incomplete for more
expressive DLs, similarly to other saturation-based procedures. Our aim is, however, to
gain as much information as possible from the saturation, i.e., we would like to detect
more precisely for which nodes the saturation was incomplete. In principle, this can
easily be approximated by testing for which nodes the actual tableau expansion rules
are applicable. However, since we partially saturate some more expressive concept con-
structors, this approach is often too conservative. For example, consider a saturation
graph without nominals and at-most cardinality restrictions, but with an at-least cardi-
nality restriction � n r.C with n > 1 in some node label. When constructing a model
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from the saturation graph, we could create the required n successors by “copying” the
node vC . Nevertheless, the tableau expansion rule for this at-least cardinality restriction
is still applicable since we only have one successor. It would, however, be sufficient
to check whether the number of successors is possibly limited by at-most cardinality
restrictions or nominals. Similar relaxations are also possible for other concept con-
structors, which is exploited by the approach described in this section.

In order to identify nodes for which the saturation procedure might be incomplete,
we first identify nodes that depend (directly or indirectly) on nominals and nodes that
have tight at-most restrictions.

Definition 2. Let S = (V, E,L) be a saturation graph and v ∈ V a node. We say that
v is directly nominal dependent if {a} ∈ L(v); v is nominal dependent if v is directly
nominal dependent or v has a successor node v′ such that v′ is nominal dependent.

For a role s and a concept D, the number of merging candidates for v w.r.t. s and D
is defined as

∑
�n r.C∈G n with

G = {�n r.C ∈ L(v) | r �∗ s and D ∈ L(vC)} ∪
{�1 r.C | ∃r.C ∈ L(v), r �∗ s and D ∈ L(vC)}.

The node v has tight at-most restrictions if there is an at-most cardinality restriction
�m s.D ∈ L(v) and the number of merging candidates for v w.r.t. s and D is exactly m.

For nodes with tight at-most restrictions, it is not necessary to merge some of its merg-
ing candidates, but every additional candidate might require merging and, therefore,
these nodes cannot be used arbitrarily.

We can now identify critical nodes that are possibly incompletely handled by the
saturation as follows:

Definition 3. Let S = (V, E,L) be a saturation graph and v ∈ V a node. We say that v
is directly critical, if

C1 ∀r.C ∈ L(v) and there is an r-successor v′ of v such that C � L(v′);
C2 C � D ∈ L(v) and C,D � L(v);
C3 �m s.D ∈ L(v) and there is an s-successor v′ of v such that L(v′) ∩ {D, ¬̇D} = ∅;
C4 �m s.D ∈ L(v) and the number of merging candidates for v w.r.t. s and D is greater

than m;
C5 v has an inv(s)-successor v′ with �m s.D ∈ L(v′) and L(v) ∩ {D, ¬̇D} = ∅;
C6 v has an inv(s)-successor v′ with � m s.D ∈ L(v′), D ∈ L(v), and the number of

merging candidates for v′ w.r.t. s and D is m;
C7 {a} ∈ L(v) and there is some v′ ∈ V with {a} ∈ L(v′) and L(v) � L(v′);
C8 v is nominal dependent and for some nominal {a} the node v{a} is critical; or
C9 v has an inv(s)-successor v′ with �m s.D ∈ L(v′) and {a} ∈ L(v′).

We say that v is critical if v is directly critical or v has a critical successor v′.

Conditions C1, C2, and C3 identify nodes as critical for which the ∀-, the �-, or the
ch-rule of the tableau algorithm is applicable. Note that in Condition C1 it is only
necessary to check whether the concept can be propagated to successor nodes since
the propagation to predecessors is ensured by the saturation procedure. Condition C4
identifies nodes as critical for which at-most restrictions might not be satisfied. Condi-
tions C5 and C6 work analogously to C3 and C4, but check this from the perspective
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of a predecessor node. Note that C6 only has to check whether the number of merging
candidates is equal to m since nodes with an at-most cardinality restriction �m s.D and
more merging candidates than m are already critical due to C4. Condition C7 checks
whether merging different nodes in the saturation graph that have the same nominal in
their label could lead to problems, while C8 marks nominal dependent nodes as critical
if representative nodes for nominals are critical since it cannot be excluded that more
consequences are propagated to these nodes over the nominals. Finally, Condition C9
identifies nodes as critical for which an interaction between at-most restrictions, nomi-
nals and inverse roles could occur and thus the NN-rule of the tableau algorithm could
be applicable.

A concept C is obviously unsatisfiable if its representative node is clashed (i.e.,
⊥ ∈ L(vC)), whereas the satisfiability of C can only be guaranteed (for the general
case) if vC is not critical, vC does not depend on a nominal, and the knowledge base
is consistent. Consistency is explicitly required, because a concept is satisfiable only if
the knowledge base is consistent, which, however, cannot always be determined by the
saturation procedure since it might not be able to completely handle all representative
nodes for nominals. In particular, if the saturation graph contains a critical represen-
tative node for a nominal, then only the nominal dependent nodes are also marked as
critical. Thus, for the remaining nodes, we have to require that the knowledge base is
consistent in order to be able to guarantee the satisfiability of their associated concepts.
In addition, if a node vC is nominal dependent, then the consequences that are propa-
gated to vC obviously depend on the labels of the corresponding representative nodes for
these nominals. Therefore, we cannot generally guarantee the satisfiability of C without
knowing the status of the representative nodes for those nominals on which vC depends.

Please also note that a critical representative node for a nominal also makes all nom-
inal dependent nodes critical, which can obviously be very problematic in practice. In
Section 5, we show how we can use information from a completion graph, e.g., from
the initial consistency check, to improve the status of the saturation graph.

Example 1 (continued). For the saturation graph depicted in Figure 1, vA, vB, and v{a}
are nominal dependent, vB has a tight at-most restriction, and only vA is critical: First,
C6 applies to vA since vB is an s−-successor of vA due to ∃s−.B ∈ L(vA), �1 s.C ∈ L(vB)
and the number of merging candidates for vB w.r.t. s and C is 1. Second, C2 applies to
vA since none of the disjuncts of B � {a} ∈ L(vA) occurs in L(vA).

4 Assisting Tableau Algorithms

In this section, we show how we can use the saturation graph to improve the tableau
algorithm such that existing optimisations can still be used. For example, to further
support the important dependency directed backtracking [3,18], which allows for eval-
uating only relevant non-deterministic alternatives, we have to correctly manage the
dependencies for all results that we transfer from the saturation into a completion graph.

4.1 Transfer of Saturation Results to Completion Graphs

Since the saturation uses compatible data structures, we can directly transfer the satura-
tion results into the completion graph. For example, if we create a new successor node v
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due to an existential restriction ∃r.C, then we can directly initialise v with the concepts
fromL(vC) and record that the added concepts deterministically depend on C. The most
notable advantage of the transferred consequences is that they often allow for blocking
much earlier. Basically, concepts that would be propagated back from successor nodes
are already present in the node label and, thus, a block can often be established even
without creating and processing the required successors.

Furthermore, the successors of a node v in the completion graph can be blocked
if there is a node v′ in the saturation graph such that v and v′ are labelled with the
same concepts and v′ is neither clashed, critical nor nominal dependent. If v′ is nominal
dependent and we would block the successors of v, then we might miss the handling
of new consequences if the dependent nominal nodes are modified in this completion
graph. If v′ does not have a tight at-most restriction, then we can directly block v since
merging with a predecessor can be excluded. Of course, if new concepts are propagated
to v, then the block becomes invalid and the processing of the successors has to be
reactivated unless another node can be used for the blocking.

4.2 Subsumer Extraction

Higher level reasoning tasks such as classification often exploit information that can be
extracted from the constructed completion graphs [5]. Obviously, we can also use the
saturation graph to improve classification. For example, if a node vA is neither clashed
nor critical, then A is satisfiable and L(vA) contains all of its subsumers. In particular,
if no nodes are critical (which is the case for many EL ontologies), only a transitive
reduction is necessary for classification and, thus, we automatically get a one-pass clas-
sification for simple ontologies. Otherwise, the subsumers identified by the saturation
can be used to initialise the tableau-based classification algorithm, which is more accu-
rate than the often used told subsumers extracted from the ontology axioms.

4.3 Model Merging

Many ontologies contain axioms of the form C ≡ D, which can be seen as an abbre-
viation for C � D and D � C. Treating axioms of the form A ≡ D with A an atomic
concept as A � D and D � A can, however, downgrade the performance of tableau al-
gorithms since absorption might not apply to D � A, i.e., the axiom is internalised into
� � ¬̇D � A. To avoid this, many implemented tableau algorithms explicitly support
A ≡ D axioms by an additional unfolding rule, where the concept A in the label of a
node is unfolded to D and ¬A to ¬̇D (exploiting that D � A is equivalent to ¬A � ¬̇D)
[7].2 Unfortunately, using such an unfolding rule also comes at a price since the tableau
algorithm is no longer forced to add either A or ¬̇D to each node in the completion
graph, i.e., we might not know for some nodes whether they represent instances of A
or ¬A. This means that we cannot exclude A as possible subsumer for other (atomic)
concepts if the nodes in the completion graph (or in the saturation graph) do not contain
A, which is an important optimisation for classification procedures (cf. Section 4.2).

2 Note that this only works as long as there are no other axioms of the form A � D′ or A ≡ D′

with D′ � D in the knowledge base.



458 A. Steigmiller, B. Glimm, and T. Liebig

To compensate this, we can create a “candidate concept” A+ for A, for example by
partially absorbing D, which is then automatically added to a node in the completion
graph if the node is possibly an instance of A. Hence, if A+ is not added to a node label,
then we know that A is not a possible subsumer of the concepts in the label of this node.
Although the candidate concepts already allow a significant pruning of subsumption
tests, there are still ontologies where we have to add these candidate concepts to many
node labels, especially if only a limited absorption of D is possible. Hence, A can still
be a possible subsumer for many concepts.

The saturation graph can, however, again be used to further improve the identification
of (more or less obvious) non-subsumptions. Basically, if a candidate concept A+ for
A ≡ D is in the label of a node v in the completion graph, then we test whether we can
merge v with the saturated node v¬̇D. Since D is often a conjunction, we can also try
to merge v with the representative node for a disjunct of ¬̇D. If the “models” can be
“merged” as defined below, then v is obviously not an instance of A.

Definition 4 (Model Merging). Let S = (V, E,L) be a fully saturated saturation graph
and G = (V ′, E′,L′, �̇) be a fully expanded and clash-free completion graph for a
knowledge base K . A node v ∈ V is mergeable with a node v′ ∈ V ′ if

• v is not critical, not nominal dependent, and not clashed;
• {C, ¬̇C} ∩ (L(v) ∪ L′(v′)) = ∅ for some concept C;
• if {A1, A2} ⊆ (L(v) ∪ L′(v′)) and (A1 � A2) � C ∈ K , then C ∈ (L(v) ∪ L′(v′));
• if ∀r.C ∈ L(v) (� m r.C ∈ L(v)), then C ∈ L′(w′) (¬̇C ∈ L′(w′)) for every r-

neighbour w′ of v′;
• if ∀r.C ∈ L′(v′) (� m r.C ∈ L′(v′)), then C ∈ L(w) (¬̇C ∈ L′(w′)) for every

r-successor w of v.

The conditions that guarantee that the models are mergeable can be checked very
efficiently. Note that it is possible to relax some of the conditions. For instance, it is
not necessary to enforce that v is not nominal dependent as long as we can ensure that
there is no interaction with the generated completion graph. This can, for example, be
guaranteed if the completion graph does not use nominals.

5 Saturation Improvements

Obviously, the tableau algorithm can benefit more from the saturation, if few nodes are
critical. In the following, we present different approaches for improving the saturation
by reducing the number of critical nodes.

5.1 Extending Saturation to More Language Features

One way to improve the saturation is to extend the rules to cover more language fea-
tures, e.g., as in the consequence-based reasoning procedure for Horn-SHIF [10].
Although we cannot directly modify existing r-successors to support universal restric-
tions of the form ∀r.C, we can easily create a new r-successor whose label addition-
ally contains C. By further removing the previous r-successor, the node is no longer
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critical due to C1. Analogously, to (partially) support at-most restrictions of the form
� 1 r.�, several r-successors can be merged into a new node. To completely cover the
DL EL++, it would be necessary to integrate a more sophisticated handling of nominals.
Currently, we are, however, not aware of real-world ontologies where this would result
in significant improvements. Note that it is possible to limit the number of additionally
created nodes for these extensions and to consider parts that are not handled as critical,
thus the overhead of the saturation can be managed.

5.2 Improving Saturation with Results from Completion Graphs

As already mentioned, even if there is only one critical representative node for a nom-
inal, all nominal dependent nodes have to be considered critical. Analogously, nodes
with incompletely handled concepts (e.g., disjunctions) are considered critical and also
all nodes that indirectly refer to other critical nodes, even if all concepts in their labels
can be handled completely. Extending the saturation rules only also has its limits since
we are not aware of saturation-based procedures that cover very expressive DLs such
as SROIQ. Hence, we can still get many critical nodes in knowledge bases that use
unsupported features.

An approach to overcome this issue is to “patch” the saturation graph with results
from fully expanded and clash-free completion graphs, e.g., from consistency or satis-
fiability checks. Roughly speaking, we replace the labels of critical nodes in the satura-
tion graph with corresponding labels from a completion graph, where we know that they
are completely handled. Applying the saturation rules again, then hopefully results in a
saturation graph with less critical nodes. However, since the completion graph contains
deterministically and non-deterministically derived consequences, we also have to dis-
tinguish them for the saturation. An interesting way to achieve this is to simultaneously
manage two saturation graphs: one where only the deterministically derived concepts
are added and a second one, where also the non-deterministically derived concepts and
consequences are considered. If the non-deterministic consequences have only a locally
limited influence, i.e., the non-deterministically added concepts propagate new conse-
quences only to a limited number of ancestor nodes, then, by comparing both saturation
graphs, we can possibly identify ancestor nodes that are not further influenced by non-
deterministic consequences and, thus, do not have to be considered critical.

6 Implementation and Evaluation

We extended Konclude3 [17] with the presented saturation procedure and optimisations.
Konclude is a tableau-based reasoner for SROIQ [6] with extensions for the handling
of nominal schemas [15]. It integrates many state-of-the-art optimisations such as lazy
unfolding, dependency directed backtracking, caching, etc. Moreover, Konclude uses
partial absorption in order to significantly reduce the non-determinism in ontologies,
which makes Konclude very suitable for the integration of saturation procedures.

The saturation algorithm integrated in Konclude almost covers the DL Horn-SRIF
by using the extensions described in Section 5.1 for universal restrictions and functional

3 Available at http://www.konclude.com/

http://www.konclude.com/
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Table 2. Statistics of ontology metrics for the evaluated ontology repositories (Ø stands for aver-
age and M for median)

Repository # Ontol- Axioms Classes Properties Individuals
ogies Ø M Ø M Ø M Ø M

Gardiner 276 6, 143 95 1, 892 16 36 7 90 3
NCBO BioPortal 403 25, 561 1, 068 7, 617 339 47 13 1, 782 0
NCIt 185 178, 818 167, 667 69, 720 68, 862 116 123 0 0
OBO Foundry 422 44, 424 1, 990 8, 033 839 28 6 24, 868 66
Oxford 383 74, 248 4, 249 8, 789 544 52 13 18, 798 12
TONES 200 7, 697 337 2, 907 100 28 5 66 0
Google Crawl 413 6, 282 194 1, 122 38 69 15 830 1
OntoCrawler 544 1, 876 119 125 18 56 12 638 0
OntoJCrawl 1, 680 5, 848 218 1, 641 43 29 8 810 0
Swoogle Crawl 1, 635 2, 529 109 420 21 26 8 888 0
ALL 6, 141 18, 583 252 4, 635 50 39 9 3, 674 0

at-most restrictions (only merging with predecessors is not implemented). The number
of nodes that are additionally processed for the handling of these saturation extensions
is mainly limited by the number of concepts occurring in the knowledge base. However,
the saturation in Konclude only supports a very limited handling of individuals since the
individuals also have to be handled by the tableau algorithm (at least in the worst-case)
and several representations of the individuals easily multiply the memory consumption.
To compensate this, Konclude primarily handles individuals with the tableau algorithm
and uses patches from completion graphs (as presented in Section 5.2) to improve those
parts in the saturation graph that depend on nominals.

In the following, we present a detailed evaluation that shows the improvementof Kon-
clude due to the integrated saturation procedure. The evaluation uses a large test corpus
of ontologies which have been obtained by collecting all downloadable and parseable on-
tologies from the Gardiner ontology suite [4], the NCBO BioPortal,4 the National Can-
cer Institute thesaurus (NCIt) archive,5 the Open Biological Ontologies (OBO) Foundry
[13], the Oxford ontology library,6 the TONES repository,7 and those subsets of the
OWLCorpus [11] that were gathered by the crawlers Google, OntoCrawler, OntoJCrawl,
and Swoogle.8 All ontologies were parsed and converted to self-contained OWL/XML
files with the OWL API. For the 1,380 ontologies with imports we created a version with
resolved imports and another one without the imports (for testing the reasoning perfor-
mance on the main ontology content without imports, which are frequently shared by
many ontologies). Since Konclude does not yet support datatypes, we removed all data

4 http://bioportal.bioontology.org/
5 http://ncit.nci.nih.gov/
6 http://www.cs.ox.ac.uk/isg/ontologies/ ; We ignored repositories that are redun-

dantly contained in the Oxford ontology library (e.g., the Gardiner ontology suite).
7 http://owl.cs.manchester.ac.uk/repository/
8 In order to avoid too many redundant ontologies, we only used those subsets of the OWLCorpus

which were gathered with the crawlers OntoCrawler, OntoJCrawl, Swoogle, and Google.

http://bioportal.bioontology.org/
http://ncit.nci.nih.gov/
http://www.cs.ox.ac.uk/isg/ontologies/
http://owl.cs.manchester.ac.uk/repository/


Coupling Tableau Algorithms with Saturation Procedures 461

properties and we replaced all data property restrictions with owl:Thing in all ontologies.
Table 2 shows an overview of our obtained test corpus with overall 6,141 ontologies in-
cluding statistics of ontology metrics for the source repositories. Please note that 34.9 %
of all ontologies are not even in the OWL 2 DL profile, which is, however, mainly due
to undeclared entities.

The evaluation was carried out on a Dell PowerEdge R420 server running with two
Intel Xeon E5-2440 hexa core processors at 2.4 GHz with Hyper-Threading and 48
GB RAM under a 64bit Ubuntu 12.04.2 LTS. Our evaluation focuses on classification,
which is a central reasoning task that is supported by many reasoners and, thus, it is
ideal for the comparison of results. In principle, we only measured the wall clock time
for classification, i.e., the times spent for parsing and loading ontologies as well as
for writing classification output to files are not included. Each test was executed with
a time limit of 5 minutes, but without any limitation of memory allocation. Although
Konclude supports parallelisation, we only used one worker thread, which allows for a
comparison independent of the number of CPU cores and facilitates the presentation of
the improvements through saturation.

Table 3 shows a comparison of the accumulated classification times for the evaluated
repositories (in seconds) between the following versions of Konclude:

• NONE, where none of the saturation optimisations are activated,
• NONE+RT, where only the transfer of results from the saturation into the comple-

tion graph (as presented in Section 4.1) is activated;
• NONE+SE, where only the extraction of subsumers from the saturation (as pre-

sented in Section 4.2) is activated;
• NONE+MM, where only the model merging with the saturation graph (as presented

in Section 4.3) is activated;
• ALL−SI, where the saturation improvements (as presented in Section 5) are deacti-

vated (i.e., all the saturation optimisations presented in Setion 4 are activated),
• ALL, where all saturation optimisations and saturation improvements are activated.

In addition, the column on the right side shows the performance gains (in percent) from
NONE to the version ALL. Please note that the saturation improvements are optimisa-
tions to further improve the saturation procedure and, therefore, a separate evaluation
of these techniques does not make sense.

It can be observed that the most significant improvements are achieved with the
model merging optimisation (cf. NONE+MM), which is due to the large amount of
NCI-Thesaurus ontologies in the NCIt archive, where this optimisation significantly
reduces the classification effort. In contrast, if only the transfer of the saturation re-
sults (NONE+RT) or the extraction of subsumers from the saturation (NONE+SE) is
activated, then only minor improvements with respect to the version NONE are possi-
ble. However, the combined activation of these optimisations (cf. ALL−SI) again leads
to a significant performance gain for the repositories, which indicates that there is a
synergy effect from the combination of these optimisation. Since all of these optimisa-
tions are based on the saturation procedure, which also requires a significant amount
of processing time for large ontologies (approximately 1, 953 s for all repositories),
this synergy effect is not very surprising. By further activating the saturation improve-
ments (cf. ALL), we obtain another performance gain. Considering all repositories, the
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Table 3. Accumulated classification times (in seconds) with separately activated saturation opti-
misations for the evaluated ontology repositories

Repository NONE NONE+RT NONE+SE NONE+MM ALL−SI ALL ↓ [%]

Gardiner 531 611 469 535 558 559 −5.2
NCBO BioPortal 2, 071 1, 947 971 2, 156 988 793 61.7
NCIt 28, 639 28, 538 28, 276 3, 223 2, 496 2, 457 91.4
OBO Foundry 879 821 979 1, 078 741 649 26.2
Oxford 6, 623 5, 006 6, 012 6, 510 3, 429 2, 743 58.6
TONES 1, 756 1, 456 1, 413 494 321 337 80.8
Google 465 428 448 467 363 138 70.3
OntoCrawler 26 25 24 25 23 22 14.7
OntoJCrawl 1, 417 923 715 1, 427 517 548 61.4
Swoogle 2, 501 2, 502 2, 493 1, 402 1, 248 1, 343 46.3
ALL 44, 910 42, 256 41, 800 17, 317 10, 684 9, 589 78.6

combined activation of all saturation optimisations and improvements reduces the accu-
mulated reasoning time by 78.6 %. It is also worth pointing out that the version NONE
timed out for 128 ontologies, whereas the version ALL only reached the time limit for
10 ontologies. Thus, an evaluation with an increased time limit would show even better
performance gains. For example, the Oxford ontology library contains the SCT-SEP
ontology,9 which can be classified by the version ALL in 181.2 s, whereas the version
NONE requires 1709.4 s. SCT-SEP is a SNOMED extension that intensively uses dis-
junctions and disjointness and, thus, is clearly outside the OWL EL fragment. Neverthe-
less, large parts of the ontology have an EL structure and, therefore, our optimisations
are able to improve the reasoning performance by almost one order of magnitude.

Table 3 also reveals that some saturation optimisations are not really relevant for
some repositories. For instance, the activated result transfer yields worse reasoning
times for the ontologies in the Gardiner ontology suite. Moreover, the model merg-
ing optimisation causes significant performance losses for some repositories (e.g., for
OBO Foundry), which indicates that further optimisation is possible; e.g., one could
learn statistics about the success of model merging with certain nodes in the saturation
graph and automatically skip a merging test if there is a high likelihood that it will fail.

7 Conclusions

In this paper, we have presented a technique for tightly coupling saturation- and tableau-
based procedures. Unlike standard consequence-based procedures, the approach is
applicable on arbitrary OWL 2 DL ontologies. Furthermore, it has a very good pay-
as-you-go behaviour, i.e., if only few axioms use features that are problematic for
saturation-based procedures (e.g., disjunction), then the tableau procedure can still ben-
efit significantly from the saturation. This seems to be confirmed by our evaluation
over several thousand ontologies, where the integration of the presented saturation opti-
misations into the reasoning system Konclude significantly improves the classification
performance.

9 Originally from https://code.google.com/p/condor-reasoner/

https://code.google.com/p/condor-reasoner/
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Abstract. The OWL 2 profiles are fragments of the ontology language
OWL 2 for which standard reasoning tasks are feasible in polynomial
time. Many OWL ontologies, however, contain a typically small number
of out-of-profile axioms, which may have little or no influence on reason-
ing outcomes. We investigate techniques for rewriting axioms into the
EL and RL profiles of OWL 2. We have tested our techniques on both
classification and data reasoning tasks with encouraging results.

1 Introduction

Description Logics (DLs) are a family of knowledge representation formalisms
underpinning the W3C standard ontology languages OWL and OWL 2. State-
of-the-art DL reasoners such as Pellet [18], JFact, FaCT++ [21], RacerPro [9],
and HermiT [15] are highly-optimised for classification (i.e., the problem of com-
puting all subsumption relationships between atomic concepts in an ontology)
and have been exploited successfully in many applications. In a recent large-
scale evaluation campaign, these reasoners exhibited excellent performance on a
corpus of more than 1, 000 ontologies, as they were able to classify 75%-85% of
the corpus in less than 10 seconds when running on stock hardware [8,3].

However, notwithstanding extensive research into optimisation techniques, DL
reasoning remains a challenge in practice. Indeed, the aforementioned evaluation
also revealed that many ontologies are still hard for reasoners to classify. Further-
more, due to the high worst-case complexity of reasoning, systems are inherently
not robust, and even minor changes to ontologies can have a significant effect on
performance. Finally, the limitations of DL reasoners become even more appar-
ent when reasoning with ontologies and large datasets.

These issues have motivated a growing interest in lightweight DLs: weaker
logics that enjoy more favourable computational properties. OWL 2 specifies
several profiles (language fragments) based on lightweight DLs [14]: OWL 2 EL
(or just EL) is based on the EL family of DLs; OWL 2 RL (or just RL) is based on
Datalog; and OWL 2 QL (or just QL) is based on DL-Lite. Standard reasoning
tasks, including classification and fact entailment (checking whether an ontology
and a dataset entail a given ground atom), are feasible in polynomial time for
all profiles, and many highly scalable reasoners have been developed [22,11,2,4].
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Unfortunately, many ontologies fall outside the OWL 2 profiles, and we are
forced to resort to a fully-fledged reasoner if a completeness guarantee is re-
quired. Even in such cases, the majority of axioms typically still fall within one of
the profiles, and the out-of-profile axioms may have little or no influence on the
results of classification or query answering. Effectively detecting cases where the
additional expressivity is used in a “harmless” way is, however, challenging, since
even a single axiom can have a dramatic effect on reasoning outcomes.

In this paper we investigate techniques for rewriting out-of-profile axioms so
as to improve reasoner performance. All rewritings are polynomial and preserve
classification and fact entailment reasoning outcomes. In Section 3, we consider
rewritings that are applicable to SHOIQ—a DL that covers OWL DL and most
of OWL 2 [10]—and that can transform non-EL axioms into EL by elimination
of inverse roles and universal restrictions. If all non-EL axioms can be rewritten,
then we can provide completeness guarantees using only an EL reasoner. Other-
wise, the rewritings can still improve the performance of fully-fledged reasoners
(e.g., by enabling the use of optimisation techniques that are applicable only in
the absence of certain constructs) and/or the effectiveness of modular reasoners
that combine profile-specific with OWL 2 reasoners, such as MORe [1].

In Section 4, we focus on Horn ontologies and consider rewritings into OWL
2 RL. The RL profile is tightly connected to Datalog, and hence existential
restrictions ∃R.C occurring positively in axioms are disallowed, unless C is a
singleton nominal {o}. We show that when R fulfills certain conditions, such
concepts ∃R.C can be rewritten into existential restrictions over nominals as
accepted in OWL 2 RL; we call such roles R reuse-safe. In the limit case where
all roles are reuse-safe, the ontology can be polynomially rewritten into RL;
if, additionally, the ontology contains no cardinality constraints, it can also be
rewritten into EL. Furthermore, if only some roles are reuse-safe, they can be
treated by (hyper-)tableau reasoners in an optimised way, potentially reducing
the size of the constructed pre-models and improving reasoning times.

We have implemented our rewriting techniques and evaluated their effect on
reasoning times over a large repository of ontologies. Our experiments reveal that
our EL-ification techniques can lead to substantial improvements in classification
times for both standard and modular reasoners. Furthermore, we show that many
ontologies contain only reuse-safe roles and hence can be rewritten into RL; thus,
highly scalable RL triple stores can be exploited for large-scale data reasoning.

This paper is accompanied by an online technical report.1

2 Preliminaries

A signature consists of disjoint countably infinite sets of individuals NI, atomic
concepts NC and atomic roles NR. A role is an element of NR ∪ {R−|R ∈ NR}.
The function Inv(·) is defined over the set of roles as follows, where R ∈ NR:
Inv(R) = R− and Inv(R−) = R. An RBox R is a finite set of RIAs R : R′ and
transitivity axioms Tra(R), with R and R′ roles. We denote with :R the minimal

1 http://www.cs.ox.ac.uk/isg/TR/safeshoiq.pdf

http://www.cs.ox.ac.uk/isg/TR/safeshoiq.pdf


466 D. Carral et al.

relation over roles in R s.t. R :R S and Inv(R) :R Inv(S) hold if R : S ∈ R.
We define :∗R as the reflexive-transitive closure of :R. A role R is transitive in
R if there is a role S such that S :∗R R, R :∗R S and either Tra(S) ∈ R or
Tra(Inv(S)) ∈ R. A role R is simple inR if no transitive role S exists s.t. S :∗R R.
The set of SHOIQ concepts is the smallest set containing A (atomic concept),
� (top), ⊥ (bottom), {o} (nominal), ¬C (negation), C  D (conjunction), C �
D (disjunction), ∃R.C (existential restriction), ∀R.C (universal restriction), �
nS.C (at-most restriction), and � nR.C (at-least restriction), for A ∈ NC, C and
D SHOIQ concepts, o ∈ NI, R a role and S a simple role, and n a nonnegative
integer. A literal concept is either atomic or the negation of an atomic concept.
A TBox T is a finite set of GCIs C : D with C,D concepts. An ABox A is a
finite set of assertions C(a) (concept assertion), R(a, b) (role assertion), a ≈ b
(equality assertion), and a 
≈ b (inequality assertion), with C a concept, R a role
and a, b individuals. A fact is either a concept assertion A(a) with A atomic,
a role assertion, an equality assertion, or an inequality assertion. A knowledge
base is a triple K = (R, T ,A). The semantics is standard [10].

We assume familiarity with standard conventions for naming DLs, and we
just provide here a definition of the OWL 2 profiles. A SHOIQ KB is:

– EL if (i) it does not contain inverse roles, negation, disjunction, at-most
restrictions and at-least restrictions; and (ii) every universal restriction ap-
pears in a GCI of the form � : ∀R.C.

– RL if each GCI C : D satisfies (i) C does not contain negation as well as
universal, at-least, and at-most restrictions; (ii) D does not contain nega-
tion (other than ⊥), union, existential restrictions (other than of the form
∃R.{o}), at-least restrictions, and at-most restrictions with n > 1.

– QL if it does not contain transitivity and for each GCI C : D (i) C is either
atomic or ∃R.�; (ii) D is of the form

�n
i=1 Bi with each Bi either a literal

concept, or ⊥, or of the form ∃R.A with R a role and A either atomic or �.

Classification of K is the task of computing all subsumptions K |= A : B with
A ∈ NC ∪ {�}, and B ∈ NC ∪ {⊥}. Fact entailment is to check whether K |= α,
for α a fact. Both problems are reducible to knowledge base unsatisfiability.

3 EL-ification of SHOIQ Ontologies

In this section, we propose techniques for transforming non-EL axioms into EL.
Whenever possible, inverse roles are replaced with fresh symbols and the knowl-
edge base is extended with axioms simulating their possible effects. At the same
time, we attempt to transform positive occurrences of universal restrictions into
negative occurrences of existential restrictions while inverting the relevant role.
Note that our techniques do not rewrite disjunctions and cardinality restrictions;
thus, ontologies containing such constructs will not be fully rewritten into EL.

3.1 Preprocessing

Before attempting to rewrite a SHOIQ knowledge base K into EL, we first
bring K into a suitable normal form. Normalisation facilitates further rewriting
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Θ(T ) =
⋃
α∈T

Θ(α)

Θ(C & D % ∀R.B) = Θ(C & D % αB) ∪ {αB & ∀R.B}
Θ(C & D % ∀R.¬B) = Θ(C $ αB & D) ∪ {∃R.B & αB}
Θ(C & D% �� nR.B) = Θ(C & D % αB) ∪ {αB &�� nR.B}

Θ(C & D% � nR.¬B) = Θ(C & D% � nR.αB) ∪ {αB $B & �}
Θ(C & D% � nR.¬B) = Θ(C & D% � nR.αB) ∪ {� & αB %B}

Θ(C & D % ¬B) = Θ(C $B & D)

Θ(α) = α for any other axiom α.

Fig. 1. C is a conjunction of atomic concepts or �, D is a disjunction of concepts C,
∀R.C, �� nR.C (��∈ {�,�}) or ⊥, with C literal, B atomic, and αB is fresh

steps, and it allows us to identify axioms with a direct correspondence in EL.
For example, A � B : ¬∀R.¬C is equivalent to the EL axioms A : ∃R.C and
B : ∃R.C. Furthermore, although A : ∃R.¬B is not equivalent to an EL axiom,
it can be trivially transformed into the EL axioms A : ∃R.X and X B : ⊥ by
introducing a fresh symbol X . We therefore introduce a normal form that makes
explicit those axioms that are neither logically equivalent to EL axioms, nor can
be transformed into EL by means of the trivial introduction of fresh symbols.

Definition 1. A GCI is normalised if it is of either of the following forms, where
each A(i) is atomic or �, B is atomic, each C(j) is atomic, ⊥, or a nominal, R
is a role, n � 2, and m � 1:

(N1)

n�
i=1

Ai :
m⊔
j=1

Cj ; (N2) A : ∃R.Ai; (N3) ∃R.A : Ai

(N4) A : �nR.Ai; (N5) A : ∀R.B; (N6) A : �mR.Ai

A knowledge base K = (R, T ,A) is normalised if A has only facts and each GCI
in T is normalised. Finally, K is Horn if m = 1 in each axiom N1 or N6.

Note that axioms of type N2 and N3, as well as Horn axioms of type N1,
are EL. To normalise a knowledge base K, we proceed in two steps. First, we
translate K into the following disjunctive normal form [15].

Definition 2. A GCI is in disjunctive normal form (DNF) if it is of the form
� :

⊔n
i=1 Ci, where each Ci is of the form B, {o}, ∃R.B, ∀R.B, �nR.B,

or �nR.B, for B a literal concept, R a role, and n a nonnegative integer. A
knowledge base K = (R, T ,A) is in DNF if all roles in A are atomic, all concept
assertions in A contain only a literal concept, and each GCI in T is in DNF.

DNF normalisation can be seen as a variant of the structural transformation,
in which all complex concepts are “flattened” and negations are made explicit
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(see [15] for details). Once K is in DNF, we can further normalise by replac-
ing concepts ¬B in restrictions ∀R.¬B, ∃R.¬B, �nR.¬B and �nR.¬B with
fresh symbols, bringing the remaining negated concepts to the left in GCIs, and
introducing fresh symbols for all restrictions occurring in disjunctions.

Definition 3. Let K be a KB. Then, Υ (K) is computed from K as follows: (i)
apply the transformation in [15] to obtain K′ = (R′, T ′,A′) in DNF; (ii) replace
each assertion α = ¬A(a) in A′ with a fact Xα(a), with Xα fresh, and extend
T ′ with Xα  A : ⊥; and (iii) apply to T ′ the transformation Θ in Figure 1.

The following proposition establishes the properties of normalisation.

Proposition 1. Let K be a KB, then Υ (K) is normalised and can be computed
in polynomial time in the size of K. Furthermore, if K is EL, then so is Υ (K).
Finally, K is satisfiable iff Υ (K) is satisfiable.

3.2 Rewritable Inverse Roles

Satisfiability of SHOIQ KBs is NExpTime-complete, whereas for SHOQ it is
ExpTime-complete; thus, in general, inverse roles cannot be faithfully eliminated
from SHOIQ KBs by means of a polynomial transformation. The following
example illustrates that an obstacle to rewritability is the interaction between
inverses and at-most restrictions.

Example 1. Consider K = (R, T ,A), with R = ∅, A = {A(a)}, and T as follows:

T = {A : ∃R−.B; B : ∃R.C; B : � 1R.�}

Note thatK |= C(a). In every model (ΔI , ·I), object aI must be R−-connected to
some x ∈ BI (due to the first axiom in T ); also, x must be R-connected to some
y ∈ CI (due to the second axiom). Then, for the last axiom to be satisfied, aI and
y must be identical; thus, aI ∈ CI . Figure 2 a) depicts such a model. Consider
now K′ obtained from K by replacing R− with a fresh atomic role NR− . Then,
K′ 
|= C(a), and Figure 2 b) depicts a model of K′ not satisfying C(a). Extending
K′ with EL axioms to simulate the interaction between inverses and cardinality
restrictions (and thus recover the missing entailment) seems infeasible. ♦

We next propose sufficient conditions for inverse roles to be rewritable in the
presence of cardinality constraints. Our conditions ensure existence of a one-to-
one correspondence between the canonical forest-shaped models of the original
and rewritten KBs, and hence disallow cases such as Example 2.2

Definition 4. Let K = (R, T ,A) be a normalised SHOIQ knowledge base. A
(possibly inverse) role R is generating in K if there exists a role R′ occurring in
T in an axiom of type N2 or N4 such that R′ :∗R R.

2 Roughly speaking, a forest-shaped model of a (normalised) knowledge base is canon-
ical if every fact that holds in the model is “justified” by an axiom or assertion in
the knowledge base. In particular, the result of unravelling a pre-model constructed
by a (hyper-)tableau algorithm is a canonical forest-shaped model.
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Fig. 2. A situation where rewriting away inverse roles leads to missing entailments

An inverse role S− is rewritable if for each X ∈ {S, S−} occurring in an
axiom of type N6 we have that Inv(X) is not generating in K.

Intuitively, roles R′ in axioms N2 or N4 are those “inducing” the edges between
individuals and their successors in a canonical model; then, a role R is generating
if it is a super-role of one such R′. Our condition ensures that “backwards” edges
in a canonical model ofK (i.e., those induced by an inverse role) cannot invalidate
an at-most cardinality restriction. In the limit case where all inverse roles in a
SHOIQ KB are rewritable, we can faithfully eliminate inverses and rewrite the
KB into SHOQ by means of a polynomial transformation.

Theorem 1. Let C be the class of all normalised SHOIQ ontologies containing
only rewritable inverse roles. Then, there exists a polynomial transformation
mapping each K ∈ C to an equisatisfiable SHOQ knowledge base.3

Theorem 1 identifies a class of SHOIQ ontologies for which standard reasoning
is feasible in ExpTime (in contrast to NExpTime). This result can also be ex-
ploited for optimisation: tableaux reasoners employ pairwise blocking techniques
over SHOIQ ontologies, while they rely on more aggressive single blocking tech-
niques for SHOQ inputs, which can reduce the size of pre-models.

3.3 The EL-ification Transformation

Before presenting our transformation formally, we provide two motivating ex-
amples. First, we show how a rewritable inverse role can be eliminated in the
presence of cardinality constraints.

Example 2. Let K = (R, T ,A) be the following knowledge base:

R = {R : T−; S : T−}
T = {A : ∃R.B; A : ∃S.C; A : � 1T−.�; B  C : D; ∃R.D : B}
A = {A(a); T (b, a)}

Figure 3(a) depicts a canonical model for K. The facts entailed by K are
precisely those that hold in the canonical model. By Definition 4, T− is rewritable

3 Theorem 1 is given here for presentation purposes: it follows as a corollary of Theo-
rem 3, which we state only after presenting our transformations.
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Fig. 3. Rewriting away inverse roles in a KB with cardinality constraints

since T is not generating; however, it does not suffice to replace T− with a fresh
NT− since the resulting KB will no longer entail the facts R(a, b), S(a, b), B(b),
C(b), and D(b). Instead, we can extend A with T−(a, b), and only then replace
T− with NT− . The canonical model of the resulting KB is given in Figure 3(b).♦

Next, we show how axioms of type N5, which involve a universal restriction, can
be replaced with EL axioms of type N3 if the relevant roles are not generating.

Example 3. Consider K = (R, T ,A) where R = {R : S−}, A = {A(a);S(a, b)},
and T is defined as follows:

T = {A : ∀S.B; B : ∃R.C; ∃S.B : D; C  D : ⊥}

Clearly, K is unsatisfiable. Furthermore, it does not contain axioms N6, and
hence S− is rewritable. In a first step, we extend K with logically redundant ax-
ioms, which make explicit information that may be lost when replacing inverses
with fresh symbols. Thus, we extend T with ∃S−.A : B, and B : ∀S−.D; fur-
thermore, we extend R with R− : S; and finally, A with the assertion S−(b, a).

An important observation is that S is not generating. As a result, we can
dispense with axiom A : ∀S.B. Then we replace S− with a fresh symbol NS−

and R− with NR− . The resulting K′ = (R′, T ′,A′) is as follows:

R′ = {R : NS− ; NR− : S}
T ′ = {∃NS− .A : B; B : ∃R.C; ∃S.B : D; B : ∀NS− .D; C D : ⊥}
A′ = {A(a); S(a, b); NS−(b, a)}

K′ is unsatisfiable; furthermore it is in EL except for axiom B : ∀NS− .D. This
axiom cannot be dispensed with since S− is generating, and hence it is needed
to propagate information along NS−-edges in a canonical model. ♦

We next present our transformation. For simplicity, we first restrict ourselves
to ALCHOIQ KBs; later on, we discuss issues associated with transitivity ax-
ioms and show how our techniques extend to SHOIQ.

Definition 5. Let K = (R, T ,A) be a normalised ALCHOIQ knowledge base.
The knowledge base Ξ(K) = (R′, T ′,A′) is obtained as follows:
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1. Extension: the knowledge base Ke = (Re, Te,Ae) is defined as follows:

– Re extends R with an axiom Inv(R) : Inv(S) for each R : S in R;
– Te extends T with the following axioms:

• an axiom ∃Inv(R).A : B for each axiom A : ∀R.B in T where
either Inv(R) is generating, or R is not generating; and

• an axiom A : ∀Inv(R).B for each axiom ∃R.A : B in T where
Inv(R) is generating;

– Ae extends A with an assertion R−(b, a) for each R(a, b) ∈ A.

2. EL-ification: Ξ(K) = (R′, T ′,A′) is obtained from Ke by first removing all
axioms A : ∀R.B in Te where R is not generating in T and then replacing
each occurrence of an inverse role that is rewritable in Ke with a fresh role.

The extension step only adds redundant information, and hence K and Ke are
equivalent. Making such information explicit is crucial for the subsequent EL-
ification step, where ineffectual axioms involving universal restrictions are re-
moved, and rewritable inverse roles are replaced with fresh atomic roles. The
following theorem extablishes the properties of the transformation.

Theorem 2. Let K′ = Ξ(K). The following conditions hold:

1. K′ is satisfiable iff K is satisfiable;
2. K′ is of size polynomial in the size of K;
3. If K satisfies all of the following properties, then K′ is EL:

– K is Horn and does not contain axioms of type N4 or N6;
– each axiom N5 satisfies either A = �, or R is not generating.
– each axiom N3 satisfies either A = �, or Inv(R) is not generating.

Note that the third condition in the theorem establishes sufficient conditions on
K for the transformed knowledge base K′ to be in EL. A simple case is when K
is in the QL profile of OWL 2, in which case the transformed KB is guaranteed
to be in EL. An interesting consequence of this result is that highly optimised
EL reasoners, such as ELK, can be exploited for classifying QL ontologies.

Corollary 1. If K is a normalised QL knowledge base, then Ξ(K) is in EL.

In many cases our transformation may only succeed in partially rewriting a
knowledge base into EL (c.f. Example 3). Even in these cases, our techniques
can have substantial practical benefits (see Evaluation section). As discussed in
Section 3.2, in the absence of inverse roles (hyper-)tableau reasoners may exploit
more aggressive blocking techniques. Furthermore, modular reasoning systems
such as MORe, which are designed to behave better for ontologies with a large
EL subset, are substantially enhanced by our transformations.

3.4 Dealing with Transitivity Axioms

As shown by the following example, the transformation in Definition 5 is not
applicable to knowledge bases containing transitivity axioms in the RBox.
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Example 4. Consider K = (R, T ,A) with R = {R : R−;Tra(R)}, A = {A(a)},
and T = {A : ∃R.B;A : C; ∃R−.C : D}. Let K′ = Ξ(K), where we assume
that the transitivity axiom Tra(R) stays unmodified in K′. More precisely, A′ =
A, and R′ = {R : NR− ;NR− : R;Tra(R)}, and T ′ = {A : ∃R.B;A :
C; ∃NR− .C : D;C : ∀R.D}. It can be checked that K |= D(a), but K′ 
|= D(a);
thus, a relevant entailment is lost. An attempt to recover this entailment by
making NR− transitive does not solve the problem. ♦

To address this issue, we eliminate transitivity before applying our transforma-
tion in Definition 5. Standard techniques for eliminating transitivity axioms in
DLs (e.g., [15]) have the effect of introducing non-Horn axioms. As a result, a
Horn knowledge base may not remain Horn after eliminating transitivity. There-
fore, we propose a modification of the standard technique that preserves Horn
axioms and which is compatible with our transformation in Definition 5.

Definition 6. Let K = (R, T ,A) be a normalised SHOIQ knowledge base. For
each axiom of the form A : ∀R.B in T and each transitive sub-role S of R in
R, let XS

R,B be an atomic concept uniquely associated to R,B, S. Furthermore,
for each axiom ∃R.A : B in T and each transitive sub-role S of R in R, let
Y S
R,B be a fresh atomic concept uniquely associated to R,B, S.
The knowledge base Ω(K) = (R′, T ′,A′) is defined as follows: (i) R′ is ob-

tained from R by removing all transitivity axioms; (ii) T ′ is obtained from T
by adding axioms A : ∀S.XS

R,B, XS
R,B : ∀S.XS

R,B, and XS
R,B : ∀S.B for each

concept XS
R,B, and axioms ∃S.A : Y S

R,B, ∃S.Y S
R,B : Y S

R,B , and ∃S.Y S
R,B : B

for each concept Y S
R,B; finally, (iii) A′ = A.

Lemma 1 establishes the properties of transitivity elimination, and Theorem
3 shows that our techniques extend to a SHOIQ knowledge base K by first
applying Ω to K and then Ξ to the resulting KB.

Lemma 1. Let K be a normalised SHOIQ KB. The following holds:

1. Ω(K) is satisfiable iff K is .
2. Ω(K) is a normalised ALCHOIQ; furthermore, Ω(K) is Horn iff K is Horn.
3. Ω(K) can be computed in time polynomial in the size of K.
4. if K is EL, then so is Ω(K).
5. If an inverse role R− is rewritable in K, then it is also rewritable in Ω(K).

Theorem 3. Let K = (R, T ,A) be a normalised SHOIQ knowledge base, and
let K′ = Ξ(Ω(K)). Then, K′ satisfies all properties 1− 3 in Theorem 2.

4 Reuse-Safe Roles

We next focus on Horn ontologies, and show how to further optimise reasoning by
identifying roles that are “reuse-safe”, and which can thus be treated by (hyper-)
tableau reasoners in a more optimised way. Each application of an axiom N2
or N4 triggers the generation of fresh individuals in a (hyper-)tableau. If these
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Fig. 4. Decreasing model size by reusing individuals

axioms involve a reuse-safe role, however, we show that reasoners can associate
with each such axiom a single fresh nominal, which can be deterministically
“reused” whenever the axiom is applied during construction of a pre-model. This
may reduce the size of pre-models, and improve reasoning times. Our technique
extends the results in [16], which show that for EL ontologies all roles admit
reuse, and pre-model size can be bounded polynomially.

Example 5. Consider the following knowledge base K = (R, T ,A) where R = ∅,
A = {A(a)}, and T consists of the following axioms:

A & ∃R.B1 C & ∃R.D1 A & ∀R.C E & ∃S.F F & ∃R.F2 B1 $B2 & ⊥
A & ∃R.B2 C & ∃R.D2 C & ∀R.E F & ∃R.F1 F1 $ F2 & ⊥ D1 $D2 & ⊥

Since R is generating and K has no inverses, we have Ξ(K) = K. Figure 4
a) depicts a canonical model of K. Role S is reuse-safe since it is not “affected”
by non-EL axioms involving universal restrictions. We can exploit this fact to
“fold” the model by identifying all nodes with an S-predecessor to a single fresh
nominal, as in Figure 4 b). In this way, we can reduce model size. ♦

Definition 7. Let K = (R, T ,A) be a normalised Horn KB. A role R in K is
reuse-safe if either R is not generating or the following conditions hold:

– Each axiom A : � 1S.B in K satisfies R 
:∗R S and R 
:∗R Inv(S);
– Each axiom A : ∀S.B in K with A 
= � satisfies R 
:∗R S; and
– Each axiom ∃S.A : B in K with A 
= � satisfies R 
:∗R Inv(S).

If a generating role R is reuse-safe, we can ensure that R-edges in a canonical
model of K are irrelevant to the satisfaction of non-EL axioms in K. To ensure
that (hyper-)tableau algorithms will exploit reuse-safety, and construct succinct
“folded” canonical models such as the one in Example 5, we provide the following
transformation, which makes the relevant nominals explicit.
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Definition 8. Let K = (R, T ,A) be a normalised Horn knowledge base.
For each each positive occurrence of a concept ∃R.B (resp. � nR.B) in K

with R reuse-safe, let cR,B (resp. ci,R,B for 1 � i � n) be fresh individual(s).
Then, Ψ(K) is KB obtained from K by:

– replacing each axiom in T of the form A : ∃R.B, where R is safe, by
A : ∃R.{cR,B} and adding the fact B(cR,B) to A, and by

– replacing each axiom of the form A : �nR.B, where R is safe, by all α ∈
{A : ∃R.{ci,R,B}, {cj,R,B}  {ck,R,B} : ⊥ | 1 � i � n and 1 � j < k � n}
and adding the facts B(ci,R,B), for 1 � i � n, to A.

The following theorem establishes the correctness of our transformation.

Theorem 4. K is satisfiable iff Ψ(K) is satisfiable.

In practice, system developers can achieve the same goal as our transformation
by making their implementations sensitive to reuse-safe roles: to satisfy an axiom
involving existential or an at-least restrictions over such role, a system should
reuse a suitable distinguished individual instead of generating a fresh one.

We next analyse the case where all roles in a Horn KBK = (R, T ,A) are reuse-
safe. In this case, we can show that Ψ(K) is in RL. Furthermore, we can identify
a new efficiently-recognisable class of DL knowledge bases that contains both
EL and RL, and for which both classification and fact entailment are feasible in
polynomial time.

Theorem 5. Let C be the class of Horn knowledge bases K such that all roles
in K are reuse-safe. Then, the following conditions hold:

1. Checking whether a SHOIQ KB K is in C is feasible in polynomial time;

2. Every EL and RL knowledge base is contained in C;
3. Ψ(K) is an RL knowledge base for each K ∈ C; and
4. Classification and fact entailment in C are feasible in polynomial time.

Finally, it is worth emphasising that, although the transformations Ψ in Defini-
tion 8 and Ξ in Section 3 are very different and serve rather orthogonal purposes,
they are connected in the limit case where all roles are reuse-safe and the ontol-
ogy does not contain cardinality restrictions.

Proposition 2. Let K be a normalised Horn KB that does not contain axioms
N4 or N6. Then, Ξ(Ω(K)) is EL iff all roles in K are reuse-safe.

5 Evaluation

We have implemented the transformations described in Sections 3 and 4, and
we have performed a range of classification and data reasoning experiments over
both realistic ontologies and standard benchmarks.
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Table 1. Classification times for representative ontologies (in seconds)

Ontology ID 00018 00352 00448 00461 00463 00470 00660 Fly

Original (HermiT) 76.787 18.679 68.545 2.260 t-out 286.89 102.80 840.014
Normalised (HermiT) 30.730 7.235 41.529 11.768 t-out 318.60 123.71 807.167
EL-ified (HermiT) 9.006 7.953 21.395 1.801 651.884 54.40 17.62 17.361

Original (MORe) 42.292 15.095 5.949 2.515 t-out 258.53 99.93 844.639
Normalised (MORe) 10.521 3.195 5.061 11.442 t-out 293.55 85.42 819.640
EL-ified (MORe) 3.0792 2.650 5.019 1.310 694.046 3.48 17.58 17.409

5.1 Classification Experiments

For our input data, we used the OWL 2 ontologies in the Oxford Ontology
Repository,4 which contains 793 realistic ontologies, as well as a “hard” version
of the FlyAnatomy ontology, which is not yet in the repository. Several of the
test ontologies contain a small number of axioms exploiting constructs (such
as complex RIAs) not available in SHOIQ; in these cases we tested filtered
versions of the ontologies where such axioms have been removed.

We tested classification times for the latest versions of HermiT (v.1.3.8) and
MORe (v.0.1.5) using their standard settings. All experiments were performed
on a laptop with 16 GB RAM and Intel Core 2.9 GHz processor running Java
v.1.7.0 21, with a timeout set to 3,000s.

EL-ification Experiments. Out of the 793 ontologies in the corpus, we se-
lected those 70 that contain inverse roles, and which HermiT takes at least 1s to
classify. For each test ontology K we have computed a normalised version Υ (K)
and an EL-ified version K′ (see Section 3), and have compared classification
times for HermiT and MORe on each version.

We found that 50 out of the 70 test ontologies contained only rewritable in-
verse roles, which could be successfully eliminated using our transformations, and
4 of these ontologies could be fully rewritten into EL. Of these 50 ontologies, 6
could not be classified by HermiT even after EL-ification; however, HermiT suc-
ceeded on 2 EL-ified ontologies that could not be classified in their original form.
For the remaining 42 ontologies, normalisation alone leads to a slight deteriora-
tion in average performance due to the introduction of new class names (which
HermiT must classify); however, EL-ification improves HermiT’s performance
by an average factor of approximately 3. We believe that this improvement is
due to HermiT being able to use single blocking instead of pairwise blocking.

Like HermiT, MORe failed on 8 of the original ontologies, but succeeded on
two of these after EL-ification. With the remaining 42, as for HermiT, normal-
isation alone leads to a slight deterioration in performance, but EL-ification
improves performance by an average factor of approximately 6. The larger im-
provement can be explained by the fact that many axioms are rewritten into
EL, and hence MORe can delegate a greater part of the computational work to
ELK. Table 1 presents results for some representative cases.

4 http://www.cs.ox.ac.uk/isg/ontologies/

http://www.cs.ox.ac.uk/isg/ontologies/
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Finally, as already mentioned, our test corpus contains 20 ontologies with
non-rewritable inverse roles. As expected, in these cases we obtained no consis-
tent improvement since the presence of inverses forces HermiT to use pairwise
blocking; furthermore, in some cases the transformation negatively impacts per-
formance, as it adds a substantial number of axioms to simulate the effect of
inverse roles. Hence, it seems that our techniques are clearly beneficial only
when all inverse roles are rewritable.

Reuse Safety. From the 793 ontologies in the corpus, we identified 174 Horn
ontologies that do not fall within any of the OWL 2 profiles. We have applied
our transformation in Definition 8 to these ontologies and found that 53 do not
contain unsafe roles and hence are rewritten into RL. Furthermore, we found
that in the remaining ontologies 89% of the roles were reuse-safe, on average.
We have tested classification times with HermiT over the transformed ontologies,
but found that the transformation had a negative impact on performance. This
is explained by the fact that our transformation introduces nominals. In the
presence of nominals, HermiT disables anywhere blocking—a powerful technique
that makes nodes blockable by any other node in the tableau (and not just by its
ancestors). As mentioned in Section 4, it would be more effective to implement
safe reuse as a modification of HermiT’s calculus; this, however, implies non-
trivial modifications to the core of the reasoner, which is left for future work.

5.2 Data Reasoning Experiments

We have used the standard LUBM benchmark, which comes with an ontology
about academic departments and a dataset generator parameterised by the num-
ber of universities for which data is generated (LUBM(n) denotes the dataset
for n universities). The LUBM ontology is not in RL, as it contains axioms of
type N2; however, all roles in LUBM are reuse-safe and hence we rewrote it
into RL using the transformation in Definition 8. For each dataset, we recorded
the times needed to compute the instances of all atomic concepts in the ontol-
ogy. We compared HermiT over the original ontology and the RL reasoner RD-
Fox5 over the transformed ontology. HermiT took 3.7s for LUBM(1), and timed
out for LUBM(5). In contrast RDFox only required 0.2s for LUBM(1), 1.5s for
LUBM(10), and 7.4s for LUBM(20). These results suggest the clear benefits of
transforming an ontology to RL and exploiting highly scalable reasoners such as
RDFox.

6 Related Work

The observation that many ontologies consist of a large EL “backbone” and a
relatively small number of non-EL axioms is exploited by the modular reasoner
MORe [1] to delegate the bulk of the classification work to EL reasoner ELK
[11]. Modular reasoning techniques, however, are sensitive to syntax and all

5 http://www.cs.ox.ac.uk/isg/tools/RDFox/

http://www.cs.ox.ac.uk/isg/tools/RDFox/
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non-EL axioms (as well as those “depending” on them) must be processed by a
fully-fledged OWL reasoner. Ren et al. propose a technique for approximating
an OWL ontology into EL [17]; this approximation, however, is incomplete for
classification and hence valid subsumptions might be lost.

Several techniques for inverse role elimination in DL ontologies have been de-
veloped. Ding et al. [7] propose a polynomial reduction from ALCI into ALC,
which is then extended in [6] to SHOI. Similarly, Song et al. [19] propose a
polynomial reduction from ALCHI to ALCH KBs to optimise classification. In
all of these approaches inverse roles are replaced with fresh symbols and new
axioms are introduced to compensate for the loss of implicit inferences. These
approaches, however, are not applicable to KBs with cardinality restrictions; fur-
thermore, inverse role elimination heavily relies on the introduction of universal
restrictions, and hence they are not well-suited for EL-ification. Calvanese et
al. [5] propose a transformation from ALCFI knowledge bases to ALC which is
sound and complete for classification; this technique exhaustively introduces uni-
versal restrictions to simulate at-most cardinality restrictions and inverse roles,
and hence it is also not well-suited for EL-ification; furthermore, this technique
is not applicable to knowledge bases with transitive roles or nominals. Finally,
Lutz et al. study rewritability of first-order formulas into EL as a decision prob-
lem [13]; the rewritings studied in [13], however, require preservation of logical
equivalence, whereas ours preserve satisfiability.

The techniques described in Section 4 extend the so-called combined approach
to query answering in EL [12,20]. They are also related to are strongly related
to individual reuse optimisations [16], where to satisfy existential restrictions a
(hyper-)tableau reasoner tries to reuse an individual from the model constructed
thus far. Individual reuse, however, may introduce non-determinism in exchange
for a smaller model: if the reuse fails (i.e., a contradiction is derived), the reasoner
must backtrack and introduce a fresh individual. In contrast, in the case of reuse-
safe roles reuse can be done deterministically and hence model size is reduced
without the need of backtracking.

Finally, Zhou et. al use a very similar transformation as ours to strengthen
ontologies and overestimate query answers [23]. It follows from Theorem 5 that
the technique in [23] leads to exact answers to atomic queries for Horn ontologies
where all roles are reuse-safe.

7 Conclusions and Future Work

In this paper, we have proposed novel techniques for rewriting ontologies into
the OWL 2 profiles. Our techniques are easily implementable as preprocessing
steps in DL reasoners, and can lead to substantial improvements in reasoning
times. Furthermore, we have established sufficient conditions for ontologies to
be polynomially rewritable into the EL and RL profiles. Thus, for the class of
ontologies satisfying our conditions reasoning becomes feasible in polynomial
time. There are many avenues to explore for future work. For example, we will
investigate extensions of our EL-ification techniques that are capable of rewriting
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away disjunctive axioms. Furthermore, we are planning to implement safe reuse
in HermiT and evaluate the impact of this optimisation on classification.
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ISWC 2012, Part I. LNCS, vol. 7649, pp. 1–16. Springer, Heidelberg (2012)

2. Baader, F., Lutz, C., Suntisrivaraporn, B.: CEL — A polynomial-time reasoner
for life science ontologies. In: Furbach, U., Shankar, N. (eds.) IJCAR 2006. LNCS
(LNAI), vol. 4130, pp. 287–291. Springer, Heidelberg (2006)
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Abstract. We introduce the probabilistic Description Logic BEL. In
BEL, axioms are required to hold only in an associated context. The
probabilistic component of the logic is given by a Bayesian network that
describes the joint probability distribution of the contexts. We study
the main reasoning problems in this logic; in particular, we (i) prove
that deciding positive and almost-sure entailments is not harder for BEL
than for the BN, and (ii) show how to compute the probability, and the
most likely context for a consequence.

1 Introduction

Description Logics (DLs) [2] are a family of knowledge representation formalisms
originally designed for representing the terminological knowledge of a domain in
a precise and well-understood manner. They have been successfully employed
for creating large knowledge bases, representing real application domains. For
instance, they are the logical formalism underlying prominent bio-medical on-
tologies such as Snomed CT, Galen, or the Gene Ontology.

Description logic ontologies are usually composed of axioms that restrict the
class of possible interpretations. As these are hard restrictions, DL ontologies
can only encode absolute, immutable knowledge. For some application domains,
however, knowledge depends on the situation (or context) in which it is consid-
ered. For example, the notion of a luxury hotel in a small rural center will be
different from the one in a large cosmopolitan city. When building an ontology
for hotels, it makes sense to contextualize the axioms according to location, and
possibly other factors like season, type of weather, etc. Since these contexts refer
to notions that are external to the domain of interest, it is not always desirable,
or even possible, to encode them directly into the classical DL axioms.

We follow a different approach for handling contextual knowledge. We label
every axiom with the context in which it is valid. For example, we could have
statements like 〈LuxuryHotel : ∃hasFeature.MeetingRoom : city〉 stating that in
the context of a city, every luxury hotel has a meeting room. This axiom im-
poses no restriction in case the context is not a city: it might still hold, or not,
depending on other factors.
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Labeling the axioms in an ontology allows us to give a more detailed descrip-
tion of the knowledge domain. Reasoning in these cases can be used to infer
knowledge that is guaranteed to hold in any given context. While the knowledge
within this context is precise, there might be a level of uncertainty regarding
the current context. To model this uncertainty, we attach a probability to each
of the possible contexts. Since we cannot assume that the contexts are (proba-
bilistically) independent, we need to describe the joint probability distribution
over the space of all contexts. Thus, we consider knowledge bases that are com-
posed of an ontology labeled with contextual information, together with a joint
probability distribution over the space of contexts.

To represent the probabilistic component of the knowledge base, we use
Bayesian networks (BNs) [14], a well-known probabilistic graphical model that
allows for a compact representation of the probability distribution, with the help
of conditional independence assumptions. For the logical component, we focus
on EL [1], a light-weight DL that allows for polynomial-time reasoning. These
formalisms together yield the Bayesian DL BEL.

We study classical and probabilistic reasoning problems in BEL. Not surpris-
ingly, reasoning in this logic is intractable in general, as is reasoning in BNs
already. However, we show that hardness arises exclusively from the probabilis-
tic component: the parameterized complexity of reasoning is polynomial, if the
size of the BN is considered as a parameter.

The choice of EL as underlying logical formalism is meant as a simple pro-
totypical case. It allows us to understand the subtleties of combining BNs with
DLs, as a first step towards more expressive formalisms. For a preliminary dis-
cussion on more expressive Bayesian DLs, and additional details and examples
for BEL, see [9].

2 The Description Logic BEL
The DL BEL is a probabilistic extension of the light-weight DL EL, where prob-
abilities are encoded using a Bayesian network [14]. Formally, a Bayesian net-
work (BN) is a pair B = (G,Φ), where G = (V,E) is a finite directed acyclic
graph (DAG) whose nodes represent Boolean random variables,1 and Φ contains,
for every node x ∈ V , a conditional probability distribution PB(x | π(x)) of x
given its parents π(x). If V is the set of nodes in G, we say that B is a BN
over V .

The idea behind BNs is that G = (V,E) encodes a series of conditional in-
dependence assumptions between the random variables. More precisely, every
variable x ∈ V is conditionally independent of its non-descendants given its par-
ents. Thus, every BN B defines a unique joint probability distribution (JPD)
over V given by

PB(V ) =
∏
x∈V

PB(x | π(x)).

1 In their general form, BNs allow for arbitrary discrete random variables. We restrict
w.l.o.g. to Boolean variables for ease of presentation.
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Fig. 1. The BN B0 over V0 = {x, y, z}

A very simple BN is shown in Figure 1. From this network we can derive e.g.
P (x,¬y, z) = P (z | x,¬y) · P (¬y | x) · P (x) = 0.1 · 0 · 0.7 = 0.

As with classical DLs, the main building blocks in BEL are concepts, which
are syntactically built as EL concepts. Given two disjoint sets NC and NR of
concept names and role names, respectively, BEL concepts are defined through
the syntactic rule

C ::= A | � | C C | ∃r.C
where A ∈ NC and r ∈ NR. In DLs, the domain knowledge is typically encoded as
a finite set of general concept inclusions (GCIs), called a TBox. BEL generalizes
classical TBoxes by annotating the GCIs with a context, defined by a set of
literals belonging to a BN.

Definition 1 (KB). Let V be a finite set of Boolean variables. A V -literal is
an expression of the form x or ¬x, where x ∈ V ; a V -context is a consistent set
of V -literals.

A V -restricted general concept inclusion (V -GCI) is an expression of the form
〈C : D : κ〉 where C and D are BEL concepts and κ is a V -context. A V -TBox
is a finite set of V -GCIs.

A BEL knowledge base (KB) over V is a pair K = (B, T ) where B is a BN
over V and T is a V -TBox.

Intuitively, a V -GCI is an axiom that is only guaranteed to hold when its context
is enforced. The semantics of this logic is defined with the help of interpretations
that map concept and role names to unary and binary predicates, respectively;
additionally, these interpretations evaluate the random variables from the BN.

Definition 2 (interpretation). Given a finite set of Boolean variables V , a
V -interpretation is a tuple I = (ΔI , ·I ,VI) where ΔI is a non-empty set called
the domain, VI : V → {0, 1} is a valuation of the variables in V , and ·I is an
interpretation function that maps every concept name A to a set AI ⊆ ΔI and
every role name r to a binary relation rI ⊆ ΔI × ΔI .

When there is no danger of ambiguity, we will usually ignore the parameter V
and speak simply of e.g. a TBox, a KB, or an interpretation.

The interpretation function ·I is extended to arbitrary BEL concepts by the
following rules.



The Bayesian Description Logic BEL 483

− �I := ΔI

− (C  D)I := CI ∩DI

− (∃r.C)I := {d ∈ ΔI | ∃e ∈ ΔI : (d, e) ∈ rIand e ∈ CI}

The valuation VI is extended to contexts by defining, for every x ∈ V ,
VI(¬x) = 1− VI(x), and for every context κ,

VI(κ) = min
�∈κ

VI(�),

where min�∈∅ VI(�) := 1. Intuitively, a context κ can be thought as a conjunction
of literals, which is evaluated to 1 iff each literal is so and 0 otherwise. We
say that the V -interpretation I is a model of the GCI 〈C : D : κ〉, denoted
as I |= 〈C : D : κ〉, iff (i) VI(κ) = 0, or (ii) CI ⊆ DI . It is a model of the
TBox T iff it is a model of all the GCIs in T . The idea is that the restriction
C : D is only required to hold whenever the context κ is satisfied. Thus, any
interpretation that violates the context trivially satisfies the whole axiom.

Example 3. Let V0 = {x, y, z}, and consider the V0-TBox

T0 := { 〈A : C : {x, y}〉 , 〈A : B : {¬x}〉 , 〈B : C : {¬x}〉}.

The interpretation I0 = ({d}, ·I0,V0) where V0({x,¬y, z}) = 1, AI0 = {d}, and
BI0 = CI0 = ∅ is a model of T0, but is not a model of the GCI 〈A : B : {x}〉.

The classical DL EL can be seen as a special case of BEL in which all GCIs are
associated with an empty context; that is, are of the form 〈C : D : ∅〉. Notice
that every valuation satisfies the empty context ∅. Thus, a V -interpretation I
satisfies the GCI 〈C : D : ∅〉 iff CI ⊆ DI . We say that T entails 〈C : D : ∅〉,
denoted by T |= C : D, if every model of T is also a model of 〈C : D : ∅〉. For
a valuation W of the variables in V , we can define a TBox containing all axioms
that must be satisfied in any V -interpretation I = (ΔI , ·I ,VI) with VI = W .

Definition 4 (restriction). Let K = (B, T ) be a KB. The restriction of T to
a valuation W of the variables in V is the TBox

TW := {〈C : D : ∅〉 | 〈C : D : κ〉 ∈ T ,W(κ) = 1}.

So far, our semantics have focused on the evaluation of the Boolean variables and
the interpretation of concepts, ignoring the probabilistic information provided
by the BN. To handle these probabilities, we introduce multiple-world semantics
next. Intuitively, a V -interpretation describes a possible world; by assigning a
probabilistic distribution over these interpretations, we describe the required
probabilities, which should be consistent with the BN.

Definition 5 (probabilistic model). A probabilistic interpretation is a pair
P = (I, PI), where I is a set of V -interpretations and PI is a probability distri-
bution over I such that PI(I) > 0 only for finitely many interpretations I ∈ I.
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This probabilistic interpretation is a model of the TBox T if every I ∈ I is a
model of T . P is consistent with the BN B if for every possible valuation W of
the variables in V it holds that∑

I∈I,VI=W

PI(I) = PB(W).

The probabilistic interpretation P is a model of the KB (B, T ) iff it is a (prob-
abilistic) model of T and consistent with B.

One simple consequence of this semantics is that probabilistic models preserve
the probability distribution of B for subsets of literals; i.e., contexts. The proof
follows from the fact that a context corresponds to a partial valuation. Hence,
the probability of a context κ is the sum of the probabilities of all valuations
that extend κ.

Theorem 6. Let K = (B, T ) be a KB, and κ a context. For every model P of
K it holds that ∑

I∈I,VI(κ)=1

PI(I) = PB(VI(κ)).

For the following sections it will be useful for proving our results to consider
a special kind of interpretations, which we call pithy . These interpretations
contain at most one V -interpretation for each valuation of the variables in V .
Each of these V -interpretations provides the essential information associated to
the corresponding valuation.

Definition 7 (pithy). The probabilistic interpretation P = (I, PI) is called
pithy if for every valuation W of the variables in V there exists at most one
V -interpretation I = (ΔI , ·I ,VI) ∈ I such that VI = W.

We now study classical and probabilistic reasoning problems in BEL, and analyse
their complexity.

3 Reasoning in BEL
In the previous section we have described how probabilistic knowledge can be
represented using a BEL KB. We now focus our attention to reasoning with this
knowledge. The most basic decision problem in any DL is whether an ontology
is consistent. It turns out that, as for classical EL, this problem is trivial in BEL.

Theorem 8. Every BEL KB is consistent.

Proof (Sketch). Let K = (B, T ) be a BEL KB. Let ΔI = {a} and ·I be such that
AI = {a} and rI = {(a, a)} for all A ∈ NC and r ∈ NR. For every valuation W ,
define the V -interpretation IW = (ΔI , ·I ,W). Then, the probabilistic interpre-
tation P = (I, PI) where I = {IW | W is a valuation} and PI(IW) = PB(W) is
a model of K.
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A more interesting reasoning problem is subsumption: decide whether a concept
is interpreted as a subclass of another one. We generalize this problem to consider
also the contexts and probabilities provided by the BN.

Definition 9 (subsumption). Let C,D be two BEL concepts, κ a context,
and K a KB. C is contextually subsumed by D in κ w.r.t. K , denoted as
〈C :K D : κ〉, if every probabilistic model of K is also a model of the TBox
{〈C : D : κ〉}. For a probabilistic interpretation P = (I, PI), we define the
probability of a consequence P (〈C :P D : κ〉) :=

∑
I∈I,I|=〈C"D:κ〉 PI(I). The

probability of 〈C : D : κ〉 w.r.t. K is defined as

P (〈C :K D : κ〉) := inf
P|=K

P (〈C :P D : κ〉).

We say that C is positively subsumed by D in κ if P (〈C :K D : κ〉) > 0, and C
is p-subsumed by D in κ, for p ∈ (0, 1] if P (〈C :K D : κ〉) ≥ p. We sometimes
refer to 1-subsumption as almost-sure subsumption.

Clearly, if C is subsumed by D in κ w.r.t. a KB K, then P (〈C :K D : κ〉) = 1.
The converse, however, may not hold since the subsumption relation might be
violated in V -interpretations of probability zero.

Example 10. Consider the KB K0 = (B0, T0), where B0 is the BN depicted in
Figure 1 and T0 the TBox from Example 3. It follows that P (〈A :K0 C : ∅〉) = 1
and P (〈C :K0 B : {x, y}〉) = 0. Moreover, for any two concepts E,F , it holds
that P (〈E :K0 F : {x,¬y}〉) = 1 since 〈E :K0 F : {x,¬y}〉 can only be violated
in V -interpretations that have probability 0. However, in general the consequence
〈E :K0 F : {x,¬y}〉 does not hold.

3.1 Probabilistic Subsumption

We consider first the problem of computing the probability of a subsumption,
or deciding positive, p-subsumption, and almost-sure subsumption. As an inter-
mediate step, we show that it is possible w.l.o.g. to restrict reasoning to pithy
models.

Lemma 11. Let K be a KB. If P is a probabilistic model of K, then a pithy
model Q of K can be computed such that for every two concepts C,D and context
κ it holds that P (〈C :Q D : κ〉) ≤ P (〈C :P D : κ〉).

Proof (Sketch). Let W be a valuation and I, I ′ ∈ I two V -interpretations such
that VI = VI′

= W . Construct a new interpretation J as the disjoint union of
I and I ′. The probabilistic interpretation (H, PH) with H = (I ∪ {J }) \ {I, I ′}
and

PH(H) :=

{
PI(H) H 
= J
PI(I) + PI(I ′) H = J

is a model of K. Moreover, J |= 〈C : D : κ〉 iff both I |= 〈C : D : κ〉 and
I ′ |= 〈C : D : κ〉. �
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As we show next, the probability of a consequence can be computed by reasoning
over the restrictions TW of T .

Theorem 12. Let K = (B, T ) be a KB, C,D two concepts and κ a context.

P (〈C :K D : κ〉) = 1− PB(κ) +
∑

TW |=C"D
W(κ)=1

PB(W).

Proof. For every valuation W construct the V -interpretation IW as follows. If
TW |= C : D, then IW is any model (ΔIW , ·IW ,W) of TW ; otherwise, IW
is any model (ΔIW , ·IW ,W) of TW that does not satisfy 〈C : D : κ〉, which
must exist by definition. The probabilistic interpretation PK = (I, PI) such that
I = {IW | W a valuation of V } and PI(IW) = PB(W) for all W is a model of
K and

P (〈C :PK D : κ〉) =
∑

IW |=〈C"D:κ〉
PI(IW)

=
∑

W(κ)=0

PI(IW) +
∑

W(κ)=1,
IW |=〈C"D:κ〉

PI(IW )

= 1− PB(κ) +
∑

TW |=C"D
W(κ)=1

PB(W).

Thus, P (〈C :K D : κ〉) ≤ 1− PB(κ) +
∑
TW |=C"D,W(κ)=1 PB(W). Suppose now

that the inequality is strict, then there exists a probabilistic model P = (J, PJ)
of K such that P (〈C :P D : κ〉) < P (〈C :PK D : κ〉). By Lemma 11, we can
assume w.l.o.g. that P is pithy, and hence for every valuationW with PB(W) > 0
there exists exactly one JW ∈ J with VJW = W . We thus have∑

JW |=〈C"D:κ〉,W(κ)=1

PJ(JW) <
∑

IW |=〈C"D:κ〉,W(κ)=1

PI(IW ).

Since PI(IW) = PJ(JW) for all W , then there must exist a valuation V such that
IV |= 〈C : D : κ〉 but JV 
|= 〈C : D : κ〉. Since JV is a model of TV it follows
that TV 
|= C : D. By construction, then we have that IV 
|= 〈C : D : κ〉, which
is a contradiction. �

Based on this theorem, we can compute the probability of a subsumption as
described in Algorithm 1. The algorithm simply verifies for all possible valuations
W , whether TW entails the desired axiom. Clearly, the for loop is executed 2|V |

times; that is, once for each possible valuation of the variables in V . Each of
these executions needs to compute the probability PB(W) and, possibly, decide
whether TW |= C : D. The former can be done in polynomial time on the size
of B, using the standard chain rule [14], while deciding entailment from an EL
TBox is polynomial on T [8]. Overall, Algorithm 1 runs in time exponential on
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Algorithm 1. Probability of Subsumption

Input: KB K = (B, T ), GCI 〈C & D : κ〉
Output: P (〈C &K D : κ〉)
1: P ← 0, Q← 0
2: for all valuations W do
3: if W(κ) = 0 then
4: Q← Q+ PB(W)
5: else if TW |= C & D then
6: P ← P + PB(W)

7: return 1−Q+ P

B but polynomial on T . Moreover, the algorithm requires only polynomial space
since the different valuations can be enumerated using only |V | bits. Thus, we
obtain the following result.

Theorem 13. The problem of deciding p-subsumption is in PSpace and fixed-
parameter tractable where |V | is the parameter.2

As a lower bound, unsurprisingly, p-subsumption is at least as hard as deciding
probabilities from the BN. Since this latter problem is hard for the class PP [19],
we get the following result.

Theorem 14. Deciding p-subsumption is PP-hard.

If we are interested only in deciding positive or almost-sure subsumption, then
we can further improve these upper bounds to NP and coNP, respectively.

Theorem 15. Deciding positive subsumption is NP-complete. Deciding almost-
sure subsumption is coNP-complete.

Proof. To decide positive subsumption, we can simply guess a valuation W and
check in polynomial time that (i) PB(W) > 0 and (ii) either W(κ) = 0 or
TW |= C : D. The correctness of this algorithm is given by Theorem 12. Thus
the problem is in NP.

To show hardness, we recall that deciding, given a BN B and a variable x ∈ V ,
whether PB(x) > 0 is NP-hard [11]. Consider the KB K = (B, ∅) and A,B
two arbitrary concept names. It follows from Theorem 12 that PB(x) > 0 iff
P (〈A :K B : {¬x}〉) > 0. Thus positive subsumption is NP-hard. The coNP-
completeness of almost-sure subsumption can be shown analogously. �

Notice once again that the non-determinism needed to solve these problems is
limited to the number of random variables in B. More precisely, exactly |V | bits
need to be non-deterministically guessed, and the rest of the computation runs
in polynomial time. In practical terms this means that subsumption is tractable

2 Recall that a problem is fixed-parameter tractable if it can be solved in polynomial
time, assuming that the parameter is fixed [15].
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as long as the DAG remains small. On the other hand, Algorithm 1 shows that
the probabilistic and the logical components of the KB can be decoupled while
reasoning. This is an encouraging result as it means that one can apply the
optimized methods developed for BN inference and for DL reasoning directly in
BEL without major modifications.

3.2 Contextual Subsumption

We now turn our attention to deciding whether a contextual subsumption re-
lation follows from all models of the KB in a classical sense; that is, whether
〈C :K D : κ〉 holds. Contrary to classical EL, subsumption in BEL is already
intractable, even if we consider only the empty context.

Theorem 16. Let K be a KB and C,D two concepts. Deciding 〈C :K D : ∅〉 is
coNP-hard.

Proof. We present a reduction from validity of DNF formulas, which is known
to be coNP-hard [10]. Let φ = σ1 ∨ . . . ∨ σn be a DNF formula where each σi

is a conjunctive clause and let V be the set of all variables appearing in φ. For
each variable x ∈ V , we introduce the concept names Bx and B¬x and define the
TBox Tx := {〈A : Bx : {x}〉 , 〈A : B¬x : {¬x}〉}. For every conjunctive clause
σ = �1 ∧ . . . ∧ �m define the TBox Tσ := {〈B�1  . . .  B�m : C : ∅〉}. Let now
K = (B, T ) where B is an arbitrary BN over V and T =

⋃
x∈V Tx ∪

⋃
1≤i≤n Tσi .

It is easy to see that φ is valid iff 〈A :K C : ∅〉. �

The main reason for this hardness is that the interaction of contexts might pro-
duce consequences that are not obvious at first sight. For instance, a consequence
might follow in context κ not because the axioms from κ entail the consequence,
but rather because any valuation satisfying κ will yield it. That is the main idea
in the proof of Theorem 16; the axioms that follow directly from the empty con-
text never entail the subsumption A : C, but if φ is valid, then this subsumption
follows from all valuations. We obtain the following result.

Lemma 17. Let K = (B, T ) be a KB. Then 〈C :K D : κ〉 iff for every valuation
W with W(κ) = 1, it holds that TW |= C : D.

It thus suffices to identify all valuations that define TBoxes entailing the conse-
quence. To do this, we will take advantage of techniques developed in the area
of axiom-pinpointing [6], access control [3], and context-based reasoning [4]. It
is worth noticing that subsumption relations depend only on the TBox and not
on the BN. For that reason, for the rest of this section we focus only on the
terminological part of the KB.

We can think of every context κ as the conjunctive clause χκ :=
∧

�∈κ �. In
this view, the V -TBox T is a labeled TBox over the (distributive) lattice B of
all Boolean formulas over the variables V , modulo equivalence. Each formula φ
in this lattice defines a sub-TBox Tφ which contains all axioms 〈C : D : κ〉 ∈ T
such that χκ |= φ.
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Using the terminology from [4], we are interested in finding a boundary for a
consequence. Given a TBox T labeled over the lattice B and concepts C,D, a
boundary for C : D w.r.t. T is an element φ ∈ B such that for every join-prime
element ψ ∈ B it holds that ψ |= φ iff Tψ |= C : D (see [4] for further details).
Notice that the join-prime elements of B are exactly the valuations of variables
in V . Using Lemma 17 we obtain the following result.

Theorem 18. Let φ be a boundary for C : D w.r.t. T in B. Then, for any
context κ we have that 〈C :K D : κ〉 iff χκ |= φ.

While several methods have been developed for computing the boundary of a
consequence, they are based on a black-box approach that makes several calls to
an external reasoner. We present a glass-box approach that computes a compact
representation of the boundary directly. This method, based on the standard
completion algorithm for EL [8], can in fact compute the boundaries for all
subsumption relations between concept names that follow from the KB.

For our completion algorithm we assume that the TBox is in normal form; i.e.,
all GCIs are of the form 〈A1  A2 : B : κ〉, 〈A : ∃r.B : κ〉, or 〈∃r.A : B : κ〉,
where A,A1, A2, B ∈ NC ∪ {�}. It is easy to see that every V -TBox can be
transformed into an equivalent one in normal form in linear time.

Given a TBox in normal form, the completion algorithm uses rules to label a
set of assertions until no new information can be added. Assertions are tuples
of the form (A,B) or (A, r,B) where A,B ∈ NC ∪ {�} and r ∈ NR are names
appearing in the TBox. The function lab maps every assertion to a Boolean
formula φ over the variables in V . Intuitively, lab(A,B) = φ expresses that
TW |= A : B in all valuations W that satisfy φ; and lab(A, r,B) = φ expresses
that TW |= A : ∃r.B in all valuations W that satisfy φ. The algorithm is
initialized with the labeling of assertions

lab(α) :=

{
t α is of the form (A,�) or (A,A) for A ∈ NC ∪ {�}
f otherwise,

where t is a tautology and f a contradiction in B. This function is modified by
applying the rules from Table 1 where for brevity, we denote lab(α) = φ by
αφ. Every rule application changes the label of one assertion for a more general
formula. The number of assertions is polynomial on T and the depth of the
lattice B is exponential on |V |. Thus, in the worst case, the number of rule
applications is bounded exponentially on |V |, but polynomially on T .

Clearly, all the rules are sound; that is, at every step of the algorithm it holds
that TW |= A : B for all concept names A,B and all valuations W that satisfy
lab(A,B), and analogously for (A, r,B). It can be shown using techniques from
axiom-pinpointing (see e.g. [7,4]) that after termination the converse also holds;
i.e., for every valuation W , if TW |= A : B, then W |= lab(A,B). Thus, we
obtain the following result.

Theorem 19. Let lab be the labelling function obtained through the completion
algorithm. For every two concept names A,B appearing in T , lab(A,B) is a
boundary for A : B w.r.t. T .
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Table 1. Completion rules for subsumption in BEL

If

{ 〈A1 $A2 & B : κ〉 ∈ T , }
then lab(X,B) := (χκ ∧ φ1 ∧ φ2) ∨ ψ(X,A1)

φ1 , (X,A2)
φ2 , (X,B)ψ

χκ ∧ φ1 ∧ φ2 �|= ψ

If

{ 〈A & ∃r.B : κ〉 ∈ T }
then lab(X, r,B) := (χκ ∧ φ) ∨ ψ(X,A)φ, (X, r,B)ψ

χκ ∧ φ �|= ψ

If

{ 〈∃r.A & B : κ〉 ∈ T }
then lab(X,B) := (χκ ∧ φ1 ∧ φ2) ∨ ψ(X, r, Y )φ1 , (Y,A)φ2 , (X,B)ψ

χκ ∧ φ1 ∧ φ2 �|= ψ

Once we know a boundary φ for A : B w.r.t. T , we can decide whether
〈A :K B : κ〉: we need only to verify whether χκ |= φ. This decision is in NP on
|V |. Although the algorithm is described exclusively for concept names A,B, it
can be used to compute a boundary for C : D, for arbitrary BEL concepts C,D,
simply by adding the axioms 〈A0 : C : ∅〉 and 〈D : B0 : ∅〉, where A0, B0 are
new concept names, to the TBox, and then computing a boundary for A0 : B0

w.r.t. the extended TBox. This yields the following result.

Corollary 20. Subsumption in BEL can be decided in exponential time, and is
fixed-parameter tractable where |V | is the parameter.

Clearly, the boundary for C : D provides more information than necessary
for deciding whether the subsumption holds in a given context κ. It encodes
all contexts that entail the desired subsumption. We can use this knowledge to
deduce the most likely context.

3.3 Most Likely Context

The problem of finding the most likely context for a consequence can be seen
as the dual of computing the probability of this consequence. Intuitively, we are
interested in finding the most likely explanation for an event; assuming that a
consequence holds, we are interested in finding an explanation for it, in the form
of a context, that has the maximal probability of occurring.

Definition 21 (most likely context). Given a KB K = (B, T ) and con-
cepts C,D, the context κ is called a most likely context for C : D w.r.t. K
if (i) 〈C :K D : κ〉, and (ii) for every context κ′, if 〈C :K D : κ′〉 holds, then
PB(κ

′) ≤ PB(κ).

Notice that we are not interested in maximizing P (〈C :K D : κ〉) but rather
PB(κ). Indeed, these two problems can be seen as dual, since P (〈C :K D : κ〉)
depends inversely, but not exclusively, on PB(κ) (see Theorem 12).



The Bayesian Description Logic BEL 491

Algorithm 2. Compute all most likely contexts

Input: KB K = (B, T ), concepts C,D
Output: The set Λ of most likely contexts for C & D w.r.t. K and probability p ∈ [0, 1]
1: Λ← ∅, p← 0
2: φ← boundary(C & D, T ) � compute a boundary for C & D w.r.t. T
3: for all contexts κ do
4: if χκ |= φ then
5: if PB(κ) > p then
6: Λ← {κ}
7: p← PB(κ)
8: else if PB(κ) = p then
9: Λ← Λ ∪ {κ}
10: return Λ, p

x1 x2 · · · xn

x1

1

x2

1

xn

1

Fig. 2. The BN Bn over {x1, . . . , xn}

Algorithm 2 computes the set of all most likely contexts for C : D w.r.t.
K, together with their probability. It maintains a value p of the highest known
probability for a context, and a set Λ with all the contexts that have probability
p. The algorithm first computes a boundary for the consequence, which is used to
test, for every context κ whether 〈C :K D : κ〉 holds. In that case, it compares
PB(κ) with p. If the former is larger, then the highest probability is updated to
this value, and the set Λ is restarted to contain only κ. If they are the same,
then κ is added to the set of most likely contexts.

Computing a boundary requires exponential time on T . Likewise, the number
of contexts is exponential on B, and for each of them we have to test propositional
entailment, which is also exponential on B. Overall, we have the following.

Theorem 22. Algorithm 2 computes all most likely contexts for C : D w.r.t.
K in exponential time.

In general, it is not possible to lower this exponential upper bound, since a
simple consequence may have exponentially many most likely contexts. For ex-
ample, given a natural number n ≥ 1, let Bn = (Gn, Φn) be the BN where
G = ({x1, . . . , xn}, ∅), i.e., G contains n nodes and no edges connecting them,
and for each i, 1 ≤ i ≤ n Φn contains the distribution with PB(xi) = 1 (see
Figure 2). For every context κ ⊆ {x1, . . . , xn}, we have that PB(κ) = 1 which
means that there are 2n most likely contexts for A : A w.r.t. the KB (Bn, ∅).

Algorithm 2 can be adapted to compute one most likely context in a more
efficient way. The main idea is to order the calls in the for loop by decreasing
probability. Once one context κ with χκ |= φ has been found, it is guaranteed to
be a most likely context and the algorithm may stop. This approach would still
require exponential time in the worst case. However, recall that simply verifying
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whether κ is a context for C : D is already coNP-hard (Theorem 16), and hence
deciding whether it is a most likely context is arguably hard for the second level
of the polynomial hierarchy. On the other hand, this exponential bound depends
exclusively on |V |. Hence, as before, we have that deciding whether a context is
a most likely context for a consequence is fixed-parameter tractable over |V |.

4 Related Work

The amount of work on handling uncertain knowledge with description logics
is too vast to cover in detail here. Many probabilistic description logics have
been defined, which differ not only in their syntax but also in their use of the
probabilities and their application. These logics were recently surveyed in [17].
We discuss here only those logics most closely related to ours.

One of the first attempts for combining BNs and DLs was P-Classic [16],
which extended Classic through probability distributions over the interpreta-
tion domain. The more recent PR-OWL [12] uses multi-entity BNs to describe
the probability distributions of some domain elements. In both cases, the prob-
abilistic component is interpreted providing individuals with a probability dis-
tribution; this differs greatly from our multiple-world semantics, in which we
consider a probability distribution over a set of classical DL interpretations.

Perhaps the closest to our approach are the Bayesian extension of DL-Lite [13]
and DISPONTE [18]. The latter allows for so-called epistemic probabilities that
express the uncertainty associated to a given axiom. Their semantics are based,
as ours, on a probabilistic distribution over a set of interpretations. The main
difference with our approach is that in [18], the authors assume that all probabil-
ities are independent, while we provide a joint probability distribution through
the BN. Another minor difference is that in DISPONTE it is impossible to obtain
classical consequences, as we do.

Abstracting from the different logical constructors used, the logic in [13] looks
almost identical to ours. There is, however, a subtle but important difference. In
our approach, an interpretation I satisfies an axiom 〈C : D : κ〉 if VI(κ) = 1
implies CI ⊆ DI . In [13], the authors employ a closed-world assumption over the
contexts, where this implication is substituted for an equivalence; i.e., VI(κ) = 0
also implies CI 
⊆ DI . The use of such semantics can easily produce inconsistent
KBs, which is impossible in BEL.

5 Conclusions

We have introduced the probabilistic DL BEL, which extends the classical EL
to express uncertainty. Our basic assumption is that we have certain knowledge,
which depends on an uncertain situation, or context. In practical terms, this
means that every axiom is associated to a context with the intended meaning
that, if the context holds, then the axiom must be true. Uncertainty is repre-
sented through a BN that encodes the probability distribution of the contexts.
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The advantage of using Bayesian networks relies in their capacity of describing
conditional independence assumptions in a compact manner.

We have studied the complexity of reasoning in this probabilistic logic. Con-
trary to classical EL, reasoning in BEL is in general intractable. More precisely,
we have shown that positive subsumption is NP-complete, and almost-sure sub-
sumption is coNP-complete. For the other reasoning problems we have not found
tight complexity bounds, but we proved that p-subsumption is NP-hard and in
PSpace, while contextual subsumption and deciding most likely contexts are
between coNP and ExpTime.

In contrast to these negative complexity results, we have shown that the com-
plexity can be decoupled between the probabilistic and the logical components
of the KB. Indeed, all these problems are fixed-parameter tractable over the
parameter |V |. This means that, if we have a fixed number of contexts, then all
these problems can be solved in polynomial time. It is not unreasonable, more-
over, to assume that the number of contexts is quite small in comparison to
the size of the TBox. Finally notice that reasoning with the BN itself is already
intractable. What we have shown is that intractability is a consequence of the
contextual and probabilistic components of the KB, and not of the logical one.

There are several directions for future work. First, we would like to tighten
our complexity results. Notice that the main bottleneck in our algorithms for
deciding contextual subsumption and computing the most likely contexts is the
computation of the boundary, which requires exponential time. It has been ar-
gued that a compact representation of the pinpointing formula, which is a spe-
cial case of the boundary, can be computed in polynomial time for EL using
an automata-based approach [5]. If making logical inferences over this compact
encoding is not harder than for the formula itself, then we would automatically
obtain a ΣP

2 algorithm for deciding contextual subsumption. Likewise, a context
could be verified to be a most likely context for a consequence in PSpace.

A different direction will be to extend our semantics to more expressive logics.
In particular, we will include assertion and role axioms into our knowledge bases.
Since many of our algorithms depend only on the existence of a reasoner for the
logic, such extension should not be a problem. Our complexity results, on the
other hand, would be affected by these changes. From the probabilistic side,
we can also consider other probabilistic graphical models to encode the JPD
of the contexts. Finally, we would like to consider problems that tighten the
relationship between the probabilistic and the logical components. One of such
problems would be to update the BN according to evidence attached to the
TBox.
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Abstract. We report on a project to use OTTER to find proofs of the
theorems in Tarskian geometry proved in Szmielew’s part (Part I) of
[9]. These theorems start with fundamental properties of betweenness,
and end with the development of geometric definitions of addition and
multiplication that permit the representation of models of geometry as
planes over Euclidean fields, or over real-closed fields in the case of full
continuity. They include the four challenge problems left unsolved by
Quaife, who two decades ago found some OTTER proofs in Tarskian
geometry (solving challenges issued in [15]).

Quaife’s four challenge problems were: every line segment has a mid-
point; every segment is the base of some isosceles triangle; the outer
Pasch axiom (assuming inner Pasch as an axiom); and the first outer
connectivity property of betweenness. These are to be proved without
any parallel axiom and without even line-circle continuity. These are dif-
ficult theorems, the first proofs of which were the heart of Gupta’s Ph. D.
thesis under Tarski. OTTER proved them all in 2012. Our success, we
argue, is due to improvements in techniques of automated deduction,
rather than to increases in computer speed and memory.

The theory of Hilbert (1899) can be translated into Tarski’s lan-
guage, interpreting lines as pairs of distinct points, and angles as ordered
triples of non-collinear points. Under this interpretation, the axioms of
Hilbert either occur among, or are easily deduced from, theorems in the
first 11 (of 16) chapters of Szmielew. We have found Otter proofs of
all of Hilbert’s axioms from Tarski’s axioms (i.e. through Satz 11.49 of
Szmielew, plus Satz 12.11). Narboux and Braun have recently checked
these same proofs in Coq.

1 Introduction

Geometry has been a test bed for automated deduction almost as long as comput-
ers have existed; the first experiments were done in the 1950s. In the nineteenth
century, geometry was the test bed for the development of the axiomatic method
in mathematics, spurred on by the efforts to prove Euclid’s parallel postulate
from his other postulates and ultimately the development of non-Euclidean ge-
ometry. This effort culminated in Hilbert’s seminal 1899 book [5]. In the period
1927–1965, Tarski developed his simple and short axiom system (described be-
low). Some 35 years ago, the second author experimented with finding proofs
from Tarski’s axioms, reporting success with simple theorems, but leaving sev-
eral unsolved challenge problems. The subject was revisited by Art Quaife, who
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in his 1992 book [8] reported on the successful solution of some of those chal-
lenge problems using an early version of McCune’s theorem-prover,OTTER. But
there were several theorems that Quaife was not able to get OTTER to prove,
and he stated them as “challenge problems” in his book. As far as we know,
nobody took up the subject again until 2012, when the present authors set out
to see whether automated reasoning techniques, and/or computer hardware, had
improved enough to let us progress beyond Quaife’s achievements.

The immediate stimulus was the existence of the almost-formal development
of many theorems in Tarskian geometry in Part I of [9]. This Part I is essentially
the manuscript developed by Wanda Szmielew for her 1965 Berkeley lectures on
the foundations of geometry, with “inessential modifications” by Schwäbhauser.
There are 16 chapters. Quaife’s challenge problems occur in the first nine chap-
ters. The rest contain other important geometrical theorems (described below).
We set ourselves the goal to find OTTER proofs of each of the theorems in
Szmielew’s 16 chapters. Our methodology was to make a separate problem of
each theorem, supplying OTTER with the axioms and the previously-proved
theorems, as well as the (negated) goal expressing the theorem to be proved. We
were sometimes forced to supply OTTER with more information than that, as
we describe below.

We did succeed in 2012 to find OTTER proofs of Quaife’s challenge problems,
the last of which is Satz 9.6 in Szmielew. Verification of chapters 1 through 11
(which we completed with OTTER in 2013) suffices to formally prove Hilbert’s
axioms from those of Tarski. In this paper, we give Tarski’s axioms, explain
the challenge problems of Quaife and some of the axioms of Hilbert, discuss
the difficulties of finding OTTER proofs of these theorems, and explain what
techniques we used to find those proofs.

2 Tarski’s Axioms

In about 1927, Tarski first lectured on his axiom system for geometry, which was
an improvement on Hilbert’s 1899 axioms in several ways: first, the language
had only one sort of variables (for points), instead of having three primitive
notions (point, line, and angle). Second, it was a first-order theory (Hilbert’s
axioms mentioned sets, though not in an essential way). Third, the axioms were
short, elegant, and few in number (only about fifteen). They could be expressed
comprehensibly in the primitive syntax, without abbreviations.

2.1 History

The development of Tarski’s theory, started in 1927 or before, was delayed,
first by Tarski’s involvement in other projects, and then by World War II (galley
proofs of Tarski’s article about it were destroyed by bombs). The first publication
of Tarski’s axioms came in 1948 [10], and contained little more than a list of the
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axioms and a statement of the important metamathematical theorems about the
theory (completeness, representation of models as F2 for F a real-closed field,
quantifier-elimination and decidability). Tarksi then lectured on the subject at
Berkeley in 1956–58, and published a reduced set of axioms in 1959 [11]. In the
sixties, Tarski, Szmielew, Gupta, and Schwäbhauser (and some students) reduced
the number of axioms still further. The manuscript that Szmielew prepared for
her 1965 course became Part I of [9]. More details of the history of these axioms
can be found in [12] (our main source) and the foreword to (the Ishi Press edition
of) [9]. For our present purposes, the relevance of the history is mainly that there
are three versions of Tarski’s theory, the 1948 version, the 1959 version, and the
1965 version (published in 1983). The earlier experiments of Wos used the 1959
axioms, but Quaife used the 1965 version, as we do. The exact differences are
explained below.

2.2 Syntax

The fundamental relations in the theory (first introduced by Pasch in 1852) are
“betweenness”, which we here write T(a, b, c), and “equidistance”, or “segment
congruence”, which is officially written E(a, b, c, d), and unofficially as ab = cd,
segment ab is congruent to segment cd. The intuitive meaning of T(a, b, c) is
that b lies between a and c on the line connecting a and c; Tarski used non-strict
betweenness, so we do have T(a, a, c) and T(a, c, c) and even T(a, a, a). Hilbert
used strict betweenness. Both of them wroteB(a, b, c), which is a potential source
of confusion. We therefore reserveB for strict betweenness, and useT for Tarski’s
non-strict betweenness. The fact that Tarski’s initial is ‘T’ should serve as a
mnemonic device. Of course the equality relation between points is also part of
the language.

2.3 Betweenness and Congruence Axioms

We write ab = cd instead of E(a, b, c, d) to enhance human readability. In
OTTER files of course we use E(a, b, c, d). The following are five axioms from
the 1965 system.

ab = ba (A1) reflexivity for equidistance
ab = pq ∧ ab = rs → pq = rs (A2) transitivity for equidistance
ab = cc → a = b (A3) identity for equidistance
∃x (T(q, a, x) ∧ ax = bc) (A4) segment extension
T(a, b, a) → a = b (A6) identity for betweenness

When using (A4) in OTTER, we Skolemize it:

T(q, a, ext(q, a, b, c)) ∧ E(a, ext(q, a, b, c), b, c) (A4) Skolemized

The original (1948) theory had the following additional fundamental proper-
ties of betweenness listed as axioms. (We follow the numbering of [12].)
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T(a, b, b) (A12) Reflexivity for betweenness
T(a, b, c) → T(c, b, a) (A14) Symmetry for betweenness
T(a, b, d) ∧T(b, c, d) → T(a, b, c) (A15) Inner transitivity
T(a, b, c) ∧T(b, c, d) ∧ b 
= c → T(a, b, d) (A16) Outer transitivity
T(a, b, d) ∧T(a, c, d) → T(a, b, c) ∨T(a, c, b) (A17) Inner connectivity
T(a, b, c) ∧T(a, b, d) ∧ a 
= b (A18) Outer connectivity

→ T(a, c, d) ∨T(a, d, c)

Of these only (A15) and (A18) appear in the 1959 version, because in 1956–
57 Tarski and his students Kallin and Taylor showed that the other four are
dependent (derivable from the remaining axioms). H. N. Gupta showed in his
1965 Ph. D. thesis [4] that (A18) is also dependent. The proof of (A18) is one of
Quaife’s challenge problems. Gupta also showed that (A15) implies (A6) using
the other axioms of the 1959 system. Then one could have dropped (A6) as an
axiom; but instead, Szmielew dropped (A15), keeping (A6) instead; then (A15)
becomes a theorem.

All six of these axioms occur as theorems in [9]: (A12) is Satz 3.1, (A14) is
Satz 3.2, (A15) is Satz 3.5, (A16) is Satz 3.7, (A18) is Satz 5.1, and (A17) is
Satz 5.3. Hence, our research program of proving all the theorems in Szmielew’s
development using OTTER automatically captured these results as soon as we
reached Satz 5.3.

2.4 The Five-Segment Axiom

Hilbert [5] treated angles as primitive objects and angle congruence as a primitive
relation, and took SAS (the side-angle-side triangle congruence principle) as an
axiom. In Tarski’s theory, angles are treated as ordered triples of points, and
angle congruence is a defined notion, so a points-only formulation of the SAS
principle is required. The key idea is Tarski’s “five-segment axiom” (A5), shown
in Fig. 1.

d

a b c

D

A B C

Fig. 1. The five-segment axiom (A5)

If the four solid segments in Fig. 1 are pairwise congruent, then the fifth
(dotted) segments are congruent too. This is essentially SAS for triangles dbc and
DBC. The triangles abd andABD are surrogates, used to express the congruence
of angles dbc and DBC. By using Axiom A5, we can avoid all mention of angles.
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2.5 Pasch’s Axiom

Moritz Pasch [6] (See also [7], with an historical appendix by Max Dehn) supplied
(in 1882) an axiom that repaired many of the defects that nineteenth-century
rigor found in Euclid. Roughly, a line that enters a triangle must exit that
triangle. As Pasch formulated it, it is not in ∀∃ form. There are two ∀∃ versions,
illustrated in Fig. 2.5. These formulations of Pasch’s axiom go back to Veblen
[13], who proved outer Pasch implies inner Pasch. Tarski took outer Pasch as an
axiom in [11].

�
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� q
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� b

�
p

�

a
�
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�
b
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Fig. 2. Inner Pasch (left) and Outer Pasch (right). Line pb meets triangle acq in one
side. The open circles show the points asserted to exist on the other side.

T(a, p, c) ∧T(b, q, c) → ∃x (T(p, x, b) ∧T(q, x, a)) (A7) inner Pasch
T(a, p, c) ∧T(q, c, b) → ∃x (T(a, x, q) ∧T(b, p, x)) outer Pasch

For use in OTTER, we introduce Skolem symbols ip(a, p, c, b, q) and
op(p, a, b, c, q) for the point x asserted to exist.

Tarski originally took outer Pasch as an axiom. In [4], Gupta proved both
that inner Pasch implies outer Pasch, and that outer Pasch implies inner Pasch,
using the other axioms of the 1959 system. The proof of outer Pasch from inner
Pasch is one of Quaife’s four challenge problems.

2.6 Dimension Axioms

With no dimension axioms, Tarski’s geometry axiomatizes theorems that are true
in n-dimensional geometries for all n. For each positive integer n, we can specify
that the dimension of space is at least n (with a lower dimension axiom A8(n)),
or at most n (with an upper dimension axiom A9(n)). The upper dimension
axiom says (in a first-order way) that the set of points equidistant from n given
points is at most a line. The lower dimension axiom for n is the negation of
the upper dimension axiom for n− 1. For the exact statements of these axioms
see [12].
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Fig. 3. Tarski’s parallel axiom

2.7 Tarski’s Parallel Axiom (A10)

In the diagram (Fig. 3), open circles indicate points asserted to exist.
T(a, d, t) ∧T(b, d, c) ∧ a 
= d → ∃x∃y (T(a, b, x) ∧T(a, c, y) ∧T(x, t, y) (A10)

The hypothesis says that t lies in the interior of angle a, as witnessed by b,
c, and d. The conclusion says that some line through t meets both sides of the
angle. Of course this fails in non-Euclidean geometry when both ab and ac are
parallel to xy.

According to [12], Szmielew preferred to use the “triangle circumscription
principle (A102) as the parallel axiom. Substituting (A102) was apparently one
of the “inessential changes” made by Schwabhäuser. This principle says that if
a, b, and c are not collinear, then there exists a point equidistant from all three.

2.8 Continuity Axioms

Axiom schema (A11) is not a single axiom, but an axiom schema, essentially
asserting that first-order Dedekind cuts are filled. Models of A1-A11 are all iso-
morphic to planes F2 where F is a real-closed field. One can also consider instead
of (A11), the axioms of line-circle continuity and/or circle-circle continuity, which
assert the existence of intersection points of lines and circles, or circles and cir-
cles, under appropriate hypotheses. None of the continuity axioms are used in
the work reported on in this paper. Szmielew’s development proceeds strictly on
the basis of A1-A10.

3 Methodology

In this section we describe, with illustrative examples, the techniques we used
in this project.

3.1 How OTTER Works

Readers familiar with OTTER can skip this section. It is not an introduction
to OTTER, but an attempt to make the subsequent information about our
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methodology comprehensible to those who do not have expertise with OTTER;
at least, it should enable such readers to make sense of the input files and proofs
we exhibit below and on the project’s website [1]. For more information about
OTTER, see [17].

OTTER is a clause-based resolution theorem prover. One writes -A for the
negation of A. One writes A | B for disjunction (“or”). One does not write “and”
at all, but instead one enters the two clauses separately. One writes A → B as
-A | B. Similarly one writes P ∧ Q → R as -P | -Q | R.

Variables begin with x,y,z,w,u,v. Names beginning with any other letter
are constants. A resolution theorem-prover requires the goal to be negated and
entered as clauses. For example, to prove A(x) → ∃y B(x, y), we would enter
the following clauses:

A(c).

-B(c,y).

After proving this theorem, if we want to use it to prove the next theorem, we
invent a new Skolem symbol f and enter the theorem as -A(x) | B(x,f(x)).

The input to OTTER is contained in two lists, the “set of support” (sos) and
“usable”. The fundamental run-time loop of OTTER moves a clause from sos to
usable, and then tries to use one of the specified inference rules to generate new
clauses from that clause and other clauses in usable. If conclusions are generated,
OTTER has to decide whether to keep them or not. If it decides to keep them,
they are placed on sos, where they can eventually be used to generate yet more
new clauses. If the empty clause is generated, that means a proof has been found,
and it will be output.

The fundamental problem of automated deduction is to avoid drowning in a
sea of useless conclusions before finding the desired proof. One tries to get control
over this by assigning “weights” to clauses, adjusting those weights in various
ways, and using them to control both which clauses are kept, and which clause
is selected from sos for the next iteration of the loop. By default: the weight of a
clause is the number of its symbols; the next clause selected is the lightest one in
sos; and clauses are kept if their weight does not exceed a parameter max weight.
More sophisticated ways of setting the weights have been developed over the past
decades and are discussed below. The idea is to get the weights of the important
clauses to be small, and then to squeeze down max weight to prevent drowning.

In addition to techniques involving weighting, there are other ways to control
OTTER’s search:

– Use a propitious combination of rules of inference. For an introduction to
these rules please refer to [17].

– You have some control over which clause will be selected from sos at the
next iteration, using OTTER’s pick given ratio.

– You have some control over how the search starts and what kind of proof you
want to look for (forward, backward, or bi-directional) by choosing which of
your clauses to put in sos and which to put in usable.
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3.2 Hints

Putting a clause into list(hints) causes OTTER to give that clause, if de-
duced, a low weight, causing it to be retained, even if its default weight would
have been so large as to cause it to be discarded. One has options (specified at
the top of an OTTER file) to cause this weight adjustment to apply to clauses
that match the hints, or subsume the hints, or are subsumed by the hints. The
way we use hints is describe in Section 3.5. The technique of hints was invented
by Veroff [14] and later incorporated into OTTER. As a technical note: when
using hints, you should always include these lines, without which your hints will
not have the desired effect.

assign(bsub_hint_wt,-1).

set(keep_hint_subsumers).

Another similar technique is known as resonators. This is more useful when
one has a proof in hand, and wishes to find a shorter proof. For the exact
differences between hints and resonators, see [16], p. 259.

3.3 Giving OTTER the Diagram

This refers to a technique we learned from Quaife [8]. Suppose we are trying
to find an x such that A(a, b, x). If we let OTTER search, without making any
attempt to guide the search, essentially OTTER will generate all the points that
can be constructed from a and b (and other points in the problem or previously
constructed in clauses that were kept) by the Skolem functions for segment
extension and inner Pasch. Imagine trying to prove a geometry theorem that
way: just take your ruler and draw all the lines you can between the points of
the diagram, and label all the new points formed by their intersections (that is
using Pasch), and construct every point that can be constructed by extending a
segment you have by another segment you have, and see if any of the new points
is the point you are trying to construct, and if not, repeat. You will generate a
sea of useless points, even if you discard those with too many construction steps.

In order to guide OTTER to construct the right points, we “give it the dia-
gram” by defining the points to be constructed, using the Skolem functions. For
example, consider the “crossbar theorem” (Satz 3.17). See Fig. 4, which shows
the diagram and the Otter input (not shown are the axioms A1-A6 and the
previous theorems, which are placed in list(usable)). The two lines defining r
and q are what we call “giving OTTER the diagram.” With those lines present,
OTTER finds a proof instantly. Remove them, and OTTER does not find a
proof (at least, not in ten minutes).

The reason this works is that q, being a single letter, has weight 1, so clauses
involving q have much lower weight than would the same clauses with q replaced
by ip(c, s, a, t, r), which has weight 6. A clause involving the terms defining both
q and r would have weight at least 14, so it would not be considered very soon,
and meantime, many other points will be constructed.
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list(sos).

T(a,s,c).

T(b,t,c).

T(a,p,b).

-T(p,x,c)|-T(s,x,t).

r = ip(c,t,b,a,p).

q = ip(c,s,a,t,r).

end_of_list.
�

a b

�
c

�

p

q�s
� t

r

Fig. 4. The crossbar theorem asserts that q exists, given the other points except r. To
prove it we construct first r and then q, using inner Pasch twice.

In this simple example, if you put all clauses into sos, and nothing in usable,
OTTER does eventually find a proof without being given the diagram, but it is
certainly much slower than with the diagram. In other, more complex examples,
we think this technique is essential. Here, for example, are the lines from the
input file for Satz 5.1, the inner connectivity of betweenness, describing the two
rather complicated diagrams on pp. 39–40 of [9]:

c1=ext(a,d,c,d).

d1=ext(a,c,c,d).

p=ext(c1,c,c,d).

r=ext(d1,c,c,e).

q=ext(p,r,r,p).

b1 = ext(a,c1,c,b).

b2 = ext(a,d1,d,b).

e = ip(c1,d,b,d1,c).

3.4 Assistance with Proof by Cases

We found that OTTER often “got stuck” when Szmielew’s proof required an
argument by cases. We could sometimes get around this difficulty by simply
adding a clause A | -A, where the proof needs to proceed by cases on A. It seems
that OTTER prefers constructive proofs! This technique is called “tautology
adjunction” by the second author, who used it decades ago in proving that
subgroups of index 2 are normal. We used this in many input files. Here we
discuss just one example. The inner connectivity of betweenness (A17 above,
Satz 5.3 in Szmielew) is derived as an easy corollary of Satz 5.1, which is

a 
= b ∧T(a, b, c) ∧T(a, b, d) → T(a, c, d) ∨T(a, d, c).
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The natural way to formulate list(sos) for this problem would be

a != b.

T(a,b,c).

T(a,b,d).

-T(a,c,d).

-T(a,d,c).

Of course, that does not suffice to find a proof. So, we added the description of
the diagram, as given in the previous section. Unfortunately OTTER could still
not find a proof, even with hints.

The proof in Szmielew proceeds by cases. The methodology we followed in
such cases was this:

– Add one case to sos, e.g. c=c1. (c1 is a constant from the diagram, above.)
– If we find a proof: add the steps of that proof as hints.
– Remove that case, and add its negation, e.g. c != c1

– If we find a proof: add its steps also as hints.
– Now remove both cases and add their disjunction: c = c1 | c != c1.

Often we could find a proof. The amazing thing, to us, was that the same file
with the tautology deleted would often not find a proof. We do not understand
exactly why tautology adjunction works, but in practice, it often helps.

The example at hand required two divisions into cases (so tautology disjunc-
tion was applied recursively). The first is the case whether c=c1 or not, and the
second, whether d1=e or not. In the input file, one can see in the two commented
lines in list(sos) the traces of completing the last argument by cases.

% d1 = e.

% d1!= e.

d1=e | d1!=e.

c = c1 | c != c1.

We do not mean to imply that this was all there was to proving Satz 5.1. This
was just the last difficulty. By that time, the input file already contained a long
list of hints obtained by methods described in the next section. The final proof
has 131 steps.

3.5 Supplying Proof Steps

Our methodology was as follows: when trying to prove a theorem, we prepared
an input file with the negated goal in list(sos), and the axioms and previously
proved theorems in list(usable), and the choice of inference rules as described
below. If this did not find a proof, and the proof in Szmielew had a diagram,
we supplied the diagram. If that still did not work, then we tried supplying
some intermediate goals. We would list some important steps of the proof from
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Szmielew (in negated form) in list(passive), with answer literals having num-
bers for those goals. When this file is run, one sees which of the intermediate
goals are being proved. Among other things, this showed us where OTTER was
“getting stuck.” But even though we found no proof of the main goal, we had
the proofs of some intermediate goals. We converted these proof steps to hints,
and ran OTTER again. Sometimes more intermediate goals would be reached.
One can tinker with max weight: sometimes a smaller max weight may keep one
from drowning, and sometimes a larger max weight may allow a vital clause to
be kept. With luck, this process would converge.

We note a technical point: Exactly how does one extract a list of hints from
the proofs in an OTTER output file? The lines of a proof contain extraneous ma-
terial, such as line numbers of the ancestors and justifications of the inferencea,
that must be stripped out. Since this has to be done iteratively and often, and
sometimes the list of clauses to be converted is long, one needs an automated
method to do this. The first author used a PHP script, and the second author
used a Unix shell script, for this purpose.

3.6 Divide and Conquer

If the methods described above still did not produce a proof, we tried to cut
the task in half as follows: we picked one of the intermediate steps (already in
list(passive), but not being proved), and added its positive form to list(sos).
In the abstract, say we are trying to prove conclusion C from hypothesis A. The
proof, we think, should proceed by first proving B from A, and then proving C
from A and B. If we can’t succeed in proving C from A in one run, it makes
sense to assume B as well as A, and try to prove C. In a separate run, we try to
prove B from A. That may be easier with the negated form of B in list(sos)

instead of list(passive).

3.7 Choice of Inference Rules and Settings

We mentioned above that one of the ways OTTER can be controlled is through
a propitious choice of inference rules and settings. We tinkered with our choices
often, in the hope that a different choice would be better. We did not find
that one choice was always best. We always used hyperresolution, and we some-
times used unit resolution or binary resolution. Sometimes it helped to turn
binary resolution on. Sometimes it helped to turn binary resolution off. Gen-
erally, we think it worked better with both hyperresolution and binary reso-
lution allowed, but not always. Occasionally we could “break through” using
sos queue or set(input sos first). We often changed the values of the pa-
rameters max weight, max distinct vars, pick given ratio, and max proofs.
We used paramodulation for equality reasoning. The second author believes that
failing to use paramodulation was an important reason for the limited success
of the experiments he made in the 1980s in Tarskian geometry; but we also note
that Quaife writes that paramodulation was available for use but seldom actually
used in his proofs.
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3.8 What about Prover9? Or E, Spass, Vampire?

The question inevitably arises, why did we use OTTER instead of the newer
provers mentioned? The short answer is, we did use Prover9, and others tried E,
Spass, and Vampire. Whenever we could not get a proof with OTTER, the first
author would try it in Prover9. But in every case, Prover9 also could not find a
proof; and sometimes Prover9 would not succeed when OTTER would. In so-far
unpublished work, Narboux et. al. tried E, Spass, and Vampire on the theorems
from Szmielew, with a 14% success rate. This was in a completely automated
mode, so not directly comparable to the 100% success rate we achieved with a
human-OTTER team.

4 Results

All the input files and resulting OTTER proofs that we found are posted on
the web at [1]. Here we list some of the more difficult proofs we found, with
the length of the proofs. It is not meaningful to list the execution times, as the
posted input files (for the difficult proofs) were developed iteratively, and contain
many hints based on previous runs, so most of the posted input files produce a
proof more or less immediately.

4.1 Properties of Betweenness

In section 2.3, we listed six difficult theorems (A12-A18), each of which Tarski
originally took as an axiom, and their numbers as theorems in [9]. There is
another theorem about betweenness that occurs as a challenge problem in [15],
namely the “five-point theorem”:

T(z, w, v) ∧T(z, y, v) ∧T(w, x, y) → T(z, x, v).

We found OTTER proofs of all those theorems. The following table gives the
length of these proofs, which is perhaps some indication of the relative difficulty
of finding them.

A12 Satz 3.1 Reflexivity for betweenness 4 steps
A14 Satz 3.2 Symmetry for betweenness 4 steps
A15 Satz 3.5 Inner transitivity 4 steps
A16 Satz 3.7 Outer transitivity 16 steps
A17 Satz 5.3 Inner connectivity 131 steps
A18 Satz 5.1 Outer connectivity 4 steps

4.2 Midpoints, Perpendiculars, and Isosceles Triangles

The “midpoint theorem” asserts that every segment has a midpoint. The tradi-
tional Euclidean construction involves the intersection points of two circles, but
we are required to prove the theorem from A1-A9. (Not even the parallel axiom
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A10 is to be used.) This is a difficult problem, and was apparently not solved
until Gupta’s 1965 thesis [4]. Two important preliminary steps are the erection
of a perpendicular to a line at a given point, and the “Lotsatz”, which says we
can drop a perpendicular to a line from a point not on the line. Remember this
must be done without circles! A very clever observation of Gupta was that it is
easy to construct the midpoint of ab if ab is the base of an isosceles triangle (only
two applications of inner Pasch are needed). This plays a key role in the proof
of the Lotsatz. The two theorems on perpendiculars are used to construct the
midpoint. Of course, once we have midpoints and perpendiculars, it is trivial to
show that every segment is the base of an isosceles triangle; that theorem does
not even occur explicitly in [9]. An important lemma used in the proofs of these
theorems is the “Krippenlemma” (too long to state here). Here are the lengths
of our proofs of these theorems:

Satz 7.22 Krippenlemma 132 steps
Satz 7.25 Base of isosceles triangle has a midpoint 123 steps
Satz 8.18 Lotsatz: there is a perpendicular to a

line from a point not on the line 332 steps
Satz 8.21a There is a perpendicular to a line

through a point on the line on the opposite side
from a given point not on the line. 108 steps

Satz 8.22b Given segment ab and perpendiculars ap and qb, and
point t on line ab between p and q, with ap ≤ qb, then
segment ab has a midpoint. 233 steps

Satz 8.22 Every segment has a midpoint 23 steps

4.3 The Diagonals of a Rhombus Bisect Each Other

One of the challenges in [15], solved by Quaife, was to prove that the diagonals
of a rectangle bisect each other. That problem assumed that opposite sides are
equal and the diagonals meet in the midpoint of one diagonal; you are to prove
that the other diagonal is also bisected. A more general problem is found in
Satz 7.21, which asserts that in a quadrilateral with opposite sides equal, the
diagonals meet, and bisect each other. Our proof of this theorem has 31 steps.

4.4 Inner and Outer Pasch

The proof that inner Pasch implies outer Pasch (using A1-A6 and A8) was one of
the major results of Gupta’s thesis, and enabled Szmielew to replace outer Pasch
by inner Pasch as an axiom. This theorem was one of Quaife’s four challenges.
It is Satz 9.6 in [9]. The proof posted on our archive is 111 steps, preceded by
proofs Satz 9.4 and Satz 9.5 of 57 and 45 steps. Satz 9.5 is the “plane separation
theorem”, important in its own right.

4.5 Hilbert’s Axioms

Hilbert’s theory can be interpreted in Tarski’s, using pairs of points for lines
and ordered triples of points for angles and planes. His axioms (so interpreted)
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all turn out to be either axioms, theorems proved in [9], or extremely elemen-
tary consequences of theorems proved in [9]. The theorems of [9] needed are
2.3,2.4,2.5,2.8; 3.2,3.13;6.16, 6.18; 8.21, 8.22; 9.8, 9.25, 9.26, 11.15, 11.49, and
finally Hilbert’s parallel axiom is Satz 12.11. We have posted OTTER proofs of
all these theorems. Narboux and Braun have proof-checked Hilbert’s axioms in
Tarskian geometry, using Coq [2].

5 Discussion

5.1 Proof Checking vs. Proof Finding

“Proof checking” refers to obtaining computer-verified proofs, starting with
human-written proofs. “Proof finding” refers to the traditional task of auto-
mated deduction, finding a proof by searching a large space of possible proofs,
either without possessing a proof or without making use of a known proof. The
use of hints blurs this distinction, as we shall now explain. If we have a proof
in hand (whether generated by human or machine), and we enter its steps as
hints, with a low max weight, we forceOTTER to find a proof containing mostly
the same formulas as the proof in the hints. (The order of deductions might be
different.) Thus we can almost always ensure that Otter finds a proof, if we
have a proof in hand. One could plausibly claim that this is proof-checking, not
proof-finding.

What if, instead of entering all the steps as hints, we enter some key steps in
list(passive), and generate some proofs of some of those steps, and put those
steps in as hints? Now are we doing proof-checking, or proof-finding? What
may have appeared to be a clearcut distinction turns out to be a continuum of
possibilities.

5.2 1992 vs. 2014

The research reported here shows how much progress has occurred in automated
reasoning in that time period. Indeed, approximately thirty years ago, almost
all of the theorems cited in this article were out of reach. The question arises,
whether this advance might be due simply to the increased memory capacity
and speed of modern computers. Perhaps Quaife, equipped with one of our
computers, would have found these proofs? Perhaps we, constrained to run on
a computer from 1990, might not have found them? We argue that this is not
the case: the improvements are due not to faster hardware but to the techniques
described above, namely generating partial proofs (of intermediate steps) and
using their steps as hints; using the right combination of inference rules and
settings; using tautology adjunction to help with proofs by cases; and divide-
and-conquer. We note that Quaife did have (in fact, invented) the technique of
giving OTTER the diagram. We did not actually try to run on a 1990 computer,
and we do not doubt that it would have been painful and discouraging; but we
think the main credit should go to Veroff’s invention of hints, and the uses of
hints developed by the second author and applied here.
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6 Conclusions

We used OTTER to find proofs of the theorems in Tarskian geometry in the first
nine chapters of Szmielew’s development in Part I of [9]. Those theorems include
the four unsolved challenge problems from Quaife’s book[8], and the verification
of Hilbert’s axioms.

Input files and the resulting proofs for all the theorems that we have proved
from Szmielew are archived at [1], where they can be viewed or downloaded. The
second author has also conducted many experiments aimed at shortening some
of these proofs or finding forward proofs instead of backwards or bidirectional
proofs; we have not reported on those experiments here.
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Abstract. We present NESCOND, a theorem prover for normal conditional log-
ics. NESCOND implements some recently introduced NESted sequent calculi for
propositional CONDitional logics CK and some of its significant extensions with
axioms ID, MP and CEM. It also deals with the flat fragment of CK+CSO+ID,
which corresponds to the logic C introduced by Kraus, Lehmann and Magidor.
NESCOND is inspired by the methodology of leanTAP and it is implemented
in Prolog. The paper shows some experimental results, witnessing that the per-
formances of NESCOND are promising. The program NESCOND, as well as
all the Prolog source files, are available at http://www.di.unito.it/
˜pozzato/nescond/

1 Introduction

Conditional logics are extensions of classical logic by a conditional operator ⇒. They
have a long history [10, 11], and recently they have found an interest in several fields
of AI and knowledge representation. Just to mention a few (see [2] for a complete
bibliography), they have been used to reason about prototypical properties, to model
belief change, to reason about access control policies, to formalize epistemic change in
a multi-agent setting. Conditional logics can also provide an axiomatic foundation of
nonmonotonic reasoning [9]: here a conditional A ⇒ B is read “normally, if A then
B”.

In previous works [1, 2] we have introduced nested sequent calculi, called NS, for
propositional conditional logics. Nested sequent calculi [4–6, 8] are a natural general-
ization of ordinary sequent calculi where sequents are allowed to occur within sequents.
However, a nested sequent always corresponds to a formula of the language, so that we
can think of the rules as operating “inside a formula”, combining subformulas rather
than just combining outer occurrences of formulas as in ordinary sequent calculi. The
basic normal conditional logic CK and its extensions with ID, MP and CEM are con-
sidered, as well as the cumulative logic C introduced in [9] which corresponds to the
flat fragment (i.e., without nested conditionals) of the conditional logic CK+CSO+ID.

Here we describe an implementation of NS in Prolog. The program, called
NESCOND, gives a PSPACE decision procedure for the respective logics, and it is
inspired by the methodology of leanTAP [3]. The idea is that each axiom or rule of
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the nested sequent calculi is implemented by a Prolog clause of the program. The re-
sulting code is therefore simple and compact: the implementation of NESCOND for
CK consists of only 6 predicates, 24 clauses and 34 lines of code. We provide experi-
mental results by comparing NESCOND with CondLean [12] and GOALDUCK [13].
Performances of NESCOND are promising, and show that nested sequent calculi are
not only a proof theoretical tool, but they can be the basis of efficient theorem proving
for conditional logics.

2 Conditional Logics and Their Nested Sequent Calculi

We consider a propositional conditional language L over a set ATM of propositional
variables. Formulas of L are built as usual: ⊥, � and the propositional variables of
ATM are atomic formulas; if A and B are formulas, then ¬A and A ◦ B are complex
formulas, where ◦ ∈ {∧,∨,→,⇒}. We adopt the selection function semantics. We
consider a non-empty set of possible worlds W . Intuitively, the selection function f
selects, for a world w and a formula A, the set of worlds of W which are closest to
w given the information A. A conditional formula A ⇒ B holds in a world w if the
formula B holds in all the worlds selected by f for w and A.

Definition 1 (Selection function semantics). A model is a triple M = 〈W , f, [ ]〉
where W is a non empty set of worlds, f : W × 2W +−→ 2W is the selection function,
and [ ] is the evaluation function, which assigns to an atom P ∈ ATM the set of worlds
where P is true, and is extended to boolean formulas as follows: [�] = W; [⊥] = ∅;
[¬A] = W−[A]; [A∧B] = [A]∩[B]; [A∨B] = [A]∪[B]; [A → B] = [B]∪(W−[A]);
[A ⇒ B] = {w ∈ W | f(w, [A]) ⊆ [B]}. A formula F ∈ L is valid in a model
M = 〈W , f, [ ]〉, and we write M |= F , if [F ] = W . A formula F ∈ L is valid, and
we write |= F , if it is valid in every model, that is to say M |= F for every M.

The semantics above characterizes the basic conditional system, called CK, where no
specific properties of the selection function are assumed. An axiomatization of CK is
given by (� denotes provability in the axiom system):

– any axiomatization of the classical propositional calculus (prop)
– If � A and � A→ B, then � B (Modus Ponens)
– If � A↔ B then � (A⇒ C)↔ (B ⇒ C) (RCEA)
– If � (A1 ∧ · · · ∧An)→ B then � (C ⇒ A1 ∧ · · · ∧ C ⇒ An)→ (C ⇒ B) (RCK)

Moreover, we consider the following standard extensions of the basic system CK:

AXIOM
A ⇒ A

(A ⇒ B) ∨ (A ⇒ ¬B)

(A ⇒ B) → (A → B)

(A ⇒ B) ∧ (B ⇒ A) → ((A ⇒ C) → (B ⇒ C))

f(w, [A]) ⊆ [A]

| f(w, [A]) | ≤ 1

w ∈ [A] implies w ∈ f(w, [A])

f(w, [A]) : [B] f(w, [B]) : [A] f(w, [A]) = f(w, [B])and implies

MODEL CONDITIONSYSTEM
ID
CEM
MP
CSO

In Figure 1 we present nested sequent calculi NS, where S is an abbreviation for
CK{+X}, and X ∈ {CEM, ID, MP, ID+MP, CEM+ID}. A nested sequent Γ is de-
fined inductively as follows: a formula of L is a nested sequent; if A is a formula and Γ
is a nested sequent, then [A : Γ ] is a nested sequent; a finite multiset of nested sequents
is a nested sequent. A nested sequent can be displayed as



NESCOND 513

Γ(P,¬P ) (AX) (AX�)Γ(�)

Γ(A ∧ B) Γ(¬(A ∧ B)) Γ(A ∨ B) Γ(¬(A ∨ B))

Γ(A) Γ(¬A) Γ(¬B)Γ(B) Γ(A,B)Γ(¬A,¬B)

Γ(A ⇒ B)

Γ(¬( ⇒ B), [A′ : Δ])

Γ([A : B])

Γ([A : Δ])

Γ([A : Δ,¬A])

Γ([A : Δ], [B : Σ])

Γ([A : Δ, Σ], [B : Σ]) A,¬B B,¬A

(∧+) (∧−) (∨−)(∨+)

(⇒+)

(⇒−)

(ID)

(CEM)

Γ(A → B) Γ(¬(A → B))

Γ(¬A,B) Γ(A)
(→+) (→−)

(¬)
P ∈ ATM

Γ(¬(A ⇒ B))

Γ(¬(A ⇒ B), A) Γ(¬(A ⇒ B),¬B)
(MP )

Γ(A)
Γ(¬¬A)

Γ(¬B)

Γ(¬⊥) (AX⊥)

Γ,¬(A ⇒ B), [A′ : Δ]

Γ,¬(A ⇒ B), [A′ : Δ,¬B] Γ,¬(A ⇒ B), [A : A′]
(CSO)

Γ,¬(A ⇒ B), [A′ : A]

Γ(¬(A ⇒ B), [C : Δ,¬B]) A,¬C C,¬A

C

Fig. 1. The nested sequent calculi NS

A1, . . . , Am, [B1 : Γ1], . . . , [Bn : Γn],

where n,m ≥ 0, A1, . . . , Am, B1, . . . , Bn are formulas and Γ1, . . . , Γn are nested
sequents. A nested sequent can be directly interpreted as a formula by replacing “,”
by ∨ and “:” by ⇒, i.e. the interpretation of A1, . . . , Am, [B1 : Γ1], . . . , [Bn : Γn] is
inductively defined by the formula F(Γ ) = A1∨ . . .∨Am∨(B1 ⇒ F(Γ1))∨ . . .∨(Bn ⇒
F(Γn)).

We have also provided nested sequent calculi for the flat fragment, i.e. without nested
conditionals, of CK+CSO+ID, corresponding to KLM logic C [9]. The rules of the
calculus, called NCKLM, are those ones of NCK+ID (restricted to the flat fragment)
where the rule (⇒−) is replaced by the rule (CSO).

In order to present the rules of the calculus, we need the notion of context. Intuitively
a context denotes a “hole”, a unique empty position, within a sequent that can be filled
by a sequent. We use the symbol ( ) to denote the empty context. A context is defined
inductively as follows: Γ ( ) = Δ, ( ) is a context; if Σ( ) is a context Γ ( ) = Δ, [A :
Σ( )] is a context. Finally, we define the result of filling “the hole” of a context by
a sequent. Let Γ ( ) be a context and Δ be a sequent, then the sequent obtained by
filling the context by Δ, denoted by Γ (Δ) is defined as follows: if Γ ( ) = Λ, ( ) then
Γ (Δ) = Λ,Δ; if Γ ( ) = Λ, [A : Σ( )] then Γ (Δ) = Λ, [A : Σ(Δ)]. The notions of
derivation and of derivable sequent are defined as usual. In [1] we have shown that:

Theorem 1. The nested sequent calculi NS are sound and complete for the respective
logics, i.e. a formula F of L is valid in CK+X if and only if it is derivable in NS.

As usual, in order to obtain a decision procedure for the conditional logics under consid-
eration, we have to control the application of the rules (⇒−)/(CSO), (MP ), (CEM ),
and (ID) that otherwise may be applied infinitely often in a backward proof search,
since their principal formula is copied into the respective premise(s). We obtain a sound,
complete and terminating calculus if we restrict the applications of these rules as fol-
lows [1, 2]: (⇒−) can be applied only once to each formula ¬(A ⇒ B) with a context
[C : Δ] in each branch, the same for (CSO) in the system CK+CSO+ID; (ID) can be
applied only once to each context [A : Δ] in each branch; (MP ) can be applied only
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once to each formula ¬(A ⇒ B) in each branch. For systems with (CEM ), we need
a more complicated mechanism: due to space limitations, we refer to [1] for this case.
These results give a PSPACE decision procedure for their respective logics.

3 Design of NESCOND

In this section we present a Prolog implementation of the nested sequent calculi NS.
The program, called NESCOND (NESted sequent calculi for CONDitional logics), is
inspired by the “lean” methodology of leanTAP, even if it does not follow its style in a
rigorous manner. The program comprises a set of clauses, each one of them implements
a sequent rule or axiom of NS. The proof search is provided for free by the mere depth-
first search mechanism of Prolog, without any additional ad hoc mechanism.

NESCOND represents a nested sequent with a Prolog list, whose elements can be
either formulas F or pairs [Context,AppliedConditionals]where:

- Context is also a pair of the form [F,Gamma], where F is a formula of L and
Gamma is a Prolog list representing a nested sequent;
- AppliedConditionals is a Prolog list [A 1=>B 1,A 2=>B 2,...,A k=>
B k], keeping track of the negated conditionals to which the rule (⇒−) has been al-
ready applied by using Context in the current branch. This is used in order to imple-
ment the restriction on the application of the rule (⇒−) in order to ensure termination.

Symbols� and⊥ are represented by constantstrue and false, respectively, whereas
connectives ¬, ∧, ∨, →, and ⇒ are represented by !, ˆ, v, ->, and =>.

As an example, the Prolog list [p, q, !(p => q), [[p, [q v !p, [[p,[p => r]],[]],

!r]],[p => q]], [[q, [p, !p]],[]]] represents the nested sequent P,Q,¬(P ⇒ Q),
[P : Q ∨ ¬P, [P : P ⇒ R],¬R], [Q : P,¬P ]. Furthermore, the list [p => q] in the
leftmost context is used to represent the fact that, in a backward proof search, the rule
(⇒−) has already been applied to ¬(P ⇒ Q) by using [P : Q∨¬P, [P : P ⇒ R],¬R].

Auxiliary Predicates. In order to manipulate formulas “inside” a sequent, NESCOND
makes use of the three following auxiliary predicates:

- deepMember(+Formulas,+NS) succeeds if and only if either (i) the nested se-
quentNS representing a nested sequent Γ contains all the fomulas in the list Formulas
or (ii) there exists a context [[A,Delta],AppliedConditionals] in NS such
that deepMember(Formulas,Delta) succeeds, that is to say there is a nested
sequent occurring in NS containing all the formulas of Formulas.
- deepSelect(+Formulas,+NS,-NewNS) operates exactly as deepMember,

however it removes the formulas of the list Formulas by replacing them with a place-
holder hole; the output term NewNS matches the resulting sequent.
- fillTheHole(+NewNS,+Formulas,-DefNS) replaces hole in NewNSwith

the formulas in the list Formulas. DefNS is the output term matching the result.

NESCOND for CK. The calculi NS are implemented by the predicate prove(+NS,
-ProofTree). This predicate succeeds if and only if the nested sequent represented
by the list NS is derivable. When it succeeds, the output term ProofTreematches with
a representation of the derivation found by the prover. For instance, in order to prove
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that the formula (A ⇒ (B ∧ C)) → (A ⇒ B) is valid in CK, one queries NESCOND
with the goal: prove([(a => b ˆ c) -> (a => b)],ProofTree). Each
clause of prove implements an axiom or rule of NS. To search a derivation of a nested
sequent Γ , NESCOND proceeds as follows. First of all, if Γ is an axiom, the goal will
succeed immediately by using one of the following clauses for the axioms:

prove(NS,tree(ax)):-deepMember([P,!P],NS),!.
prove(NS,tree(axt)):-deepMember([top],NS),!.
prove(NS,tree(axb)):-deepMember([!bot],NS),!.

implementing (AX), (AX#) and (AX⊥), respectively. If Γ is not an instance of the
axioms, then the first applicable rule will be chosen, e.g. if a nested sequent in Γ con-
tains a formula A v B, then the clause implementing the (∨+) rule will be chosen, and
NESCOND will be recursively invoked on the unique premise of (∨+). NESCOND
proceeds in a similar way for the other rules. The ordering of the clauses is such that
the application of the branching rules is postponed as much as possible.

As an example, the clause implementing (⇒−) is as follows:

1. prove(NS,tree(condn,A,B,Sub1,Sub2,Sub3)):-
2. deepSelect([!(A => B),[[C,Delta],AppliedConditionals]],

NS,NewNS),
3. \+member(!(A => B),AppliedConditionals),
4. prove([A,!C],Sub2),
5. prove([C,!A],Sub3),!,
6. fillTheHole(NewNS,[!(A => B),[[C,[!B|Delta]]

,[!(A => B)|AppliedConditionals]]],DefNS),
7. prove(DefNS,Sub1).

In line 2, the auxiliary predicate deepSelect is invoked in order to find both a
negated conditional ¬(A ⇒ B) and a context [C : Δ] in the sequent (even in a
nested subsequent). In this case, such formulas are replaced by the placeholder hole.
Line 3 implements the restriction on the application of (⇒−) in order to guaran-
tee termination: the rule is applied only if ¬(A ⇒ B) does not belong to the list
AppliedConditionals of the selected context. In lines 4, 5 and 7, NESCOND is
recursively invoked on the three premises of the rule. In line 7, NESCOND is invoked
on the premise in which the context [C : Δ] is replaced by [C : Δ,¬B]. To this aim, in
line 6 the auxiliary predicate fillTheHole(+NewNS,+Formulas,-DefNS) is
invoked to replace the hole in NewNS, introduced by deepSelect, with the negated
conditional ¬(A ⇒ B), which is copied into the premise, and the context [C : Δ,¬B],
whose list of AppliedConditionals is updated by adding the formula ¬(A ⇒ B)
itself.

NESCOND for Extensions of CK. The implementation of the calculi for extensions
of CK with axioms ID and MP are very similar. For systems allowing ID, contexts
are triples [Context, AppliedConditionals, AllowID]. The third ele-
ment AllowID is a flag used in order to implement the restriction on the application
of the rule (ID), namely the rule is applied to a context only if AllowID=true, as
follows:
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prove(NS,tree(id,A,SubTree)):-
deepSelect([[[A,Delta],AppliedConditionals,true]]],

NS,NewNS),!,
fillTheHole(NewNS,[[[A,[!A|Delta]],AppliedConditionals,

false]]],DefNS),
prove(DefNS,SubTree).

When (ID) is applied to [Context, AppliedConditionals, true], then
the predicate prove is invoked on the unique premise of the rule DefNS, and the flag
is set to false in order to avoid multiple applications in a backward proof search.

The restriction on the application of the rule (MP) is implemented by equipping
the predicate prove by a third argument, AppliedMP, keeping track of the negated
conditionals to which the rule has already been applied in the current branch. The clause
of prove implementing (MP) is:

1. prove(NS,AppliedMP,tree(mp,A,B,Sub1,Sub2)):-
2. deepSelect([!(A => B)],NS,NewNS),
3. \+member(A => B,AppliedMP),!,
4. fillTheHole(NewNS,[A,!(A => B)],NS1),
5. fillTheHole(NewNS,[!B,!(A => B)],NS2),
6. prove(NS1,[A => B|AppliedMP],Sub1),
7. prove(NS2,[A => B|AppliedMP],Sub2).

The rule is applicable to a formula ¬(A ⇒ B) only if [A => B] does not be-
long to AppliedMP (line 3). When (MP) is applied, then [A => B] is added to
AppliedMP in the recursive calls of prove on the premises of the rule (lines 6
and 7).

The implementation of the calculus for the flat fragment of CK+CSO+ID, corre-
sponding to KLM cumulative logic C, is similar to that for CK+ID; the only differ-
ence is that (⇒−) is replaced by (CSO). This does not make use of the predicate
deepSelect to “look inside” a sequent to find the principal formulas ¬(A ⇒ B) and
[C : Δ]: since the calculus only deals with the flat fragment of the logic under consid-
eration, such principal formulas are directly selected from the current sequent by easy
membership tests (standard Prolog predicates member and select), without search-
ing inside other contexts. Due tu space limitations, we omit details for extensions with
CEM.

4 Performance of NESCOND

The performances of NESCOND are promising. We have tested it by running SICStus
Prolog 4.0.2 on an Apple MacBook Pro, 2.7 GHz Intel Core i7, 8GB RAM machine.
We have compared the performances of NESCOND with the ones of two other provers
for conditional logics: CondLean 3.2, implementing labelled sequent calculi [12], and
the goal-directed procedure GOALDUCK [13]. We have tested the three provers (i) on
randomly generated sequents, obtaining the results shown in Figure 2 and (ii) over a set
of valid formulas. Concerning CK, we have considered 88 valid formulas obtained by
translating K valid formulas (�A is replaced by � ⇒ A, whereas &A is replaced by
¬(� ⇒ ¬A)) provided by Heuerding, obtaining the results in Figure 3.
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Concerning (i), we have tested the three provers over 2000 random sequents, whose
formulas are built from 15 different atomic variables and have a high level of nesting
(10): NESCOND is not able to answer only in 0.05% of cases (1 sequent over 2000)
within 10 seconds, whereas both GOALDUCK and CondLean are not able to conclude
anything in more than 3% of cases (60 tests over 2000). If the time limit is extended
to 2 minutes, NESCOND answers in 100% of cases, whereas its two competitors have
still more than 1.30% of timeouts. The difference is much more significant when con-
sidering sequents with a lower level of nesting (3) and whose formulas contain only 3
different atomic variables: with a time limit of 10 seconds, NESCOND is not able to
answer only in 9.09% of cases, whereas both CondLean and GOALDUCK are not able
to conclude in 16.55% and in 51.15% of cases, respectively: this is explained by the fact
that NESCOND is faster than the other provers to find 355 not valid sequents (against
17 of CondLean and 34 of GOALDUCK) within the fixed time limit.

Concerning (ii) the performances of NESCOND are also encouraging. Considering
CK, NESCOND is not able to give an answer in less than 10 seconds only in 5 cases
over 88, against the 8 of CondLean and the 12 of GOALDUCK; the number of timeouts
drops to 4 if we extend the time limit to 1 minute, whereas this extension has no effect
on the competitors (still 8 and 12 timeouts). We have similar results also for extensions
of CK as shown in Figure 3: here we have not included GOALDUCK since the most
formulas adopted do not belong to the fragments admitting goal-directed proofs [13].

Fig. 2. NESCOND vs CondLean vs GOALDUCK over 2000 random sequents

Timeouts for systems without CEM

1ms 1s 10s

CondLean 19,23% 15,38% 13,46%

NESCOND 5,77% 0,00% 0,00%

Timeouts for systems CEM and CEM+ID

1ms 1s 10s

CondLean 51,72% 37,93% 27,59%

NESCOND 58,62% 51,72% 48,28%

Timeouts for extensions of CK

1ms 1s 10s

CondLean 48,08% 36,54% 28,85%

NESCOND 38,46% 28,85% 26,92%

100ms 1s 10s 1m

CondLean 12,50% 12,50% 9,09% 9,09%

GoalDUCK 21,71% 18,26% 13,88% 13,88%

NESCOND 12,50% 10,23% 5,68% 4,55%

Timeouts for CK

Fig. 3. NESCOND vs CondLean vs GOALDUCK: timeouts over valid formulas
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These results show that the performances of NESCOND are encouraging, probably
better than the ones of the other existing provers for conditional logics (notice that there
is no set of acknowledged benchmarks for them). Figure 3 shows that this also holds for
extensions of CK: for systems not allowing CEM, NESCOND gives an answer in 95%
of the tests (all of them are valid formulas) in less than 1ms. The performances worsen
in systems with CEM because of the overhead of the termination mechanism.

5 Conclusions and Future Issues

We have presented NESCOND, a theorem prover for conditional logics implementing
nested sequent calculi introduced in [1]. Statistics in section 4 show that nested sequent
calculi do not only provide elegant and natural calculi for conditional logics, but they
are also significant for developing efficient theorem provers for them. In future research
we aim to extend NESCOND to other systems of conditional logics. To this regard, we
strongly conjecture that adding a rule for the axiom (CS) (A ∧ B) → (A ⇒ B) will
be enough to cover the whole cube of the extensions of CK generated by axioms (ID),
(MP), (CEM) and (CS). This will be object of subsequent research. We also aim at com-
paring the performances of NESCOND with those of CoLoSS [7], a generic-purpose
theorem prover for coalgebraic modal logics which can handle also basic conditional
logics.
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Abstract. The Suggested Upper Merged Ontology (SUMO) is a large,
comprehensive ontology stated in higher-order logic. It has co-evolved
with a development environment called the Sigma Knowledge Engineer-
ing Environment (SigmaKEE). A large and important subset of SUMO
can be expressed in first-order logic with equality. SigmaKEE has inte-
grated different reasoning systems in the past, but they either had to be
significantly modified, or integrated in a way that multiple queries to the
same theory required expensive full re-processing of the full knowledge
base.

To overcome this problem, to create a simpler system configuration
that is easier for users to install and manage, and to integrate a state-of-
the-art theorem prover we have now integrated Sigma with the E theorem
prover. The E distribution includes a simple server version that loads and
indexes the full knowledge base, and supports interactive queries via a
simple interface based on text streams. No special modifications to E
were necessary for the integration, so SigmaKEE can be easily upgraded
to future versions.

1 Introduction

The Suggested Upper Merged Ontology (SUMO) [6,7] is a large, compre-
hensive ontology stated in higher-order logic [2]. It has co-evolved with a
development environment called the Sigma Knowledge Engineering Environment
(SigmaKEE) [8].

SUMO and Sigma have been employed in applications for natural language
understanding [9], database modeling [11] and sentiment analysis [10], among
others.

A large and important subset of SUMO can be expressed in first-order logic
with equality. This subset has been used in several instances of of the LTB
division of the yearly CADE ATP System Competition (CASC)[13,18,14] The
LTB (Large Theory Batch) division of CASC is concerned with reasoning in
large theories, and in particular with the task of answering a series of queries
over a large, relatively static background theory.

Since a large part of SUMO can be expressed in first-order logic, SigmaKEE
provides first-order reasoning capabilities to support the user in interacting with
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the knowledge base. Earlier versions of SigmaKEE have been integrated with a
customized special purpose version of Vampire [15]. However, later versions of
Vampire were not compatible with the customized version and the integration
interface with SigmaKEE. As a consequence, Sigma did not have access to the
latest deduction technologies.

An interim measure has been integration with the TPTPworld environment [22]
that supports remote access to the entire suite of theorem provers competing
in CASC, also adding facilities for generating explicit proof objects even with
provers that do not natively have that capability. In recent years, an initial inte-
gration has also been done for the LEO-II higher-order logic prover [1]. However,
both approaches require re-processing of the full ontology for each query, and
thus result in significant overhead, resulting in noticeable delays even for simple
user queries.

To overcome this problem, to use the latest first-order theorem proving tech-
nology, and to create a simpler system configuration that is easier for users
to install and manage, SigmaKEE 3.0 now integrates the well-known theorem
prover E [16,17]. The E distribution includes a simple server version that loads
and indexes the full knowledge base, and supports interactive queries via a sim-
ple interface based on text streams. No special modifications to E were necessary
for the integration, so Sigma users will be able to upgrade to successive versions
of E as they are released.

2 Architecture and User Interface

Sigma is a Java and JSP system that typically will run under the Apache Tomcat
web server. It consists of a set of tools integrated at the user level by an HTML
interface. These include:

– translation of theories to and from THF, TPTP, SUO-KIF, OWL and Prolog
formats

– mapping theories to other theories based on similarity of terms names and
definitions

– structured browsing of hyperlinked and sorted theory content, including tree-
structured presentation of hierarchies

– natural language paraphrases of theories in many different languages
– structured browsing of WordNet [4] and Open Multilingual Wordnet [3] and

their links to SUMO
– various kinds of static analysis tools for theories, as well as structured infer-

ence using theorem proving as a client that attempts to find theory contra-
dictions

The core of the system consists of data structures to manage knowledge bases,
their constituent files, and the statements contained in the files. Analysis, dis-
play, natural language processing and inference components have been added
incrementally around the common data structures. In particular, the facilities to
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handle TPTP input and output, and integration with the TPTPworld environ-
ment were added to support development for the CASC competition. Sigma is
an Integrated Development Environment for ontologies in the same sense Eclipse
is an IDE for Java programming. While actual development of theories is per-
formed in a text editor, a suite of tools assists in the process of developing text
files of SUMO-based theories and a typical development process involves having
both Sigma and a text editor running, and the developer frequently switching
attention between the two.

By integrating E into Sigma, SUMO developers can more rapidly test new
theories for consistency, as well as applying them in applications involving au-
tomated deduction. Sigma supports a hyperlinked proof output that links steps
in each proof to display of the statements from which they are derived.

Users interact with Sigma via a web browser. The user interface is straight-
forward, consisting of a window in which queries or statements are made in
SUO-KIF format, and hyperlinked proof results, which are similar to a standard
textbook proof. Steps in the proof are presented along with a brief justification
of how they were derived, whether directly asserted to the knowledge base, or
derived via rules of inference from previous steps.

In a typical workflow, a user writes theory content in a text editor and pe-
riodically loads the file into Sigma. He will frequently use the Sigma browsing
tools to inspect other portions of SUMO, for example, to find useful relations
and classes to help model the knowledge of the task at hand, or simply to check
relation argument orders or argument types. The user can pose queries to E to
test the coverage of the new theory content. Debugging a query that doesn’t
yield an answer often involves breaking down a complex chain of reasoning into
smaller and simpler steps, adding knowledge to complete elements of the chain
and gradually building up to the full line of reasoning desired. This will involve
running queries, checking proofs of lemmas, checking existing portions of SUMO
to see if knowledge that might be assumed present is actually present, and in the
desired form. Based on iterations of this process, the user will keep adding new
statements to a theory in a text editor until the modeling or application task
is complete. In typical usage, this development process is broadly quite similar
to modern programming, just that the language is strictly declarative, rather
than functional or procedural, and therefore the analysis and development tools
themselves are different. But the cycle of development in a text editor, use of
analysis, browsing and debugging tools, then further editing or development of
the ”program” is a familiar one.

3 SigmaKEE/E Integration

SigmaKEE has been integrated with E 1.8[16,17]. E is a powerful theorem prover
for full first order logic with equality. It has a number of features that make it
an attractive choice for this integration:

– E supports the TPTP standards for input and output. In particular, it reads
specifications and writes proof objects in the TPTP-3 language [20] and uses
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Web GUI
SigmaKEE front-end

Apache Tomcat
SigmaKEE back-end
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...
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Fig. 1. Main architectural components and data flows of SigmaKEE with respect to
the deduction component

the SZS result ontology [19] to signal success or failure of a proof attempt.
Thus, the main interfaces are well-defined and results are easy to parse.

– As of version 1.7, E supports the proposed TPTP answer standard [21]. It
can report one or multiple answers to queries, i.e. instantiations for top-level
existentially quantified variables in the conjecture that make it true. This is
particularly valuable for query-answering.

– With version 1.8, E can generate and print checkable proof objects with
barely measurable overhead [17]. The proof objects make logical dependen-
cies obvious, and can also help to debug the ontology, in particular by iden-
tifying inconsistencies.

In addition to support for well defined I/O standards and fast proof gener-
ation, E also provides a prototypical implementation of deduction as a service.
The e ltb runner control program in the E distribution supports the efficient
execution of multiple queries over a static background theory, both in batch mode
and in interactive mode. This interactive mode forms the base of the interface
between the SigmaKEE core and the deduction system.

On start-up, e ltb runner reads a specification file that describes the con-
stant background theory, given in the form of files of clauses and formulas in
TPTP-3 syntax. This initial knowledge base is indexed with a bi-directional



Knowledge Engineering for Large Ontologies with Sigma KEE 3.0 523

index from formulas to function symbols and vice versa. Moreover, various statis-
tics on the distribution of function symbols in the knowledge base are computed.
These pre-computed indices and values allow the efficient application of a pa-
rameterized variant of the SInE algorithm [5].

SUMO

Instantiate  
predicate vars 

Expand row 
variables

Add type 
constraints

Rename 
predicates

Syntax 
translation E

Hyperlink

Remove 
higher-order

Syntax 
translation

Proof 
simplification

Sigma

Fig. 2. Language transforms

The program then enters interac-
tive mode and reads input from the
user via stdin. Users can provide ad-
ditional formulas, either directly or by
specifying TPTP input directives to
load axioms from files. Typically, a
query consists of a number of addi-
tional assumptions and a conjecture
(or question, if answer instantiations
are desired). These formulas are tem-
porarily integrated into the knowledge
base and the indices are updated in
a way that allows for the efficient re-
traction of the formulas and resetting
of the indices. When the user indi-
cates that the current specification is
complete, e ltb runner runs various
different relevancy filters over the ex-
tended knowledge base and extracts a
number of individual proof problems,
each of which contains the conjecture
or query and a number of potentially
useful axioms. These are handed to
different instances of E in automatic
mode. If one of the instances finds
a proof (or a counter-saturation), all
provers are stopped, and the result,

along with the proof or the derivation of the saturation, is provided back on
the standard output channel. If all instances of E time out or hit other resource
limits, the proof attempt fails.

Once the job is processed, the additional formulas are removed from the knowl-
edge base and the indices, and the system waits for the next user command.

Figure 1 provides an overview of the integration with SigmaKEE with E.
On start-up, the SigmaKEE back-end translates the static ontology into TPTP
format. It starts up e ltb runner in interactive mode, passing the translated
ontology as as the background theory. The back-end connects to the deduction
component via stdin and stdout.

New knowledge entered by the user is kept in a separate working session.
When the user wants to query the knowledge base, the formulas of the current
working session and the query are translated to TPTP syntax and provided as a
job to e ltb runner. There, they are added to the background knowledge, the
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relevance filters are applied, and different instances of E try to find an answer to
the query. If successful, the proof is handed to the SigmaKEE back-end, where
it is translated back to SUO-KIF.

Several transformations are required to convert SUO-KIF into TPTP, and
to restore the content in the TPTP3 format proofs to their authored SUO-KIF
versions, as shown in Figure 2. While these transforms are described in more
detail in [7] and [12] a brief overview here may be helpful. First, variables that
are in the predicate position in a rule are removed by instantiating every such
rule with every predicate from the knowledge base that is applicable. Next, the
remaining higher-order logic content that is not expressible in TPTP FOF syntax
is removed. Then row-variables, which stand for multiple arguments in variable-
arity relations are expanded, treating this construct as a macro. SUMO requires
type constraints for the arguments to all relations. To fully implement this in a
non-sorted logic such as TPTP FOF, we prefix all rules with type constraints.
While in TPTP-3 implementations any symbol identifier can be used either a
function symbol of a given arity or a predicate symbol of a given arity, SUO-KIF
does not share this restriction. Hence, in cases where a symbol is used in more
than one role, occurrences of one type are renamed.

Lastly, the actual syntactic transformation of SUO-KIF, which conforms to
LISP S-Expressions is converted to the Prolog syntax of TPTP. Upon return
from E, the SZS ontology tags are extracted to provide the overall status of
the result. The proof is simplified to removed repeated appearances of the same
statement. Answer variables are removed. The syntactic transform is now run
in reverse, converting TPTP statements to SUO-KIF. Finally, predicates are
returned to their originally authored names.

4 Conclusion

Sigma KEE 3.0 brings together a practical development environment for creat-
ing expressive logical theories and a leading first order theorem prover. It is a
start at providing the same sort of powerful development approach for logical
theories that programmers have long enjoyed for procedural and object-oriented
development.

SigmaKEE and SUMO offer a development tool suite and a reusable library
of content on which to build new theories. All the tools are open source, in hopes
of inviting collaboration. E is available from http://eprover.org and as part
of the Sigma distribution from http://sigmakee.sourceforge.net.
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Peñaloza, Rafael 480
Platzer, André 292
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