
Advances in Intelligent Systems and Computing 300

Human-Computer Systems 
Interaction: Backgrounds
and Applications 3

Zdzisław S. Hippe
Juliusz L. Kulikowski
Teresa Mroczek
Jerzy Wtorek   Editors

300th Volume of AISC · 300th Volume of AISC · 300th Volume of AISC · 300th Volume of AISC · 300th Vo



Advances in Intelligent Systems and Computing

Volume 300

Series editor

Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk@ibspan.waw.pl

For further volumes:

http://www.springer.com/series/11156



About this Series

The series “Advances in Intelligent Systems and Computing” contains publications on theory,
applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually
all disciplines such as engineering, natural sciences, computer and information science, ICT,
economics, business, e-commerce, environment, healthcare, life science are covered. The list
of topics spans all the areas of modern intelligent systems and computing.

The publications within “Advances in Intelligent Systems and Computing” are primarily
textbooks and proceedings of important conferences, symposia and congresses. They cover
significant recent developments in the field, both of a foundational and applicable character.
An important characteristic feature of the series is the short publication time and world-wide
distribution. This permits a rapid and broad dissemination of research results.

Advisory Board

Chairman

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
e-mail: nikhil@isical.ac.in

Members

Rafael Bello, Universidad Central “Marta Abreu” de Las Villas, Santa Clara, Cuba
e-mail: rbellop@uclv.edu.cu

Emilio S. Corchado, University of Salamanca, Salamanca, Spain
e-mail: escorchado@usal.es

Hani Hagras, University of Essex, Colchester, UK
e-mail: hani@essex.ac.uk

László T. Kóczy, Széchenyi István University, Győr, Hungary
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From the Editors

We are very proud to handle the consecutive book devoted to Human-Computer
Systems Interaction (H-CSI). The previous monographic volume (H-CSI: Back-
grounds and Applications 2, Part I and Part II) received quite good assessment from
the scientific community; it also fulfilled our anticipation as a source of up-to-date
knowledge in the considered area. This situation encourages us to work out the next
volume, giving an insight into the current progress in H-CSI. This time however,
papers were gathered on our individual invitation of recognized researchers, having
significant scientific record in this area. In this way the content of the book con-
tributes the profound description of the actual status of the H-CSI field. By chance,
it is also a signpost for further development and research.

It is a delightful pleasure to express our gratitude to numerous individual authors,
working in: Canada, France, Germany, Indonesia, Ireland, Italy, Japan, Portugal,
Malaysia, Mexico, Norway, Slovakia, Slovenia, South Korea, Spain, Syria, Sweden,
Tunisia, Turkey, USA and Poland. Many of authors worked together using nets,
supplying common articles. In this way, the new volume (H-CSI: Background and
Applications 3) contains an interesting and state-of the art collection of papers, say
reports, on the recent progress in the discussed field.

The contents of the book was divided into the following parts: I. General human-
system interaction problems; II. Health monitoring and disabled people helping sys-
tems; and III. Various information processing systems.

The general human-system interaction problems (I) are presented by papers con-
cerning various application areas, like e.g. brain computers interface systems (A.
Materka and P. Poryzała), recognition of emotion (A. Kołakowska, A. Landowska,
M. Szwoch, W. Szwoch and M.R. Wróbel), recognition of sign language (M. Oszust
and M. Wysocki), multimodal human-computer interfaces (A. Czyżewski, P. Dalka,
Ł. Kosikowski, B. Kunka and P. Odya), case studies on audience response systems in
the computer science course (L. Jackowska-Strumiłło, P. Strumiłło, J. Nowakowski
and P. Tomczak), or on global collaboration of students (A.E. Milewski, K. Swigger
and F.C. Serce).

Various problems of health monitoring and disabled people helping systems (II)
are presented in the next group of papers. Many important problems have been



VI From the Editors

touched, for example the detection of sleep apnea by analysis of electrocardio-
graphic signals (P. Przystup, A. Bujnowski, A. Poliński, J. Rumiński and J. Wtorek),
the phone recognition of objects as a personal aids for the visually impaired persons
(K. Matusiak, P. Skulimowski and P. Strumiłło) or a general research on aiding vi-
sually impaired people (S. Yakota, H. Hashimoto, D. Chugo and K. Kawabata; M.
Yusro, K.M. Hou, E. Pissaloux, K. Ramli, D. Sudiana, L.Z. Zang and H.L. Shi).
Besides, in the paper by S. Coradeschi et all, a system for monitoring activities and
promoting social interaction for elderly is described.

The group concerning various information processing systems (III) consists inter
alia of the papers aimed at human life conditions improvement (by A. Astigarraga
et all; R. Bianco-Bonzalo et all; P.M. Nauth; S. Suzuki, Y. Fujimoto and T. Yam-
aguchi).

This book is intended for a wide audience of readers who are not necessarily
experts in computer science, machine learning or knowledge engineering, but are
interested in Human-Computer Systems Interaction. The level of particular papers
and specific spreading-out into particular parts is a reason why this volume makes
fascinated reading. This gives the reader a much deeper insight than he/she might
glean from research papers or talks at conferences. It touches on all deep issues that
currently preoccupy the field of H-CSI.

Editors

Zdzisław S. Hippe
Juliusz L. Kulikowski

Teresa Mroczek
Jerzy Wtorek
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A Robust Asynchronous SSVEP Brain-
Computer Interface Based on Cluster Analysis 
of Canonical Correlation Coefficients  

A. Materka and P. Poryzała 

Institute of Electronics, Lodz University of Technology, Łódź, Poland, 
{andrzej.materka,pawel.poryzala}@p.lodz.pl 

Abstract. Brain computer interface (BCI) systems allow a natural interaction with 
machines, especially needed by people with severe motor disabilities or those 
whose limbs are occupied with other tasks. As the electrical brain activity (EEG) 
is measured on the user scalp in those systems, they are noninvasive. However, 
due to small amplitude of the relevant signal components, poor spatial resolution, 
diversity within users’ anatomy and EEG responses, achieving high speed and ac-
curacy at large number of interface commands is a challenge. It is postulated in 
this paper that the SSVEP BCI paradigm, combined with multichannel filtering 
can provide the interface robustness to user diversity and electrode placement. 
A cluster analysis of the canonical correlation coefficients (computed for multi-
channel EEG signals evoked by alternate visual half-field LED stimulation) is 
used to achieve this goal. Experimental results combined with computer simula-
tion are presented to objectively evaluate the method performance.  

1 Introduction 

The number of “smart” devices and appliances around us grows quickly in the last 
decades. Not even computers, tablets, cellular phones do comprise a processor 
with a complex program. Operation and performance of cars, washing machines, 
microwave ovens, TV sets, etc. strongly depend on the computational power and 
quality of software of the digital electronic systems embedded in it. Still, the rate 
of progress in the performance of the computational systems is not accompanied 
by an equally fast development of the interfaces necessary for information 
exchange between machines and their users. 

In particular, there is a need to develop interfaces that would allow users, who 
cannot move their limbs, cannot speak, but whose mind operates normally, to en-
ter data into computers without involving the traditional motor pathways of the 
human nervous system. A solution is a brain-computer interface (BCI) [Wolpaw 
et al. 2000]. In those interfaces, the intention/will of a user is not expressed by any 
movement, gesture or command; it is rather “guessed” by the analysis of some 
measured signals that reflect the brain activity. 



4 A Materka and P Poryzała  

 

Research projects aimed at development of noninvasive BCI started about 
40 years ago. The key factors of focus are speed, number of independent symbols 
that can be transmitted over the interface and accuracy (lowest error rate). Howev-
er, due to small amplitude of the signal components, poor spatial resolution,  
diversity within users’ EEG responses, electrode misplacement, and impedance 
problems its functionality is still far from the expectations. This gives motivation 
to further research on the interface performance improvement. 

In this paper, spatial filtering of the multi-electrode signals is used to make the 
SSVEP BCI robust to the measurement electrodes displacement and diversity within 
the operators’ EEG responses. The SSVEP paradigm is believed to ensure fastest 
operation of the interface [Materka and Poryzala 2013]. The asynchronous BCI  
operation is optimized by identifying best weighted combinations of electrode  
signals – with the use of cluster analysis of canonical correlation coefficients. Re-
sults of experiments with 21 volunteered BCI users are described and discussed to 
demonstrate the developed method superiority over a number of known alternative 
techniques. 

2 Brain Computer Interfaces 

In a brain–computer interface system, users perform mental tasks that invoke 
specific patterns of brain activity. Those may be invoked by an external 
stimulation (such as light or sound) or a mental effort of user solely (Fig. 1). The 
EEG signal is measured, and its relevant features extracted, after necessary 
preprocessing. A pattern recognition system determines which brain activity 
pattern a user’s brain is producing and thereby infers the user’s mental task, thus 
allowing users to send messages or commands through their intentional brain 
activity alone. Any particular activity is attributed to a unique symbol transmitted 
through the interface. The present technological advancement limits applications 
of the BCIs to a simple cellular phone keyboard with a dozen or so keys or a few-
command manipulator for control of a prosthetic or a virtual reality game. The 
main beneficiaries of the interface are now handicapped persons. It is expected, as 
BCIs become sufficiently fast, reliable and easy to use, the range of their future 
applications will encompass many other groups of users. 

Most of the phenomena observed in EEG recordings originate in surface layers 
of the brain cortex, where majority of neurons are positioned perpendicularly to 
the surface. Due to large number of mutual connections of the cortex neurons, the 
subsequent waves of depolarization/polarization of their cellular membranes cause 
synchronization of their activity [Niedermeyer and Silva 2005]. The synchronous 
activity of a population of nervous cells leads to changes of electric potential on 
the surface of the cortex, and consequently, on the surface of the skin. 

The recording of EEG signal is performed by measuring differences of electric 
potential between selected points defined on the surface of the human head. Ex-
ample of standardized locations of the electrodes, defined in 1958 [Oostenveld and 
Praamstra 2001] to make the measurement points independent of the actual size of 
the skull is the well-known “ten-twenty” system. 
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Fig. 1 Basic functional blocks of a brain-computer interface. Optional elements are marked 
with broken lines 

The potential measured on an electrode is a sum of potentials generated by 
millions of neurons. Thus the measured signals are an average of signals from 
individual neurons located over some area of the cortex. That is why EEG features 
poor spatial resolution. Moreover, the potentials of individual neurons have to 
pass the regions filled with cerebrospinal fluid, bones of the skull and through the 
skin until finally they reach the electrodes. This causes severe attenuation of the 
functional waves. The EEG signal that represents electrical brain activity is then 
very weak, its values are in the range of tens of microvolts. Moreover, the 
measured signal contains not only the brain activity components of interest. There 
are other, sometimes many times larger components present (in the order of 
millivolts), called artifacts. Their sources are of technical or biological origin.  

The fact that the EEG signal components that carry the information about the 
brain activity are weak and are buried in large-amplitude noise makes detection of 
the BCI user intention difficult. This is the main drawback of the EEG-based 
brain-computer interfaces. Significant efforts have been taken to design and built 
EEG measurement devices that would suppress the artifacts and reduce the power 
of noise relative to the brain signal components of interest [Mason et al. 2007]. 
One of the latest projects along these lines is described in [Zander et al. 2011]. 
Advanced signal processing algorithms is another means that leads to reliable 
detection of the components generated with users intentions.  

Four basic categories of noninvasive BCIs have been described in the literature. 
These categories are related to the brain electrical activity that is invoked, detected 
and used for sending messages or commands to machine [Wolpaw et al. 2002]. 
Accordingly, the BCIs use P300 potentials, SSVEP, slow cortical potentials and 
event-related desynchronization (ERD). 

To compare performance of different BCI systems, one should use some 
standard evaluation criteria [Schlogl et al. 2007]: 

• Detection time (a time period between the moment user starts to express their 
intention to the moment of taking decision by the system).  



6 A Materka and P Poryzała  

 

• Classification accuracy (a ratio of true positive classifications to the sum of true 
positive, false positive and false negative ones).  

• Information transfer rate (bit rate, a parameter used to estimate a theoretical 
rate of information transfer to the computer) [Kronegg et al. 2005].  

The most promising type of the BCI is based on steady-state visual evoked 
potentials (SSVEP). Relatively large information transfer rate and the number of 
distinct messages are achieved with the use of the SSVEP-based BCIs 
[Zhu et al. 2010]. At the same time, high accuracy and speed are obtained at rather 
small training effort of the user. Thus this type of BCI is the subject of research 
project discussed in the next Sections. 

3 SSVEP BCIs 

Most of the SSVEP BCI systems use frequency encoding of the messages. 
Therefore, detection of potentials generated in result of user’s intention is usually 
based on amplitude or power spectrum analysis (Fig. 2). 

 

Fig. 2 An SSVEP BCI system with frequency encoding 

Referring to Fig. 2, the user concentrates his/her sight on one element (intended 
to be selected – a target) of the photo-stimulator. Each target is a light source 
flickering with a unique frequency. There is a message or command attributed to 
each frequency, so the stimulator plays a role of a virtual keyboard [Materka et al. 
2007]. When user focuses his/her attention on a light source of a specified 
frequency, EEG signals (especially from above primary visual primary cortex) 
include components of the same frequency and/or its harmonics [Regan 1989]. It 
is measured over the user’s skull and its amplitude spectrum is computed. In the 
example illustrated by Fig. 2, the user is looking at the stimulator element that is 
flickering with the frequency of 7 Hz. The SSVEP response is composed of the 
fundamental frequency, its second and third harmonic, 7 Hz, 14 Hz and 21 Hz, 
respectively. 

In the classical, spectrum analysis based approach, for each stimulation 
frequency the signal to background ratio (SBR) is computed from the EEG 
spectrum with the use of Fast Fourier Transform. The background noise could be 
e.g. the total power of spectrum components in a neighborhood of a given 
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frequency. When the SBR ratio exceed a predefined threshold, a symbol attributed 
to that frequency of stimulation [Middendorf et al. 2000; Trejo et al. 2006] is 
decided to be generated at the interface output. In some works, the amplitude of 
the SBR coefficient is considered a signal feature, which is classified with the use 
of linear discriminant analysis [Luo and Sullivan 2010]. Other methods include 
autoregressive spectral analysis [Allison et al. 2008] and wavelet decomposition 
[Wu and Yao 2008]. 

The signal-to-background ratio is an essential characteristic of the SSVEP 
signal. Larger values of SBR lead to shorter time of taking decision and increase 
the BCI accuracy. Typical stimulators have a form of rectangular fields displayed 
on an LCD computer screen, each flickering with a different frequency [Cheng et 
al. 2002]. But it is worthwhile to optimize the visual stimulation to increase the 
difference between the power of the SSVEP and noise (for e.g. using alternate 
half-field stimulation method can increase SBR value [Materka and Byczuk 
2006]). 

Even if the stimulus has been optimized and care has been taken to design 
measurement equipment as to obtain high signal-to-noise ratio, still the EEG 
signal is weak and noisy. Then, further signal processing and advanced VEP 
detection techniques are needed to ensure high accuracy, speed and capacity (i.e. 
the number of different messages sent over the interface). Taking into account 
individual anatomical and psycho-physiological differences between users, it is 
difficult to tell in advance what is the right position for the EEG electrodes to 
capture most of the information related to BCI users intention. On the other hand, 
it is impractical to use, say 22 electrodes covering densely the whole skin area on 
the head. Thus, as a compromise, a limited number of channels (say, 8 electrodes) 
is considered representative to the problem. The multichannel measurements is 
a standard now.  

It is hypothesized in most research projects that some linear or nonlinear 
combinations of the channels, individualized for each user, carry the information 
which is searched for [Cichocki et al. 2008]. An example of obtaining a linear 
combination (spatial filtering) of the multichannel EEG recordings is shown in 
Fig. 3. 

The optimum linear spatial filter of Fig. 3 should produce new “channels” S for 
which a ratio of the power of the signal of interest to the noise power is maximum. 
Among different goals of this procedure, there are Best Bipolar Combination 
(BBC) of electrodes [Wang et al. 2004], Minimal Energy Combination (of noise), 
Maximum Contrast Combination (MCC) [Friman et al. 2007] and Canonical 
Correlation [Bin et al. 2009]. Those multichannel, spatial filtering based detection 
methods should be (to some extent) immune to small amplitudes of the signal 
components, poor spatial resolution, diversity within operators’ EEG responses 
and electrode displacement problems. Optimized, weighted combinations of 
electrode signals should be identified whenever it is possible. 
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Fig. 3 The concept of spatial filtering of EEG signals 

A novel, Cluster Analysis of Canonical Correlation Coefficients (CACC) 
method for detecting steady-state visual evoked potentials (SSVEP) using multiple 
channel electroencephalogram (EEG) data has been developed by the authors and 
described in [Poryzala et al 2012]. Accurate asynchronous detection, high speed 
and high information transfer rate can be achieved with CACC after a short 
calibration session. Spatial filtering based on the Canonical Correlation Analysis 
method proposed in [Bin et al. 2009] was used for identifying optimal 
combinations of electrode signals that cancel strong interference signals in the 
EEG. The proposed algorithm, a standard spectrum analysis approach, and two 
competitive spatial filtering and detection methods were evaluated in a series of 
experiments with the use of data from 21 subjects [Byczuk et al. 2012]. The 
obtained results showed a significant improvement in classification accuracy and 
in an average detection time for a large group of users. 

In our recent research we addressed the problem of changing the designed 
SSVEP-based BCI laboratory demonstration to practically applicable system. 
Performance of the device evaluated in the carefully controlled lab environment 
will be decreased in real world conditions, where small amplitudes of the signal 
components, relatively high power of noise, diversity within users’ EEG 
responses, electrode misplacement, and impedance problems cannot be controlled. 
Practical device should be convenient and comfortable to use (ideally a limited 
number of dry, active electrodes should be used) and its performance should be 
stable and reliable in all possible working conditions [Wang et al. 2008]. Those 
problems have to be addressed before BCI devices can be put into practical use. 

In offline experiments we have evaluated how the misplacement of the 
measurement electrodes and diversity within users’ EEG responses affect the 
performance of the designed asynchronous Brain-Computer Interface with  
the CACC detection method (Fig. 4). 

As in [Poryzala et al 2012], users were qualified to one of three groups: 
Group A (best results, 5 subjects). Subjects who used the device (in our previous 
studies and tests). 
Group B (average results, 10 subjects). Subjects who were not familiar with 
a BCI device, but actively participated in the experiments. 
Group C (poor results, 6 subjects). Subjects with concentration problems or 
very high unstimulated, spontaneous brain activity. 
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Fig. 4 Effect of displacement of the measurement electrodes on the parameters of the 
SSVEP based BCI system 

For each user from Groups A, B and C, the original, 16-channel EEG data 
(seven electrodes over the primary visual cortex: PO7, PO3, O1, OZ, O2, PO4 and 
PO8; nine electrodes evenly distributed over the remaining cerebral cortex: P3, 
PZ, P4, C3, CZ, C4, F3, FZ and F4) were interpolated (for given displacement 
defined by shift d and rotation Θ) to the new set of eleven displaced measurement 
points (Fig. 5a). Data was interpolated both in space and time domain 
(tessellation-based linear interpolation) in the wide range of rotations (Θ = ±50) 
and shifts (d = ±4 cm). Rules for d and Θ directions are depicted in Fig. 5b. 

 
a) b) 

 

Fig. 5 Set of 11 EEG electrodes for Θ = 0 and d = 0 cm (a). Rules for d and Θ directions (b) 

Data for subjects were divided after the interpolation into shorter fragments, 
containing several stimulation patterns (extracted based on the binary stimulation 
on and off markers recorded along the original measurement data). The algorithm 
was evaluated with window length of 2.56 s. Data window step was set to 0.16 s. 

Results (classification accuracy, average detection times and information 
transfer rates) were evaluated in a 5º x 5 cm grid of Θ and d displacement 
coordinates independently in each group (Fig. 6, Fig. 7 and Fig. 8). Classification 
accuracy was defined as the number of correctly classified commands relative  
to the total number of commands classified by the system. Detection time  
was measured from the moment when the stimulation symbol was switched on to 
the moment when BCI system detected a command. Information transfer rate  
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(amount of information which can be transferred between the human brain and the 
BCI system per minute) was defined as: 
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where N denotes the number of commands (5 in case of this particular system), 
P denotes classification accuracy and TD denotes average detection time. All 
system parameters obtained for each user, were averaged in each of the subject 
groups for every considered misplacement. 

 
a) classification accuracy b) average detection time 

 
c) information transfer rate 

Fig. 6 Parameters of the SSVEP-based BCI system for Group A. Acceptable rotation  
Θ = -40º - +25º, acceptable shift d = -2.5 - +3.0 cm 

Additionally, acceptable rotation and shift values were determined for each 
case (areas on Θ-d plane, over which classification accuracy does not change by 
more than ±10% in terms of the value calculated for Θ = 0º and d = 0 cm).  

It can be observed in Figures 6, 7 and 8, that the proposed CACC method 
provides a high tolerance for the SSVEP BCI system electrode placement. 
Allowable, average misplacement of the electrode set (regardless of the subjects’ 
group), within which none or only limited decrease of the device performance is 
observed can be defined in proposed displacement coordinates as rotation 
Θ = ±25º and shift d = ±3.0 cm. 
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a) classification accuracy b) average detection time 

 
c) information transfer rate 

Fig. 7 Parameters of the SSVEP-based BCI system for Group B. Acceptable rotation  
Θ = -25º - +25º, acceptable shift d = -2.0 - +3.0 cm 

 
a) classification accuracy b) average detection time 

 
c) information transfer rate 

Fig. 8 Parameters of the SSVEP-based BCI system for Group C. Acceptable rotation  
Θ = -45º - +45º, acceptable shift d = -3.5 - +4.0 cm 
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4 Summary and Conclusions 

It has been shown the SSVEP is a promising paradigm for fast and accurate brain-
computer interfaces. The results of our offline experiments demonstrated that the 
proposed CACC detection method provides stable performance, robustness and 
reliability in a wide range of measurement electrode misplacements and diversity 
within users’ EEG responses. It is able to identify optimized, weighted 
combinations of electrode signals and compensates shifts of the electrodes set on 
top of the subject’s head for a large group of users within rotations of ±25° and 
displacements of up to ±3 cm. This shows its potential to account for individual 
user anatomical and physiological characteristics. It also proves, that the 
optimization of SSVEP detection algorithms and their hardware/software 
implementation for real time SSVEP detection is an important research avenue. 
But it must be remembered that the BCI research and its various possible 
applications raise important ethical issues that need to be discussed in different 
communities to promote acceptance and develop adequate policies [Nijboer et al. 
2011]. 
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Abstract. The term 'usability' is generally used today to identify the degree of a 
user interface1, application or a device to which it satisfies the user during usage. 
It is often referred to as “user friendliness” or “software ergonomics”. In this paper 
we argue that usability is formed by two inseparable parts. The first is the ergo-
nomic usability, the second aspect we call domain usability. During our research 
we found out, that domain usability is equally important as ergonomic usability, 
however, it is often neglected by software designers. In this paper we introduce 
new definitions of understandability and domain usability. Finally the total usa-
bility is formed by two aspects – domain and ergonomic. We hope this paper to be 
a guide or a rule for creating applications that are as close as possible to a domain 
user. The goal of this paper is to draw attention to domain usability and to stimu-
late further research in this area. 

1 Introduction 

„Current graphical user interfaces are based on metaphors of real world objects and their 
relations which are well known to anyone from everyday life. Metaphors are presented by 
the user interface in graphical form as windows, icons and menus“. 

K. Tilly and Z. Porkoláb [Tilly and Porkoláb 2010] 

Usability is often connected with such words as “ergonomics“, “human friendliness“, 
user satisfaction with using the application or device, usefulness, effectiveness. 
Nielsen’s definition of usability [Nielsen 1994] is up to this day still used as the 
cornerstone of defining and evaluating usability and also for placing additional 
guidelines for creating UIs. But neither the Nielsen’s definition nor the known 
guidelines (such as the ones defined by Badashian [Badashian et al. 2008] or the Java 
look & feel design guidelines, W3C Web Content Accessibility Guidelines and 
Android UI Guidelines) explicitly deal with the side of the usability related to the 
domain content or consistency of UI domain dictionary at all, or they refer to it only 
in specific boundaries of their context. 

                                                           
1  It is natural, that the general term usability refers also to software applications or devices in 

general. Our research is however aimed at UIs therefore, when referring to our research, we 
will refer to the usability of UIs. Our definitions can also be applied generally to any 
application or device used in a particular domain. 
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We think there is a need for defining domain usability as an important attribute 
of usability. That way at least a basic guide would exist for designing and creating 
applications, which would correspond to the real world and which would be closer 
to a domain user. Billman’s experiment [Billman et al. 2011] shows the impor-
tance of matching the application’s terminology with the real world. Billman 
proved that applications, which have a domain structure better matching the real 
world, have better usability and thus provide higher performance to their users. 

Without the correct terms used in the application’s UI, the UI is less usable. 
Although the UI is really good-looking and ergonomic, if the users do not 
understand the labels of buttons or menu items, they cannot work with it and 
hence the whole application is useless. Consequently the domain usability is of a 
great importance and it can be the decisive point between the application success 
and failure. 

Currently there is a huge amount of applications, which differ not only by their 
appearance, but also by the terminology used. Even different systems in one 
specific domain differ in their textual content. During the design and 
implementation software designers and programmers usually aim to create good-
looking and perfectly error-free applications. They arrange the UI components 
effectively so the end users would not be restrained in their work. The well-known 
rule of thumb is as follows: “The application should assist the user while 
performing their work, not getting in the way of it“. Programmers however often 
have a different perspective of how to work with the application in opposite to 
domain users. Programmers are often more experienced in working with 
computers and they have their established style of work. But from the domain 
point of view, they often-times have only a little knowledge about the specific 
domain, for which the application is developed, because usually they are not 
domain experts. Thus oftentimes they are not capable of transferring the domain 
terms, relations and processes correctly into the application. 

To summarize our knowledge we identified the main problems as follows: 

• There are no clear rules for designing the term structure of an application, so 
it would correspond with the domain. 

• There are no official guidelines describing applications, which should match 
the real world or map domain terms and processes. 

• Even if there were any guidelines and rules, the variety of human thinking, am-
biguity and diversity of natural language represents a problem when evaluat-
ing the correctness of the terminology of applications. 

To solve the first two problems, we strive for defining domain usability and 
introduce examples to illustrate the domain usability definition. We realize that 
defining the domain usability is not and will never be exact, because of the 
ambiguity and diversity of the natural language and variety of each person’s 
thinking. It can however serve as a guide or rule for creating applications in a 
manner, that they would be as close as possible to a domain user. 
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The goal of this paper is to define and explain domain usability and thus to: i) 
point out to the problem of the existence of UIs, which are created without respect 
to their domain; ii) to draw attention to the importance of domain usability; and 
iii) to stimulate, as much as possible, the research in this area and the creation of 
domain usability evaluation methods and tools. 

This research was not a standalone idea. Our general research area is 
automatized domain usability evaluation (ADUE) of UIs. During the previous 
three years we conducted an extensive analysis in the area of automatic usability 
evaluation and semantic UIs and we conducted a research in ADUE. Currently we 
are preforming experiments in the area of automatized formalization of UIs and 
automatized domain analysis of UIs which is a presumption for ADUE. Our 
DEAL extraction tool and its potential for ADUE was described in [Bačíková and 
Porubän 2013]. During our research we determined that without the proper domain 
usability definition, heuristics for ADUE cannot be defined. Based on our research 
and experience in these areas, we argue for this definition. 

The contributions of this paper are: 

• Identifying the main problems associated with domain application UIs, 
• Providing a new definition of domain usability, 
• Identifying domain usability in the context of the general usability definition, 
• Supporting the creation of applications, which better match the real world, 
• Stimulating the research in the area of ADUE. 

2 Original Definition of Usability 

Usability was first defined by Nielsen [Nielsen 1994] as a whole (but diverse) 
property of a system, which is related to these five attributes: Learnability, 
Efficiency, Memorability, Errors and Satisfaction. Although different usability 
guidelines have been evolving through time, the usability definition remained 
unchanged since Nielsen first defined it in 1994 and it still serves as a fundamental 
guide to create usable software systems and to create new usability guidelines and 
usability evaluation and testing systems. 

3 Ergonomic vs. Domain Usability 

The common perception of usability is usually in the terms of user experience, 
satisfaction with using the application, application quality and effectiveness. Often 
it is seen from the ergonomic point of view and the domain aspect is neglected or 
omitted, even if it is included in the definition. 

Each software system is developed for a concrete domain therefore its UI 
should contain terms, relations and describe processes from this specific domain 
for the user to be able to work with it. If the user does not understand the terms in 
the system’s UI, then the whole application is less usable. This application feature 
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can be called understandability. Based on our experience and research and 
pursuing the existing current work in the area of usability, we will define 
understandability as follows: 

Understandability is the property of a system that affects usability and which 
relates to the following factors: 

• Domain content: the UI terms, relations and processes should match the ones 
from the domain, which the UI is designed for. 

• Adequate level of specificity: the UI made for a specific domain should not con-
tain terms too general, even if they belong to a parent domain. On the other 
hand, the terms should not be too specific, if the system is used by people from 
a more general domain. 

• Consistency: words used throughout the whole UI should not differ, if they de-
scribe the same functionality, the dictionary should be consistent. 

• Language barriers: there should be no foreign words, the translation should be 
complete. The language of the UI should be the language of the user. 

• Errors: a UI should not contain stylistic and grammatical errors. 

We can use the term domain usability to describe the aspect of usability, which 
is affected by the factor of UI understandability. Although domain usability is 
affected by understandability, it is not true that understandability = domain 
usability. Understandability can affect other attributes besides domain usability, 
for example accessibility. 

In the context of usability, understandability can also be perceived as the 
relation between the user (his language) and the product (the system). 

In the end the overall usability can be defined as a connection of two basic 
aspects: ergonomic usability and domain usability. These two types can be 
combined together when evaluating usability. Consider a test of the number of 
steps needed to execute a particular task as an example: a user gets a task which he 
should execute on two different UIs made for the same domain. Both ergonomic 
and domain factor affect the completion of the task.  

Nielsen’s definition may also, in a certain context, involve aspects of domain 
usability, which can be identified in the following attributes: 

• Learnability: A system is easier to learn if it contains the proper terms, known 
to its users. If the correct terms, relations and processes are described by the 
system, then the users remember the actions better.  
If a UI would not contain any terms, then a user would remember the sequence 
of steps needed to perform a task as a sequence of clicks on different graphical 
UI components. The user would remember these sequences as a visualization 
of these graphical elements and their sequence. However, if the UI also con-
tains the right terms and their sequence is correct (describing a real task in 
practice), then this sequence is remembered by user not only in the graphical 
form, but especially as a sequence of terms (e.g. File → Open → find a file → 
OK) which the user is looking for in the UI when performing the task. This im-
plies that the combination of both graphical and textual form is more memora-
ble when compared to only graphical. 
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• Efficiency: The better the users remember a sequence of steps needed to per-
form a task, the more efficiently they can perform their work. 

• Memorability: This aspect was already described in connection to learnability. 
There are two types of people: people who primary remember things visually 
and people who remember the actual content. To provide them the combination 
of both is always better than to give them only one of them. If a system uses the 
terms known to a domain user and it has the correct positioning of components 
and good visual properties, the user can choose to remember one of them to be 
able to find them faster. If the terms in the UI are not known to the user, then 
they are harder to remember compared to the previous case, because the user 
has to remember only the positions and appearance of the components without 
the possibility to choose the other attribute to remember (terms). 

• Errors: Errors can be both ergonomic and contextual. 
• Satisfaction: Since UIs encapsulate both textual and graphical aspects, the 

overall impression is influenced by both aspects. The good looking system 
could be pleasant to use, but incorrect terms disrupt the user experience. On the 
contrary, the system could contain the right terms, but if it is ugly or not plea-
sant to use, the users are less satisfied. 

Both ergonomic and domain are two parts affecting the overall usability and 
Nielsen’s definition perfectly covers both of them. However, we argue that 
domain usability is hidden in the Nielsen’s definition and that is the reason why it 
is often omitted by software designers. Our definition relates directly to domain 
content of UIs. And based on our definition it is possible to evaluate domain 
usability - even in an automatized fashion as we have indicated in our feasibility 
analysis of ADUE in [Bačíková and Porubän 2013]. 

Since domain usability is a subset of usability, metrics and categorization 
applicable on general usability can also be applied on domain usability. For 
example according to Hilbert and Redmiles [Hilbert and Redmiles 2000], domain 
usability as well as general usability can be divided into formative and summative. 

4 Aspects of Understandability 

The individual aspects of understandability will be further discussed in the 
following subsections along with illustrative examples. 

4.1 Domain Content 

Imagine a system manufactured for the domain of medicine. Without any 
explanation or referring to sources for better understanding the issue, the UI of such 
a system should not contain technical terms and relations from domains of building 
construction or traffic. It however should definitely contain terms from medicine. 
The logical reason is that a medic is usually not familiar with the technical 
dictionary of a building constructor or a traffic manager. Logically, the UI should 
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also define processes from the specific domain of medicine by implementing 
sequences of events that can be executed on the UI. When performing a task, the 
user should follow the steps similar to the ones in the real world. For example, one 
cannot send money into another account without entering the account number and 
amount. In addition, the domain content should be mapped correctly. 

Fig. 1 describes an example of a user’s view of a system, which was developed 
for a different domain. A motorcycle seller uses a system made for a different 
domain of Car selling. While the motorcycle seller is trying to find the 
functionality for selling motorcycles in the system, the system provides only the 
functionality for selling cars. The user spends time searching for the right term, 
which reduces the system’s usability. 

 

 

Fig. 1 The perception of a Car selling system by a user from the Motorcycle domain 

While Car and Motorcycle domains are both subdomains of the Vehicle 
domain, the terms in both domains are not interchangeable. Therefore the Car 
selling system will never be a perfect choice for a Motorcycle seller and a 
Motorcycle selling system should be used instead. 

Another example is when programmers oftentimes forget about the users and 
put functionalities and implementation details into the UI, which are very 
important for programmers, but not important for the users at all. For example 
logging, icons indicating the state of the system, database ids etc. Such 
functionalities are unknown to the users and they have no interest to see them in 
the application. 

4.2 Adequate Level of Specificity 

It is important to select an adequate level of specificity when creating an 
application’s domain dictionary. Terms that are too generic usually reduce the 
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usability of a UI. If a system is made for a wider range of customers, then it 
should not use generic terms. A specific term may be preferred, as it provides 
more confidence to the users. 

A software company was asked to develop two systems for two different shops, 
one for a motorcycle seller and one for a car seller. To spare time and resources, 
the software company decided to develop one single general system for both of 
them: a system for selling Vehicles. Fig. 2 illustrates such a case. While both users 
try to find the functionality for selling cars and motorcycles in the system, the 
system provides only the functionality for selling vehicles. They spend more time 
searching for the right terms, which reduces the system’s usability. 

Although the Vehicle domain is a parent of Car and Motorcycle domains, usage 
of the general terms from the Vehicle domain in a system can be confusing for the 
users from a specific subdomain. Therefore the Vehicle selling system is not a 
perfect choice for both sellers. Instead, a specific Car selling system and 
Motorcycle selling system should be used. 
 

 

Fig. 2 The perception of a system from a general domain (Vehicle) by a user from a specific 
domain (Car, Motorcycle) 

On the other hand, the terms in a system should not be too specific, if the 
system is used by a user who works in a more general domain. Fig. 3 is an 
example of a system for an Electro mobile selling system and its user, a Car seller. 
The user sells cars, but not only electric cars, but also regular cars and trucks. 
While he/she tries to find the functionality for selling regular cars in the system, 
the system only provides the functionality to sell electro mobiles. 

While the Electro mobile domain is a subdomain of the Car domain, the terms 
in the Electro mobile domain are not sufficient for car sellers, because beside the 
terms from the Electro mobile domain, they use also terms from other subdomains 
of the Car domain, such as Car and Truck. Therefore, a Car selling system should 
be used in this case. 
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Fig. 3 Example of an Electro mobile selling system, which is too specific to be used in the 
domain of Cars 

In the development phase of product lines, the diversity of systems used in 
different specific domains can also be supported by localization. Instead of using 
different world language in different localization files, different domain-specific 
languages can be used. For example in a system for selling vehicles, if it is used in 
the specific sub-domain of car selling, motorcycle selling or bus selling, the 
localization files could contain alternative terms for these sub-domains. 

4.3 Consistency 

Clear words and commands should serve as a standard through the whole system, 
especially if the system consists of several subsystems. For example it is better to 
use the same wording labels for buttons or menus that have the same functionality 
throughout the whole system. The notation of such terms is equally important (e.g. 
„Open“, „open“, „OPEN“). If there are two components of two equal labels doing 
two different tasks, it is probably not quite right because the user will never know 
the difference just from looking at their icon and it is laborious to learn the 
functionality of both by guessing and testing. 

Although consistency was not the primary goal of localization, it can be used to 
support it. 

4.4 Language Barriers 

If the application is developed for Slovak market, then it should use Slovak 
language as the primary language. If the application is developed for users from 
several different countries, it should provide translations to different languages 
and a possibility to switch between them. The terms in one single translation 
should be only of the same language, i.e. the translation should be complete – 
there should be no foreign words. If there are foreign words in the application, a 
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translation should be present nearby. In addition, if the UI contains any unknown 
abbreviations, an explanation of their meaning should be present. 

Internationalization of UIs is supported by localization files (for example such 
as the ones provided by the Android platform), where all textual information is 
stored in a single file in the primary language, and each translation is provided in a 
separate file, containing a translation of every term from the primary one. 

4.5 Errors 

When reading any textual information, errors and grammatically or stylistically 
incorrect words or sentences can reduce readability, distract the readers’ attention 
and extend the time needed to perform their work. Therefore the terminology a UI 
should be grammatically error-free and stylistics of sentences should be correct. 

5 Related Work 

An analysis was conducted in the area of domain usability, semantic UIs and 
ADUE and the most important works were selected which directly refer to domain 
analysis or at least slightly relate to the topic. The number of works referring to 
matching the application’s content to the real world indicates the importance of 
domain usability. 

Jacob Nielsen in 1994 already underlined the importance of textual content of 
UIs. He writes only very generally about it, but he stresses the importance of „the 
system’s addressing the user’s knowledge of the domain“ [Nielsen 1994]. 

Tilly and Porkoláb [Tilly and Porkoláb 2010] deal with the problem of 
ambiguity of UI term apparatus design and term semantics in the UI. Their 
solution is to introduce the so called „semantic user interfaces“ (SUIs). The core 
of a SUI is a general ontology which is a basis for creating all UIs in the specific 
domain. The UIs can be of a different appearance and arrangement but the domain 
dictionary must remain the same. Tilly and Porkoláb also stress the importance of 
application’s copying the domain. They identified the problem of absence of 
standards, which would reduce the designers of intuitive UIs in choosing 
voluntary attributes (menu labels, buttons, tool-tips, menu topology) for displaying 
metaphors of UIs. That is why UIs become diverse even inside a specific 
application domain. 

Billman et al. [Billman et al. 2011] refer to the domain content of the 
application as to the „domain structure“. An experiment was performed where a 
new version of a NASA application was implemented with an emphasis on better 
copying the real world. The results showed that there is a big difference in the 
performance of users with respect to usability of the old application and the new, 
while the new application was better. Billman stresses the need of application’s 
corresponding to the real world and respecting it in the early phases of application 
design. 
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Shneiderman [Shneiderman 1984] deals with the complexity of UIs and he 
stresses that the complexity of the textual content should not be too high because 
the application will be less usable. 

The study of web usability for older adults [Becker 2004] by Becker deals, 
besides other attributes, with the translation and reading complexity of web pages. 
The author refers the ARI index or the Kincaid index to evaluate the reading 
complexity. 

Badashian et al. [Badashian et al. 2008] defined the basic guidelines for 
creating usable UIs. Among other, they stressed the importance of application’s 
term consistency and matching with the real world. 

Understandability of web documents is defined in the area of web accessibility 
[W3C 2008]. Comparing to our definition however, it deals only with some of the 
attributes: world language of the UI, language barriers and errors. It focuses on 
web pages specifically, not on UIs in general. Besides understandability it defines 
also a few other attributes that do not fit into the context of the UI usability. 
Similar properties were defined by Badashian et al. but the domain usability is not 
explicitly specified. 

The survey paper [Ivory and Hearst 2001] by Ivory and Hearst contains a wide 
list of automatic usability methods and tools. From over 100 tools, only Sherlock 
by Mahajan and Shneiderman [Mahajan and Shneiderman 1997] deals with 
domain content of applications. Sherlock is a family of consistency checking 
tools. According to Mahajan and Shneiderman, the user studies have shown a 10 
to 25% speed-up of work with consistent UIs. Sherlock is a C application and it is 
able to evaluate applications created in Visual Basic 3.0. It primarily focuses on 
common action sequences, terms, units, layouts, colors, typography, etc. Sherlock 
is able to check concordance of terms used in the UI, misleading synonymous 
computer terms using terminology baskets (such as “Close“, “Cancel“, “End“, 
“Exit“, “Terminate”, “Quit”). Among other attributes (such as gridedness, area 
balances, typefaces, background, foreground colors, margins etc.) the terms are 
evaluated to be consistent throughout the whole UI. Sherlock however does not 
evaluate, if different terms are describing the same functionality, or not. 

Hilbert and Redmiles in [Hilbert and Redmiles 2000] deal with automated 
usability information extraction from event sequences, which are the natural 
outcome of normal operation of each UI. The event sequences should correspond 
with the real world as much as the domain dictionary. 

Ontologies are used nowadays in an ever wider scale in the Semantic Web to 
denote the semantics of different UI concepts. Ontologies are dictionaries or 
domain models containing a list of domain terms, their properties and 
relationships between these terms. Kleshchev and Artemieva [Kleshchev 2011; 
Artemieva 2011] from the Institute for Automation & Control Processes at the 
Russian Academy of Sciences argue about ontologies leading to a considerable 
progress in the area of software development. On the other hand, Gribova in 
[Gribova 2007] presented a method of estimating usability of a UI based on its 
domain model. These works imply that a domain model (whether in form of a 
domain dictionary or ontology) is an important part of software development and 
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usability can be estimated based on the domain model. Domain model is an 
inseparable part of systems and UIs. 

6 Conclusion 

In this paper we identified the main problems related to the domain content of UIs. 
We identified understandability of UIs and domain usability as a subset of  general 
usability. We provided examples to illustrate the five attributes of 
understandability. The definitions could serve as a guide for creating applications 
better matching the real world and this way they will be as close as possible to 
domain users. We hope for stimulating research in the area of domain usability 
and motivating researchers and developers in creating domain usability evaluation 
methods and tools. We hope for stimulating the research in the area of ADUE. Our 
future research areas are ADUE methods and heuristics, automatized domain 
analysis of existing UIs as well as reverse engineering and program 
comprehension. 
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Abstract. Model transformation is a central concept in model-driven development 
approach, having the capability to generate the system code from a conceptual 
model that specifies the system abstractly. We notice the lack of model transfor-
mation technologies that deal with usability from the first step of the transforma-
tion process. Usability features are usually implemented later once the system 
code is generated. In the present work we propose a strategy to deal with usability 
in a model transformation technology. We show that the selection of alternative 
transformation based on usability criteria ensure that the target model will maxim-
ize these criteria.   

1 Introduction 

Nowadays, the Model Driven Engineering (MDE) paradigm is widely applied in 
the Human-Computer Interaction (HCI) domain. In this context, the Cameleon 
Reference Framework [Calvary et al., 2001] proved quite appropriate to generate 
plastic User Interfaces (UI). These UIs are able to adapt to the context of use 
(user, platform, and environment) while preserving usability.  

The development process proposed in the Cameleon framework is structured into 
four levels of abstraction. The first level named Task and Concepts (T&C) describes 
tasks and domain-oriented concepts. The Abstract User Interface (AUI) level ex-
presses the UI in terms of Abstract Interaction Objects (AIOs). The Concrete User In-
terface (CUI) level concretizes the AIOs into Concrete Interaction Objects (CIOs). 
Finally, the Final User Interface (FUI) represents the code of the UI in any pro-
gramming or mark-up language. 

Model transformations are a central concept in the Cameleon Framework. They 
provide a mechanism for automatic creation of target models, based on information 
contained in existing source models. They are exploited to ensure the adaptation of 
UIs to their context of use while disregarding the usability aspects. However, usabili-
ty is crucial for the success of an interactive system. This can explain the ever-
increasing of research works dealing with usability in HCI literature.  
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Several methods, techniques and tools have been proposed in order to evaluate the 
usability of UIs. They involve activities that require a huge amount of resources (ex-
pert, end users, usability lab, video recorder …). In addition, the evaluation is usually 
conducted once the system is implemented. This greatly reduces the ability to go back 
and makes major changes to the design.  

Recent studies have begun to explore the problem of integrating the usability as-
pects in a UI development process following the MDE principles. Some proposals 
such as [Abrahao and Insfran 2006; Panach et al. 2011] have demonstrated that eva-
luating usability early at the development process is an appealing way to ensure the 
usability of the generated user interface. The evaluation takes as input the conceptual 
model. It provides a usability report which contains detect problems. Problems are 
analyzed in order to suggest changes to the design.  By means of model transforma-
tion and explicit traceability between models, the performed changes directly reflect-
ed into the intermediate artifact avoiding usability problems in any future user inter-
face obtained as part of the transformation process. 

Other proposals evaluate the usability of a user interface generated with an MDE 
approach. We quote for example proposals presented in [Abrahao et al., 2008; Fer-
nandez et al. 2009; Aquino et al. 2010]. The usability evaluation is based on the sys-
tem code and on the generated interface. This makes their application during the 
model transformations process difficult.  

If we focus on the model-driven development paradigm, we notice the lack of pro-
posals that deal with usability in a model transformation process. However, several 
research works have focused their efforts to drive the selection of alternative trans-
formation by quality attributes [Matinlassi 2005]. They have shown the importance of 
quality-driven model transformation in the obtaining of a target model which max-
imizes the desired quality attributes.  

An initiative is presented in [Panach et al. 2008] in order to drive the model trans-
formation by usability features. The interest is focused on usability features which 
have an impact on the system architecture (namely Functional Usability Features 
FUF) while neglecting UI design. However, unusable UIs are probably the main rea-
son which leads to the fail in actual use of interactive system [Seffah et al. 2006]. 

It becomes clear that incorporating usability features into a model transformation 
technology is still an immature area and many more research works are needed. In 
order to covers this need; the present chapter proposes a strategy to support the usa-
bility-driven model transformation. The objective is to improve the usability of the 
target model by selecting alternative transformation that maximizes the desired usa-
bility criteria. 

2 Proposed Method to Ensure Usability 

The proposed method focus on the reification process defined in the Cameleon 
Framework. Particularly, in the model transformation that take the AUI as input to 
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generate the CUI. This transformation associates with each abstract construct 
coming from the AUI a concrete construct in the CUI model. There may be 
several concrete constructs for the same abstract one. In this case we talk about 
alternative transformation. These alternative transformations allow the same 
functionality but may differ from the usability point of view (see Fig.1).  
 

 

Fig. 1 Three functionally-equivalent user interface that differ from the usability point of 
view 

All the user interfaces of Fig.1 are equivalent from the functional perspective. 
However, from the non-functional perspective they do not satisfy the same usability 
criteria. Solution b) allows better user guidance than solution a). It displays the mea-
surement unit of the temperature and the range of accepted values. Hence, the 
Prompting property is well satisfied in solution b). In solution c), user is prevent to 
make error (i.e. typos) while entering the temperature value. Thus, the Error Preven-
tion usability property is well fulfilled in solution c). Hence, selecting the alternative 
transformation based on the usability criterion can be an appealing way to ensure that 
such criteria will be meeted in the target model. Starting from this report, we adapt 
the reification process of the Cameleon framework by adding a set of usability criteria 
on which the selection of the adequate alternative transformations will be done (see 
Fig.2). 
 

 
 

Fig. 2 The extended Cameleon Framework 
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The main idea of our proposal is to insert a set of practical usability criteria as a 
parameter to the model transformations engine. To do this, we reformulate the para-
meterized transformation principles initiated by [Vale and Hammouda 2008].  

The applicability of our method is shown through the Cameleon-compliant me-
thod presented in [Bouchelligua et al. 2010].  

2.1 Usability Criteria Specification 

Usability is a difficult concept to quantify. It has several dimensions and several 
factors seem to impact upon it. Previous studies [Abrahao et al. 2006; Panach et 
al. 2011; Seffah et al. 2006] have identified a number of factors that contribute to 
usability of the user interface.  

In this chapter, the problem we intend to address is to isolate the most important of 
these criteria and work out a means of characterizing the impact of each of them to 
the alternative transformation selection.  

To better explain our method, we illustrate the impact of 7 usability criteria 
(Prompting, Error Prevention, Explicit User Action, User Operation Undoability, Us-
er Operation Cancellability, Information Density, and Brevity) on the selection of the 
adequate alternative transformations.  It should be noted that our method can be ex-
tended to covers many more usability criteria. 

Usability criteria such as Prompting and Error Prevention are crucial to better 
guide the user throughout the application.  

Interactive system must allow a certain level of control to the human agent. Hence, 
usability criterion such as Explicit User Action, User Operation Undoability and User 
Operation Cancellability are crucial and must be considered. 

The screen size of the interactive device may affect some usability criteria such as 
the Information Density and the Brevity. Thus, it is essential to investigate the impact 
of such usability criteria. 

2.2 Usability and the Design Decisions Control 

We used Kermeta (Kernel meta-modeling) as a transformation language to 
implement our method. It allows the description of both structure and behavior of 
models. In what follow, we detail the impact of the selected usability criteria on 
the selection of the adequate alternative transformations. 

Prompting 
The Prompting usability property refers to the means available to advise, orient, 
inform, instruct, and guide the users throughout the application. A simple example 
of the prompting property is illustrated by the addition of specific information to 
inform user about the required format while specifying data. The extract of 
following kermeta code ensures the prompting property. 
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operation UIFieldTreatment (AUIModel:AbstractUserInterface, uic 

: CollapsedUIUnit,uiw : UIWindow) is do 

var lnk : Link init getAllLinks(AUImodel).detect{c|   

c.uicomponent.name == uic.name} 

var componentnature : Nature init uic.nature 

if (componentnature == Nature.Specify) then 

    createFieldIn(uiw,uic,lnk) 

    if (PromptingSupport(paramModel) then 

        createStaticField(uiw,uic,lnk.name, 

lnk.uicomponentannot.dataformat) 

    else 

        createStaticField(uiw,uic,lnk.name,"") 

    end 

end 

Having restored the annotation attached to the abstract component through the link 
lnk, all information about the component (name, nature, required format, etc.) is 
available. If the input abstract component has the nature Specify, we associate with 
this component an edit field and a label in the concrete UI model. If the prompting 
property is required, we add the specific information (the required data format in the 
example) to the label. 

Error Prevention 
The Error Prevention property refers to the available means to prevent data entry 
errors. We propose as example to create a dropdown list (or radio button) instead 
of an edit field when the data to be inserted has a set of enumerated values. 

if (ErrorPreventionSupport(paramModel) then 

     if (lnk.uicomponentannot.conceptNB > 5) then 

     createDropDownList(uiw,uic,lnk) 

     else 

         from var i : Integer init 0 until i == conceptNB loop 

         createRadioButton(uiw,uic,lnk) 

         end 

     end 

end 

The number of the manipulated concept is the main factor that affects the choice of 
the target element. If the number of manipulated concepts is greater than a threshold 
(5 in the example) the input element will be realized by a dropdown list. Otherwise it 
will be realized by a set of radio button. 
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Information Density 
The Information Density refers to the degree in which information will be display 
to the user in each interface. User interface should not be too dense. Information 
density can be measured with respect to the total number of interface elements 
which should not exceed a threshold. In the following kermeta code, we used an 
example of 20 elements as a threshold [Panach et al. 2011]. 

var Totalelement : Integer init Integer.new 

 Totalelement := NBelemnt(AUImodel) 

 if (SupportInformationDensity(paramModel)) then 

     if (Totalelement>20) then 

      uig.uiunitsuit.each{uius| 

     var uiw: UIWindow init UIWindow.new 

     uiw.name := uig.name 

     result.uiwindow.add(uiw) 

 uius.collapseduiu.each{cuiu| 

      createUIField(inputModel,cuiu,uiw)} 

     } 

    end 

end 

Having a total number that exceed the threshold, we propose to associate a win-
dow to each unit suite which is usually realized by a panel. 

Explicit User Action 
The Explicit User Action refers to the relationship between the computer 
processing and the actions of the users.  

operation createCheckBoxP(uip :UIPanel,uic : CollapsedUIUnit,lnk 

: Link) is do 

    var ddl : UICheckBox init UICheckBox.new 

    ddl.name := lnk.uicomponentannot.data 

    ddl.items:= lnk.uicomponentannot.enumValues 

    uip.uifieldP.add(ddl) 

    if (SupportExplicitUserAction(paramModel)) then 

        createButtonP(uip,"Ok") 

    end 

end 

The computer must process only actions requested by the users and only when re-
quested to do so. For example, each data entry (edit field, radio button, check box, 
dropdown list) should be ended by an explicit validation action by the user. The 
above kermeta code shows the implementation of such property to the check box 
element. 
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User Operation Undoability UOU 
The UOC refers to the proportion of actions that can be undone without harmful 
effect to the normal operation. As example, we propose the same strategy as User 
Explicit Action by adding an Undo button to each action. 

User Operation Cancellability UOC 
The UOC refers to the proportion of actions that can be canceling without harmful 
effect to the normal operation. We propose the same strategy as User Explicit 
Action and UOU by adding a Cancel button to each action. 

Brevity  
The Brevity concerns workload with respect to the number of step (keystrokes) 
necessary to accomplish a task. The reduction of the effort needed to perform a 
task can be materialized by the elimination of the navigation between windows 
with respect to the relationship. If the relationship is “simultaneous” both group 
(source and target) will be concretized by a panel in the same window. If the 
relationship is “sequential” the target group will be concretized by a panel in the 
window associated to the source group. 

if (SupportBrevity(paramModel)) then 

    var rsp : UIRelationShip init UIRelationShip.new 

    rsp:= AUImodel.uispatiotemporalrelationship.detect{rs|  

rs.source == uig.name} 

    if (rsp.type.equals("Simultaneous")) then 

        var uiw : UIWindow init UIWindow.new 

        uiw.name := "General Window" 

        result.uiwindow.add(uiw) 

        var srcpanel : UIPanel init UIPanel.new 

        srcpanel.name := uig.name 

        uiw.uipanel.add(srcpanel) 

        var trgpanel : UIPanel init UIPanel.new 

        trgpanel.name := rsp.target 

        uiw.uipanel.add(trgpanel) 

    else 

        var uiw : UIWindow init UIWindow.new 

        uiw.name := uig.name 

        result.uiwindow.add(uiw) 

        var trgpanel : UIPanel init UIPanel.new 

        trgpanel.name := rsp.target 

        uiw.uipanel.add(trgpanel) 

    end 

end 
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2.3 Discussion 

The examples already mentioned are intended to give a clear outlook to the impact 
of some usability criteria on the selection of the adequate design decisions 
(alternative transformations). The objective is to ensure that the concrete UI model 
includes concrete component fulfilling the desired usability properties. In what 
follow, we illustrate the feasibility of our method with a case study. 

3 Case Study 

This section investigates a case study in order to illustrate the feasibility of our 
proposal. The purpose is to allow us to learn more about the potentialities and 
limitations of our proposal. The research question addressed by this case study is:  
Does the proposal ensure the usability of the generated user interface artifact? 

The case study is a “Requesting a credit to buy a car”.  The scenario is adapted 
from [Guerrero 2010]. To get information about the credit to buy a car, a bank client 
does not have to go to the bank branch since the bank portals offer an interactive sys-
tem which allows resolving such problem. The bank client can perform several tasks 
using this system: get information about buying tips, simulate a credit to buy a car, 
request the credit, receive request in line, and communicate with the credit depart-
ment, etc. For reason of simplicity, we are interested in the “Request the Credit” task. 

Fig.3 shows an XML presentation of the abstract user interface (left part) generat-
ed for such task. The right part shows a sketch of the abstract user interface presented 
by an editor developed with the Graphical Modeling framework (GMF) of eclipse. 
 

 

Fig. 3 Abstract User Interface 

Fig.4 shows the deduced concrete user interface without taken into account the 
usability properties for an interactive device with a large screen size (e.g, PC). Al-
though the generated concrete user interface filled their objectives, it does not satisfy 
some usability properties. Usability properties such as Prompting and Error Preven-
tion are not supported. 
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Fig. 4 Concrete User Interface (large screen size) 

After inserting the desired usability properties to the transformation process, we 
can see their impact in the generated UI shown in Fig.5.  
 

 

Fig. 5 Usable Concrete User Interface for large screen size 

The migration to the «iPAQHx2490PocketPC» platforms raises a new redistribu-
tion of the user interface elements. The small screen size (240x320) is not enough to 
display all information. The information density is the main usability property that is 
influenced in this case. The number of the concrete component to be grouped is li-
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mited to the maximum number of concepts that can be manipulated (5 in the case of 
«iPAQHx2490PocketPC»). Fig.6 shows the deduced concrete user interface for the 
underlying platform.  

 

 

Fig. 6 Usable Concrete User Interface for small screen size 

It is highlighted that taking into consideration the usability properties during the 
transformation process guarantees that these properties will be filled in the generated 
artifact. The transformation rules will be founded on the basis of the usability proper-
ties conveyed throughout the usability model. Hence, the choice of the adequate inter-
face component is constrained by the usability property which is able to meet. Build-
ing on the implemented properties, we argue that our proposal contributes to the 
improvement of the generated user interface.  

We note that the take into account of the Information Density property has influ-
enced negatively the Brevity property. This raises a new issue about the contradictory 
effect of the usability properties. Therefore, it is recommended to investigate the rela-
tionship between usability properties and their contradictory effect. 

4 Conclusions and Future Work 

In this paper, an extension of the Cameleon reification process is presented. The 
main motivation of the extension is to keep in mind usability issues during  
the transformation process. The objective is to ensure that the generated user 
interface fulfill the desired usability properties. To reach this objective, we build 
our proposal on the parameterized transformation technique. In such 
transformation, a parameter model is required to communicate the usability 
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requirement. The specification of the transformation rules is made up following 
the desired usability properties. The selection of the adequate alternative 
transformations depends on the usability criteria we want to maximize in the 
generated artifact.  

The usability driven model transformation concept initiated in the present paper is 
the main advantage of our proposal if comparing with existing one. The model trans-
formations definition is accompanied by a proper level of detail. The execution of the 
model transformations is illustrated through a practical case study. The case study 
presented is useful since it highlight the benefits and limitations of our proposal. 

Several research studies can be considered as a continuation of this work. As an 
example, further research works are intended to perform an automatic evaluation 
process of the intermediate artifacts in order to detect potential usability problems. To 
do that, we have to propose a consolidated usability model gathering all properties 
which can influence the usability of a user interface. Usability attributes are intended 
to be evaluated at the intermediate artifact. Thus, only quantitative measures are 
needed. The interrelation between usability properties and the contradictory effects of 
properties can also be targets of attack for future work.  
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Abstract. This work presents some new ways to analyze a signal that allows the 
modeling of human-system interactions. In addition to the possibility of creating 
conditions associated with the current value of the signal, the work focuses mainly 
on the definition of events and on their use within Input-Output Place-Transition 
(IOPT) nets models. Currently, non-autonomous events can be defined in two dif-
ferent ways, namely as a threshold detection of a signal, or variation of the first 
derivative of the signal. Here, this concept is generalized, allowing the analysis of 
events in higher derivatives of the signal. On the other hand, a new set of types of 
events are defined for each derivative of the signal, improving existing UP and 
DOWN events. Finally, an example is used to illustrate discussed concepts. 

1 Introduction 

Considering the sustained increasing on the complexity of systems, normally 
associated with new technology developments and needs to make systems more 
pleasant by creating more appealing and user friendly interfaces, several 
approaches have been proposed, based on decomposition of the system 
development flow. An example of these approaches is the Model Based 
Development approach, which can use specific languages for system specification. 

Graphical languages are one type of these languages. State charts [Harel 1987], 
state-machines variants [Borger and Stark 2003] or Petri nets are some examples of 
graphical languages, which allow a view of the behavioral model and where 
implementation code generation can be fully automated, providing a visual 
representation of the system behavior easily understandable (and analyzed) by a 
human user. 

Since its presentation by Carl Adam Petri in 1962, Petri Nets (PN for short) have 
benefited from many changes and developments, which have led to the growth of 
their use in several areas. Engineering is one of those areas. 

The introduction of non-autonomous characteristics to Petri nets models 
(allowing explicit modeling of inputs and outputs, for instance) contributed 
significantly to the increase of their use. This extension allows the PN model to be 
capable of modeling, beyond the behavior of the system, interaction with the 
surrounding environment, making them suitable for modeling controllers and 
human-system interactions. 
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In [David and Alla 1992; David and Alla 2010]  some proposals on how to repre-
sent the interaction with specific environments are presented. In the literature, 
several examples of non-autonomous Petri net classes are easily found. For example, 
the Synchronized Petri nets [Moalla et al. 1978] associates an event occurrence to 
the firing of a transition. Another class is the Signal Interpreted Petri net, proposed 
by Frey [Frey and Minas 2000; Frey 2002] to be used as a PLC (programmable logic 
controller) programming language, and where the concept of logical input and 
output signal was also used. Another non-autonomous Petri net class targeted for 
controller modeling is the Input-Output Place-Transition (IOPT) Petri net [Gomes et 
al. 2007]. IOPT nets are used in this paper to integrate the proposed events modeling 
and are briefly introduced in section 2. 

This work redefines elementary events presented in [Campos-Rebelo et al. 
2013a], allowing a better organized, hierarchical and scalable definition. This goal is 
achieved through the use of the concept of signal differences (equivalent to 
derivatives in the continuous domain) considering step execution. For each step 
evolution, a new set of possible events associated to the possible evolutions is 
presented. Despite the proposal of these new types of events have been developed 
with human-system interaction modeling in view, their application is not limited to 
such systems. These new types of events are also of interest in the modeling of other 
types of controllers, such as embedded controllers, as well as cyber-physical 
systems. Similarly, the new event type’s usage is illustrated with IOPT nets models, 
but they may be included in other event-based modeling formalism. 

The notation used during the paper considers the following representations of 
signal X: being xn the value of signal X at execution step n, xn-1 the value of signal X 
at previous execution step, and xn-p the value of signal X occurring p execution steps 
before. Additionally ∆xn = | xn - xn-1|, ∆xn-1 = | xn-1 - xn-2| and ∆xn-p = | xn - xn-p|. This 
notation is extended to differences of higher order, which can be determined 
recursively; for example ∆2xn = | ∆xn - ∆xn-1| = || xn - xn-1|-| xn-1 - xn-2||. 

In section VI, an application example of a music player controller is presented for 
better illustrate the use of the various types of events presented. 

2 IOPT Nets 

An IOPT Petri net, as proposed in [Gomes et al. 2007], is a non-autonomous, low-
level Petri net that extends Place Transition Petri net class [Desel and Reisig 1998] 
with input and output characteristics, such as input/output events and signals to 
model the environment, among others. These additions allow modeling of 
interaction with the environment. The IOPT nets support specification of: 

• External input signals and external input events in order to constrain transition 
firing, as well as generation of external output events as a result of transition 
firing (Mealy style output), 

• External output signals associated with marking of places (Moore style output). 
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As common within discrete event system modeling, the evolution of the system is 
possible on specific instants, called “tick”. The period between two "ticks" is called 
step (which is a concept of paramount importance along this paper). IOPT nets have 
maximal step semantics. This means that in each step, all transitions that are enabled 
and are ready to fire, will fire. In this sense, the synchronized Petri nets paradigm 
[David and Alla 1992] is adopted, where a transition is enabled to fire whenever the 
marking of its input places provide adequate marking, and is ready to fire whenever 
associated conditions on input signals and events are evaluated as true. 

The IOPT nets may also support structuring mechanisms [Gomes and Barros 
2005] supported by composition and decomposition techniques [Barros and Gomes 
2004; Costa and Gomes 2009]. 

Currently, IOPT nets accommodate two types of events: autonomous events 
(event generated by the environment), and non-autonomous events (automatically 
generated events after processing of external signals). Only the later ones are 
considered for this paper. A non-autonomous input event, or simply input event, is 
associated to an input signal and to a threshold level that the signal must cross or 
reach to generate the event. It is the starting concept from where the proposals of this 
chapter are built and has been formally presented under the classification of 
“threshold event”.  

3 Signal Analyses 

In this work, a signal is considered to have a value at the beginning of each step 
analysis and an evolution along time, and can be analyzed in two different ways: 

• Analysis of the signal value at a given moment in order to verify that this value 
meets a certain condition 

• Definition of events associated with a specific behavioral evolution of the  
signal. 

The main difference between these two types of analysis is related with the 
duration of the analysis (time window). A condition examines the value of the signal 
on a given instant of time, while when defining an event, the signal behavior is 
analyzed in different instants. 

Additionally, a signal analysis can also be made taking into account difference of 
values of the signal between different instants. According with the presented 
proposal, the value of the signal, its first difference, its second difference or higher 
ones can be considered for modeling. Given this analysis, one can analyze not only a 
point or a variation between two points, but also behaviors taking into account three 
or more time steps of analysis of the signal. 

Table 1 presents these two types of signal analysis: defining an event on a signal 
or on a difference, or associate a condition to the value of the signal or of a 
difference. 
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Table 1 Types of Signal analysis 

 
Given that ∆Xn = Xn-1 – Xn and ∆Xn-1 = Xn-2 – Xn-1, an event in ∆X analyzes three 

signal values ((Xn-2, Xn-1 e Xn). Likewise analyzing the event condition Δ2X it has 
that ∆2Xn = ∆Xn-1 – ∆Xn = (Xn-2 – Xn-1) – (Xn-1 – Xn) and ∆2Xn-1 = ∆Xn-2 – ∆Xn-1 = 
(Xn-3 – Xn-2) – (Xn-2 – Xn-1). Thus ∆2X considers four values of the signal (Xn-3, Xn-2, 
Xn-1 e Xn). 

In this work, conditions will not be addressed, being the emphasis given to the 
analysis of signals events. 

4 Events  

In this section, events will be presented in detail. Twelve different types of events 
are identified and defined. Only two types of signal analysis are presented, namely 
those dependent on the signal X (called delta zero on X) and those dependent on 
the first difference of consecutive values of the signal X (called delta one on X). 
However, these types of events can be applied to higher order of differences (delta 
N on X). 

Table 2 Event types definition 

 X ∆X 

Type Definition Example  

< > 
Evx<> (k) = (xn > k) 

    (xn�1 < k) 

EvΔx<> (k) = (∆xn > k) 

      (∆xn�1 < k) 

> < 
Evx>< (k) = (xn < k) 

    (xn�1 > k) 

EvΔx>< (k) = (∆xn < k) 

       (∆xn�1 > k) 

> 
Evx< (k) = (xn > k) 

   (xn�1 ≤ k) 

EvΔx< (k) = (∆xn > k) 

     (∆xn�1 ≤ k) 

≥ 
Evx≥ (k) = (xn ≥ k) 

   (xn�1 < k) 

EvΔx≥ (k) = (∆xn ≥ k) 

      (∆xn�1 < k) 
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Table 2 (continued) 

< 
Evx< (k) = (xn < k) 

  (xn�1 ≥ k) 

EvΔx< (k) = (∆xn < k) 

     (∆xn�1 ≥ k) 

≤ 
Evx≤ (k) = (xn ≤ k) 

  (xn�1 > k) 

EvΔx≤ (k) = (∆xn ≤ k) 

      (∆xn�1 > k) 

= 
Evx= (k) = (xn = k) 

   (xn�1 ≠ k) 

EvΔx= (k) = (∆xn = k) 

      (∆xn�1 ≠ k) 

= + 
Evx=+ (k) = (xn = k) 

    (xn�1 > k) 

EvΔx=+ (k) = (∆xn = k) 

       (∆xn�1 > k) 

= ― 
Evx=― (k) = (xn = k) 

    (xn�1 < k) 

EvΔx=― (k) = ∆xn = k) 

         (∆xn�1 < k) 

≠ 
Evx≠ (k) = (xn ≠ k) 

   (xn�1 = k) 

EvΔx≠ (k) = (∆xn ≠ k) 

      (∆xn�1 = k) 

≠ + 
Evx≠ + (k) = (xn > k) 

     (xn�1 = k) 

EvΔx≠ + (k) = (∆xn > k) 

        (∆xn�1 = k) 

≠ ― 
Evx≠ + (k) = (xn < k) 

     (xn�1 = k) 

EvΔx≠ + (k) = (∆xn < k) 

        (∆xn�1 = k) 

4.1 Events on Delta Zero (X) 

The definition of events on Delta Zero is based on the events definition of IOPT in 
[Gomes et al. 2007], where they were presented as threshold events, further 
redefined in [Campos-Rebelo et al. 2013a]. This type of events is defined as the 
occurrence of crossing a specific threshold on the value of the signal. In [Gomes et 
al. 2007], IOPT nets have defined two types of events, named “UP” and 
“DOWN”, and associated with rising and falling evolution of the signal. A 
threshold level K is defined for both types of events, and an event is generated 
based on analysis of the signal value in two consecutive execution step. The “UP” 
event occurs when the value of the associated signal in the previous execution step 
was lower or equal to the level K and the current value is higher than the level K. 
The “DOWN” event, similarly to the “UP” event, occurs when the value of 
associated signal in the previous execution step was higher than the level K and 
the value in the current execution step is lower or equal to the level K. 

However, considering the analysis of the signal value in two consecutive 
execution steps, it is possible to obtain several results when comparing with the 
threshold value K, supporting the possibility of having different modeling attitudes. 
It his sense, ten new types of event were defined resulting in a new set of twelve 
types of events, listed in Table 2. 

In Table 2, the mathematical definition of the events and a graphical example of 
each of them are represented. In this new set of events the old UP event is defined as 
“>” and the old DOWN event is defined as “≤”. 
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Each event represents the conclusion of the combination of two conditions: the 
comparison of the value of the signal with a certain value K in two consecutive 
execution steps.  

4.2 Events on Delta One (∆X) 

These events can be seen as generated by the derivative of the equations of 
threshold events, were introduced in [Campos-Rebelo et al. 2013a] and called 
“momentum event”. They are defined as a variation of the difference of the signal 
along consecutive execution steps, instead of the variation of the value of the 
signal. These events can be associated with the concept “velocity” of the signal in 
contrast to previous events that are associated with the concept of position. 

Similarly to the threshold events, two momentum event types were defined 
considering the difference on the variation of the signal in two consecutive 
execution steps. They are also called “UP” and “DOWN”, respectively. The 
momentum “UP” event occurs when the variation of the signal |xn-1 � xn�2| in the 
previous analysis step was lower or equal to the value K and the current variation |xn � xn�1| is higher than the value K. Similarly, the momentum “DOWN” event occurs 
when the previous variation of the signal |xn-1 � xn�2| was higher  
to the value K and the current variation |xn � xn�1| is lower or equal than the  
value K.  

 

Fig. 1 Analysis of delta one events 

Following the same strategy as in events on X, twelve events in ∆X are defined, 
each one obtained by derivation of the respective last variation event type, as pre-
sented in Table 2. 

Table 2 presents the mathematical definition of the events and a graphical 
example on how to analyze each one is represented in Fig. 1, where ∆n and ∆n-1 are 
represented. These twelve events represent the elementary events associated in the 
variation one of the signal. 

In this case, each of these events is represented based on two conditions related to 
a certain value K. A condition is related to the value of the last signal variation and 
the other one to the current variation of the signal. For these variations it is necessary 
to take into account values of the signal, in three consecutive steps (n, n-1 and n-2). 
Respective variations are determined as follows: ∆n = Xn - Xn-1 e ∆n-1 = Xn-2 - Xn-1. 
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4.3 Events on Delta n (∆nX) 

Delta two variations on the signal X can be defined recursively as differences on 
differences, and can also be associated with the concept of “acceleration”. 
Similarly, high delta orders can be defined, as it is possible to define events on the 
variation of the variations (for each event in each level n of variation, new event is  
obtained by deriving the event of the same type of variation n-1). However, 
physical interpretations for higher order delta events could be difficult to find 
associated to known physical phenomena. Likewise, the number of signal values 
to be considered for the analysis of the event increases with increasing degree of 
variation. 

5 Delayed Events  

In previous sections, all events have been presented considering the analysis of the 
signal on consecutive execution steps. This is the most used approach in order to 
detect the event in the shortest time. However, the detection of the event can be 
done considering different distances between execution steps, instead of two 
consecutive steps, for example, considering the value of the signal in the current 
step and in p execution steps before. The analysis of the event with a delay of a 
number of predefined steps can bring advantages, for example in the filtering of 
residual values in signal acquisition as when debouncing of the signal is 
necessary. 

 

Fig. 2 Analysis of delayed events 

Fig. 2 presents the window between two execution steps, where delayed event is 
a result of the analyses of the signal value in the execution steps n and n-p. The 
analysis of two consecutive values of the signal can be defined as a particular case of 
the delayed definitions where p = 1.  

6 Application Example  

In this section, an example adapted from [Campos-Rebelo et al. 2013b] is used to 
illustrate the use of some types of the presented events. 

Due to its mechanical wear, there has been an increasingly drawn of technology 
companies to avoid using pushbuttons. In its place many technologies have been 
created as resistive buttons or the use of auxiliary sensors like light sensor, video 
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camera or gyroscope. This example aims to produce a controller for  
a simple music player, which has only one on/off capacitive button and a  
gyroscope. All actions to control the player must be performed using the gyroscope 
built into the device. 

The following play functions are implemented: the “PLAY/PAUSE” (that starts 
and pauses music playing), the “STOP” (that stops playing), and the “NEXT” (that 
moves to the next music in the list). It is still necessary to implement the functions of 
the music selection: the “PREV” (that changes the music that is being played for the 
previous music) and the “NEXT” (that changes the music that is being played for the 
next music), and finally the volume controllers: the “VOL.UP” and “VOL.DOWN”, 
which increases or decreases the output level of the player. 

The gyroscope has three axis, as presented in Fig. 3 a), and the controls must be 
defined by rotation around them. The movements that are associated to each action 
are presented in Fig. 3 b). 

 

Fig. 3 Music Player informationa) Gyroscope axis representation, b) Representation of the 
acting movements 

Modeling the player controller using IOPT Petri nets is obtained using a model 
with seven places, seventeen transitions, eight input events associated to three input 
signals, five output signals and two output events, as presented in Fig. 4. In the 
places vol_up_pl and vol_down_pl the player still is in playing mode like in playing 
place. Similarly, in the places vol_up_ps and vol_down_ps the player still is in pause 
mode like in pause place. Table 3 helps to understand the model, relating each 
action to its associated motion action. 

All movements must have an acceleration higher than a certain value to activate 
associated action. Initial marking of the model considers place stopped marked (the 
player starts stopped). The user can move to playing mode shaking it with a hard x-
axis rotation. In this mode, with the same x-axis movement’s, is possible to switch 
between playing and pause mode. In each two modes the user can change to next and 
preview item using a y-axis rotation. It is also possible to change the volume level. 
These movements are a little bit more complex. The volume starts changing with a 
hard z-axis rotation and keep changing until the z axis returns to center z-axis value. 
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Fig. 4 IOPT Petri net model of the specified music player 

Table 3 Association of actions to movements 

Action Movement 

Play/Pause Shake to front 

Stop Shake to back 

Next Shake to right 

Prev Shake to left 

Vol. up rotate to right 

Vol. down rotate to left 
 

In playing or pause mode it is possible to move to stop mode. Finally, the change of 
volume level starts with the rotation to the specific side and continues increasing or 
decreasing until the player returns to the center position.  

All input events are presented in Błąd! Nieprawidłowy odsyłacz do zakładki: 
wskazuje na nią samą.. For each event, the type of event, the axis where it acts, and 
the transitions where the event is associated as a fire condition are presented. 
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Table 4 Model events definition 

Event Name Axis Type Transition 

Play/Pause X Momentum 

play_s 

play_p 

pause 

Stop X Momentum 
stop_pl 

stop_ps 

Next Y Momentum 
next_ps 

next_pl 

Preview Y Momentum 
prev_ps 

prev_pl 

Start_up Z Momentum 
start_up_pl 

start_up_ps 

End-up Z Threshold 
end_up_pl 

end_up_ps 

Start_Down Z Momentum 
start_down_pl 

start_down_ps 

End_Down Z Threshold 
end_down_pl 

end_down_ps 

7 Discussion  

The event types proposed in [Gomes et al. 2007] are very restricted in terms of 
variation levels and in terms of types of events associated to each level, as well. 
With those events, it is only possible to detect events that occur by crossing a 
threshold level. Even among these levels, only two different behaviors can be 
detected. This leads to large, complex and difficult to understand models, where 
all other possible behaviors need to be created with sub-models with signal 
conditions associated. 

In the presented example, which aims to control a music player using only 
movements, is possible to see those restrictions. In this case it is necessary to take 
into account the speed at which the player is shaken allowing to distinguish between 
an intended action from the regular movements of the device (due to user 
movements).  

The new types of events presented allow defining events to a higher number of 
behaviors of the signal, enabling the creation of more compact models. In this 
example different kinds of events relying on different levels of variation are used. 
Whenever the player is shaken means that an action is required; only when the 
player is shaken with more than a certain speed an event is triggered. 

It is also possible to create a window on the signal, allowing the analysis of 
events considering a higher number of execution steps. This analysis may have 
advantages when trying to analyze a signal with noise or even when it is necessary 
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to receive the same values that are received in another system with a slower 
variation. 

These characteristics leads to models that are easier to produce, understand, and 
maintain. This allows an easily integration in modeling tools, including with 
automatic code generation, as the ones available through IOPT-Tools at 
http://gres.uninova.pt applicable to IOPT nets. 

8 Conclusions  

Using proposed events in cooperation with IOPT nets models enables the creation 
of smaller models (for the same system), which consequently are more robust and 
easier to read and interpret. 

The analysis of events with delay provides the possibility to analyze a signal in a 
time window including several execution steps, allowing the detection of specific 
signal evolutions. 

Supported by proposed characterization of events, it is foreseen to consider 
composition of events and signal evolution dependencies allowing further 
improvements in terms of compactness and expressiveness of models. 

These event updates are proposed intrinsically matched with IOPT net models, 
but can also be applied and useful in other classes of Petri nets, both high-level and 
low-level Petri nets classes or even in other event-based modeling formalisms. 
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Abstract. This paper aims at illustrating diversity of possible emotion recognition 
applications. It provides concise review of affect recognition methods based on 
different inputs such as biometrics, video channel or behavioral data. It proposes a 
set of research scenarios of emotion recognition applications in the following do-
mains: software engineering, website customization, education, and gaming. The 
scenarios show complexity and problems of applying affective computing in dif-
ferent domains. Analysis of the scenarios allows drawing some conclusions on 
challenges of automatic recognition that have to be addressed by further research. 

1 Introduction 

Inevitably, emotions play an important role not only in our relations with other 
people but also in the way we use computers. Affective computing is a domain 
that focuses on user emotions while he or she interacts with computers and appli-
cations. As emotional state of a person may affect concentration, task solving and 
decision making skills, the vision of affective computing is to make systems able 
to recognize human emotions and influence them in order to enhance productivity 
and effectiveness of working with computers.  

A challenging problem of automatic recognition of human affect has become a 
research field involving more and more scientists specializing in different areas 
such as artificial intelligence, computer vision, psychology, physiology etc. Its 
popularity arises from vast areas of possible applications. In this paper we focus 
on application of affective computing methods in software engineering, website 
customization, education and gaming. We propose a number of research scenarios 
to evaluate the possibility of using emotion recognition methods in these areas. 

Section 2 briefly presents the idea and the methods of emotion recognition. 
Sections 3-6 describe the proposed scenarios to be applied in the four, just 
mentioned, different domains. Section 7 gives some conclusions on challenges, 
which have to be solved to implement the scenarios in a real environment. 

2 Emotion Recognition 

The goal of human emotion recognition is to automatically classify user’s tempor-
al emotional state basing on some input data. There are dozens of definitions of 
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emotions [Picard 2004]. In this paper we adopt the following distinction based on 
time: emotion is a reaction to stimuli that lasts for seconds or minutes, mood is an 
emotional state that lasts for hours or days and personality is an inclination to feel 
certain emotions. We use the term ‘emotional state’ to indicate current (tempo-
rary) state of a person irrespective of its origin (stimuli, mood or personality). 

The stated goal may be achieved by one of many types of classifiers developed 
in the field of pattern recognition. The approach assumes several stages of clas-
sifier’s construction which are: data acquisition and feature extraction, creation of 
a training set containing labeled data and classifier’s learning. 

In our research we assume that emotion recognition will be based on multi-
modal inputs: physiological sensors, video, depth sensors and standard input de-
vices. This approach proved to provide more information to the recognition 
process as different data channels deliver valuable complementary information 
eliminating potential drawbacks of any individual input [Kapoor and Picard 2005].  

Physiological sensors might be used to measure skin conductance, blood vo-
lume pulse, muscle impulses, respiratory signal, temperature or heart rate [Szwoch 
W 2013]. They are non-invasive but sometimes intrusive or not comfortable for 
users due to special equipment, which is required. Thus it is not possible to apply 
it in real-life situations when we want to determine emotions of people during 
usual learning or working processes. But taking specialized measurements of phy-
siological signals can be used in some scenarios as well as for the enhancement or 
verification of a classifier’s accuracy. A great many features may be extracted 
from physiological signals by calculating their mean, standard deviation, differ-
ence, Fourier transform, wavelet transform, high frequency and low frequency 
power, entropy, thresholding, peak detection etc. [Jerritta et al. 2011]. 

Video cameras and depth sensors deliver us significant information on facial 
expression in a non intrusive way. Face expression may be represented by geome-
tric or appearance features, parameters extracted from transformed images such as 
eigenfaces, dynamic models and 3D models. The difficulty of this approach is the 
need of image preprocessing and complex pattern recognition algorithms. One of 
the main problems with facial expression recognition is that it usually works well 
only in the case of a posed behavior and proper lightning [Szwoch M 2013]. 
Depth sensors, which usually use non-visual infrared light technology, are gener-
ally resistant to insufficient and uneven lightning conditions. Since introducing 
Microsoft Kinect depth sensors are also used for recognition of human poses, ges-
tures and movements [Ren et al. 2011]. 

Standard input devices, such as keyboard and mouse, enable a completely un-
obtrusive way of collecting data, because no special hardware is needed and 
moreover it may be done during users’ usual computer activities. Features ex-
tracted from keystrokes may be divided into timing and frequency parameters. 
Mouse characteristics include both clicking and cursor movement measurements 
[Kołakowska 2013]. 

The collected data has to be labeled, i.e. an emotion has to be assigned to each 
data sample. Most of the emotion recognition algorithms use discrete or 
dimensional models for affective state representation. The best recognized discrete 
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model is Ekman six basic emotions, including: joy, sadness, fear, anger, disgust 
and surprise, whereas a three-dimensional PAD model proposes to represent an 
emotional state as a combination of valence, arousal and dominance values. 
Usually the labels for the training data are assigned according to specially de-
signed questionnaires given to the users or on the basis of independent observers’ 
evaluations. However, such labeling may not be objective, which in turn may re-
sult in poor accuracy of the trained system.  To avoid such situation we are going 
to validate the labels provided by humans with the labels assigned on the basis of 
physiological measurements. 

A great many machine learning algorithms have been already applied in the 
task of emotion recognition, e.g. SVM, decision trees, linear discriminant analysis, 
Bayesian networks, naive Bayes, neural networks [Zeng et al. 2009]. An ideal 
emotion recognition method in the proposed real-life applications would be a 
combination of adaptive classifiers which could cope with high number of features 
of different types and would be able to improve its effectiveness with increasing 
amounts of training data continuously recorded during users’ typical activities. 

3 Software Engineering 

The main purpose of this part of our research is to use emotion recognition based 
on multimodal inputs to improve some aspects of software engineering process 
and to overcome the limitations of usability questionnaires [Kołakowska et al. 
2013]. We focus on two areas of application in software engineering: usability 
testing and development process improvement.  

3.1 Extended Software Usability Testing 

There is a lot of evidence that emotions influence human interactions with  
software products. There is also a record of investigation on how products can  
influence human feelings [Hill 2009] which make people buy or not. Therefore 
investigating emotions induced by products is an object of interest of designers, 
investors, producers and customers, as well.  

Software usability depends on multiple quality factors, such as functionality, 
reliability, interface design, performance and so on. All of the quality indicators 
can be improved indefinitely, but there is a point to stop optimizing – it is a cus-
tomer satisfaction. Measuring this satisfaction with questionnaires may be mis-
leading. We propose to extend usability testing with emotion recognition based on 
multimodal inputs. We have defined the following test scenarios with required 
emotional state distinctions depending on the scenario.  

Scenario S1. First Impression Test 
First impression is a state that is evoked mainly by visual input in human-systems 
interaction and is created in a very short time (approximately 5 seconds). Research 
shows, that in web page design first impression is a good predictor of 10-minute 
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usability opinion [Linggaard et al. 2006]. Many of the websites will not have any 
more time to make an impression than these 5 seconds – the first impression 
makes the users stay or quit. In first impression testing the most important distinc-
tion is to differentiate user’s interest (excitement) from boredom or disgust. This 
scenario is especially dedicated to web page usability testing. 

Scenario S2. Task-Based Usability Test 
The second usability scenario proposed uses cognitive walkthrough method 
[Blackmon et al. 2002], which is a task-based approach.  Software usability evalu-
ation in this method usually involves identification of typical tasks (which may be 
extracted from use case models) and the optimal processes for performing them 
(possibly derived from dynamic models, user stories or user instructions). The rep-
resentative user group performs the tasks in a controlled environment with camera 
recording, biometric sensors and keystroke analysis tools. Registered channels are 
then a subject to further analysis of usability and emotional state fluctuation. This 
scenario is dedicated rather to applications designed to help the user to perform 
specific tasks and not for entertainment or content access systems. The purpose of 
emotion recognition in task–based usability testing is to differentiate frustration 
from empowerment.  

Scenario S3. Free Interaction Test 
The third usability scenario proposed is based on free interaction with application, 
which is supposed to evaluate overall user experience. There are no pre-defined 
tasks to be performed by a representative user group; instead they are asked to 
freely interact with application under examination. This scenario is dedicated for 
entertainment and content access systems, but other applications may also benefit. 
The objective of emotion recognition in this scenario is the distinction of engage-
ment from discouragement.  

Scenario S4. Comparative Test 
Comparative scenario is a selection or combination of methods used in previously 
defined scenarios performed on two software versions or on the application and 
the main competitive software product. 

3.2 Development Process Improvement 

In each segment of the job market the most valuable employees are those who are 
highly productive and deliver high-quality products or services. A similar situation 
is with respected software developers [Wróbel 2013]. Employers require high 
work efficiency and high quality code. Unfortunately, these two requirements are 
often in conflict, as a computer program developed under time pressure is usually 
of low quality [MacCormack et al. 2003].  

The purpose of this study is to verify the hypothesis that emotions have signifi-
cant impact on software quality and developers’ productivity. The aim is to an-
swer the question on correlation between employee's emotional state and his work 
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efficiency as well as quality of the developed software. The study will also deter-
mine the emotional states supporting the work of IT professionals. 

We have defined four research scenarios to explore multiple factors of the rela-
tionship between programmers’ emotional states and their work, including the 
work environment, personal productivity and quality of the developed code. 

Scenario S5. IDE Usability Comparison 
This scenario is an adoption of task-based usability test described in scenario 2. 
Integrated development environments (IDE) are the essential tools used by devel-
opers. Their advantages and disadvantages can significantly affect the emotional 
state of the users. Research will be conducted in a laboratory environment with 
biometric sensors. User group will be represented by both novice programmers - 
ICT students as well as ICT stuff with years of experience. The object of the  
research will be a set of popular IDEs. A developer will perform a series of pro-
gramming tasks, such as compiling, debugging, refactoring, on three randomly se-
lected environments, excluding those he or she uses the most frequently. Tests will 
evaluate the quality of those IDEs. However, the collected data will be used to in-
vestigate the individually differentiated impact of different problems encountered 
in an IDE on developers' emotions. The goal of this scenario is to distinguish  
between frustration and empowerment. 

Scenario S6. Productivity and Emotions  
This scenario is designed to answer the question of whether and how an emotional 
state affects the productivity of the programmer. The research will be conducted in 
a laboratory environment. Behavior of the maliciously prepared environment will 
evoke developers’ emotions that may affect their productivity, measured for ex-
ample by the number of lines of code per hour of work. In the first place stress  
associated with time pressure and boredom will be induced. The analysis of  
the collected data will determine the optimal emotional space for developers  
productivity. 

Scenario S7. Code Quality and Emotions  
This scenario, despite similarities to the previous one, should not be conducted in 
a laboratory environment. It is hard to accurately evaluate the quality of the code 
developed during a short test. Therefore, to provide reliable results, this scenario 
requires continuous monitoring of the emotional state of the programmer and the 
collection of incremental versions of the source code. Only the cross-examination 
of emotional states and source code may lead to the designation of the correlation 
between quality and emotions. In this scenario, it is essential to detect emotions 
such as empowerment, frustration and stress.  

Scenario S8. Tele- and Office-Working Comparison 
The last scenario is designed to detect whether there are differences in emotional 
states of programmers when working in office or at home. The number of tele-
commuters is growing rapidly in recent years. This research should be conducted 
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in real work environments. This will be possible only after the development of re-
liable, non-intrusive methods of user emotional states recognition. The objective 
of emotion recognition is to detect the whole range of emotions, particularly all 
those identified in the previous scenarios. 

Scenarios S5 and S6 can be conducted in a laboratory environment. In this re-
search, it is possible to use biometric sensors to detect emotions of programmers. 
This will deliver more accurate recognition of emotions than with the previously 
developed non-intrusive methods. However, the implementation of the other two 
scenarios (S7 and S8) will be possible only using non-intrusive methods for de-
tecting the emotions of computer users. 

As the computer is the primary working environment of programmers, the im-
plementation of emotion recognition mechanisms in human-computer interface is 
the natural choice. However, research, as well as the proposed scenarios (except 
scenario S5), are sufficiently universal to be applied to many professions. 

4 Education and e-Education 

It has been already reported, that some emotional states support learning processes 
and other suppress them [Hudlicka 2003, Picard 2003, Sheng et al. 2010]. The dis-
tinction of the two groups of emotional states in some cases is not obvious, for ex-
ample such positive mood as hilarity is not good for learning processes, while 
slightly negative emotional states foster critical thinking and are appropriate for 
analytical tasks [Landowska 2013]. Automatic emotion recognition can help to 
explore these phenomena by making assessments of learner emotional states more 
objective than typical questionnaire-based investigations. 

Scenario E1. Emotional Templates of Educational Tasks 
The purpose of this scenario is investigation on emotional states that occur during 
different types of educational tasks. This investigation aims at identifying emotional 
templates of educational tasks, which can be defined as distinguishable sets of effec-
tive and counter-productive emotional states for solving specific task types. To per-
form this investigation a representative set of educational tasks should be prepared 
and both learners’ performance in task execution and his or her emotional state 
should be measured. Analysis of the correlation between performance and emotional 
states would enable to justify statements on effective and counter-productive emo-
tions for specific task types; however, a significant number of respondents should be 
engaged in order to make the thesis reliable. Information on effective emotional 
states can be then used in educational problems diagnosis, educational tool design or 
in further exploration of educational processes. 

Scenario E2. Emotional Stereotypes of Learners 
Emotionality is one of the elements of human personality and may differ signifi-
cantly based on in-born temper, previous experience and socialization process. 
However, some emotional reactions are common for people living in one culture 
or having the same experience and similar characteristics is expected also in  
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educational processes. Learner affective stereotype is a definition of typical emo-
tional states that might be observed in educational settings. It is expected, that no-
vice learners will more frequently show symptoms of frustration, while more ex-
perienced ones could feel boredom. To support that thesis with research results, 
emotional states of different (novice vs. experienced) students will be measured 
and recognized while they perform the same tasks set of growing difficulty. 
Learners’ stereotypes can be then used in e-educational environments to adapt 
learning paths or interaction models, when no individual information on a user is 
available. 

Scenario E3. Evaluation of Educational Resources 
The goal of this scenario is to evaluate educational resources, especially those 
prepared for self-learning. In distance and electronic education one of the critical 
success factors is learner’s discipline in following provided learning path. When 
one fails due to fluctuation of motivation and attention, the learning process is 
paused or even abandoned. One of the frequently launched causes for course  
resignation is: “Boring resources”. In this scenario observation of student’s inte-
raction with resources is combined with monitoring his or her emotional state in 
order to identify parts of resources that cause boredom. That information may be 
then used to remove weak points and improve overall resource quality. A set of 
different types of educational resources including recorded lectures, screencasts 
and interactive materials will be investigated. This scenario might be also used for 
quality evaluation of resources provided by virtual universities and other distance 
learning environments.  

Scenario E4. Usability Testing of Educational Tools 
In this scenario usability of educational tools is evaluated. Software usability tests 
are usually based on eye-tracking techniques and we propose to extend it with user 
emotion recognition, which can be valuable information while evaluating user expe-
rience [Kołakowska et al. 2013]. Typical tasks performed with educational tools  
include: accessing the tool, searching resources, launching resource, performing in-
teractive tasks, viewing results or feedback information, communicating with teach-
ers or class mates and more. More specific task description for this scenario will  
be performed using cognitive walkthrough method [Blackmon et al. 2002]. Then 
representative group of students will be asked to perform some tasks in controlled 
environment that will additionally record and recognize their emotional states. In-
formation on affect and its fluctuations (especially identification of frustration) can 
help to improve software products that are designed to support learning processes. 

5 Enhanced Websites Customization 

With the grow of the Internet, service providers collect more and more informa-
tion about their users. Based on these data, content, layout and ads are displayed 
according to a user's profile created. Adding information about the emotions of 
users could provide more accurate personality models of the users. 
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We have defined two scenarios, the first to explore how emotions of web sur-
fers influence their behavior on websites, the second to determine what emotions 
are triggered by different types of on-line ads. 

Scenario W1. Affective customization 
The purpose of this scenario is to determine how emotions affect the way users 
consume information on websites. The main expected outcome of this investiga-
tion is a list of factors that, in conjunction with a specific mood, increase the time 
spent on the website. The study will examine the impact of the following factors: 
page layout, content and photo sets. Users are intended to review a set of prepared 
web pages (with different values of factors). Based on biometric sensors and  
cameras their mood will be recognized. These data will be aggregated with infor-
mation about the time spent on each site. Analysis of the results will help to de-
termine, for example, which website layout would interest a bored person and 
which is the best for an angry one. 

Scenario W2. Advertisement Reaction Model 
The revenue model for a significant number of websites is based on the on-line 
advertising [Dubosson-Torbay et al. 2002]. However, users describe them as unin-
formative, ineffective and very intrusive [McCoy et al. 2007].  

The aim of this scenario is to find the most eye-catching and interesting adver-
tisement types for different groups of Internet users. In the laboratory environ-
ment, the emotional reaction will be measured in response to various formats of 
on-line ads. Additionally, using eye-tracking tool, information about the user fo-
cus on adverts will be collected. A set of information about time elapsed before 
noticing the ads, user emotional response and duration of focused attention will  
allow choosing the appropriate type of advertising, depending on the target  
audience. 

6 Video Games 

Video games belong to the wide area of entertainment applications. Thus, assum-
ing the existence of human emotions, and in fact basing on them, they attempt to 
make a player become emotionally attached with them. As the primary goal of a 
video game is to entertain the player  [Adams 2009], each video game tries to al-
low the player to fulfill his or her “dream”. Standard video games try to do it in 
different ways depending on their genre and involving such elements as good ga-
meplay, immersing storytelling, novelty, graphics and so on  [Adams 2009]. 

Although video games belong to applications in which emotions naturally play 
an important role, only few of them try to incorporate their players’ affective state 
into the gameplay. Such games can be referred as affective or more properly af-
fect-aware games. The importance of affect in delivering engaging experiences in 
entertainment and educational games is well recognized. Potential profits for  
affect-aware video games are not to be underestimated. Unfortunately, this “af-
fect-awareness” is usually “statically” built-in the game at its development stage 
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basing on the assumed model of so called representative player  [Adams 2009]. 
There are two problems with such attitude. Firstly, each player differs in some 
way from that averaged model. Secondly, and more important, player’s emotional 
state can change even radically from session to session making it almost impossi-
ble to predict current user emotions at the development stage.  

There are a lot of reasons that can influence human’s behavior during playing 
the game. They could be divided into factors connected with the game, such as in-
creasing monotony or becoming an accustomed player, and to game independent 
factors which are connected with current physical and mental conditions of the 
player. The first group of reasons may be in some extent predicted or estimated by 
the game designer but that is impossible to the reasons belonging to the other 
group. That is why the real-time recognition of player’s affect may become so im-
portant for video games industry in the nearest future. Video games that are able 
to dynamically react to the recognized current player’s emotions may be called  
truly affect aware video games. 

Scenario G1. Emotional Templates in Video Games 
Though generally people are able to express wide spectrum of emotions, not all of 
them are observed while playing video games. Expressed emotions depend on 
many factors such as game’s genre, player’s genre and experience, and on many 
other predictable or even unpredictable factors [Adams 2009]. Moreover, emo-
tional reaction in the situation highly depends on individual personality and even 
current mood or unpredictable external factors. 

The goal of this scenario is to verify which emotions are common while play-
ing video games and which are rare. The scenario will also allow verifying the hy-
pothesis that for specific game genres and specific group of game players some 
expressions are more common than others. 

A typical test in this scenario will cover recording of players’ emotions while 
playing several different video games with specially prepared scenes. Additional 
questionnaire will provide further information on the player’s age, gender and 
gaming experience. 

Scenario G2. Stimuli Adaptation  
Games try to attract the player’s attention to tie him or her as long as possible. 
Game developers use an interesting story, high quality graphics and an intense 
arousal to keep the attention of the player. 

The goal of this scenario is to verify, whether long, frequently repeated 
stimulation causes weakening of player’s reaction due to stimuli adaptation. After 
a specified time, the player can stop to react on stimuli, and it is possible that he or 
she will be expecting more and more powerful experiences. The question is 
whether it is necessary to keep the user’s attention at the highest possible level, or 
whether we should interlace periods of intense emotional arousal with periods of 
silence, which will allow the player’s senses to rest. 

The scenario assumes that a study group of players will be exposed to intense 
stimuli during the game. The time after which the player’s reaction to stimuli 
disappears and also the moment of weariness of the game will be tested. During 
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the experiment, the observer and the player will determine the moment of time or 
time period in which there was a loss of response to stimuli. 

Scenario G3. Player Reaction to External Signals on Different Levels of  
Immersion 
Sometimes game players are so strongly immersed into the virtual world, that they 
stop to notice the real world around them. It is important to monitor the depth of 
players’ immersion to detect when they stop responding to external stimuli. This 
can help for example to protect players against addiction. When the player is too 
absorbed in the play, affect-aware game can reduce its attractiveness, causing 
gentle return to the real world. 

During the experiment player’s reaction to external stimuli will be investigated. 
The problem may be to get the appropriate involvement in the game. Player 
reaction (rapid vs. slow) will determine the degree of his engagement. During the 
experiment, various types of disturbing events are planned to be used, such as, 
acoustic, haptic and other. 

Scenario G4. The Influence of Affect Feedback on Player’s Satisfaction 
Sometimes a video game can become boring or too stressing for the player. 
Detecting such situations would allow giving a proper feedback to the player, 
changing the current gameplay character. On one hand such capability could 
improve satisfaction of experienced players and on the other it could protect 
novice or young players from excessive violence. Adapting feedback to stimulate 
the player can also be used in therapy in suppressing negative emotions by proper 
stimulation. 

The purpose of the scenario is to check whether the affect-aware games can 
increase players’ satisfaction from playing. For this scenario a specially developed 
affect aware video game will be used. The scenario assumes the use of a 
questionnaire, in which the player will determine the level of satisfaction within 
the game when increasing and decreasing difficulty according to the detected 
emotions. 

7 Conclusions 

The paper has presented a number of possible applications of emotion recognition 
in different areas such as software engineering, website customization, education 
and gaming. Although some of the presented research scenarios are ready to be 
applied, in the case of most of them a few challenging problems still have to be 
solved. First of all the limitations of emotion representation models not always let 
us precisely describe the actual feelings of a user. We often do not realize the real 
set of possible emotional states, which should be considered in an application. 
Even if we are able to define this set of emotions, the fuzzy nature of emotional 
states and their instability along time entail subsequent difficulties. Moreover the 
quality of the training data and the way emotion labels are assigned strongly influ-
ence the results of the training algorithm. Finally the accuracy of the recognition 
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process often does not fulfill the requirements of a system working in a real envi-
ronment. All this does not let us ignore high uncertainty of emotion recognition 
methods, especially when combining separate models. This is an open research 
problem requiring further investigation.    
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Abstract. In this chapter, the analysis and comparison of four classification meth-
ods for a simplified Brain-Machine Interface (BMI) are presented. The BMI in-
volves the use of only one electroencephalography (EEG) bipolar connection: O1-
P3. The EEG signal is processed to extract features of the alpha wave 
(7.19~14.4Hz) in order to determine whether the subjects have their eyes closed or 
open. The signal processing technique is based on a Discrete Wavelet Transform 
(DWT) algorithm that allows processing the data on-line while the EEG signal is 
being recorded. The features that are extracted using DWT are then classified in 
order to estimate the subjects’ eyes state. The four classifiers here compared are: 
Naive Bayes (NB), Linear Discriminant Analysis (LDA), Support Vector Machine 
(SVM), and Adaptive Neuro-Fuzzy Inference System (ANFIS). A set of 2029  
input vectors were considered for the comparison of the classifiers, they were  
divided as follows: 1771 for training (60%), 609 for testing (30%) and 203 for va-
lidation (10%). The best classification accuracy of the validation data was ob-
tained by the NB classifier (93.59%) and the worst classification accuracy by the 
ANFIS classifier (88.17%). However, using a contingency table it was shown that 
the SVM obtained the best performance to classify eyes closed, which was con-
sider the most important feature to classify in the BMI application used. The final 
output of the classifiers is the input of a microcontroller that generates a pulse-
width modulation signal that opens or closes a robotic hand if the subjects’ eyes 
are open or closed, respectively. 

1 Introduction 

A Brain Machine Interface (BMI) is a communication path between the brain and 
an external device [Becedas 2012]. Their development has increased particularly 
since last two decades; however, it is possible to identify a permanent basic 
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sequence to build them, involving the following stages: i) Brain signals 
acquisition, ii) Preprocessing (mainly filtering process), iii) Feature extraction and 
iv) Classification, which is essentially a pattern recognition system [Jain et. al. 
2000]. Classification is the final part of the translation process between the brain´s 
command and its execution by a control interface [Bi et al. 2013]. In this sense, a 
classifier may be viewed as just another input/output device where the input is a 
set of measurement data and the output is the most likely class associated with that 
data set [Semmlow 2008]. In this chapter we present a comparative analysis 
concerning four supervised classifications methods in a Brain Machine Interface 
(BMI), supervision implies that the input vector is identified as a member of a 
predefined class. We have previous experience, implementing a basic BMI 
supported by online wavelet decomposition [López-Arce et al. 2013], in order to 
solving the problem of detection the condition of open and closed eyes by 
measuring surface EEG activity in the occipital zone. This simplified BMI allow 
us to obtain a platform of control easily implemented in an embedded device. 
However, we needed to improve the correct classification of extracted features 
from the filtered signal; it is known that this is one of the current challenges in the 
BMI area [Bi et al. 2013]. Classification algorithms have to keep a reduced 
complexity and a high generalization capacity in order to satisfy an appropriated 
accuracy and an efficient practical implementation (real time), at the same time 
they have to deal with the curse of dimensionality, which means a large training 
set is not required for acceptable results, even with very high dimensional feature 
vectors [Jain et. al. 2000]. In this chapter, the four analyzed algorithms are: Naive 
Bayes classifier, Linear Discriminant Analysis, Support Vector Machine and 
Artificial Neural Fuzzy Inference System. All these methods have been reported in 
literature as part of different BMI structures [Jahnkhani et al. 2008; Hsu 2012; 
Nicholas-Alonso and Gómez-Gil 2012]. We focused our attention in their ability 
to assess correctly each command, considering the percentage of specificity and 
sensibility in each case, that means, their faculty to detect in a correct way the 
corresponding class, and without the presence of false positive (eyes closed when 
they are open) or false negative (eyes open when they are closed). Traditionally 
only the average error is analyzed [Becedas 2012]. As will be discussed, this 
traditional paradigm could mask important errors.  

The chapter is distributed in a presentation of basic BMI concepts, emphasizing 
the classification process, a methodology and an experimental set-up explanation, 
the classification results and a comparative discussion. Finally some remarks and 
conclusions about the behavior of the proposed structures are presented. 

1.1  Some Basic BMI Concepts 

Signals in BMI, and Their Preprocessing. The signal acquisition of the brain 
can be obtained by invasive or noninvasive procedures. Our attention is focused in 
a noninvasive technique, the electroencephalography (EEG). EEG shows the 
highest temporal resolution for a noninvasive technique, which makes it attractive 
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for real time implementations. More over EEG is the cheapest one, and highly 
portable [Becedas, 2012]. The raw EEG preprocessing consists in a filtering 
process over the raw signal or a digital filtering applied after digitalization, the 
typical bandwidth after this process is of 0.1 to 100 Hz, plus removing the 
breathing interference and the direct current component [Majumdar 2011]. 

Feature Extraction. The feature extraction stage identifies discriminative 
information in the brain signals. The signal is mapped onto a vector containing 
effective and discriminant features from the observed signals [Nicholas-Alonso 
and Gómez-Gil 2012]. It is possible to divide feature extraction methods into three 
categories: dimensional reduction methods, time and/or frequency methods and 
parametric modeling. In this chapter, a time-frequency method is implemented, 
the wavelet transform, a power useful tool for non-stationary signals, which 
decompose the signal in both the time and the frequency domain at multiple 
resolutions. As a matter of fact, we use the Discrete Wavelet Transform (DWT), 
which was introduced to reduce this redundancy and complexity. The DWT 
translates and dilates the mother wavelet in certain discrete values only [Gandhi et 
al. 2011]. 

Classification. Classification is a form of machine learning, and the complexity of 
a classification algorithm is often referred to as machine capacity [Semmlow 
2008]. Increasing machine capacity leads to a more complex decision boundary 
between classes. If the classifier has more capacity than the appropriate for the 
data, it will be overtrained for the training data, performing well on the training 
set, but not generalizing to classify a different data set. Usually, the number of free 
parameters increases if the machine capacity is higher. As is reported in [Bi et al. 
2013; Nicholas-Alonso and Gómez-Gil. 2012] a variety of classifiers have been 
used to translate extracted features from EEG signals into an output command in 
BMI´s, four of them are described below. 

Naive Bayes Classifier (NB). A naive Bayes classifier is a probabilistic classifier 
based on applying Bayes’ theorem, is a classifier which aims to assign, with the 
highest probability, an observed feature vector x from its class c. It assumes that 
the predictive attributes are conditionally independent given the class and 
secondly, that the values of numeric attributes are normally distributed within each 
class [Jain et. al. 2000;Nicholas-Alonso and Gómez-Gil 2012]. Let C be the 
random variable denoting the class of an instance and X be a vector of random 
variables denoting the observed attribute values. Let c be a particular class label 
and x represent a particular observed attribute value. If we have a test case x to 
classify, the probability of each class given the vector of observed values for the 
predictive attributes may be obtained using the Bayes’ theorem, and then 
predicting the most probable class, as follows.  
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Linear Discriminant Analysis (LDA) [Semmlow 2008]. It is a simple classifier 
with acceptable accuracy and without high computation requirements. Linear 
classifier assumes that classes are linearly separable. The class predicted by a 
linear discriminator is given by the output of a linear equation: 
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xi are the input variables. The classifiers free parameters include wi (weights) and 
the threshold b, there exist many methods to compute wi [Semmlow 2008; 
Nicholas-Alonso and Gómez-Gil. 2012]. 

Support Vector Machine. It is primarily a two-class classifier, similar to LDA, 
but in contrast to LDA, SVM is based on an optimization criterion, here is the 
width of the margin between the classes, i.e., the empty area around the decision 
boundary defined by the distance to the nearest training patterns [Nicholas-Alonso 
and Gómez-Gil. 2012]. These patterns, called support vectors, finally define the 
classification function. Their number is minimized by maximizing the margin. In 
SVM analyses, the classes are assumed to be identified as +1 or -1, the decision 
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So the maximum margin to separate two linear classes is obtaining by 
minimizing the norm of weights w . 

Adaptive Neuro-Fuzzy Inference System (ANFIS): It is a class of adaptive 
networks that is functionally equivalent to fuzzy interface systems [Jahnkhani et 
al. 2008]. For classification and data analysis, it is assume the fuzzy inference 
system under consideration has two inputs x and y, an output z, and the rule base 
contains rules if-then, the Sugeno type are where the classification criteria is 
established, its architecture is formed by five layers (see Fig. 1). The inputs are the 
data to be classified and represent the grade for the fuzzy memberships. At the 
output, an internal layer is associated within the fuzzy region specified by the 

fuzzy rules [López-Arce et al. 2013]. Layer five 5
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where iw  are the weights of the incoming layers, and if  are the function output 
fuzzy rules, this is the ANFIS output. The output is corrected with the training, 
where the parameters in the consequence of the rule are adapted to fit with the 
data classification criteria established previously, in this sense, it is possible to 
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evaluate the ANFIS performance in different training epochs. The learning 
algorithm is selected as a hybrid method that uses back propagation for parameter 
associated with an input membership function and a least square estimation for 
parameters associated with output membership. 

 

Fig. 1 ANFIS model structure used in the presented BMI: two inputs, one output, and five 
layers [López-Arce et al. 2013] 

2 Methodology 

We have reported in [López-Arce et al. 2013], a Brain-Machine Interface (BMI) 
based on EEG in order to detect two events: closed eyes and open eyes. After a 
comparison process of feature extraction methods [López-Arce et al. 2012] the 
wavelet transform method was implemented. This fundamental structure: EEG 
acquisition joint with Wavelet transform is the base to evaluate four classification 
methods: NB, LDA, SVM and ANFIS classifier. The objective is to keep the 
fairest conditions during the test, delivering the same feature vector for classifier 
input. 

2.1 Experimental Paradigm 

The experiment was carried out to a total of 7 male subjects in the age group of 21 
to 53 years (28.3 ± 11.3) with no prior history of nervous system disorder. The ex-
perimental paradigm used to determine if the subjects had their eyes closed or 
open is the same as the one presented in [López-Arce et al. 2013]. The EEG elec-
trodes were placed on the scalp according to the international 10-20 system consi-
dering the bipolar connection O1-P3. The register was carried out with a three 
channel EEG- acquisition device manufactured by the authors [López-Arce et al. 
2012] The device has a Common-Mode Rejection Ratio (CMRR) of 100dB, and 
variable gain schedule from 50 up to 5000, the digitalization sampling frequency 
is 230 Hz. It is worth to comment that it exists a delay td between the occurrence 
of the event eyes closed and its perturbation in the alpha band, td must be charac-
terized for each subject under test, it is commonly of around 600ms [López-Arce 
et al. 2012], this effect is illustrated in Fig 2, and was considered for the results  
included in this chapter. 
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Fig. 2 Delay in the EEG signal changes after subject closes its eyes. Above signal is the 
EEG register, and below signal is the electrooculographic signal 

2.2 Feature Extraction 

The proposed algorithm is based on DWT and enables the BMI to process the data 
on-line, while recording the EEG signal [López-Arce et al. 2013]. The 
decomposition was performed in five levels, obtaining the wavelets decomposition 
tree shown in Fig. 3. Daubichies wavelet was selected as mother wavelet. 
Defining the normalized detailed coefficient at level 4 as cD4, the BMI uses the 
mean and the maximum value of the last two calculated cD4 wavelet components 
as the inputs of the four classifiers due to the fact such coefficient cD4 represents 
the alpha waves with a bandwidth of 7.19~14.4Hz. This band is used to identify 
eyes close in a conscious person [Becedas 2012]. 

 

Fig. 3 Wavelet decomposition tree over 5 levels: 230 samples per second 
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2.3 Classification Stage 

It is possible to consider a general structure for any of the proposed classifiers, as 
shown in Fig. 4.The input vector X, X= [x1 x2] with its components: x1 is the mean 
of the last two calculated cD4 and x2 is the maximum value of the last two 
calculated cD4.. The output vector y is the associated class, i.e. y= C1 if eyes were 
closed and y= C2 if eyes were open.  

 

Fig. 4 General structure for any of the proposed classifiers, the input vector X has two 
components as explained in the text and the output vector y can take two possible values 

All proposed classification methods are supervised type, for that reason each 
input vector X is previously associated with the corresponding output, obtaining a 
set of vectors: data=[x1 x2 y]. A total of 2029 vectors were considered for the 
comparison of the classifiers, they were divided as follows: 1771 for training 
(60%), 609 for testing (30%) and 203 for validation (10%). The validation data 
were acquired during a 14.5 seconds on-line session in which 45.32% of the total 
of validation data corresponds to eyes closed and 54.68% to eyes open. The same 
training, testing, and validation data were used for the four classifiers. Classifiers 
were implemented by the LDA toolbox, SVM toolbox and the ANFIS Toolbox of 
MATLABTM.  

3 Results and Discussion 

In this section the comparison between the performances of the four classifiers is 
presented, we based our discussion on the graph of boundaries decision and the 
contingency tables.  

3.1 Naive Bayesian Classifier 

During the NB adjustment, the training data and the testing data were considered 
obtaining a classification accuracy of 93.20% and 92.45%, respectively. The tuned 
NB classified the validation data correctly in a percentage of 93.59%. It is 
important to remark that the output of the NBC classifier has always a probability 
associated with its decision making. The average probability of the training, 
testing and validation data associated with the classification accuracy of its 
decision making is shown in Table 1.  
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Table 1 NB probability associated with its decision making 

Data Set Classification 
Accuracy (%) 

Average Probability (%) 

Eyes closed Eyes open 

Training 

Testing 

Validation 

93.20 

92.45 

93.59 

96.29 

93.35 

91.03 

96.32 

96.69 

93.80 

 
As it can be appreciated, even if the output of the NB has classification 

accuracy higher than 90% for all data sets, its average probability is not equal to 1 
for any of them. This means that there exists always the probability that the 
classifier decision is incorrect and belongs to the opposite class. According with 
Table 1, it is more probably a misclassification occurs for the case of eyes closed. 

3.2 Linear Discriminant Analysis 

During the calculation of the vector of weights wi the training data were correctly 
classified with an accuracy of 93.11% and the testing data with 90.97%. The final 
evaluation with the validation data set once the LDA is tuned was 90.15% of 
accuracy. Opposite to NB there is not a probability associated with this result. 

3.3 Support Vector Machine 

After obtaining the SVM structure (the base of support vectors), the training data 
and the testing data were classified obtaining an accuracy of 92.54% and 89.49%, 
respectively. The validation data set was obtained on-line, and under this 
condition the classification accuracy was 90.64%. 

3.4 Adaptive Neuro-Fuzzy Inference System 

The training of the ANFIS was carried out considering an increment of 25 epochs 
at a time, using the training data set. After each increment the testing data set is 
classified. This procedure, allowed us to get some control regarding the 
overtraining, whenever the classification accuracy begins to decrease. The results 
obtained in training the classifier from 0 to 250 epochs is shown in Table 2.  

It is possible to observe that even if the ANFIS performance increase with the 
training data set, it does not apply to affirm a generalization result. That means 
that the classifier becomes too specific for the training data when the training 
epochs are excessive, which is consider one of the main problems of this type of 
classifiers [Chang and Yu 2005; Semmlow 2008]. Therefore, it does not have 
better classification accuracy for a different set of data, such as the testing data. In 
this case, the highest ANFIS classification accuracy with the testing data was 
achieved with 50 training epochs. The classification accuracy was 90.97%. The 
online validation data, the trained ANFIS presented an accuracy of 88.17%. 
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Table 2 ANFIS performance evaluation 

Training epochs Accuracy (%)

Training data Testing data 

25 

50 

75 

… 

225 

250 

93.32 

93.89 

93.07 

… 

93.16 

93.32 

89.98 

90.97 

90.15 

… 

90.64 

90.31 

3.5 Classifiers Comparison 

In Fig. 5 are shown the calculated classification boundaries for each algorithm. 
The area where the eyes are classified as eyes closed or eyes open is indicated. It is 
possible to affirm the simplicity of the LDA and its variant the SVM compare to 
NB and the highly nonlinear ANFIS structure to assign each class. This situation 
leads to a deficient generalization for NB and ANFIS. In Fig. 5, it is also shown 
the common set of data that was misclassified for all of the classifiers, taking into 
account exclusively the validation data. The data marked as eyes open (*) means 
that the output of the classifiers was eyes open; however, the actual state of the 
subject eyes was eyes closed. On the other hand, the data marked as eyes closed 
(o) indicate when the classifiers’ output was eyes closed and the actual state of the 
subject eyes was eyes open. 

  

 

Fig. 5 Comparison of boundaries decision: marks in the graph represent the common  
misclassified data 

It is worth to notice that most of the misclassified data are near of the common 
boundary of the classifiers and they mostly belong to the eyes open class, but  
they are misclassified as eyes closed. However, Fig. 5 does not show if this 
misclassification pattern is the same for every classifier. Therefore, the 
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contingency tables were computed for each classifier and they are presented in 
Table 3. This table shows the percentage obtained by comparing the actual state of 
the subjects’ eyes and the output of the classifiers for the validation data. The 
validation data were distributed as 45.32% of the cases eyes open, and 54.68% of 
the cases eyes closed, in a total sample of 203 cases. In Table 3, it can be 
appreciated that general accuracy is in fact the summation of True Positives (eyes 
closed classified as eyes closed) and True Negatives (eyes open classified as eyes 
open) [Semmlow 2008]. ANFIS classifier has the worst general performance and 
lowest sensibility to detect the condition of eyes closed, and the higher specificity 
to detect eyes open; however, eyes closed is in fact the most important feature to 
be detected in our BMI. NB classifier shows the best accuracy and an acceptable 
sensitivity and specificity, but it is important to keep in mind that these results are 
associated to a probability factor (see Table 1) and these percentages must be 
weighted consequently. On the other hand, LDA and SVM show a similar 
performance and particularly SVM presents the best sensitivity to detect eyes 
closed (44.83% of 45.32%). Additionally SVM has one of the lowest machine 
complexity, these reasons allow us to confirm that SVM is the best choice for the 
BMI presented.  

We do not dismiss the fact that it has been assumed that eyes closed and eyes 
open are linearly separable classes, which is not completely true. Although there are 
techniques to transform this nonlinearly separable problem into a linearly separable 
[Semmlow 2008], our motivation is to keep the BMI structure as simple as possible. 

Table 3 Contingency tables for classifiers, data are presented in relative percentages to de 
total of cases distributed in validation data set 

NBC Contingency Table  LDA Contingency Table  

  Actual State    Actual State  

  Eyes 
closed 

Eyes 
open 

   Eyes 
closed 

Eyes 
open 
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r 

O
ut
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Eyes 
closed 

44.33 5.419  

C
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if
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r 

 O
ut

pu
t 

Eyes 
closed 

41.38 5.911  

Eyes 
open 

0.9852 49.26  
Eyes 
open 

3.941 48.77  

 Total 45.32 54.68 93.59  Total  45.32 54.68 90.15 

          

SVM Contingency Table  ANFIS Contingency Table  

  Actual State    Actual State  

  Eyes 
closed 

Eyes 
open 

   Eyes 
closed 

Eyes 
open 
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Eyes 
closed 

44.83 8.867  
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la
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Eyes 
closed 

34.48 0.9852  

Eyes 
open 

0.4926 45.81  
Eyes 
open 

10.84 53.69  

 Total 45.32 54.68 90.64  Total 45.32 54.68 88.17 
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4 Conclusions 

The analysis and comparison of four classification methods for a simplified BMI 
from EEG signals in order to determine if the subject’s eyes were open or close is 
presented. The best classification accuracy of the validation data was obtained by 
the NB classifier (93.59%) and the worst classification accuracy by the ANFIS 
classifier (88.17%). However, using a contingency table it was shown that the 
SVM obtained the best performance to classify eyes closed, which was consider 
the most important feature to classify in the BMI application used.  
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Abstract. The paper considers recognition of isolated Polish Sign Language 
words observed by Kinect. A whole word model approach with nearest neighbour 
classifier applying dynamic time warping (DTW) technique is compared with an 
approach using models of subunits, i.e. some elements smaller than words, resem-
bling phonemes in spoken expressions. Such smaller models are obtained using 
data-driven procedure involving division of time series representing words from 
a training set into subsequences which form homogeneous groups. Symbols are 
assigned to these groups and then gestures receive symbolic representations (tran-
scriptions). Such transcriptions are classified using nearest neighbour approach 
based on edit distance. Two sets of features have been used: one based on Kinect’s 
skeletal images and the other using simplified description of hands extracted as 
skin coloured regions. Ten-fold cross-validation tests of classifiers using data 
representing signed Polish words were performed. Subunit based approach proved 
to be superior, in particular in the case when only one learning example was avail-
able. Features taking into account description of hands led to better recognition 
results in comparison with those based on skeleton.  

1 Introduction 

Aiding hearing impaired people with automatic translation tools not only will 
improve quality of their daily communication, but it also fits in and benefits the 
area of natural human-computer interfaces. Since in sign language recognition 
hands observation plays important role, computer vision seems to be attractive and 
promising approach. In order to facilitate hand segmentation from the background 
coloured hand gloves, markers [Awad et al. 2009] or detection of skin coloured 
objects [Ong and Ranganath 2005] are applied. Then hands are tracked and values 
of attributes describing gestures are computed. Vision based, colour segmentation 
algorithms are constrained by lighting conditions, and therefore many systems 
impose some restrictions for the background or clothing of the person performing 
gestures. Active depth cameras are insensitive to some of such limitations provid-
ing 3D information of observed scene, but most of them do not provide colour 
information making hand modelling and tracking very demanding. Kinect sensor 
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[Shotton et al. 2011] offers a colour and depth camera images. Furthermore, its 
build-in software can interpret coarse body gestures and produces a skeletal  
image, which consists of 20 connected 3D points in the shape of the body. 

Most published works with Kinect consider simple (static or dynamic) hand 
gestures or body movements with good recognition results. For example in [Ren 
et al. 2011] both the depth and colour information from Kinect sensor to recognise 
14 static hand shapes useful for arithmetic operations and 3 shapes for Rock-
paper-scissors game were used. Static hand shapes representing American Sign 
Language digits were recognised in [Keskin et al. 2011] with 99% recognition 
rate. Dynamic sign language gestures were recognised on the basis of skeletal 
image [Lang et al. 2012] or using skin colour based hand segmentation [Ong et al. 
2012].  

Gestures are mostly classified using Hidden Markov Models (HMMs) [Kraiss 
2006], neural networks [Zahedi and Manashty 2011] or applying the nearest 
neighbour approach with DTW [Oszust and Wysocki 2012]. These solutions use 
whole word models approach, i.e. one word model represents one sign. In order to 
provide better performance, especially with large sign vocabulary, signs are mod-
elled using smaller units than words (called subunits), which resembles modelling 
speech by means of phonemes. Subunit models are concatenated to form sign 
models [Agris et al. 2008]. In [Kraiss 2006] HMMs and an iterative process of 
data-driven extraction of subunits were applied. Two state HMMs representing 
subunits were concatenated to model single signs. The boundaries of subunits 
result from the alignment of appropriate feature vector sequence to the states by 
the Viterbi algorithm. Different approach can be found in [Han et al. 2009]. Here 
authors define subunits' boundaries using hand motion discontinuity and adapting 
temporal clustering by DTW to merge similar time series segments and finally 
selecting a representative subunit from each cluster. Another direction is designing 
a new, subunit based classifier choosing features responsible for discrimination of 
a given gesture class [Ong et al. 2012]. 

The main contribution of our paper is that it presents experimental comparison 
of two approaches to recognition: one using whole word model and the other 
based on subunits obtained by our data-driven procedure involving division of 
time series representing words from a training set into subsequences which form 
homogeneous groups. Both methods are applied for two different sets of features: 
one based on Kinect’s skeletal images and the other using a simplified description 
of hands extracted as skin coloured regions. All experiments are performed on real 
Polish sign language (PSL) words data. 

The rest of the paper is organised as follows. Section 2 gives preliminary in-
formation concerning PSL and our gesture dataset. The Kinect sensor description 
and characterisation of features used for recognition are shown in Section 3.  
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Section 4 is focused on clustering of time series representing the gestures to show 
whether automatic procedure is able to reveal the natural division of the data. Sec-
tion 5 presents a data-driven subunits extraction method. Recognition results are 
shown and compared in Section 6. Section 7 concludes the paper. 

2 Gesture Corpus 

Sign language is the language of deaf people communicated by their deaf parents. 
PSL signs are static or dynamic and mostly two-handed [Hendzel 1986]. During 
gesture performance hands often touch each other or appear against the back-
ground of the face. In cooperation with PSL interpreter we selected 30 common 
words that can be used at the doctors’. This topic is particularly important due to 
need of ensuring patients’ privacy. Chosen words are as follows: obtain, write, 
bed, must, to rest, operation, meninges, analysis, examine, be, want, cotton, tooth, 
inflammation, healthy, ill, lie down, translucence, come, rescue, family, hearing, 
tablet, where, and, how much, other, cost, blood, and drop. Each word was per-
formed 10 times by a PSL interpreter. The data have been registered with the rate 
of 30 frames/s using Kinect TCP software [Kinecttcp 2011].   

3 Features Used for Recognition 

Kinect sensor offers a colour camera image and the depth video stream with 
the resolution of 640x480. A developer also gets a skeletal tracking - skeletal im-
ages of two tracked people consisting of a collection of 20 3D points in the joints 
of arms and legs, the position of the head, hands and spine. For gesture recogni-
tion we used 6 points representing right and left hand, wrist and elbow (in total 18 
features).  

Results of classification based on skeletal images have been compared with 
classification using description of hands detected as skin coloured regions. In or-
der to determine whether a pixel is in the skin colour red, green and blue compo-
nents in RGB colour space are analysed [Vezhnevets et al. 2003]. For demanding 
lightning conditions one can use more robust solution with a 2D Gaussian distri-
bution of skin colour pixels in the normalised RGB space [Oszust and Wysocki 
2012].  

The segmentation algorithm searches for sets of contiguous pixels in the skin 
colour forming objects taking into consideration the depth image. Adjacent pixels 
are assigned to the same object only if the depth difference between them is 
smaller than a threshold. In the next step hands and face are identified using their 
known positions in previous frame and then hand features are calculated. Feature 
selection was motivated by linguistic directions, i.e. every sign language gesture  
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can be analysed by specifying at least three components [Hendzel 1986]: (i) 
the place of the body against which the sign is made, (ii) the shape of a hand or 
hands, (iii) the movement of a hand or hands. For each hand we used the follow-
ing set of 7 features: the gravity centre with respect to the gravity centre of the 
face and depth difference between mean depth of the hand and the face (as 3D 
information about hand placement), as well as: area, compactness, eccentricity, 
and orientation of the hand (as four features representing hand shape description). 
Feature values were normalised to the range from 0 to 1. Time series of the hori-
zontal placement of the gravity centre of the right hand with respect to the gravity 
centre of the face for executions of the word analysis are shown on Fig. 1.  

 

 

Fig. 1 Ten executions of word analysis: the horizontal placement of the gravity centre of 
the right hand with respect to the gravity centre of the face 

Fig. 2 presents sample images obtained from the sensor: the colour image, the 
depth image and the processed image showing skeleton and hands identified with 
help of depth information.  
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(a) 

 
(b) 

 
(c) 

Fig. 2 Sample images: from the colour camera (a), from the depth camera (b), after processing 
(c) with the face coloured white, the right hand – green, the left hand – orange, skeleton – red  

4 Gesture Data Analysis 

At first we present experiments concerning clustering of data based on skin colour 
approach in order to show whether automatic procedure is able to reveal the natu-
ral division of the data. We consider hubness phenomenon [Marussy and Buza 
2013; Radovanovic et al. 2010] to find which data samples tend to be representa-
tives of other classes and likely to be the cause of recognition problems.  

In the clustering vectors are put into groups based of their resemblance [Theo-
doridis and Koutroumbas 2008; Xu and Wunsch 2009]. In general, there is no 
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available information about how vectors should be grouped and how many groups 
should be formed. In our case we know that gestures belong to 30 classes and we 
want to examine how well gesture data is separated.  

Time series representing PSL gesture is a vector containing chronologically or-
dered observations [Fu 2011], and it has to be considered as a whole. In order to 
cluster such time series we have to take into account their continuous character 
and chose appropriate technique for their comparison. Most clustering algorithms 
calculate similarity between vectors assuming equal dimensions of data being 
clustered. In our approach we created a proximity matrix containing pairwise 
proximities (distances) between time series representing gestures (see matrix W in 
(1) for n time series X). To compute distances between time series we applied 
DTW [Xu and Wunsch 2009] due to its ability to expand or compress the time 
when comparing sequences that are similar but locally out of phase.  
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In our experiments we used K-means clustering [Xu and Wunsch 2009]. This 
technique starts from an initial assignment of vectors into a given number of clus-
ters and iteratively improves the assignments calculating a mean vector at each 
iteration. If no further changes in assignments appear, the algorithm stops.  

To assess quality of clustering we applied RAND index [Maulik and Bandyop-
adhyay 2002], which measures the number of pairwise agreements between two 
decompositions D1 and D2. This index is useful when we know how data should 
be clustered, say decomposition D1. It is calculated as follows: RAND(D1 , D2) = 
(a+b)/(a+b+c+d), where a denotes the number of pairs of elements that are in 
the same cluster in both decompositions, b denotes the number of pairs of ele-
ments that are in different clusters in both decompositions, c denotes the number 
of pairs of elements that are in the same cluster in the first decomposition D1, but 
in different clusters in D2, and d denotes the number of pairs of elements that are 
in different clusters in D1 but in the same cluster in D2. RAND values are consid-
ered better if they are closer to 1.  

Because K-means produces locally optimal results we have run it 1000 times 
and obtained mean RAND value equal 0.9948 with standard deviation equal 
0.0006. The number of agreements (a+b) turned out to be much larger than 
the number of disagreements (c+d).  

Hubness is a phenomenon, in which hubs are defined as data points that appear 
unusually often among the k-nearest neighbours of other data points [Marussy and 
Buza 2013; Radovanovic et al. 2010]. It seems that bad hubs, i.e. data points with 
most neighbours from other classes are seen as data examples which could be diffi-
cult to recognise due to resemblance to other data classes. In experiments we used W 
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matrix and prepared lists of k-nearest neighbours of each gesture realisation. Then 
we found realisations which were often chosen as neighbours of realisations out of 
different classes. We changed k in the range from 1 to 9 and found that some realisa-
tions of words drop and cost were found on many lists of gestures from different 
classes. It means that this data samples could be wrongly recognised.  

Analysing clustering results we observed that some PSL words were performed 
without preservation of ideal representation of the gesture. Therefore some realisa-
tions of words: must, examine, lay down, family or drop were assigned to other 
word clusters. Among these realisations we found bad hubs, additionally confirm-
ing that it is worth paying attention to them in case of recognition problems.  

Gesture data analysis revealed that there are some words' realisations, which 
could be misclassified using the nearest neighbour approach. Data itself also con-
tain many divisions not connected with known assignment of gesture realisations. 
It can make the classification task more difficult. 

5 Data-Driven Subunits 

The first problem that has to be solved is how to break down time series of feature 
vectors into subunits. Due to the lack of linguistic knowledge and non-existence of 
sign language video corpus with annotation on subunit level for Polish Sign Lan-
guage we applied a data-driven procedure to find subunits. Time series of a given 
feature which belong to all learning gesture examples are divided into subse-
quences constrained by gestures’ lengths and minimal and maximal length of sub-
sequences. Subsequences do not overlap and each of them begins at the beginning 
of a gesture or at a time sampling point where previous subsequence ends. Sign 
gestures are both sequential and simultaneous [Kraiss 2006]. Sequentiality indi-
cates that the order of shown hand shapes and places of execution is important. 
Simultaneity means that during gesture performance the features (e.g. hand posi-
tion and shape) can change in parallel, although not necessarily in synchrony. 
Hence, we processed each feature (see section 3) independently.  

In the next step subsequences are clustered using K-means algorithm [Xu and 
Wunsch 2009]. The algorithm requires operations on elements of equal length. 
Therefore, we represented each subsequence by mean and standard deviation of its 
elements.  

Finally the decision problem consisted in choosing a number of clusters and de-
termining cut points of time series representing gestures to obtain clusters of good 
quality. After some experiments we decided to set the number of clusters equal to 
10. Quality of clusters was characterised by the mean distance among subse-
quences and their cluster centres. To optimise this criterion we adapted the im-
mune algorithm CLONALG, often used in a wide variety of optimisation tasks 
[De Castro and Von Zuben 2002]. The main loop of the CLONALG algorithm 
[Trojanowski and Wierzchon 2009], repeated predefined number of generations, 
consists of evaluation of antibodies, clonal selection, hipermutation and apoptosis. 
The antibody represents a solution of the time series partitioning problem, i.e. it 
contains cut points. In the clonal selection step the algorithm selects a subset of 
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best ranked antibodies and hipermutates them. The hipermutation means a random 
operation changing antibodies. During the apoptosis worst antibodies are replaced 
by randomly generated new antibodies. 

After obtaining clusters of similar subsequences a symbol is assigned to each 
cluster and gesture representations are transformed from time series to sequences 
of symbols. For gestures from the set used to determine subunits (training set) 
such a transcription is obtained automatically. For a gesture to be recognised ap-
propriate partitioning of the related time series into elements which are closest (in 
the DTW sense) to known subsequences has to be determined first. Then the rec-
ognition is performed by nearest neighbour using edit distance [Xu and Wunsch 
2009] as a measure of the difference between two transcriptions. The method re-
sembles DTW. It uses dynamic programming to find a minimum number of opera-
tions (insert, delete, replace) required to transform one string of characters into the 
other. Our classifier took a decision based on sum of edit distances calculated for 
all features characterising the gesture (see section 3), i.e. for all strings of symbols 
obtained from appropriate time series. 

6 Recognition Results 

To compare the described approaches to recognition of PSL words we performed 
ten-fold cross-validation tests using the nearest neighbour classifier. Respective data  
 
Table 1 Recognition rates (in %) in cross-validation tests of the nearest neighbour classifier 

Skin colour based features Kinect’s skeleton 

Approach Whole word Subunits 
Whole 
word 

Subunits 

Test\Variant A B A B A B A B 

1 100 73.3 95.1 77.7 90.0 54.4 81.6 54.3 

2 100 69.3 97.3 83.8 86.7 60.7 89.7 67.2 

3 100 61.8 96.6 80.1 83.3 48.1 83.5 63.0 

4 100 73.3 100 89.4 93.3 61.8 96.4 70.0 

5 100 76.3 99.9 90.7 96.7 64.4 96.9 75.0 

6 93.3 70.0 100 90.4 93.3 58.1 95.2 76.8 

7 100 76.3 99.9 92.6 93.3 65.2 93.2 79.7 

8 96.7 73.7 99.7 90.2 90.0 70.0 93.2 78.7 

9 100 70.7 99.9 91.4 86.7 60.4 92.0 74.7 

10 93.3 66.67 99.9 90.4 80.0 51.1 97.0 73.7 

Mean 98.3 71.1 98.8 87.7 89.3 59.4 91.9 71.3 

Stdev. 2.7 4.2 1.8 5.2 4.9 6.3 5.5 7.9 

Minimum 93.3 61.8 95.1 77.7 80.0 48.1 81.6 54.3 

Maximum 100 76.3 100 92.6 96.7 70.0 97.0 79.7 
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sets were divided into ten separable subsets, each subset with data representing one 
realization of each of the 30 words. Two variants were considered. In the first vari-
ant (A) nine subsets were used as training set and the remaining, tenth subset as 
the test set. In the second variant (B) the training and the test set were swapped to 
show how the classifier behaves when only one learning example is available. 
Whole word and subunit based recognition results for two groups of features are 
compared in Table 1. Subunit based classifier was run 100 times due to stochastic 
nature of optimisation. Hence the mean values of recognition rate are given. In 
CLONALG we used 100 generations of 100 antibodies.  

Results obtained by subunit based classifier are generally better, especially in 
variant B, when only one learning example is available (17% better for skin colour 
based features, 12% better for Kinect’s skeleton features). The results confirm 
usability of subunit based approach, especially when the training set is small.  

Worse recognition results with Kinect’s skeleton were caused by hand tracking 
errors [Obdrzalek et al. 2013] and inability to differentiate hand shapes using one 
3D point as hand representation.  

More detailed analysis showed that some miss-classified word's realisations 
were also indicated during dataset evaluation by clustering which additionally 
proved usability of such prior examination.  

 

Fig. 3 Time series of the horizontal placement of the right hand centre representing 5 ex-
emplary words realisations from the training set. Subunit’s borders are marked with 
crosses; words’ transcriptions are given in brackets 
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Exemplary subsequences, obtained for the horizontal placement of the right 
hand centre, extracted from training set, with related symbolic transcriptions are 
shown in Fig. 3. 

7 Conclusions and Future Works 

The paper presents comparison of classification of Polish sign language words 
based on whole word models with classification using units smaller than words. 
The second approach proved to be superior, in particular in the case where only 
one learning example was available. Two sets of features obtained with Kinect 
sensor were considered: (i) features based on Kinect’s skeletal image and (ii) fea-
tures describing hands as skin coloured regions. In the second case Kinect’s ability 
to extract person body from the background and to distinguish partially occluded, 
skin coloured objects on the basis of depth information has been used. Due to 
better hand description proposed features led to better recognition results. Ob-
tained feature vectors representing PSL words were clustered and bad hubs were 
found which provided additional information about processed data.  

Future works will concern experiments with larger vocabulary including words 
and sentences. 
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Abstract. Multimodal interfaces development history is reviewed briefly in the 
introduction. Some applications of multimodal interfaces to education software for 
disabled people are presented. One of them, the LipMouse is a novel, vision-based 
human-computer interface that tracks user’s lip movements and detect lips gestures. 
A new approach to diagnosing Parkinson’s disease is also shown. The progression 
of the disease can be measured employing the UPDRS (Unified Parkinson Disease 
Rating Scale) scale which is used to evaluate motor and behavioral symptoms of the 
Parkinson’s disease, based on the multimodal interface called Virtual-Touchpad 
(VTP) used for supporting medical diagnosis. The scent emitting multimodal 
computer interface provides an important supplement of the polysensoric 
stimulation process, playing an essential role in education and therapy of children 
with certain developmental disorders. The Smart Pen providing a tool for supporting 
therapy of developmental dyslexia is presented and results achieved with its 
application are discussed. The eye-gaze tracking system named Cyber Eye, 
developed at the Multimedia Systems Department employed to many kinds of 
experiments is presented including analysis of visual activity of patients remaining 
in vegetative state and their awareness evaluation. The paper is concluded with some 
general remarks concerning the role of multimodal computer interfaces applied to 
learning, therapy and everyday usage of computerized devices. 

1 Introduction 

Since the appearance of the first computers, people are constantly trying to find 
some better ways to communicate with the computers. To this day, using keyboard 
is the most popular text entry method while text is still read on a computer screen. 
But since the 70s’ of the last century (i.e. from the moment the computer keyboard 
became popular) many other solutions have appeared on the market, only few with 
success. In the 90's, when computers enriched with a graphical user interface and 
screen resolutions began to rise, computer users had to learn how to use a 
computer mouse. Later, high expectations were set for speech communication with 
the computer. Unfortunately, it turned out that even today, comfortable bidirectional 
voice communication with machines remains the domain of science-fiction movies. 
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Tablets showed that the mouse is no longer necessary to use a computer efficiently. 
Still, much remains to be done to help people to control a computer in a more 
natural manner, such as employing gestures, facial expressions or by gaze. It 
should be pointed out, that it is especially important for people with different form 
of disabilities. Nowadays, many researches are carried out to develop new forms 
of interaction with computers employing several modalities. Usually, these new 
forms are related nowadays with multimodal interfaces. 

Multimodal interfaces are in the scope of research at Multimedia Systems 
Department from more than a decade. Gained experience in audio and video 
processing along with knowledge related to some medical applications allows for 
creating advanced solutions devoted especially to therapy and education 
applications. Some of these solutions are presented in the following sections of this 
paper. Special emphasis is put on interfaces created in the framework of the project 
entitled “Elaboration of a series of multimodal interfaces and their implementation 
to educational, medical, security and industrial applications”. 

2 LipMouse 

LipMouse is the name of a novel, patent-pending, contactless, human-computer 
interface that allows a user to work on a computer using movements and gestures 
made with his/her mouth only [Dalka and Czyżewski 2010]. The target users for 
the tool are people who, for any reason, are not able or do not want to use 
traditional input devices. Therefore LipMouse is a solution enabling severely 
disabled and paralyzed people to use a computer and communicate in this way 
with the surrounding world. No user adaptation, such as placing marks on the face, 
is required in order to successfully work with LipMouse. 

LipMouse is an application running on a standard PC. It requires only one 
additional hardware component: a display-mounted, standard web camera that 
captures images of the user face. The main task of LipMouse is to detect and to 
analyze images of user’s mouth region in a video stream acquired from the web-
camera. All movements of mouth (or head) are converted to movements of the 
screen cursor. LipMouse also detects three mouth gestures: opening the mouth, 
sticking out the tongue and forming puckered lips (as for kissing). Each gesture may 
be associated with an action, which in turn can be freely chosen by a user. Possible 
actions include clicking or double-clicking various mouse buttons, moving mouse 
wheel – both horizontally and vertically and others. 

Fig. 1 presents the main window of the application. It allows a user to configure 
LipMouse according to his or her preferences. In the frames, the mouth region is 
marked with a rectangle, and the lip shape is marked with an ellipse. 

Before a user starts working with LipMouse, a short calibration lasting about 30 
seconds needs to be executed. During the calibration, the user is asked to perform 
some head movement and gestures according to the instructions seen on the screen. 
The purpose of the calibration is to tune LipMouse to detect gestures made by the 
actual user in the current lighting conditions. 
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Fig. 1 LipMouse application main window 

The application uses advanced video processing algorithms. First, a user’s face is 
detected in every image frame captured by a web camera. Further stages of the 
algorithm operation are restricted to the ROI containing the user’s face. Then, the 
mouth region is localized using various color space transformations and its shift 
from the reference mouth position is calculated. This shift is directly used to drive a 
screen cursor. Simultaneously, a small region (blob) placed on user lips is found in 
mouth region. This blob is used as a starting condition for an iterative method for lip 
shape estimation with an ellipse. Lip shape and lip region image features are used by 
the intelligent decision system utilizing an artificial neural network to classify 
gestures made by a user.  

A feed-forward ANN with one hidden layer is used to detect lip gestures. Each 
image frame is classified independently. The number of ANN inputs corresponds to 
the number of lip image features and is equal 168 or 171, depending on the chosen 
variant of lip region extracting [Dalka and Czyżewski 2009]. There are 4 outputs 
from ANN, related with types of gestures recognized by ANN. A type of the gesture 
is determined by the maximum value of the ANN outputs. However, in the HCI 
application it is crucial to minimize false-positive rate of detection of all three, 
intentional mouth gestures in order to prevent execution of actions not meant by a 
user. The false-negative rate is less important – if a gesture is not recognized in some 
frame, it will be most probably recognized in succeeding frames when a user moves 
his head a little or change their face expression. 

In order to minimize number of false-positives, a post processing of ANN output 
vector o is performed in order to determine reliability of classification. The 
maximum value of ANN output omax is converted according to the equation: 
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If maxo′ is greater or equal to the threshold T, a gesture connected with the output 
omax is returned as the recognized gesture; otherwise, the neutral gesture is returned 
which means that no real gesture is detected. This method assures that if the neural 
network output is not firm, no gesture is detected in order to minimize false-
positives ratio. It can be noticed that T=0 turns off ANN output post-processing. 

ANN was trained with a resilient backpropagation algorithm (RPROP) 
[Riedmiller and Braun (1993)]. Training data are acquired during calibration phase 
which was required at the beginning of every session with the application. The 
calibration consisted of 4 stages (equal to the number of gestures). During each 
stage, 60 frames containing gesture images were gathered (video rate is 15 fps). 
Feature vectors obtained from these frames formed training vectors (80% of all 
vectors) and validation vectors (every fifth vector). This means that total 192 feature 
vectors (48 for every gesture) were used for ANN training and 48 vectors were used 
to validate ANN after training (12 for every gesture). Five neural networks are 
trained based on the same data and the one with the smallest error rate of validation 
vector classification (with post-processing threshold T=0.5) was used for the lip 
gesture recognition [Dalka and Czyżewski 2010]. 

Experiments regarding gesture recognition accuracy have been performed using 
face recordings of 176 users. Detailed results of lip gesture classification are shown 
in Table 1. It is seen that increasing ANN post-processing threshold T improves 
effectiveness of neutral gesture recognition and worsens results of other three 
gestures classification. It is assumed that an optimal value of the T threshold is 0.5 
which provides compromise between the effectiveness and the false-positive ratio of 
real gesture recognition.  

Table 1 Results of lip gesture classification 

Gesture No. of 
image 
frames 

Effectiveness of lip gesture classification for 
different ANN post-processing thresholds 

T = 0 T = 0.25 T = 0.5 T = 0.75 

Neutral (no gesture) 6120 92.9% 93.8% 94.9% 96.1% 

Mouth opening 6120 95.4% 94.8% 92.4% 89.2% 

Forming puckered lips 6120 92.5% 91.8% 88.2% 83.6% 

Sticking out the tongue 6120 94.1% 93.2% 91.3% 85.6% 

All gestures 24480 93.7% 93.4% 91.7% 88.6% 

 

Achieved results of lip gesture classification are satisfactory. The total 
effectiveness of recognition over 90% means that on average three recognition 
errors appear every two seconds of algorithm working on consecutive video frames.  
Furthermore, due to ANN output post-processing extension, the majority of the 
errors emerge when the neutral gesture is recognized instead of other three gestures. 
These errors do not pose much inconvenience to a user and may be attenuated 
further by the means of simple time-averaging of lip gesture detection results. 
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3 Virtual Touchpad 

Virtual Touchpad (VTP) is a multimodal interface enabling users to control a PC 
by hand gestures. The developed interface involves the software and the hardware 
part. Hand movements are captured by the webcam mounted on the specially 
designed stand located on the desk (camera’s field of view contains a part of 
desk’s plane). Hand gestures are recognized by the algorithm which is based on 
the SVM classifier. Six different hand gestures are detected i.e. closed/open 
fingers, pronation/supination hand and closed/open hand. More details related to 
the image analysis algorithms used by the VTP and some examples of its 
employment could be found in [Kupryjanow et al. 2010b].  

 

Fig. 2 Results of the hand movements test 

In this paper, an emphasis was put on the use of VTP in support of the diagnosis 
of Parkinson’s disease (PD). The most visible symptoms of this disease are tremor, 
akinesia and gait disturbance. Quantitative evaluation of those symptoms is 
important for administering a dosage of drugs. Symptoms of the PD could be 
measured by the neurologist using some scales. One of the most popular is the 
Unified Parkinson Disease Rating Scale (UPDRS). It consists of the 42 various tests. 
Since the doctor assessment is highly biased by his/her experience, some objective 
measures have been proposed that could support this diagnosis. Three of UPDRS 
tests are associated with hand exercises, i.e. test No. 23 – Finger taps, No. 24 – Hand 
Movements and No. 25 – Rapid Alternating Movements of Hands. Basing on the 
VTP interface, relevant software was engineered allowing measuring the parameters 
of hand movements during those three kinds of activities [Kupryjanow et al. 2010a]. 
For all the exercises, the test statistics obtained for both hands are collected. Graphs 
presenting the detected gestures of left and right hand are generated. Additionally, 
number of detected gestures, mean gesture duration and total gesture duration are  
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presented in two tables. Then, the specialist may analyze obtained results and 
compare them with data obtained from previously performed tests. In Fig. 2 sample 
results of the Hand Movements test are shown. 

4 Auditory-Visual Attention Stimulator 

The proposed method is a patent pending solution for lateralization training. The 
main idea of the Auditory-Visual Attention Stimulator is to perform a parallel 
stimulation of the sight and hearing senses using digital signal processing 
techniques. Modification of the visual and hearing stimuli is performed in order to 
relate perception by the appropriate hemisphere. In Fig. 3 the block diagram 
illustrating our approach is presented.  

 

Fig. 3 Block diagram of the lateralization training system 

The main assumption of the speech modification algorithm is to modify in real-
time the duration of the different speech units using various time scaling factors. 
During the training the recorded speech and assigned text are used. The wave file is 
labeled manually in order to determine time stamps of the words. It is also possible 
to use smaller parts of speech, namely: syllables or even phonemes instead of words. 
The therapist can control the stretching factor, then after changing this parameter the 
DSP algorithm adaptation is required. This process is signalized to the user in an  
appropriate way. 

To obtain a high quality audio signal, special speech stretching algorithm was 
developed. The proposed algorithm provides a combination of speech signal 
analysis algorithms, i.e. voice, vowels/consonants, stuttering detection and SOLA 
(Synchronous-Overlap-and-Add) based speech stretching algorithm. During fast 
speech articulation, vowels are stretched up with a greater stretching factor than 
consonants. During slow speech articulation only vowels are stretched while 
consonants remain unchanged. This method ensures constant low speed of the 
processed speech in both cases, which is necessary for children with CAPD  
(Central Auditory Processing Disorder). The stretching factor is varying during the 
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processing and it depends on the speed of speech articulation and the speech content 
(vowel/consonant), according to equations: 
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where αcons(t) is the value of the scaling factor for the current frame (provided a 
consonant was detected), αvowel(t) is the value of the scaling factor for the current 
frame (provided a vowel was detected , ROSmean

t is the average value of speech 
rate in the interval used for the ROS estimation, αratio(t) is ratio between value of 
the ROS estimated for the current frame and the desired ROSd, ∆tvowel is the 
duration of the vowel in the estimation interval, η is the ratio between the scaling 
factor used for the vowels and the scaling factor used for consonants [Kupryjanow 
and Czyżewski 2012]. 

The image modification is fully synchronized with speech signal. It could be 
achieved at the level of words or sentences. The developed system allows for a 
visual stimulation of the sight using an appropriate adjustment of the image 
parameters (Fig. 3): color; brightness; contrast; size of the letters.  

In the enhanced version of the system, parameters associated with vision and 
hearing modification algorithms might be controlled by the eye-tracking system. 
The system, developed at Multimedia Systems Department (MSD) will be described 
in another section of the paper (Section 7). The eye-tracking system provides an 
opportunity to observe in the real-time where the patient focuses his/her sight. Sight 
reactions to stimuli are utilized in order to adjust the speech modification algorithms 
to patient’s needs. 

The proposed audio-visual stimulation method could also be used for an effective 
reading training. In such a scenario the same speech signal is reproduced to the both 
ears synchronously and the transcription of the speech is highlighted. Such a 
scenario was considered in the experiment. 37 children (24 girls and 13 boys) 
between 7 and 8 year participated in the experiment. Children’s task was to find 
differences between the text (simple stories, adequate to the children’s age) 
displayed on the screen and the speech heard in the headphones. When children 
noticed the error they had to press the space bar. During the test, four different scale 
factors were used: 1.0, 1.25, 1.5 and 2.0. It should be noticed that the first one 
corresponds to the unmodified speech rate. This value was used as a reference 
allowing for defining the overall reading comprehension skills of children. The 
whole test took about 5 minutes to complete. 

The influence of the proposed audio-visual stimulation on the reading 
comprehension was analyzed while based on the number of undetected errors in the 
prepared testing sentences. In Fig. 4 the percentage of the errors in the speech 
transcription was presented using a box and whisker plot. The number of errors was 
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calculated with the restriction that the child should find the error during the time 
when the wrongly transcribed word is heard in the headphones (this restriction is 
indicated as the 0 ms delay). The results show that the number of undetected errors 
decreased with the scale factor increase, i.e. when the speech rate is reduced.  

In the further analysis, the number of NDE was analyzed for several values of the 
response time delay i.e. 500 ms, 1000 ms, 1500 ms and 2000 ms. The results show 
that when the response delay threshold rises, the number of errors decreases (when 
comparing the same values of scale factor) [Kupryjanow et al. 2013]. 

 

Fig. 4 Box and whisker plot presenting number of undetected errors for different scale 
factors 

Results of the experiments indicate that the designed audio-visual stimulator 
could be used in order to improve the comprehension during the reading task. 
Independently from the assumed delay of the child response, the proposed method 
of stimulation had reduced the number of undetected errors, which correlates with 
the reading comprehension, since in order to detect the error children had to 
understand what they read. 

This technology can be used also to enhance foreign language learning. Since the 
slowed-down speech is more understandable, the time required of effective learning 
becomes shorter. The preliminary experiments have been carried out in order to 
verify above thesis. The English language course has been prepared aimed at 
improving the following skills: comprehension, vocabulary, pronunciation, spelling, 
recall vocabulary and pronoun recall. 40 adult persons divided into four groups (10 
persons in each group) took part in the experiment, 8 people have withdrawn from 
the course. All participants have declared to possess their English language skills at 
intermediate level. In case of three groups, different types of stimulation were used: 
audio and visual stimulation, only audio stimulation, and visual stimulation, only. 
One group was treated as the control group (without any stimulation). Results 
indicate that the auditory-visual stimulation is especially effective for improving 
recall vocabulary. The stimulation that affects only one sense (sight or hearing) is 
not sufficient to obtain better results in comparison to the results of the control 
group. Further research on this topic is planned. 
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5 Scent Emitting Multimodal Computer Interface 

The main idea behind the developed interface was to enhance the polysensoric 
stimulation methods by adding a possibility of scent emission controlled by a PC 
computer. Various techniques of smell emission were overviewed. Finally, so-
called Cold Air Diffusion was chosen. The technique consists in mechanically 
spreading tiny oil drops by using properly formed glass pipes and an air pump to 
produce underpressure over oil container. This solution can be easily controlled by 
a computer and makes it possible to spread the smells faster than those methods 
that use heating. Another advantage of this technique is very small dimensions of 
aroma molecules. Small molecules allow for easier filling with scent even big 
rooms. Moreover, small molecules easy combine with air molecules, thus in this 
way the scent remains in the room for a long time. In addition, the Cold Air 
Diffusion is protecting essential oils against overheating that could initiate 
chemical reaction within the oil and consequently, to reduce profitable 
aromatherapy effects. 

Two versions of the scent emitting computer interface were developed in the 
scope of the project: the basic and the extended one. Both devices use USB or 
Bluetooth interfaces and they can work with common PC computers. The main 
difference between engineered versions is the number of available scent channels. 
The extended version (Fig. 5) is able to emit four scents independently and it is 
equipped with the following sensors: gas, temperature, humidity and atmospheric 
pressure. The basic version diffuses a single scent and it has the gas sensor built-in, 
only. However, it is possible to connect more than one device to the PC, 
simultaneously. As a result, the latter version of the interface gives therapists some 
more opportunities, e.g. they can built their own set of scents and locate the devices 
in various places of the room. More details related to the scent emission process and 
technical issues of the interface could be found in the previous authors’ paper 
[Czyżewski et al. 2010]. 

 

Fig. 5 Simplified block diagram of the extended version of the Scent Emitting Interface 
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It is assumed that the scent-emitting computer interface can be widely used in 
numerous health centers in much more repeatable and standardized ways than 
previously. Therapists will obtain a new tool that allows the emission of scents 
depending on particular needs. It also provides an opportunity to correlate the 
aromatherapy process (as a part of the polysensoric training) with images and 
sounds presented by the therapist. 

Applications of the interface are not limited only to the polysensoric stimulation. 
It seems promising to use the interface as an important tool for diagnosing 
neurodegenerative diseases, e.g. Parkinson’s disease. Olfactory disorders are found 
in about 90% of patients suffering from the Parkinson’s disease, even in the very 
early period of the disease [Ponsen et al. 2004]. Currently used methods of the 
diagnosis, e.g. Smell Identification Test, do not allow for an accurate smell 
assessment. Additionally, patients often have problems with identifying some odors 
(e.g. skunk smell), as the tests were not standardized for European residents. The 
Scent Emitting Multimodal Computer Interface installed in a vented cabin can be 
used to carry out precise olfactory tests, even making it possible to find threshold 
values for some popular smells. Further research on this topic is planned. 

6 Smart Pen 

Numerous researches indicate that dyslexia and dysgraphia pose major problems 
in school learning, nowadays. Therapy for dyslexia is very important considering 
the fact that the number of people who suffer from dyslexia can be estimated even 
as 17%. This number varies according to studies conducted in different countries, 
e.g. it is close to 9-10% in Poland. Typical symptoms of the dyslexia are: 
improper holding a pencil/pen in the fingers, too much or too little pressure put on 
a surface (a sheet of paper), too much or too little pressure applied to a pencil/pen, 
crossing the lines or contours, changing direction in the drawings, and many 
others.  

The Smart Pen was designed as a tool for supporting the therapy of 
developmental dyslexia, with a particular regard to dysgraphia. It comprises a LCD 
tablet and a specially designed pen equipped with pressure sensors. The LCD tablet 
gives an opportunity to measure the pressure put on its surface. It is necessary to 
obtain the correlation between a hand and an eye. For this reason, ordinary tablets 
could not be used: a person who uses such a tablet (e.g. drawing a picture) would 
have to see results of his/her work on screen placed far from the tablet. 

The main advantage of the Smart Pen comes from equipping the tablet pen with 
three pressure sensors. These sensors are mounted on a special grip which helps to 
encourage the recommended tripod finger position when holding a pen. The grip is 
made with a plastic material that has properties comparable to hard rubber. The grip 
is similar to the ordinary pen (or pencil) grips used for dyslexic children who often 
reveal a poor pen grip. 
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The software allows for monitoring of some interface parameters that are 
important from the therapy point of view, such as pen grip or time taken to complete 
an activity being a part of an exercise. The interface designed allows for interesting 
(play and learn) activities to be performed with schoolchildren (i.e. learning of 
proper handling writing tools, basic writing etc.). Five different activity types are 
possible to choose: drawing, squiggles, coloring, mazes, joining the dots. All of 
these activities are similar to those ones suggested by dyslexia therapists [Frostig et 
al. 1964]. The prototype of the Smart Pen is presented in Fig. 6. 

 

Fig. 6 Prototype of the Smart Pen (during coloring activity) 

Tests that have been carried out with the participation of 22 pupils of the age 
range of 7-10 (primary school, classes I-III). Children with special needs (autism, 
ADHD, mental retardation) belonged also to that group. All pupils were asked to 
carry out 4 activities: coloring, mazes, joining the dots and various squiggles. Each 
session took about 20 minutes. Special attention was given to the proper pen 
handling during the all activities.  

Among the whole children group, the reference group was chosen. Only children 
without any observable problems were selected. Additionally, the teachers did not 
observed any writing problems in this group. 

To verify whether parameters measured by the Smart Pen can be used as 
indicators of graphomotorical problems, additional analyses were made. The 
correlation coefficient between information from teachers and therapist and results 
obtained by children was determined for this purpose. 

In order to calculate the correlation coefficient, opinions of teachers and results 
were presented in the binary form – meaning that child met the criterion or not. The 
level of confidence was set to 5%, thus it turned out that the critical value of 
correlation factor was equal to 0.3598. The results are presented in Table 2. 

The correlation coefficient between the pen grip below the threshold value and 
the children diagnose exceeded the critical value for all activities. The same situation 
is for the pressure put on the tablet. It can be stated that the system properly detects 
such cases. 
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In contrast, results in case of too strong pen grip and too strong pressure put on 
the table are not distinct. It may be explained by the fact that children could have 
been under stress. They tried to hold the pen in the most correct way possible. In 
result, they held the pen too strong. This observation was proven even by the 
children: after completion of activities they admitted that held the pen more than 
during normal writing. 

Table 2 Correlation coefficients for different parameters 

 Squiggles Mazes Joining the dots 

Too weak pen grip 0.4109 0.5657 0.5181 

Too weak pressure put on the 
tablet 

0.6446 0.4384 0.4536 

Too strong pen grip 0.0871 0.0987 0.1361 

Too strong pressure put on the 
tablet 

0.4324 0.3363 0.5804 

Tests proved that using the Smart Pen it is possible to distinguish children 
without motoric disruptions and those who may be affected by dyslexia/dysgraphia. 
It can be done by analyzing different parameters, such as the pen grip and the 
pressure put on the tablet. Children with graphomotorical problems more frequently 
obtained worse parameters in activities that required precise pen movements. 
Furthermore, pupils taking part in the tests expressed their vivid interest in working 
with the system [Odya et al. 2010]. 

7 Cyber Eye 

The Cyber Eye system is an eye-gaze tracking computer interface developed at 
Multimedia Systems Department. Applications of technology based on the control 
by gaze will become widespread in the near future. Analysis of the user’s visual 
attention could be employed in many areas of everyday life. Hitherto, eye-gaze 
tracking systems have been employed in typical applications like usability of 
websites evaluation or communication with physically handicapped people, as 
well as in some more original ways – in stimulation of auditory-visual attention, 
including the support of dyslexia therapy, in the diagnosis and therapy of 
binocular depth perception [Kosikowski and Czyżewski 2009; Kosikowski and 
Czyżewski 2010], in studies of cross-modal phenomena related to visual-auditory 
perception [Kunka and Kostek 2010; Kunka and Kostek 2012] and in awareness 
evaluation of the post-comatose patients [Kunka et al. 2012]. A more detailed 
information on the Cyber Eye system can be found in some previous publications 
of the authors [Kunka and Kostek 2010; Kunka et al. 2012].  
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One of the most promising applications of the Cyber Eye is awareness evaluation 
of post-comatose patients. These patients who did not recover full consciousness are 
usually regarded as patients in the vegetative state (VS). It should be stressed that 
the ratio of misdiagnosis of VS patients touches 40% [Monti et al. 2010]. Thus, the 
Cyber Eye system makes a relevant diagnostic-therapeutic tool for physicians and 
therapists of those patients. A set of neuropsychological tasks was developed in a 
cooperation with the therapists of the “Light” Residential Medical Care Facility in 
Torun, Poland. The aim of the consciousness testing is to make a diagnosis followed 
by the stimulation of cognitive, linguistic and communication functions, memory, 
understanding, as well as logical and abstract thinking. For example, one of tasks 
consists in presenting three images during a specified time followed by covering 
them and asking the patient to indicate a specific one. The aim of this task is 
diagnosis and testing of the patient’s memory competence. Fig. 7 shows the post-
comatose patient performing one of 11 neuropsychological tasks of the so-called 
“consciousness test”. 

 

Fig. 7 A post-comatose patient during the “consciousness test” session employing the 
Cyber Eye 

At the beginning, fifteen patients were recruited (most of them with traumatic 
brain injury): five females and ten males; mean age ± standard deviation (SD): 38.13 
± 11.99. Some patients breathe through a tracheostomy tube, and most of them had 
problems with excessive secretion impacting on his/her hyperactivity, which often 
required the discontinuation of the study. In addition, even though they are 
conscious, concentrating on one task is often problematic, and these indispositions 
influenced on size of final group of patients involved in the study (6 patients). The 
main criterion of the consciousness test was the correctness of test-related task 
performance. Therefore, the credibility of the data obtained from the Cyber-Eye 
system requires many repetitions of the test. The parameter ‘correctness’ was 
determined as a sum of correctly performed tasks of each examination session. Fig. 
8 shows the box-whisker plot presenting the results of sessions based on the eye-
gaze tracking during a 6-month observation period. It was observed that the subjects 
studied with the Cyber-Eye and diagnosed as VS patients demonstrated 
unquestionable and non-accidental signs of their consciousness.  
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Fig. 8 Correctness of consciousness test performing within 6 months 

Patient 01 achieved mean correctness value ± SD of 8 ± 1.68. This was a 
promising result, although patient 02 achieved a better outcome (8.33 ± 1.33). In 
other patients the results obtained were slightly lower: patient 03: 7.4 ± 0.8; patient 
04: 6.1 ± 2.07; patient 05: 7.5 ± 1.12; and patient 08: 6.4 ± 1.02. Nevertheless, a 
global diagnosis of patients’ condition requires the consideration of performing a 
subjective assessment by the therapist. In the case of patients: 02, 04 and 05, 
therapists evaluated their state based on gaze interaction and subjective observation. 
The subject 02 was diagnosed as an MCS (Minimally Conscious State) patient at the 
beginning of these experiments. A contact with this patient was subsequently 
enhanced, and he is currently regarded as an awakened patient. Moreover, he has 
been rehabilitated after the awakening, hence the verbal logic contact increased. 
Patients 04 and 05 are regarded as MCS patients. 

8 Conclusions 

Taking advantage of the recent progress in computing technology and of the 
increase of popularity of computer peripherals (e.g. USB cameras), it was possible to 
build new kind of computer interfaces. These interfaces adopt different types of 
modality and in this way they bring a possibility to use computers more efficiently. 
Especially, it proven to be evident in case of disabled people. The developed 
multimodal computer interfaces helped impaired people to communicate with other 
persons and decreased their social isolation, in this way. Multimodal interfaces can 
be also applied to therapy in case of pupils with different types of communication 
disorders, where traditional therapy methods proved to be rather not attractive for 
children, thus the progress achieved was not satisfactory in those cases.  
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The results of tests carried out show that users are very keen on employing the 
new tools to the education or therapy purposes. The feedback gathered so far shows 
that the technologies developed are received well by their designated users. 
Moreover, the tests carried out employing the users helped much to enhance the 
interfaces by adjusting them according to their particular needs. 
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Abstract. To interact with a computer, a user can walk up to it and interact with it 
through its local interaction space defined by its input devices. With multiple 
computers in a room, the user can walk up to each computer and interact with it. 
However, this can be logistically impractical and forces the user to learn each 
computer’s local interaction space. Interaction involving multiple computers also 
becomes hard or even impossible to do. We propose to have a global interaction 
space letting users, through in-room gestures, select and issue commands to one or 
multiple computers in the room. A global interaction space has functionality to 
sense and record the state of a room, including location of computers, users, and 
gestures, and uses this to issue commands to each computer. A prototype has been 
implemented in a room with multiple computers and a high-resolution, wall-sized 
display. The global interaction space is used to issue commands, moving display 
output from on-demand selected computers to the large display and back again. It 
is also used to select multiple computers and concurrently execute commands on 
them. 

1 Introduction 

The Global Interaction Space (GIS) system lets a user in a room of computers use 
one or several computers through in-room gestures without needing to walk up to 
a computer, or do remote logins to use it. It makes using multiple computers more 
efficient, including making it efficient to select any computer as the source for 
data to be visualized on another computer. The GIS system tracks users, analyzes 
their body movements to identify gestures like selecting a computer, and executes 
predefined scripts on a selected computer. A user can select multiple computers 
and with a gesture run a script on all of them. With a set of gestures it is possible 
to designate a computer to be the consumer and another computer to be the 
producer of data exchanged through a data network. This can be exploited to 
select multiple computers and with a simple gesture have them all send 
visualization output to a shared high-resolution display wall. 
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Mobile and desktop computers have a set of technologies sensing actions done 
by a user. The technologies include keyboard, mouse, microphone, touch display, 
accelerometer, and a camera. The physical volume of space sensed is the local 
interaction space of the computer. In a room with several computers there are 
several local interaction spaces. A local interaction space has limitations. It is 
designed for a single computer, and is not aware of other computers and their 
respective interaction spaces. It is also typically range limited to covering the area 
near to a computer, and does not extend across a room. Consequently, a user must 
walk up to a computer to use it. Also, a user in a room cannot efficiently do 
interactions involving several of the computers in the room simultaneously. Local 
interaction spaces are also typically somewhat different from each other 
depending upon the operating system used. Operating systems and user interfaces 
implemented by Microsoft, Apple and Google, have distinct differences even if 
they are using many of the same basic ideas for interaction. Consequently, users 
have to learn how to use multiple local interaction spaces. During actual in-room 
use, this can be confusing and can lead to unintended user input. 

To bridge the gap between computers and different interaction approaches, and 
to support interaction at a distance with computers in a room, the concept of a 
global interaction space is proposed. While users still can interact with individual 
computers through local interaction spaces, coordination between computers and 
actions meaningful for multiple computers in a room are done through a room’s 
global interaction space. Tools like ssh and VNC/Remote Desktop also let a user 
interact with multiple computers. However, these tools merely extend the physical 
reach of the local interaction space of each computer. The user must still interact 
with each computer’s local interaction space, without an efficient way of 
interactively controlling multiple computers in a room. 

As an example of the use of a global interaction space, consider a room with 
multiple users and computers, and a shared display wall.  The display wall is used 
to display output from one or several computers. The display wall has a local 
interaction space allowing users to stand in front of the display wall and interact 
using arm gestures. The display wall’s local interaction space lets a user 
manipulate output rendered on the display wall, which is produced by one or more 
of the computers in the room, through a touch-like interface. However, to initialize 
output from a computer to the display wall a user may have to walk up to or 
remotely log into the computer and interact through its local interaction space to 
send output to the display wall. This must be repeated for each computer 
producing output to be viewed at the display wall. If the output from each 
computer is to be coordinated, the user must move over to each computer or do 
remote logins and set them up to do so. While doing remote logins may sound like 
a useful tool, the user must have a handheld mobile device or a laptop to do 
remote logins while standing in front of the display wall. This would impair the 
user’s movements and his ability to use the display wall’s touch-like interface. 
This is not efficient for a user standing at the display wall and is disruptive to the 
workflow of the user.  
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The global interaction space, on the other hand, will simply let a user standing 
in front of a display wall point to some computer to select it as the producer of 
output, and then point to a location on the large display to select where the output 
is to be displayed.  

Finally, having a global interaction space in a room allows for having 
computers and displays in the room without their own local interaction spaces. 
The global interaction space can let users interact with such computers and 
displays. The Global Interaction Space was first presented in [Tartari et al. 2013]. 

2 Interaction Spaces 

We define an interaction space as a volume within which user input can be 
detected. An interaction space exists orthogonally to the computers it acts on. Fig. 
1 a) illustrates a room with a display wall and multiple interaction spaces. The 
tablet and laptop in the figure both have their own local interaction spaces. These 
interaction spaces only enable interaction with their corresponding computer. Next 
to the display wall canvas, a row of cameras creates another local interaction space 
[Stødle et al. 2009]. This interaction space acts on software running on the display 
wall, enabling multi-point, touch-free input by multiple users simultaneously. The 
display wall itself consists of a canvas, projectors and a display cluster. Since 
visualizations running on the display wall typically are parallel applications with 
some shared state, the touch-free display wall interaction space, while local to the 
display wall, acts on the state of all software running on all the computers in the 
display cluster and is in this sense a global interaction space for those computers. 
Finally, the global interaction space encompassing the room is illustrated. 

An interaction space has several defining characteristics: (i) The approach taken 
to detect user input; (ii) number of simultaneous users; (iii) dimensionality of 
interaction; (iv) volume of space covered and (v) fixed or moving. The approach 
taken to detect user input includes camera-based detection of gestures, microphones 
listening for sounds, hardware buttons detecting clicks and optical sensors detecting 
mouse movement. Most existing input devices support only a single user at a time, 
however for an interaction space covering a large volume of space, support for 
multiple users is often necessary. The dimensionality of interaction determines how 
the user’s input is perceived by the interaction space. A depth camera provides the 
basis for four dimensions of information (spatial 3D and time) about the user, a 
regular mouse provides 2D information while a volume knob provides just 1D 
information. The volume of space covered by different interaction spaces varies. A 
mouse attached to a computer by wire is rather fixed in place limited by the length 
of the cable and that a user must physically touch the mouse. However, if the mouse 
were wireless the resulting interaction space, while still small, would be moving 
rather than fixed at one single location. A camera or a microphone can effectively 
cover larger volumes. The touch-free interaction space for the display wall’s multi-
point input system is fixed in space, but covers a large area. A simple  
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mobile interaction space is akin to a wireless mouse or the touch sensor on 
smartphones. A more elaborate movable interaction spaces can be constructed 
using steerable cameras [Stødle et al. 2007].  

 

Fig. 1 a) Three Local and one Global Interaction Spaces. b) Hardware prototype of sensor 
suite with processing for the Global Interaction Space. 

3 Global Interaction Space Interface 

We define gestures as movements of limbs and body that express some predefined 
meaning. To detect gestures we need to sense and track movements of a user, and 
then analyze these to discover if there are any gestures in them.  

If we can translate some of a user’s movements into character sequences, match 
these sequences with predefined regular expressions within an acceptable delay; 
we can build a system applicable for an in-room global interaction space with a 
limited vocabulary and relaxed interactive demands.  

Assuming a technology to obtain a 3D scan of the user, such as a 3D camera, 
and assuming that the user is facing the camera, we can detect and track six well 
defined points of the user: the closest point to the camera, the farthest point from 
the camera, the top-, bottom-, left- and rightmost points of the user. Given that a 
plane is defined by a point and a normal we can combine these six points with the 
reference axes of the camera coordinates to obtain an axis aligned bounding box 
enveloping the user, see Fig. 2 a). Assuming also that we are tracking the points 
used to generate the bounding box, we are in effect surrounding the user with six 
virtual touch screens always in contact with the user, Fig. 2 b). The movements of 
these points are then used to produce character sequences and matched with 
regular expressions to detect gestures. No single body part is tracked, such as 
hands or head; the user is free to use any part of his body to perform the gestures, 
Fig. 2 c). 
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In our prototype the points on the planes behind and below the feet of the user 
are harder to track, but the four remaining planes have proven to be sufficient for a 
minimal gesture set. 

To illustrate the generation of the string characters consider Fig. 2. First of all 
we define which user movements we want to be translated into characters. We call 
this set a dictionary. Fig. 2 d) illustrates the motion dictionary. The arrows 
represent the movements the system will look for, and the character each 
movement will produce. For simplicity and efficiency we considered only motions 
along the major axes and the diagonal between them. For example, an up-arrow 
implies an arm or body part moving straight up and being interpreted as a 
character, in this case n.  

Fig. 2 e) illustrates a circular motion and the characters produced by doing it. A 
full circular movement of an arm/hand produces the characters “nuersdwln”. The 
system takes into account character repetition and speed of the user movement so 
that characters are produced only in a predefined speed range. 

 

Fig. 2 Bounding box and regular expression examples: a) Bounding box surrounding the 
user. b) Bounding box with points used to generate it in evidence. c) Possible use of a 
bounding box. No single body part is tracked just the point generating the bounding box. d) 
Motion to character dictionary e) Example of circular gesture character production. 

To actually track a users body and define a bounding box, depth images from a 
3D camera, like the Kinect, is suitable. A 3D camera makes it simple distinguish a 
user in front of the camera from the background. A bounding box is calculated 
with a single scan of a depth image.  

Through practical use of the GIS system, we have identified two types of GIS 
gestures of special importance: context selection, and execution. The context 
selection type comprises a gesture for selecting a computer, and a gesture for 
selecting an action (a script) on the computer. The execution gesture starts 
execution of the selected script on the selected computer.  

Coordination between computers can be done using the two basic types: to 
direct a data stream from one computer to another the user selects both computers 
and the relevant script on each, and then performs an execute gesture. 
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Fig. 3 Visual Feedback a) no selection, b) single selection, c) multiple selection, d) script 
running, e) error while running a script 

Giving the user clear visual feedback on which gestures have been detected by 
the system, and which computers are selected and what actions will be done, is 
important to aid the user and achieve the intended goals. The Global Interaction 
Space uses simple colored geometrical shapes to let a user across the room see the 
effects of gestures. These shapes are displayed on a display associated with each 
computer in the room Fig. 3 illustrates the idea of using visual feedback to the user 
doing gestures. A green square is displayed when a computer is ready for 
selection, but has not been selected. A red square is displayed when a computer is 
the only computer selected. If multiple computers were selected when a single 
selection gesture is done, the other computers are deselected. A blue square is 
displayed on each computer selected by a gesture allowing multiple selections.  

When a computer has been selected by a selection gesture, it displays in 
addition to the appropriate square, a set of different colored circles indicating the 
scripts that can be selected (not shown in Fig. 3). In practice, the number of scripts 
needed for an in-room global interaction space is low, allowing for just a few 
actions, and using colors is enough to distinguish between just a few scripts. 

A computer running a script displays a green triangle during the execution of 
the script, and a red triangle in case some error occurred during the execution. If 
no errors occurred the computer returns to its previous state of selection when the 
execution terminates. 

4 Related Literature 

There is a large body of research literature on interactivity and interaction; here 
we focus on techniques and tools to build interaction spaces. In [Stødle et al. 
2009] a distributed optical sensor system implements a device free interaction 
space. The system uses an array of commodity cameras as 3D multipoint input to 
track hands and other objects. The tracked coordinates are used to provide 3D 
input to applications running on wall-sized displays. We extend this system to suit 
a multi display environment, we also use commodity 3D cameras to provide room 
wide depth information and gesture detection.  
 



Controlling and Coordinating Computers in a Room with In-Room Gestures 109 

LightSpace [Wilson and Benko 2010], uses multiple depth cameras and 
projectors. The projectors and cameras are calibrated to real world coordinates so 
any surface visible by both camera and projectors can be used as a touch screen. 
Adding the 3D world coordinates of the detected users to this multi-display 
installation allows for different multi-touch body gestures, such as picking up an 
object from a display and putting it on another. The body of one or more users can 
be used to transfer objects to different displays by touching the object on the first 
display and then touching the other display. As in LightSpace we use the free 
space in a room to interact, but we focus on providing a system where users can 
interact with multiple stand-alone computers in the room as well as new 
computers entering the room, and fulfill actions involving several computers. 

Another relevant work is [Van den Bergh and Van Gool 2011], where a novel 
algorithm is presented that detects hand gestures using both RGB and depth 
information. The prototype is used to evaluate the goodness of hand gesture 
detection techniques using a combination of RGB and depth images. To evaluate 
the algorithms, a device free interaction system is developed and tested. In the 
same context [Kim et al. 2012] presents Digits, a personal, mobile interaction 
space provided by a wrist worn sensor. The sensor uses off-the-shelf hardware 
components. Digit can detect the pose of the hand without instrumenting it. Both 
[Van den Bergh and Van Gool 2011] and [Kim et al. 2012] provide interactive 
input by gestures, but none of them, to our knowledge, provide interaction with 
many computers, which is the focus of our work. 

In [Bragdon et al. 2011] a system designed to support meeting of co-located 
software developers explores the space of touch and air gesture in a multi-display 
multi-device environment. The system is composed of a 42" touch-display, two 
Kinects, a smartphone and a tablet. Mid air gestures, like pointing to an object on 
the bigger display, are supported through the Kinect. In combination with a touch-
enabled device, the hand gesture can be augmented to address some of the 
problems of gesture detection, such as accidental activation or lack of tactile 
response. Our prototype is not tailored to a specific task and promotes interaction 
between many computers not necessarily with a shared display and many 
handheld devices. Our system also focuses on executing actions on the involved 
computers as a form of interaction, letting the users interact and coordinate with 
different computers in the room. 

[Ebert et al. 2012] describes a touch free interface to a medical image viewer 
used in surgery rooms. The system uses a depth camera and a voice recognition 
system as a substitute for keyboard and mouse input in an environment where 
touching those devices can compromise the operation. As in our system, there is 
an interaction space enabling the use of a computer with hand gestures, but we 
differ in the number of computers and in the more general solution not targeted to 
any specific software or scenario.  
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5 Architecture 

A room has multiple computers with displays. Some computers are primarily fixed 
in place, while others are mobile and frequently change location in the room as 
users move about. Users move to and from any computer in the room and interact 
with applications running on one or several of the computers through each 
computer’s local interaction space. Users can interact with multiple computers 
through the room’s global interaction space.  

A global interaction space comprises a set of functionalities, see Fig. 4, divided 
into a global side and a local side. 

The global side comprises: Room Global State Monitoring (RGSM): In-room 
users are sensed through a sensor suite covering all or parts of the room. The 
location of the computers in the room can also be determined by the sensors 
(however, presently we use a static map telling the system the in-room coordinates 
of the stationary computers in the room). 

Room Global State Analysis (RGSA): The sensor data is analyzed on the fly to 
detect the state of the room, and in particular detecting users and gestures. 

Gesture to Action Translator (GAT): Data representing users and gestures are 
then translated into actions according to the mapping given by the pre-defined 
Gesture to Action Dictionary (GAD). 

The local side comprises: Action Executor (AE). It executes actions on a 
computer in a room. Each action is defined by the system, Actions Definitions by 
Room (ADR), and given to each computer when it enters the room. 

Visual Feedback (VF): The users can see the status of the local side and in 
particular the status of the actions execution on the monitor connected to the 
computer, if there is one. The Visual Feedback (VF) renders the visual 
representation of the local side status.  

 

Fig. 4 Architecture 
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6 Design 

The design of the GIS prototype is combination of the functionalities identified by 
the architecture into components, and is organized as a pipeline (Fig. 5). Each 
stage of the pipeline does some processing on the data to refine it gradually, from 
raw sensor data, detecting gestures, turning gestures into actions, and then 
executing the actions on the relevant computers in the room. A stage does a 
blocking receive to wait until data from the previous stage arrives, does its 
processing, and finally does a non-blocking send of the refined data to the next 
stage in the pipeline. 

The design distinguishes between functionality that should always be executed 
on the same computer, and functionality that can be executed on any computer.  

The definition of actions, ADR, is served by a server to the computers of the 
room. The system then only has to send action identifiers to each computer, and 
the computers will use the action definitions to actually do the actions. 

The system is split in two main sides: the global side representing the room, and 
the local side representing a computer. Two main components, Sensor and Room 
comprise the global side. There is only one Room component, while there can be 
one or several Sensor components. This design decision reflects the fact that 
multiple sensors can be part of the room and they can be distributed around the room 
to better cover its entirety. For this reason the system must be aware of the number 
of Sensor components. In addition the Sensor components handle gesture detection, 
which is a potentially CPU intensive task. In this way the system can distribute the 
computational load to the different computers driving the sensors.  

 

Fig. 5 Design (description given in the text) 

There is only one Room component in the system. The motivation behind this 
choice is to keep the global state of the room in one place. This simplifies the 
management of both Sensors and Local components. The detected data about body 
movements flows from the sensors to the Room component that routes commands 
to the correct computers.  

Having the global status of the system available in one point simplifies the 
logic to compute the above-mentioned steps. Another advantage of a single Room 
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component is that the action definitions repository can be in one place that all the 
other components of the system already know. 

The local side is represented in Fig. 5 as multiple instances of the Local 
component running on each computer that is part of the room. The Local 
component receives the action definitions from the Room component and stores 
them for later execution. It also listens for actions sent from the Room component 
and, upon receiving one, executes the appropriate action. 

7 Implementation 

The prototype system is implemented as a pipeline (Fig. 6), primarily using the Go 
programming language. Go’s CSP like [Hoare 1978] features are well suited for 
the implementation of a pipeline allowing isolation of the stages of the 
computation and communication through channels. Fig. 1 b) shows a hardware 
prototype of the sensor suite. 

The ADR server is implemented as an http server, and the ADR client is an http 
client. The action definitions are scripts written in a scripting language assumed to 
be widely available; the implementation uses Python.  

 

Fig. 6 Implementation (description given in the text) 

The current implementation assumes both sensors and computers in the room to 
be stationary, which simplifies handling the geometry of the room and its 
initialization. At startup, Sensor and Local components read a configuration file 
containing position, orientation and bounding box of Sensor and Local 
components. The Sensor component uses the position and orientation of the sensor 
to transform the gesture coordinates from sensor coordinates to room coordinates. 
This relieves the Room component of such calculations and allows adding any 
number of sensors.  

The Local component uses the bounding box to communicate its position and 
volume of interaction to the Room component. The Room component uses this 
information to send actions to the Local component in which a gesture is detected 
or to which a gesture is directed. The bounding box is stored on the Room 
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component into the Room Manager dictionary along with the TCP socket to the 
Local component it came from. In this way a Local component is bound to a 
volume of the room.  

A prototype of the Sensor component is shown in Fig. 1 b), the prototype is 
built using four MS Kinect devices as sensors and two Mac Minis, each 
controlling two of the four Kinect. The sensors are oriented in opposing directions 
to cover as much space as possible in the room. The other components, Room and 
Local, are also running on a Mac Mini each. All the Mac Minis used have an Intel 
i7 CPU at 2.7 GHz and 8GB RAM interconnected to the same Gigabit Ethernet 
switch. To detect users gestures we have not used any of the proprietary drivers 
for the MS Kinects, such as MS Kinect SDK or OpenNI, but we choose to use the 
open source drivers provided by the OpenKinect community. The motivation for 
this is efficiency, portability, and access to source code. The open source drivers, 
however, do not provide any skeletal recognition as the proprietary ones, but only 
make available a depth image. A depth image is an image in which each pixel 
corresponds to the distance form the camera to the detected object.  

8 Experiments 

A set of performance experiments has been conducted on the prototype system 
(Fig. 7). For the experiments, we configured the system with (i) two computers, 
each with two cameras, and each running the RGSM and RGSA; (ii) one computer 
running the GAT; and (iii) multiple in-room computers, each running the AE and 
the VF. All computers were Mac Minis at 2.7GHz and 8GB RAM interconnected 
to the same Gigabit Ethernet switch. 

 

Fig. 7 Experiment setup and performance measurements 

We used the Python psutil module, to measure each computer’s CPU 
utilization, amount of physical memory in use, and network traffic. We also 
measured the delay from when a gesture was initiated by a user to the global 
interaction space, and until the corresponding action was started at the in-room 
computer. We measured this by capturing a video at high frame rate of the user 
and of a display behind the user. We counted the frames from when the user starts 
moving his right arm and until the display shows that the corresponding action of 
drawing a triangle on the display happens.  

The results show that the CPU utilization for the computers running the RGSM 
and RGSA is close to 50%, see Fig. 7 d). This is not an unexpected result given 
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that the computers process the output of two cameras at 30 frames per second. The 
result of the processing is then translated to strings of characters representing the 
user’s movements. The strings are then matched against the regular expressions 
for gesture recognition. The computer running the GAT has a very low CPU 
utilization of 2%.  

The network traffic is insignificant in all cases. The frequency of sending 
gesture and action identifier data is less than one per second because the user 
cannot do more gestures/sec and recognize the visual feedback. The system also 
transmits less than 100 Bytes per gesture or action. This is because we primarily 
transmit identifiers for gestures and actions between the computers. This is 
possible because we customize the in-room computers with all action scripts when 
they enter the room instead of sending the scripts to them every time they are 
needed. If we assume we have 64 scripts to download, and that each script is 
16KB, we need to download only 1MB to a computer as a one-time download. 
Assuming we have many computers needing downloads simultaneously, even a 
Wi-Fi network will easily have enough bandwidth to do this sufficiently fast for 
users not to be noticeably delayed. In practice we expect the number of scripts to 
be much less than 64, and their size on average to be less than 16KB. 

The latency from a gesture is completed and recorded by the RGSM until the 
corresponding action is issued by the AE is 824ms. This is interactively fast, and 
users should not notice delays in practice. 

We conclude that the prototype is not CPU, memory, or network limited, and 
interactively fast. This is because we intentionally do very simple sensing and 
gesture detection. The system has most of its CPU and memory resources 
available for more advanced functionalities and for other workloads. With more 
advanced sensing and gesture detection we expect a higher CPU and memory 
load.  

9 Conclusion 

We work daily in a room with both a large, high-resolution display wall and many 
computers. We have extensive experience with what we need to improve in the 
interaction with the resources of the room to achieve an efficient workflow. We 
frequently need to be able to rapidly select computers for coordinated commands  
including place shifting their display output onto the display wall. Traditionally, 
we do this by manually doing remote login or walking up to computers and 
issuing commands to them. While this works, it involves multiple steps for the 
user, and it is disruptive to the workflow.  

The global interaction space in the laboratory allows us to do this both simpler 
for the user, and with fewer disruptions to the workflow. It is also quite satisfying 
to effortlessly steer multiple computers. We have not implemented complicated 
gestures, and gesture detection is easily done interactively fast.  
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We have found that very simple gestures, like raising an arm above your head, 
can be applied in multiple settings. Simple gestures are surprisingly useful while 
being cheap and fast to detect.  

We expect that complex gestures and the corresponding actions can 
significantly increase the delay. The gestures suitable for a room are not as 
interactively demanding as gestures done on, say, a tablet. A few hundred 
milliseconds is a long time for an interactive interface, but may be more than fast 
enough when selecting computers in a room and issuing commands to them. 

It is possible to give the user the possibility of creating gestures by giving the 
system user defined regular expressions, as seen in [Kin et al. 2012]. 

The local side is customized by the global side by being given a set of actions 
that the global side is willing to offer to the users. We have found the principle of 
customization to be a simple way of making the local side do exactly what the 
global side has defined. To customize a computer entering the room, a one-time 
overhead is taken when downloading action scripts to the computer. This reduces 
the traffic between the global and local side when low latencies matter the most, 
which is during actual use of the global interaction space.  

The Global Interaction Space system makes it more efficient for a user to 
control and apply multiple computers in a room, at the same time, and from across 
the room. The user of the system is through in-room gestures able to select one or 
multiple computers, select action scripts on each computer, and start execution of 
the scripts. The gesture detection uses regular expressions encoded from the user 
movements inside the room. 
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Abstract. The contribution addresses the potential of model-driven workflow au-
tomation that allows new kinds of human system interaction. A control of the end-
to-end process includes the seamless control of human tasks in conjunction with 
distributed automation solutions in addition to the simplified application-technical 
system integration. The human task support for applications in the life science au-
tomation increases significant the efficiency in the execution of experiments, 
serves to reduce stress for involved employees, and provides important contribu-
tions to the improvement of the quality management in the research. Mobile de-
vices assist interesting opportunities for notifications and provision of information. 
The presented approach takes up the standard BPMN 2.0 published in 2011 as the 
graphical modeling and automation language for any business processes. 

1 Introduction 

The generalized life science automation (LSA) includes all application areas of the 
laboratory automation, e.g. healthcare, pharmaceutical developments, chemistry 
and biology. The current workflow automation in the R&D laboratories is limited 
by the structure of the subprocesses. On so-called automation islands special app-
lications are performed automatically controlled by appropriate process control 
systems (PCS). The automated workflow is defined in a manufacturer-specific 
method on such automation island. Not all tasks can be performed by machines. 
Manual activities (e.g., preparatory lab activities, documentations, experiment 
evaluation with result computation, interpretation, knowledge extraction and re-
porting) are supported by various information systems, but without embedding of 
these „Human Tasks“ in a sufficiently continuous workflow control function. 
There are regulations, e.g., so-called Standard Operation Procedures (SOP), which 
are basis of the daily experimental work. But nobody in research labs checks and 
documents the compliance with these regulations. To a large degree, the documen-
ting information systems are isolated from the solution of the process automation 
such as the control functions in Process Control Systems (PCS) or the method 
management of lab device systems. 
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The flexibility in the research currently limits the automation level particularly 
with regard to the process documentation and the data handling. A large, reliable 
documentation level is an important tool for quality assurance not only in the 
regulated area but also in the research, where the extensive process documentation 
ensures the availability of the process know-how. Due to the growing amount of 
data resulting from the process automation (e.g. by complex lab robots for high 
sample throughput) the automation of data handling is of enormous importance. It 
also provides important contributions to improve efficiency and quality assurance. 

The challenges and goals of the work presented here address the integration of 
all involved subprocesses - whether automated or manually performed, indepen-
dently in which organizational unit – in a centrally controlled workflow, which is 
called “end-to-end-process”. One of the key tasks is the flexible system integration 
of all used IT systems and automation islands of the high hybrid and 
heterogeneous laboratory environment. This paper focusses especially the sub-
theme of the integration of manual processes, which is not considered in common 
automation concepts. The human task integration includes the consideration in an 
automated time- and state-dependent control of the workflow, notifications of pen-
ding tasks, and the selective allocation of relevant information and functions. This 
can speed up the workflows and relieve the laboratory staff, who is often involved 
in several simultaneous processes.  

The solution proposed in this paper is based on process automation with 
methods of the advanced business process management (BPM). BPM provides 
now an interesting approach to the fusion of process analysis including numerous 
documentation options with the generation of executable process flow models and 
in the end automation solutions and execution systems with process engines. The 
connection of various automation islands with different manufacturer-specific 
process control systems into one process description requires a uniform notation. 
The proposed solution uses the Business Process Model and Notation (BPMN) 
that is established to model and perform business processes. A model-based 
automation concept provides the flexibility of research processes with short life-
cycles. The opportunities of BPM-assisted workflow control benefit the efficiency 
and the quality of end-to-end-processes in R&D in addition to time savings and 
stress reduction for involved employees. 

The presented paper is organized as follows: section 2 explains the background 
regarding to BPM and the process notation BPMN followed by remarks to typical 
processes of the application domain LSA. In section 3 explanations of appropriate 
automation strategies for selected classes of subprocesses follow. Finally, an 
application example in which the focus is on manual activities shows results of a 
performed proof of concept and highlights the potential of BPM for the human 
task interaction. 



A BPM-Based Approach of Human Task Support within Automated Workflows 119 

2 Background 

2.1 BPM and BPMN 

The scientific and business discipline Business Process Management provides 
industry-independent concepts, methods and technologies to support the design, 
simulation, execution, monitoring and the analysis of business processes. A 
business process is an arbitrary sequence of activities that go from an initial state 
to one or more final state(s). The process logic combines the activities with events 
and gateways to route processes. The activity can be executed automated, semi-
automated or manual. The human task support occurs via automated messages, 
signaling to members of a role, user forms or a just-in-time support of required  
integrated information systems for a suitable working environment.  

For the definition of such processes the graphical notation standard BPMN has 
been established in the recent years, which pursues the goal to overcome the 
understanding gap between IT-specialists, automation engineers and business 
users [OMG 2011; Allweyer 2011; Silver 2011]. With the BPMN 2.0 published in 
2011 a direct executable notation is available (ISO/IEC standard 19510:2013). 
Until now transformations from one notation into another (e.g. BPEL) are 
necessary to execute the process. BPMN 2.0 displaces this problematic and time-
consuming task. A graphical notation of the process flow leads to a simple 
changeability. This is an important requirement in the flexible daily work in the 
life sciences. An executable BPM process model consists of the BPMN diagram 
as the graphical description and all necessary information to perform the model 
such as process variables, roles, actors, decisions, event definitions, user interfaces 
for tasks, input and output data for tasks including their mapping to process 
variables, messages and interfaces to external system, or the business logic for 
tasks. The process engine is capable of executing this model directly. Thereby 
users will be notified of pending tasks, user interfaces are provided and external 
systems are accessed via defined interfaces. Business Process Management 
Systems (BPMS) connect process modeler and process engine in one platform 
enhanced by functions for process monitoring, process administration and for the 
human task management. Such systems usually provide extensive opportunities 
for the integration of third-party systems (databases, information systems etc.). 
The understandable notation, smarter tools and process libraries with 
preconfigured process models allow non-technical users to discuss, create and 
update powerful workflow projects.  

2.2 Characteristic of Processes in the Life Science Automation 

Typical, recurring subprocesses of experimental workflows in the life sciences are 
on the one hand manual activities such as the preparation and the follow-up of ex-
periments: the design and planning of experiments; the supply of chemicals, tools, 
and labware; the storage and removal of substances including the monitoring of 
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storage conditions; the sample preparation; the evaluation and interpretation of 
experiments as well as the reporting. And on the other hand there are the typically 
automated tasks and subprocesses such as reaction processes (synthesis of sub-
stances, biological screening or elementary steps like heating, cooling, shaking, 
stirring) or the characterization of samples in the chemical analytics. Depending 
on the used materials and existing devices, process steps like sample preparation, 
sampling or dosage are performed by both: manually by laboratory staff or auto-
matically by appropriate laboratory equipment. In each sub process different 
software systems are used for process control, data capture, data management, and 
data processing. These subprocesses are connected to structured process chains 
partly multiple. This can result in recursive processes, e.g. sampling and chemical 
analysis of samples during the running reaction with feedback effect to the 
reaction parameter.  

Service tasks or subprocesses (here as term for the process structuring, not 
BPMN elements) that are modeled machine-readable and performed by an 
automation system (assisted by PCS or instrument control system (ICS)) represent 
the typical island automation of a laboratory application. Table 1 shows a 
summary of exemplary benefits of the process-oriented approach for manual as 
well as IT- and automation-assisted activities related to LSA with varying 
complexity. 

Table 1 Workflow Components and their Automation Effect 

Components Examples Automation Effect 

Elementary 
manual 

Supply of labware;  

Prepare, observe, ab-
ort process on auto-
mation island; 

Documentation; 

Transport; … 

Multiple information; Control of timing; 

Control/ signaling of status; 

Selection and supply of resources;   

Work lists; 

Documentation during processing 

Elementary 
IT-assisted 

Raw data transfer 

Raw data processing; 

Process documenta-
tion; 

Data analysis: … 

Automated raw data management; 

Automated evaluation of measurements / ex-
traction of results / statistical experiment 
planning; 

Automated data capture and tamper-proof 
storage 

Complex  

IT-/automation 
assisted 

Syntheses robots; 

Liquid handling sys-
tems; 

Analytical measure-
ment system; 

Cell culturing 

Multiple information and control of timing; 

Configure/ start of subsystem; 

Automated control of status; 

Exception handling within workflow automa-
tion 
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3 Methods 

The target workflow automation for LSA does not address a fully automation by 
machines primarily, but a continuous IT-support of process control along compre-
hensive process chains with full involvement of human tasks. The last one is 
supply by a widespread provision of information and a just-in-time-IT-support. 
Improving the interoperability accelerates the handling of processes, helps to 
avoid errors and improves the traceability of processes, results and findings. The 
data flow, which is necessary for the workflow automation, can be done auto-
matically or with the addition of human interaction. Thereby existing established 
information systems act as a communication buffer or central information storage 
for experimental data, context data, documents, and results. Such information 
systems are to be integrated into the overall workflow control. The benefits of the 
proposed workflow automation result from the integration of all process steps into 
a homogeneous concept for overall process control, whose definition is accessible 
for all end users in form of a process model. BPMN is a suitable instrument to do 
this. The executable process model merges all service tasks, callable subprocesses 
and manual activities to an end-to-end-workflow control. 

3.1 Integration of Human Task-Control and Monitoring 

Even in a laboratory equipped with modern automation technology, there are 
many manual works. Until now application rules like SOPs (standard operation 
procedures) define what, when, until when and with what a specific preparative or 
experimental work is performed. But, who does control and document the 
execution? The integration of human activities in the control flow provides exactly 
this control and the synchronization with automated tasks. For the lab personnel 
that results in a guided workflow. The process control sends notifications about 
the next tasks and provides all execution-relevant information at the right time - 
without paper, without mistakes. The implemented workflow automation replaces 
the previous time management using kitchen timer.  

BPMN distinguishes two types of human tasks: the “manual task”, which 
provides no system interfaces to the performer, and the “user task”. For executable 
BPMN models “user tasks” are preferred because they are performed via 
computer interface which allows to capture results, status or comments and to 
publicize process-relevant information (parameter, method, device …) or 
documents (SOP, sample lists ...). External interactive IT systems or their 
components are called.  

BPMS usually offer a Human Workflow Management with user management 
and roles assignment or allow the integration of existing central Identity 
Management Solutions (e.g., LDAP server). Based on this, work lists are created 
for each user to assign the pending tasks priority-driven. The performer 
assignment is made according to the role, the mapping of a specific user or by a 
parameter-based query evaluated at runtime. A good example is the supply of 
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compounds for a screening test by the lab staff (marked in Fig. 1 with 2). Initially, 
the notification with the information about the compounds to be supply is sent to 
all employees with the role „lab staff“. A laboratory technician takes the order and 
executes it. This technician is the owner of this task. In the further workflow only 
this user gets a request to confirm the execution and to comment the results. For 
all other members of the role „lab staff“ this request is not relevant. With the 
knowledge about the task owner the confirmation request can assign to the correct 
technician and the execution can be documented automatically with a time stamp 
and the name of the person immediately after the confirmation, e.g., who does 
supply the compounds at which time.  

Another application example for this conditional assignment of users is the pre- 
and post-preparation of the automation island. For reliable results it is useful the 
same technician prepares and cleans up the automation system (Fig. 1 – 3/4).  
Another variant of the task assignment is to iterate the performer over a list of 
users. This strategy is applicable for instance in an interoperator study within a 
method validation (see the example). 

In addition to the task lists and corresponding dialog components, traditional 
communication channels such as e-mail or SMS are available to provide required 
information. This is especially relevant for transmission of larger amounts of 
information, which will be processed by the users. Thus an e-mail to start the step 
„barcode labeling“ includes the needed codes in the attachment or as a copyable 
section in the e-mail text area (Fig. 1 - 1).  

The use of mobile devices is very interesting, just for the integration of manual 
activities into the central process control. It helps to further increase efficiency but 
also to relieve the lab staff. Work lists and e-mail accounts can be accessed 
anytime and anywhere, execution confirmations can be sent via appropriate web 
clients or apps. Field data can be captured on the spot (in sterile rooms or 
sampling points without desktop PC too). Furthermore the camera function of 
mobile devices can be used for visual documentation. 

 

Fig. 1 Workflow with human tasks for pre- and post-preparation of experiments 

3.2 Integration of Interactive Computer Systems 

Besides of manual experimental work there are different human tasks using 
diverse IT applications. Typical examples are the experiment planning, the 
experiment documentation, the data visualization and analysis or the data 
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archiving. Goals for the workflow automation are the provision of selective 
functions and components of the IT systems and data in the respective form  
and place.  

Especially in the context of a detailed process documentation within an 
information system an IT-assisted documentation opens a considerable potential 
for process optimization and quality assurance. Laboratory Information 
Management Systems (LIMS) are established information systems for result 
management and documentation of experiments in the laboratories. A LIMS 
developed by the authors is used at celisca [Thurow 2004]. The effort-reduced, 
semi or fully automated completion of the process documentation with detailed 
information about the process flow results in fewer gaps within the process 
documentation and increases the traceability of processes and results. 
Measurements and results are integrated in the context of their generation. 
Functionalities of the used LIMS are integrated via web service interface to 
consider the authentication and the verification of access rights. In less complex 
information systems a direct writing access to the database of the information 
system with appropriate SQL-statements is possible.  

The navigation effort within the information system can be significantly 
reduced if the current process documentation is linked directly from the process 
instance. Suitable dialog components of the information system can be used with 
appropriate context information. In Fig. 1 the task “Planning Compounds” uses 
the LIMS-internal user interface to assign compounds from the library to the 
experiment documentation. The above mentioned LIMS has a library of process 
documentation templates, which may be basis of new process documentations. 
The functionality for template-based creating can be used via web service. Current 
parameters are considered. In addition to the elimination of this often tedious 
manual work this brings the particular advantage that the documentation style of 
all process instances is the same, and it is guaranteed that the equal process steps 
and parameters have the same name. Therefore process variables and results are  
researchable and can evaluate together automatically. 

Beneficial for transparency and reproducibility is also a reference from the 
LIMS documentation to the corresponding BPMN model. Thus shows exactly 
how the data is created. This can be done in different ways depending on the 
specific possibilities of the used BPMS. The possibilities range from the inserted 
image of the model, using a special class of information "BPMN model" (BPMN 
stored in the database in conjunction with BPMN editor to display) to a link to the 
process model in the model repository with versioning of the BPMS.  

In consideration of the fact that the main objective of all laboratory activities is 
the generation of data, information and knowledge, the automation of the data 
flow is of particular importance. The aim is to make the process data, generated 
anywhere in any subsystem, available to all other participating systems without 
any delay. This requires not only data transfer mechanisms but also data 
transformations are necessary. 

Current semi-automated analytical application systems (e.g., ICS, chromatogra-
phy data systems (CDS)) of laboratory automation often offer only a data interface. 
In part, input parameters such as sample lists etc. can be imported and the  
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results are available in report files in a predefined directory. The sample list is a 
result of a previous experiment and stored anywhere in the file system. Already 
simple command-line directory replication commands such as the Robocopy 
(“Robust File Copy” is a standard feature of current Windows, Microsoft) allow 
with several options for flexible copying of directories, including sub-directories on 
the network an automated file transfer. If the CDS report files of individual 
experiments are requested in its original format for data analysis, they are 
automatically copied in this manner to a central location too. An enterprise service 
bus (ESB) can automate data extractions and transformations. An ESB offers 
numerous ways to read data from different sources, for data selection and data 
extraction or format transformation, and supports the data-driven decision making 
related to the further process routing. The integration and automation of these rather 
trivial processes save time considerably and mainly avoid error in practice. 

3.3 Integration of Automation Systems 

To integrate the various applications of the heterogeneous lab system environment 
and BPMS, several interfaces have to develop individually. Between the 
functional integration (e.g. remote procedure call, web service) and the data 
integration (such as shared files or database, message- oriented middleware, 
enterprise service bus) can be distinguished. The application domain focuses here 
functionalities to start a device-specific method, which is defined in a PCS/ ICS, 
and the transfer of data to parameterize this method as well as the collection of 
results (measurements, status or location of result files). Primarily these functions 
and the integration strategies, which are described in the following, relate to the 
control of PCS/ICS- assisted automation islands. But they are applicable for auto-
mated transport steps or for predefined data processing as well.  

If a laboratory system provides no possibility for external access to functions or 
methods, and to transfer data, then a manual initiated start of the method have to 
be used. In this case an authorized person receives all the necessary process-
instance-specific information with the request to execution of a run on an 
automation system. The process engine notifies the user via the work list and/ or 
other communication ways. The confirmation of the execution with the resulting 
status allows continuing the process depending on the status (e.g. error handling 
by relevant experts) as well as an IT-assisted documentation of this process step. 
Further simplifications of the integration conditions in the structured laboratory 
automation by SOA interfaces are expected in the next future.  

For elementary, automated functional coupling with short execution times can 
be accessed synchronously by a web service call or a remote procedure call on the 
system to be integrated. Applications of life sciences often process an experiment 
for a long time. For example, an automated screening can run several hours or 
days. Using message queuing allows an asynchronous communication and thus a 
loose coupling of the involved systems. Ordering and processing reaction are se-
parated in time. The main advantage of the message queuing is the guaranteed  
delivery regardless of the current availability of the receiver. A message will be 
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stored in a buffer until the receiver picks up the message. The sender can continue 
the work after sending a message regardless of how long the receiver needs to 
process the message. The systems linked by messaging have to know nothing of 
each other apart from syntax and semantics of the messages themselves. On this 
way for example a status query can be realized, which reduces the communication 
load on the part of the PLS considerably. 

The linking of diverse automation islands to the central-controlled overall 
workflow increases the automation degree. This fact results in changing working 
environment for the laboratory personnel with a growing part of monitoring tasks. 
The workflow control supports this with monitoring activities using webcams or 
signalizations about errors or critical situations during the automated sub process.  

4 Results 

Typical processes of life sciences were selected for a proof of concept. These 
examples represent the various activities of table 2 and are used for a 
representative cross-evaluation of advanced BPM methods in LSA. The following 
example focusses the new interaction concepts for setup, configuration and 
execution of lab workflows provided by the BPMS-based workflow automation.  

The selected process describes validation experiments in the context of the  
development of methods for the analysis of chiral compounds. Steps in sample 
preparation, dosage and evaluation of the experiment build the frame around the 
device-level automation of the measurement processes using a CDS (MassHunter, 
Agilent Technologies, Böblingen). The process described here results from the 
development of a high throughput chemical analysis for the determination of 
chiral compounds based on mass spectrometry [Fleischer 2011]. The solution can 
be analyzed as part of the validation methods used to evaluate the precision of 
interday (repeated measurements on different days), intraday (repeated 
measurements within a day) as well as for inter- operator experiments (repetitions 
by different operators). These experiments are repeated whenever the suitability of 
the method has to be checked for another class of materials. Intraday and interday 
experiments differ only in the waiting time between two experiments. In the inter-
operator variant the actor assignment iterates over a user list. For these reasons the 
proposed model-driven workflow automation is extremely useful for this 
application.  

The investigator is already supported in the experiment planning. The integrated 
LIMS provides a feature for automated template-based setup of test documentations 
via web service. This subprocess template will be parameterized by a number of 
repetitions of experiments. The supply of samples is automatically documented in 
the LIMS with timestamps and the name of the operator, immediately after the 
execution confirmation by the operator. The orders for each step will be published in 
the work lists of users in the human workflow management of the BPMS  
client. The client is also available on mobile devices. As a result,  
employees are immediately notified of pending tasks. Together with these task  
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requests functions of involved information systems required in the respective 
process step are provided via URL calls (selection of test series in LIMS for 
information about experiment setup, help desk for master data information, remote 
desktop of ICS, knowledge base, etc.). The just-in-time method of correct pre-
selection of functions and information result in noticeable reliability and time 
savings. This process-related human task interaction leads to the expected 
significant relief of laboratory staff who are involved in multiple, simultaneously 
running processes.  

A direct online communication with the CDS is not possible due to a lack of 
appropriate interfaces of the CDS. The CDS-method has to be parameterized and 
initiated manually. After the measurement the raw data of the daily measurement 
are imported automatically by an in-house developed, Excel-based evaluation tool, 
in order to determine the mean values of the replicates, standard deviations and 
coefficients of variation of the enantiomeric excess. After a positive result of the 
plausibility test by the senior chemist, these files with derived data are copied 
automatically to a central backup server (file moving by Robocopy). The next step 
of the workflow automation controlled by BPMS integrates an ESB-job which 
monitors the report directory and processes incoming files. The ESB-subprocess 
selects the interesting data from the result file of the daily experiment and distri-
butes them to various target locations: firstly in the database of LIMS and 
secondly additionally in another Excel template for the complete experiment 
evaluation. Until now, this task has been performed by manual copying. Now the 
time-consuming, error-prone manual data capturing and copying is eliminated by 
BPMS control. The use of the described process in all causes of method validation 
results in always the identical process flow, which increases the plausibility and 
reproducibility, especially in the method development and validation.  

5 Conclusions 

The tools and methods of the BPMN 2.0-based BPM open new automation targets 
at the workflow level in life science laboratories. BPMSs as the central component 
offer a comparatively open approach to adaptive workflow automation. In hybrid 
and heterogeneous environments of the established structured laboratory automa-
tion BPMSs provide an economic integration platform for both automated and 
manual subprocesses. BPMN 2.0 is confirmed as a proper process notation. 

The article focuses the aspect of human system interaction of modern model-
driven workflow automation from concept to effects in examples. The end user 
benefits from the presented model-driven approach by a much better IT support 
using the just-in-time method for all required IT components. The integrated 
documentation methodology relieves the users of an annoying part of their 
workload. The achieved increased degree of documentation with lower expenses 
for the documentation has enormous importance for life science laboratories to 
fulfill quality standards. The example application points out that the integration of 
the manual tasks in the time control by a process engine. Beside the accurate 
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documentation of the process in the LIMS it allows a safe time-critical process 
handling, reducing the execution times, and finally the traceability to detect errors. 
In the field of complex life science applications, the combination of graphic, 
arbitrary detailed directly executable process models as well as a link between the 
process documentation and the process model allows an until now not achieved 
quality of know-how processing, storing and sharing.  
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Abstract. The article presents a concept of using an audience response system 
(ARS) or "clickers", which can run on a mobile, tablet, PDA or PC for enhancing 
interaction between a lecturer and students in large classrooms. The developed in-
teractive audio response software is based on Joomla! content management system 
(CMS) and its JVoteSystem component. The article compares results of students’ 
learning outcomes for the students taught with and without question based learn-
ing methodology and also with and without using clickers software. 

1 Introduction 

Audience response systems (ARS) are becoming more and more popular tools for 
managing audience response or voting feedback. Currently, they are more com-
monly used in education, mostly to engage students during lectures in large class-
rooms and give the lecturer prompt anonymous response from the audience. ARS 
or “clickers” offer a specific concept of enhancing interaction between a lecturer 
and students. They make the lectures more interesting and interactive for the lis-
teners and offer a rapid feedback to the lecturer about how the students compre-
hend new lectured material [Halloran 1995; Knight and Wood 2005; Draper et al. 
2002]. Clickers are the handheld small transmitters commonly used in an audience 
response systems [Simpson and Oliver 2006]. A large number of clickers technical 
solutions, both hardware and software, are known [Carnaghan et al. 2011] and one 
of their limitations is the cost of the lecture room equipment for the ARS. Nowa-
days in the era of Internet and modern mobile technologies this inconvenience can 
be easily avoided. 

The paper presents an Internet-based ARS application for teaching support, 
which can run on cell phone, tablet, PDA, laptop, PC etc. The system was devel-
oped in the Institute of Applied Computer Science at Electrical, Electronic,  
Computer and Control Faculty at the Lodz University of Technology (TUL) and 
introduced for teaching of the subject Fundamentals of Computer Science for the 
students of Computer Science course of study. 
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The aim of the study described in the paper was also to compare the results of 
students’ learning outcomes for the students taught with and without question 
based learning methodology and also a comparison of the results obtained for 
questions based learning implemented with and without clickers. 

2 Audience Response System 

Interactive audience response systems are extremely useful for activating students 
in large classrooms [Caldwell 2007; Morling et al. 2008]. The use ARS, however, 
requires preparing new types of lecturing materials, e.g. the Power Point presenta-
tions including interactive elements, like questions and quizzes. Questions can 
have a single correct answer or be designed without any "right" answer in order to 
encourage debate and discussion. Clickers can play either a secondary or central 
role during a lecture. They can be incorporated into a standard lecture to increase 
interaction between students and a lecturer or used as a part of a significant  
change in teaching style that promotes active learning in a class [Beekes 2006; 
Duncan 2005]. 

During traditional lectures, some students do not dare to answer questions or 
participate in discussions. Clickers' answers are anonymous, so the students are 
encouraged to give the answer even if they are not confident of their choice. For 
the lecturers, on the other hand, immediate response about understanding difficult 
problems may be helpful to pay special attention to certain problems identified by 
the students [Patterson et al. 2010; Greer and Heaney 2004]. Also, a style of teach-
ing changes. Talk, dialogue and dispute during lecture, often with enthusiasm and 
emotion, is important for motivation, processing of facts and reasons, and for un-
derstanding and memorizing material from the class [Yourstone et al. 2008].  

Clickers are ideally suited to bring about more student involvement through 
peer instruction or peer discussion. In this approach, teachers use clickers to sur-
vey student answers to a thought-provoking conceptual question [Duncan 2005]. 
If the classroom response system indicates a diversity of opinion, teachers give 
students several minutes to discuss the question with their neighbours in the lec-
ture hall. It has long been known that teaching someone else helps to understand 
an idea. Duncan [2005] reports that this relatively easy-to-implement technique 
can significantly increase student learning outcomes. 

Influence of clickers methodology for students’ learning outcomes was tested 
by many researchers and teachers for different groups of students (of different size 
and age), for different education levels and disciplines. They reported a positive 
[Yourstone et al. 2008], a small positive [Morling et al. 2008] or neutral [Patterson 
et al. 2010] impact on learning outcomes on test scores. Some authors [Yourstone 
et al. 2008] cautioned that the clickers may not have been the reason for improve-
ment in test scores and further research is necessary. 

Also, the methods of testing were different, i.e. by comparing the results for 
two [Caldwell 2007] or more [Morling et al. 2008] independent groups of students 
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taught the same subject parallel in different classes or by comparing the entrance 
examination scores with a final examination [Yourstone et al. 2008]. 

2.1 Typical Clickers Questions 

Typically, ARS questions are introduced as a part of preparing lecture notes. Lec-
turers can also add questions "on-the-fly" during the class, but typically two to 
five questions per standard 45 minute lecture seem to be optimal [Caldwell 2007]. 
There are many types of questions. They can be subdivided with respect to the fol-
lowing teaching objectives: 

• To increase or manage interaction, through questions that:  
o start or focus discussions [Halloran 1995], 
o require interaction with peers [Knight and Wood 2005], 
o collect votes after a debate [Draper et al. 2002], 

• To find out more about students, by [Caldwell 2007]: 
o polling student opinions or attitudes, 
o probing students' pre-existing level of understanding, 
o asking how students feel about clickers and/or active learning, 

• For diagnostic assessment, through questions that: 
o assess students' understanding of material in the lecture [Hal-

loran 1995], 
o determine future direction of the lecture, including the level of 

detail needed, 
o test students' understanding of the previous lecture notes, 

• For preparing for class or labs, 
• To make lecture fun. 

Keeping in mind the three principal educational principles, i.e.: question based 
learning, active testing and feedback, one may come to conclusion, that use of 
clickers during classes can help in achieving these principles.  

2.2 ARS Software and Hardware at TUL 

Internet-based ARS application for learning support (for cell phone, tablet, PDA, 
laptop, PC, etc.), developed at TUL, can be used in lecture rooms with Wi-Fi access 
and students can use their laptops or mobiles. The disadvantage of the presented In-
ternet-based solution is, that not all students have laptops or other mobile devices. 
Nevertheless, they can participate in traditional question based learning without 
clickers or work together with their colleagues equipped with mobile devices. 

The developed interactive audio response system is based on Joomla! content 
management system (CMS) and its JVoteSystem component. The software is in-
stalled in the Institute of Applied Computer Science at TUL on HP ProLiant 
DL180 server with Intel Quad-Core XEON E5620 Processor, 12GB RAM  
and 2TB HD. The server works under FreeBSD/amd64 operating system. It is 
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connected into main network of TUL with fiber-optic cable of 1 Gb/s. The server 
supports the LAN with Fast Ethernet standard, equipped with CISCO components 
and connecting more than 220 workstations. It serves staff accounts, email and 
www. Wi-Fi access is available in the TUL campus precinct via eduroam (educa-
tion roaming) access service [Jackowska-Strumiłło et al. 2013]. 

Joomla! is an award-winning open source CMS, which enables to build Web 
sites and powerful online applications in a short time. It was designed by the use 
of object oriented paradigms. Thanks to its module-based architecture Joomla! is 
easy in use and highly extensible programming tool. Joomla! uses a server design 
pattern, in which most of the data is processed on a Web server, and a formatted 
page is passed to the browser. This software architecture is particularly suitable 
for mobile applications. 

The developed software uses Joomla! 2.5.6 with PHP 5.3, MySQL 5 data base 
and Apache 2 Web Server. Joomla! extension JVoteSystem component was cus-
tomized for use during lectures for interactive answering to questions, which were 
introduced to encourage students to more active participation in the lectures.  

JVoteSystem is a component for Joomla! designed to create polls. It allows 
Web site users to vote, answer questions, add comments and create own question 
answers. Main Panel of jVoteSystem is shown in Fig. 1. Overview tab is the 
starting page of the jVoteSystem component. Is contains the main component 
menu which is intuitive and user friendly. Poll tab provides an overview of all 
available surveys and the ability to create new ones. To add a new profile, a new 
poll must be created and then configured. In the first step the information in the 
forms in the General tab must be fulfilled, such as the title for the poll, alias or 
alternate short name used to identify survey questions, the categories to which the 
poll is to be assigned and the possible answers (their number can be freely 
defined). In the next step, the poll settings are configured.  

 

 

Fig. 1 Main Panel of the jVoteSystem 
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Fig. 2 Poll Settings tab - Configuring the poll 

Poll Settings tab with the configuration of the poll in clickers application is 
shown in Fig. 2. The number of possible votes per user is set to 1, and the number 
of maximum possible votes per answer is set to 150. Adding own user answers 
and comments is not allowed. Results of the survey are shown by the teacher after 
the voting is finished. 

 

Fig. 3 Poll Display tab - Configuring the appearance of the poll 
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Fig. 4 Poll Access tab - Configuring the access rights 

Poll Display tab (shown in Fig. 3) was used to configure the graphical user 
interface of the poll. A darksimple template was chosen. The number of elements, 
such as responses and comments, which are available on the website is not limited 
- the default value is “-1”, i.e. without restrictions. 

Poll Access tab was used to set user groups access rights to vote, displaying the 
results of the survey, adding answers and comments. These settings are shown in 
Fig. 4. General layout of the question panel for a student is shown in Fig. 5. The 
questions were presented in a form allowing selection of one from four possible 
answers. An example summary of the audience response for the lecturer is pre-
sented in Fig. 6. 

 

 

Fig. 5 Student question panel 
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Fig. 6 Summary of the audience response for the lecturer 

In the developed clickers application four questions are displayed on a single 
webpage. Implementation of this functionality was possible by using jVoteSystem 
in the form of a plug-in. JVoteSystem component is available in the form of the 
module and plug-in. However, if it is used as a module, a single survey can be 
displayed on a single webpage. 

The Joomla! based ARS was used during lectures on “Fundamentals of Com-
puter Science” given for the first course students. 

3 Question Based Learning Implementation 

The idea of question based learning behind clickers is not new. Teachers have 
used interactive, instructive questioning to teach students since at least the time of 
Socrates. This style of interaction, however, becomes very difficult as class size 
increases. 

This idea was introduced firstly without ARS in the lectures for Computer 
Science students in 2010. Fig. 7 & 8 show examples of lecture slides with  
questions. 

The answers are displayed on the right hand side of the slide after the discus-
sion with the audience is completed and the answers are given. It appeared, that 
such a simple form of activity of students during lecture strongly increased their 
scores (see Table 2). Detailed discussion of assessment results is presented in the 
following section. 
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Fig. 7 An example of interactive lecture slide with questions for Test C1 

 

Fig. 8 An example of the interactive lecture slide with a question for Test C2 

3.1 Effects of Question Based Learning 

Table 1 lists mean grades obtained by the students at “Fundamentals of Computer 
Science” course from the “Test C1" during last six years. Question based learning 
methodology described in the previous section (Fig. 7) was used in the first part of 
a semester. The Test C1 from C programming language was performed in the 
middle of the semester by the use of electronic colloquium system in the Intranet 
of the Institute of Applied Computer Science [Jackowska-Strumiłło et al. 2002]. 
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Fig. 9 shows distributions of grades of the students' groups in years 2010-2012. It 
can easily be seen, that mean grade has strongly decreased in years 2010-2012, al-
so the number of the best grades (5) at that time was reduced. During the same pe-
riod, the number of unsatisfactory grades (2) was almost doubled in years 2010-
2011. One can ask an open question: is the general diminishing of grades 
a common tendency in higher technical education because students rely on  
commonly available lecturing materials and do not participate in lectures and 
therefore obtain lower grades? The answer is not clear, but perhaps clickers can 
avert this tendency. 

Table 1 Students’ mean grades from ”test C1” in years 2007-2012 

Year Mean Grade Std. Dev No. of students 

2007 3,47 0,74 157 

2008 3,45 0,98 130 

2009 3,48 0,92 155 

2010 3,10 0,90 160 

2011 3,10 0,89 168 

2012 3,32 0,86 171 

 
Question based learning methodology was not used in the second part of the 

semester. It was introduced firstly without ARS in 2010 (Fig. 8) and with ARS 
system in 2012. Results of the C2 tests show significant influence of question 
based learning methodology introduced in 2010. As it can be seen from Table 2 
mean grade raised from 2,55 to 3,81 – the best result in last 6 years. While, Fig. 10 
shows, that use of clickers technology during lectures did not increase significant-
ly students’ grades, but obtained notes were distributed more uniformly and there 
was more good and very good marks. 

 

 

Fig. 9 The histogram of student grades of Test C1 
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Table 2 Students’ mean grades from ”test C2” in years 2007-2012 

Year Mean Grade Std. Dev No. of students 

2007 2,92 0,83 140 

2008 2,61 0,86 117 

2009 2,55 0,77 149 

2010 3,81 1,00 151 

2011 3,53 1,01 163 

2012 3,60 0,98 136 

2012 – lectures with clickers 

 
 

 

Fig. 10 The histogram of student grades of Test C2 

We conclude that, despite a little influence on students’ grades, the Clickers 
methodology is a great help for a lecturer. Anonymous feedback from the lecture 
audience directs a lecturer to pay special attention to problems, which can pose 
difficulties for students. 

4 Conclusions 

The presented data about final grades obtained by students can lead to the follow-
ing conclusions and thoughts.  

Comparing the results of Test C1 and Test C2 for the same groups of students it 
is well seen, that even for the students groups in years 2010-2012, for which the 
mean grade on Test C1 has strongly decreased, the mean grade on Test C2 raised 
significantly, i.e. from 2,55 to 3,81. It shows that question based learning method-
ology has strongly improved students learning outcomes. 

Clickers technology for sure encourages students to active participation in the 
lectures. When it was introduced to the lecture, it was perceived by the students as 
a new and interesting solution. Nevertheless, some of the students complained 
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about the need to attend the lectures with their notebooks. Consequently, at some 
classes only half of the students actively used the clickers system. 

The authors of the article will develop and enhance the Clickers system and in-
troduce it to other lecturers. We hope, that this interactive teaching methodology 
will help to improve the quality of the teaching process. We hope also, that rapid 
development of technology will make the smartphones widely available among 
students. 

Acknowledgment. The authors wish to thank Professor Reidar Kvadsheim from the Uni-
versity of Applied Sciences in Oslo and Akershus for drawing attention to Clickers as the 
teaching methodology. 
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Abstract. The goal of this study is to understand the dynamics of collaboration 
within globally-distributed teams working in a realistic Human-System Interaction 
(further called HSI) environment and Software Engineering context. Quantitative 
data on communications were collected by capturing virtually all of the communi-
cations between the team members. Qualitative data were collected through the in-
terviews conducted by the involved instructors. The results reveal some of the 
challenges associated with working in interdisciplinary and global settings and 
suggest areas of caution for such HSI educational experiences in the future. 

1 Introduction 

Teaching students the skills required for successful Human-System Interaction 
(further called HSI) design and evaluation is an interdisciplinary task, intensely 
collaborative and requiring broad experience with respect to its relevant 
application contexts. We describe a classroom project that sought to provide 
undergraduate students of software engineering with experiences to exercise skills 
in these key areas and at the same time to gather data to understand the 
mechanisms of HSI process and teamwork. 

First, the interdisciplinary nature of the field is a common topic in many HSI 
courses; the field has inputs and interactions with a wide diversity of professions 
[Rogers et al. 2001]. However, it is often difficult to arrange such a class so that 
students experience this diversity. One way to provide for a more complete 
understanding of interdisciplinarity is to compel students to experience the entire 
lifecycle of a product, from design through development and testing, and therefore  
interact with others working in different roles. While many current HSI courses 
include a class project involving the design of a product user interface, our course 
also included software development and testing of the design in order to show  
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students how the different parties – including designers, developers, testers and 
users – must interact to produce a good product. Together, students from the two 
courses planned, designed and built a complete software product and jointly 
followed a common lifecycle process.  

Second, accomplishing HSI properly requires close collaboration with other 
project members and in recent years, that collaboration has increasingly meant 
collaboration with globally distributed team members. It is now common for HSI 
designers to collaborate – as a critical skill – with project team members in other 
countries [Chavan and Kaushik 2004] and to overcome some of the well known 
difficulties associated with globally distributed work [Herbsleb et al. 2001]. Our 
project provided global experience by forming teams of students enrolled in a HSI 
course at Monmouth University (MU) in New Jersey (US) with students taking a 
software development course at Atılım University in Ankara (Turkey).  

Finally, it is crucial to experientially demonstrate to students the breadth of 
content involved in the HSI field, to show it includes much more than just, for 
example, web design. Our students had the opportunity to follow recent trends by 
designing the user interface and implementing the software development for an 
Android App. From the standpoint of HSI training, while the general principles of 
design remain the same as with any other product, many of the critical issues, the 
design guidelines and prototyping tools were specific to mobile applications [Kjel-
dskov and Paay 2012]. 

In addition, the goal of this study was to go further and understand in detail 
how the students reacted to these experiences–especially those related to 
distributed collaboration. Therefore, we collected measurements of all 
communications between team members with the goal of better understanding 
how much students in such a context communicate, what types of communication 
they engage in, and when during the lifecycle they communicate. Similar analysis 
have been reported elsewhere [Serce et al. 2009; Swigger et al. 2010; Swigger et 
al. 2012] but we have augmented these quantitative measures with surveys and 
qualitative interviews to explore students’ cultural backgrounds and impressions 
of the experiences, their expectations and also how their perceptions of 
collaboration is compared with the actual measures.  

2 Project Description 

MU students in the HSI class worked on teams with the Atılım students enrolled 
in a software development class devoted to mobile application development. It 
was expected that all members of each team would collaborate on many aspects of 
the project, for example, to agree on features, user types, and use cases. Students 
were given several project assignments and were told to share them within the 
entire team and to discuss them to whatever extent was felt necessary. Students 
were encouraged to have at least one real-time, interactive chat session, but 
schedule mismatches between countries precluded that in all but one team. All 
other interaction was at the team members’ discretion. The interactions were kept 
confidential and the students were debriefed at the end of the semester about the 
findings. 
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The MU HSI designers followed a variant of the Usability Engineering 
Lifecycle Model [Mayhew 2007], including creating (i) User Profile/Persona (ii) 
Critical Tasks (iii) Usability/User Experience Goals (iv) User Conceptual Models 
(v) Low Fidelity Prototypes, (vi) Quick and Dirty Evaluation, (vii) High Fidelity 
Prototypes and (viii) Scenario Testing. Atılım students were responsible for 
developing the android application, preparing a report including sample screens 
from the application and uploading the resulting android executable to a shared 
course management system called Redmine. Five projects were selected for this 
study. Students were provided a high–level description of their assigned projects, 
which ranged from a medication reminder application to a personal course 
scheduler application – all for android devices. Students enrolled in the course 
received about ten percent credit as part of their overall course grade for 
completing the project. 

Teams were composed of one MU student and between one and three students 
from Atılım. The language for communication within the project teams was 
English. For each project assignment, student teams were asked to communicate 
with members through Redmine. This system provides for realtime/interactive 
chat and multiparty conferences, as well as asynchronous means of 
communications such as discussion forums, emails, file sharing and wiki's. The 
system also records all teams’ interactions as well as time-stamps when the 
interaction occurs, and all interactions were recorded for further analysis [Swigger 
et al. 2010]. 

3 Data Collection and Analysis 

This was an exploratory study of many aspects of student teamwork, including 
communication amount, type and temporal dynamics as well as student 
perceptions and insights. Therefore, it was appropriate to approach the data 
collection task with multiple measures and to triangulate between the quantitative 
and qualitative measures to draw conclusions [Jick 1979].  

3.1 Communication Types 

Quantitative data on communications were collected by capturing virtually all of 
the textual communications entered by team members. A single communication 
activity was defined as a single asynchronous post to a forum, a message sent, a 
wiki posted, or a file uploaded. These communication data were analyzed with 
text analysis procedures described in [Swigger et al. 2010]. The procedures 
consisted of two researchers/instructors manually tagging/categorizing each 
separate communication as: Contributing, Seeking–Input, Reflecting, Monitoring, 
Social Interaction and Planning. The main analysis was based on the tagging of 
the one experienced researcher. The other researcher’s tagging was used to assess 
reliability. The initial inter–rater agreement based on tagging done by the 
researcher after two-pass training was approximately 94%. Analyses of these data 
were based on visual inspection and numeric description only. 
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3.2 Communication Pace 

We were also interested in determining how the various pacing within a team 
varied over the length of a project. A team’s pace is defined as the length of time 
between different communication activities within a group. After the projects were 
completed, the communication activities (chat, wiki, etc.) were extracted from the 
independent database. A single communication activity was defined as a single 
asynchronous post to a forum, a message sent, a wiki posted, or a file uploaded, 
etc. Synchronous communications were also captured and labeled as chats or chat 
room activities. All of these communication transmissions were selected and 
organized by team and then listed in chronological order.  

An elapsed time, or time interval between communications, was then computed 
for each transmission based upon the start time for a particular team. For this 
study, the time interval between communications was determined by computing 
the total time that it took for one team member to respond to another team 
member’s posting, chat, wiki post, etc. Team members responding to their own 
posts were not included in these counts. The rationale for this decision was that a 
self-response was not really indicative of group interactions and teaming so it 
should not be included in our statistics. Thus, all self-responses were eliminated 
from the time-interval temporal data. 

We calculated the communication activities that occurred during each day, and 
then categorized the communication according to whether the response took place 
within less than 24 hours or more than 24 hours. This normalization procedure  
allowed us to compare work patterns between the projects.  

3.3 Time Perspective 

Previous work has demonstrated that people often show that they have temporal 
patterns in the workplace, and that these temporal patterns are often linked to an 
individual’s culture or country [McInerney 2004]. As a result, efforts to define 
these time patterns and their link to various cultural norms have grown 
considerably in the past several years. In an effort to broaden the scope of 
temporal research, Zimbardo created a Time Perspective Inventory [Zimbardo and 
Boyd 1999] that attempts to create individual temporal profiles that may affect 
how individuals relate to different people, work or situations.  

We used a short version of Zimbardo’s inventory [D’Alessio et al. 2003; 
McInerney 2004]. In this survey, there are three factors. First, the Future factor 
reflects a person’s general orientation to future events. An example of an item in 
this category is “I am able to resist temptations when I know that there is work to 
be done.” In contrast to being future-oriented, there are two ways to be present-
oriented: Hedonistically and Fatalistically. People oriented toward hedonistic 
tendencies tend to be self-indulgent, shirking most work-oriented activities. At the 
same time, hedonistic people are often involved in activities that require high 
energy. Finally, people oriented toward fatalism feel that their lives are dominated 
by outside forces. An example of a question in this category is “Much of my life is 
determined by fate.” 
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3.4 Qualitative Data Analysis 

Following the project, twelve students were interviewed to gather qualitative 
impressions regarding their impressions about global teams, communication 
difficulty, workload distribution, expectations about who would do what in the 
team and team cohesion. Interviewees were asked to sketch, on a project timeline, 
their perception of expected and actual levels of the measure in question as probes 
to guide further in–depth questions. Analyses of these data are based on 
qualitative “theory–building procedures”. 

4 Results 

4.1 Communication Amount 

The quantitative data on communication levels for members of all eleven teams 
across the project weeks is shown in Fig. 1. The level of communication is 
somewhat lower than that reported for previous similar projects [ Swigger et al. 
2012]. The leftmost colored section represents a 5–day Holiday at Atılım (11/4–
11/11), and the right colored section shows MU final exams and the semester’s 
end (12/12). As can be seen, communication levels started low, briefly rose and 
then decreased gradually until early November when they peaked near the start of 
the Atılım Holiday. They then dropped to near zero and gradually increased until 
the middle of December when MU students had exams. There was large 
variability in the number of communications between team members. Nearly 40% 
of all communications were provided by two team members. 

The qualitative data on communication level concur: 10 of 12 team members 
noted that communication level was low or could or should have been higher. For 
all five of the interviewed teams, a majority of their members drew an “Expected 
Communication” figure that was consistently higher than their “Perceived 
Communication” figure. Interview data suggested that the reason for low 
communication levels was that students didn’t feel there was much to 
communicate about. The requirements and tasks for the project were well 
explained because of their different roles, student felt separated and independent 
from their teammates. Four interviewees blamed their remote teammates’ 
unresponsiveness for low communication although none of these reported 
attempting to increase interactions. 

For most of the interviewees, the early–November peak and subsequent dip in 
communications is reflected in the qualitative “Perceived Communications” data, 
but for some it was not. The expected and perceived communication levels for a 
single, sample team were often not synchronized because interviewees clearly 
forgot the exact dates of some events and there was a great deal of variation in the 
specific pattern of “Perceived Communications. Still, five of the 12 interviewees 
show a peak in “Perceived Communications” within 2 weeks in either direction of 
Nov 7- the measured peak in communications. Nine interviewees drew a curve for  
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Fig. 1 Communication Levels 

“Perceived Communications” that had lower communication levels in the middle 
of the project than near the beginning. Five of the interviewees offered that 
communication “fell apart” during the Atılım Holiday and “never recovered”.  

Interestingly, for all five interviewed teams, the HSI Designer from MU 
showed a “Perceived Communication” estimate that was lower than that for the 
Atılım developer(s). Since role and culture are confounded in this study, it could 
be that the HSI members perceived less communication because they felt they 
needed more communication due to the nature of the HSI design task. 
Alternatively, it may be that there are cultural differences in the tendency to say 
positive/optimistic phrases, so that during the interview, the Turkish members may 
have been hesitant to veridically report low communication levels to the 
researcher. Indeed, it may be that the Turkish members actually felt that there was 
more successful communication because they felt more in control of the project 
than did the U.S. Students (see the section: Time Perspective and Culture). 

The quantitative data shows that MU students’ average number of 
communications per member was higher than Atılım students’ (MU=6.9 vs Atılım 
=3.3). This difference largely comes from the two top communicators, both from 
the same team and one from each location. 

4.2 Communication Type 

Fig. 2 shows the percentage of communications accounted for by each type for 
each week. While the general levels of communication were lower, there are many 
similarities between these results and those of [Swigger et al. 2012] with respect to 
communication types although this comparison is based on inspection rather than 
statistical analysis. For example, there seems to be very little activity among the 
teams at the beginning of the software development process (i.e., 10–30% stage), 
but most is socializing and planning. As the project progresses, these diminish, but 
contributing and information seeking behaviors increase. Planning behaviors are at 
their peak just before the project’s midpoint as social interactions have dropped 
away. 
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Fig. 2 Percentage Accounted for by each Type of Communication 

While there are similarities with previous projects, there are differences and 
they appear to be the result of the specific context and schedule of this project. 
Specifically, the gap in communications beginning with the Atılım Holiday  
obviates the rise in contributing and seeking behaviors observed previously. 
Similarly, the rise in communication near the end of the project could not occur 
easily because, in the present project, the Monmouth students were preparing for 
and taking final exams while the Atılım students were completing the Droid apps.  

Also, the current project appeared to show fewer planning behaviors than 
previous projects. The interviews suggested that team members viewed the project 
as well–organized and not difficult so that extensive planning was not required. 
But again, the separation of roles was commonly cited as a reason for a low level 
of collaborative activity while planning the project. 

4.3 Communication Pace 

After extracting all the transmissions from all the groups, we looked at how 
quickly team members responded throughout the project. Fig. 3 shows the 
response times that were less than 24 hours versus those that were more than 24 
hours. Students’ temporal response patterns seem to vary considerably over the 
course of the project. The response rates are much faster at the beginning of the 
project. These rapid response rates can be found again after about one-third of the 
project has been completed. While students are responding rapidly to some posts, 
they are also waiting to respond to others. These slower response rates peek about 
half-way through the project. There are some short bursts of both rapid and slower 
response rates towards the end of the project. These patterns are similar to what 
was found in the previous discussion of the communication categories.  
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Fig. 3 Faster and Slower Response Times Across the Project 

The tendency to respond more quickly to other team member’s communication 
appears to covary with the type of communications engaged in. Specifically, 
planning behaviors are associated with faster responding while contributing is  
associated with slower responding. 

4.4 Time Perspective and Culture 

All students who participated in the project completed the short version of the 
Time Perspective Inventory.  Table 1 summarizes the means and standard 
deviations for each country on each of the scales and also reports the t-test results 
comparing nationalities for all three scales in one table. In general, mean scores 
for all students were higher on the Future scale than on either of the present-
oriented scales, consistent with the common expectation that technology students 
are achievers, efficient, concerned about the consequences of their action and 
responsible. There were no statistically significant differences between Turkish 
and US students in either the Future or Hedonism scales. However, there was a 
difference between countries in the Fatalism mean scale scores (F = 2.226, p = 
.118).  US students had significantly higher mean scores than Turkish students 
(23.5 for US students versus 19.142 for the Turkish students), which indicates that 
US participants responded higher on the Fatalistic scale than Turkish participants.   

Table 1 STPI Results across Team member Nationality 

Scale Country N Mean sd T F 

Future Turkey 21 28.95 9.080 -1.11 .1370 

 USA 11 32.36 6.423   

Hedonism Turkey 21 27 6.148 -.65 .2603 

 US 11 28.64 7.941   

Fatalism Turkey 21 19.142 5.525 -1.52 0.0422* 

 US 11 23.5 6.451   
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Contrary to expectations, US students tend to believe that they have less control 
over their lives than Turkish students and that their lives are more dominated by 
external forces. 

4.5 Perception of Workload 

The qualitative estimations of workload (i.e. number of hours worked) for each 
team member were assessed during the interviews. As might be expected, 
“Perceived Workload” estimates generally depended on the team member’s role: 
HIS designers perceived themselves to be working harder around the time that the 
persona and UE design artifacts were due while the developers perceived 
themselves as working harder around the time that the Droid app was due.  

For seven interviewees, “Expected Workload” and “Perceived Workload” was 
about the same. For five of the 12 interviewees, their sketched estimation of 
“Perceived Workload” was generally lower than their “Expected Workload”. 
There were two common explanations from those that rated “Perceived 
Workload” lower than expected. First, several developers said that when they 
began the project, they didn’t know the tools and were concerned that learning 
them would take large effort. After they learned the tools, they judged the project 
to be easier than expected. The HSI members, who often rated expected 
communications to be higher than they were, on the other hand, proposed that 
failure to communicate a lot made the project easier, so they had extra time to 
accomplish other tasks. 

4.6 Perception of Group Cohesion 

Interviewees’ perception of group cohesion was also assessed. Cohesion was 
defined during the interviews as the team members sense of “closeness” with other 
team members. MU students could only judge cohesion with remote members. 
Surprisingly, cohesion with local members was not consistently judged higher 
than with remote members. In fact, in four of five teams, the Atılım developers 
judged cohesion with remote and local members to be nearly identical. The one 
exception was a developer whose local partner dropped the class. This interviewee 
judged cohesion with the remote HSI designer to be higher than the absent local 
developer. This finding seems contrary to earlier findings suggesting lower 
cohesion and trust for remote team members [Al-Ani et al. 2011]. One potential 
explanation might be based on the assumption that cohesion was generally quite 
low owing to the low level of communications and the dearth of social interaction. 
Indeed, several interviewees admitted that social interaction and a group–based 
attitude was very far from reality. Given that cohesion might not have been in the  
interviewees’ mindset, they might have drawn something to please the 
interviewer. This also might have been influenced by cultural differences. 

The latter explanation based on cultural differences is consistent with another 
interesting finding: that the MU HSI designers, in all cases, judged group cohesion 
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with Atılım to be lower than did the Atılım developers with MU. Again, because 
of confounded factors and cultural differences in willingness to report negative 
sentiments, it is difficult to explain this with certainty. It may be due to the MU 
HSI designers being geographically alone, while the Turkish developers often had 
a collocated team member, since isolated workers often feel less cohesion with 
their group than do those working with both local and remote team members 
[Milewski & Mullinix, 2005]. On the other hand, the higher degree of fatalism of 
MU students, as measured by the Zimbardo survey, may have led them to be more 
negative and less likely to rate their team’s performance highly. 

5 Summary and Conclusions 

This study set out to provide students in an undergraduate-level HSI course with 
experiences in collaborating both across discipline/role boundaries and across the 
geographical, temporal and cultural distances associated with global work. 
Students were enthusiastic about the mobile applications that were designed and 
developed as a result of this project, and they appreciated the opportunity to work 
in a interdisciplinary and global setting that simulated the realities of industry. 

Although the sample of students was small and there were many uncontrolled 
variables, the study also suggested some more general insights that can be applied 
to future HSI education. First, there were differences between US/MU/HSI 
members and Turkey/Atılım/Development members in measures of 
communication, perceived communication, perceived group cohesion and 
fatalistic attitude. Some of these differences might be construed as cultural 
differences that researchers must be careful about it doing future studies. This 
study has difficulty separating cultural differences from those associated with 
geographic distance, but, some cultures do either tend to be more positive or are 
more hesitant to report negative sentiments than are others. As HSI training 
becomes more global, instructors and their assessment plans need to take culture 
into account. Second, it may be that students need training specifically in 
interdisciplinary and multi–role teams. Several of our results could be explained 
by positing that student team members charged with different responsibilities may 
tend to collaborate less closely than more homogeneous teams found in the typical 
class project. Students could benefit from explicit training on methods of 
interacting with members of different skills. 

Third, although cultural differences may affect students’ perceived cohesion (or 
their willingness to report on this), there appeared to be relatively little cultural 
differences between Turkish and American students attitudes about time. Both the 
US and Turkish teams had similar views about the importance of getting things 
accomplished in a timely manner. Surprisingly, fatalism mean scale differences 
were significantly higher for the US students as opposed to the Turkish students. 
This was a surprising finding, since the fatalism factor is often associated with 
developing countries with large religious populations. Perhaps the after affects of 
the 2008-2012 Great Recession has caused students in the US to be much more 
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fatalistic about their future, as opposed to students in Turkey, a country that 
actually experienced some prosperity during the economic downturn.  

Finally, this project demonstrates how unsynchronized schedules associated 
with time zone and holiday differences in global student projects can result in gaps 
that can cause lasting difficulties by decreasing communication and cohesion. 
Instructors need to take special precautions to “jump-start” the project after the 
gap or prepare students to continue the project in some specific way. 

This study has implications outside the classroom as well. First, the study 
demonstrates that textual analysis of student team communications can provide an 
interesting window into the amount and type of collaboration. Furthermore, it 
confirms earlier work showing a progression, through a project lifecycle, of 
different types of communications [Swigger et al. 2012] and extends those 
findings to show implications for the speed with which students respond to one 
another. Finally, the study is a good example of how the combination of careful 
quantitative measurement and qualitative data from interviews can provide a 
richer understanding of collaborative work than either alone. 
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Abstract. Achievements of today telemedicine and surveillance techniques offer 
exciting possibilities for developing intelligent assisted living systems for elderly or 
disabled. This chapter presents an universal sketch of multimodal health monitoring 
systems complying with regard to a paradigm of ubiquitous and personalized medi-
cine. The proposed design combines advantages of context-reprogrammable sensors, 
flexibility of reconfigurable networks built on the surface of human body or embed-
ded in premise infrastructures and automatic, subject-sensitive decision making 
based on presumptions and experience represented in artificial intelligence. Consi-
dering these key features leads to a concept, technical design and a prototype of a 
system suitable for majority of human surveillance purposes including home care, 
hospices, rehabilitation and sport training. The prototype was tested in several expe-
rimental setups intended to simulate volunteers' homes for seamless monitoring with 
no limit of indoor and outdoor mobility and for recognition of normal, suspected and 
dangerous events. The results confirm the expected adaptability of the system to 
human-dependent and environment-specific relations.  

1 Introduction 

Telemedical applications were proposed recently in vast numbers as a cost-
effective alternative for treatment of diabetic, asthmatic or cardiac patients in 
home care conditions [Sun et al. 2009]. Current technological and methodological 
efforts in the latter domain aim at extraction of behavioral information focusing 
beyond medical purposes. The representation of motion, feelings or sleep in 
cardiovascular signals, makes the cardiac monitoring sensors useful also for 
behavior tracking [Augustyniak 2007]. This opportunity was already recognized 
and applied for fitness and sport training purposes. Some applications recently 
introduced to the market are useful for everyday monitoring of humans and yield 
pertinent data to estimate the subject's behavior.  

In majority, commercially available e-health services make use of commonly 
available data sensors, telecommunication infrastructure, archiving and automated 
interpretation [Hristova et al. 2008]. Due to a closed-architecture-based design they 
feature very limited range of adaptation at sensor, infrastructure or decision-making 
levels. Such systems are tailored to an average patient, provide a patient-independent 
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diagnostic information and consequently are far from complying to the paradigm of 
personalized medicine.  

Surveillance systems, in a common meaning of this term, are based on 
recognition and tracking of objects. In majority they are based on still or motion 
picture analysis (including code bars), detection of presence (e.g. radio-frequency 
identification tags) or interactions with static elements of the environment 
[Rougier et al. 2007; Liao and Yang 2008]. Since image-based systems are not 
performing well for detecting a human in unstable lighting conditions, they are 
often complemented with radio wave or ultrasound-based tactless detectors and 
with sensorized elements of the subject's environment. 

Although a traditional meaning of surveillance is focused on objects, in our 
research we understand this term as a method for monitoring the human safety, 
with regard to internal (health-based) and external (environmental) risk factors. 
For this purpose, methods and experiences from medical diagnostics, particularly 
telemedicine, and from security-oriented technologies, such as object recognition 
and motion prediction were combined in one system. Consequently, our universal 
design dedicated to a wide target in ageing societies, consists of a network of 
facultative intelligent components and may be easily adapted by the software to  
particular needs. 

The novelty of presented approach consists in a complementary application of 
wearable and infrastructure-embedded sensors providing information about 
selected diagnostic parameters, about subject's gesture and motion and about his 
or her interaction with the elements of surrounding infrastructure. The system uses 
different sensing modes and makes benefit of information redundancy supporting 
a seamless monitoring in case when selected data are not available (e.g. the 
subject is outdoor). The coinciding information is also used to identify the subject,  
allowing the system to support multiple subjects in a common area.  

Since the proposed design is expected to combine features of telehealthcare and 
traditional object surveillance, it makes a simultaneous use of wearable and 
embedded sensors. Wearable sensors accompany each particular subject in his or her 
activity, thus each action he or she performs in a variable environment is represented 
in collected data set. Embedded sensors, being part of premise infrastructures 
capture parameters of given environment and the data represent its change caused by 
the presence of subjects. In the proposed concept, the wearable sensor network 
constitutes a subject-related independent system with own data interpretation, 
management and transmission gateways. If the subject is outdoor, the long range 
digital communication (e.g. GPRS) is used favoring wide availability of the carrier 
over the transmission bandwidth. If the subject is detected in the range of a 
wideband local area network (e.g. WiFi) of his or her home or office, the sub-
network of wearable sensors is automatically appended to its infrastructure 
[Augustyniak 2011]. To maintain the integrity of wearable sensor network and 
correct target identification in case of multiple subject tracking, the communication 
of all wearable sensor-originated data passes through the wearable server.  
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Although the prototype specification was presented, implemented and tested for 
supervision of one subject in one premise, it may easily be extended to supervision 
of multiple subjects in a common area or even in multiple environments such as 
homes, offices, vehicles or supermarkets.  

The set of wearable sensors is supervised by a wearable server through an 
ultralow range energy-efficient reconfigurable wireless network (Bluetooth class 
III). The network consists at least of two lead electrocardiogram front-end, an 
accelerometer-based motion sensor, a GPS receiver and a patient button. The 
wearable server is based on a selected smartphone featuring a built-in 
accelerometer and a GPS receiver and providing with two communication 
gateways (long distance: GPRS, HSDPA and short distance: WiFi). Depending on 
the patient needs, the wearable sub-network may be extended to up to eight nodes 
for support of other specific sensors (breath, SpO2, arterial pulse and blood 
pressure, single limb acceleration, glucose level etc.) [Otto et al. 2006]. 

The complementary set of embedded sensors is also organized in a local area 
network and supervised by a dedicated PC-based server providing also a short-
range wireless interface (WiFi) to the subject-related wearable networks. The sur-
veillance is based on video sequences providing information about the subject's 
presence, short distance mobility and safety. This data are complemented by de-
tection of specific sounds (snoring, snorting, footsteps and falling [Mikrut and 
Smoleń 2011; Czopek 2011; Czopek 2012]). For these purposes the basic configu-
ration of the embedded network include intelligent cameras and microphones. Ad-
ditional information on how the subject is interacting with the environment may 
be acquired from smart sensors embedded in house equipment: taps, cooker, mi-
crowave oven, electric kettle, iron, chairs, toilet seat, bed etc.). These sensors be-
long to the embedded infrastructure of the building, however, for the purpose of 
commodity some of them use wireless interfaces. 

2 General Assumptions about System Design 

Dynamic configuration of the network, multimodal data acquisition and 
simultaneous support of different subject-specific detection rules require high 
flexibility of every system components. This can be achieved with programmable 
sensors and communication rules, adaptive detection of subject's action and 
intelligent classification of events as control- or health status-related. In order to 
make the adaptation independent from one aspect to another, services expected 
from the surveillance system were classified into three main categories: 
measurement, reconfiguration and decision making. Each category of services 
within the system constitutes a functional layer allowing for separate optimization 
of sensors, infrastructure and artificial intelligence [Augustyniak 2012]:  

• The input layer consists of intelligent sensors acquiring the signals, performing 
the interpretation and providing a context-based semantic description of the 
subject.  
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• The infrastructure layer is based on a dynamic network of sensors using soft-
ware-selectable architecture and data carriers; it optimizes the measurements 
and validates redundant data.  

• The decision layer applies premise-dedicated rules and subject-derived beha-
vioral habits to identify potentially dangerous events and initiate an adequate 
action. 

Following the layered design, a single system accepts wide range of sensors, 
various indoor-outdoor setups and easily learns the subjects’ habits. Premise rules 
or subject’s habits may be easily translated to appropriate system architectures 
and/or to usage of different sensors for data acquisition. Another benefit from the 
layered design is easier management of data flow within the system (fig. 1)  
independently on the sensors, subjects or environments under supervision. 

 

Fig. 1 Block diagram of the layered design and data flow in the assisted living system 

2.1 Configuration and Networking of Sensors 

The input to the sensor networks are lists of parameters expected for description of 
each subject. The output of the sensor networks is the information about events 
that was captured by the network. Each event contains its quantitative description 
as well as attributes of time and position. Sensors are expected to provide only the 
data requested by the infrastructure manager, accordingly to the surveillance goals 
and available communication resources. This approach assumes that in a regular 
reporting mode, basic processing of collected data is performed by the sensor 
which yields a semantic, low data volume description of the subject.  
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Since wearable networks are designed to collect data from a specific subject, 
the particular configuration depends on the features of each individual. For 
example, in some patient-dependent circumstances the ECG sensor can be 
expected to provide the heart rate only, while in some others a full disclosure ECG 
is necessary. The wearable sensors accompany the subject in every activity, so the 
data issued are automatically labeled with the appropriate identifier. As battery-
operated devices, wearable sensors subject to a power economy-oriented design, 
aiming at compromise between light weight and reasonable autonomy time.  

Sensors embedded in the premises' infrastructures constitute a complementary 
group and support simultaneous tracking of multiple subjects. Although any item 
of the  house equipment may be interacted by different individuals, we assumed 
that each sensorized appliance is operated by a single person at a time, so related 
sensor data can be temporarily attributed to a particular subject. Some extent of 
mobility of embedded sensors results from their mode of use (e.g. electric kettle or 
iron). Consequently, despite of not following the subject, they require the use of 
wireless data interface. The most sophisticated type of embedded sensor are 
intelligent cameras. Consisting of a lens, image sensor and dedicated processor, 
these devices provide a semantic description of visible objects, including their 
unique ID, shape variations and position.  

Wearable and embedded sensors play complementary roles in the surveillance 
system. Generally, the wearable sensors capture the active (voluntary or not) 
subject's behavior, while the embedded sensors record the environment with the 
subject as a passive participant. Reason-effect relations may be often revealed 
from cooperation of two networks:  

• An action initiated by the subject (e.g. EMG-measured muscle contraction ac-
quired by wearable sensor network) and its effect in the environment (e.g.  
displacement of the subject's body acquired by embedded sensor network), 

• A change made in the environment (e.g. start of dog barking detected by em-
bedded sensor network) and its influence to the subject's parameters (e.g. heart 
rate rise measured by wearable sensor network) 

The content of sensors' report is individually programmed by the configuration 
service, and depends on the sensor type: 

• Interaction sensors (tap, kettle, chair, etc.) return a binary value or single mea-
surement value averaged in the report interval. 

• Vibration sensors (accelerometers on the body or bed) return an averaged or 
peak amplitude or raw values from sequence of measurements made with  
programmed sampling frequency (e.g. 100Hz). 

• Signal sensors (ECG, EMG-based motion, sounds) return processed results (re-
spectively RR intervals, muscle activation level, brain activation features or de-
tected acoustic effects) accordingly to the programmed processing level or raw 
sequences of measurement made with programmed sampling frequency  
(e.g. 250Hz for ECG). 
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• Visual sensors (cameras) return processed information about the objects, their 
features (size, shape variations, motion direction and speed) or raw sequence of 
color images complying with PAL video standard. The visual sensors are also 
recording the motion picture sequence in a memory loop buffer and provide 
raw visual information accompanying a particular event. 

2.2 Infrastructure Management Services 

Three services commonly described as infrastructure management are responsible 
for supervising of subjects, information flow and redundant data interpretation. 
The input of the infrastructure management is a list of subjects and their individual 
measurement requirements. The output is the information about the subjects, their 
positions and probability-ordered list of status. Accordingly to this task, the 
subjects are identified in the range of operation of embedded sensors (i.e. indoor), 
the sensors are activated with respect to actual information requirement and the 
network topology is set respectively.  

The local area network of a premise supports multiple permanent nodes 
resposable for communication with embedded sensors and temporary nodes being 
gateways to personal servers of subjects' wearable networks. The detection of an  
indoor subject results in appending the wearable server to the infrastructure of 
embedded sensor network as a single node of given measurement features (fig. 2). 

 

Fig. 2 Sensor types and network infrastructure 

Regardless the position of the subject is indoor or outdoor, the data from 
wearable sensors are interpreted by the wearable server. This facilitates the 
identification of sensors in multiple subjects, unifies the communication rules of the 
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wearable network and maintains data integrity when the subject moves outdoor 
[Smoleń et al. 2011]. The use of intelligent sensors and on-site data processing, 
significantly reduces the required network throughput, however occasional access to 
the raw data (e.g. ECG or video stream) may significantly raise the data flow. 

Depending on the particular setup, data from different sensors can be correlated 
or redundant. Cross-matching of these data makes an opportunity for substitution 
of sensors, automatic data validation or common labeling of subjects. Since 
wearable sensor data are rather specific for the subject, while embedded sensors 
data are in general specific for the premise, the rules of interpreting the data 
representing a common event were defined as follows: 

• The synchronicity of subjects' motion or sounds means the identity of subjects.  
• Simultaneity of a signal from operating a sensorized appliance and correspond-

ing visual information reveals the identity of acting subject. 
• The correlation of motion data from wearable sensors and visual sensors helps 

to label the visible object by the subject's identifier and helps to predict the  
reliability of motion estimate when the subject is outdoor. 

At the end of processing, the data from each subject are supplemented by  
information on subject's localization and interactions. Time series of such 
information structures for a particular subject are known as behavioral record.   

2.3 Classification of Human Actions 

The behavioral record provided by the surveillance infrastructure in result of 
consecutive measurements of selected vital parameters and interactions is a 
multimodal timeline log of subject's status. Classification of human actions as 
regular or possibly dangerous events requires referencing of current measurement 
to two databases: 

• Premise-related database describing the purpose and topological connections 
between pieces in subject's premise [Ślusarczyk and Augustyniak 2010].  

• Subject-related database describing usual behavioral patterns and their variants 
for each part of the day [Augustyniak et al. 2010]. 

The behavioral pattern is a statistically processed section of behavioral record 
including: probability-ordered list of current status, average and standard deviation 
values of expected duration, probability-ordered list of subsequent status and  
optional pointers to detailed subject-related sensor data. 

For preserving the specificity of subjects’ actions, respective patterns are 
entered to the system database as examples recorded by the same system that is 
used for surveillance. Since recording of dangerous or critical patterns from the 
subject is not feasible, we record patterns of safe behavior available in almost all 
records of everyday life. The behavior classification module runs either in setup, 
learning and discrimination modes (fig. 3):  
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• In the setup mode, the human supervisor defines the premise-specific permis-
sion list, redundant sensors and sensors overlapping areas.  

• In the learning mode the system records the subject's behavior and calculates 
statistics of behavioral patterns. In case the permission list or subject-related 
limits are exceeded, or in case the subject presses the button, detailed data from 
selected sensors are recorded for future review.  

• In the discrimination mode the system records the subject's behavior, calculates 
statistics of behavioral patterns and performs programmed actions. For all 
events classified as ‘suspicious’ the detailed data from selected sensors are  
recorded. 

The recorded detailed data are screened during the individual interview 
regularly appointed by the supervisor with the subject. The interview is an 
opportunity to manually adjust the system response to the individual needs.  

 

Fig. 3 Block diagram of the life cycle of the assisted living system 

3 Implementation and Test Conditions 

Basic tests of a prototype implementation of the assisted living system were 
focused on revealing possible problems with data transmission and 
synchronization, with management of dynamic infrastructure of the network and 
with the AI-based learning of subjects' behavior. 

3.1 Implementation Details 

The prototype wearable set of sensors consisted of two channels ECG, 
accelerometer, GPS and smartphone-based wearable server. The wearable network 
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was supervised by a wearable server (LG-760 with Android OS) over a Bluetooth-
based (IEEE 802.15.1 ver. 2.0, 2.1 Mbps, class II, 2.5 mW) piconet using a 
RFcomm-based protocol. The two channels ECG front-end (8 kbps) and three 
axes accelerometers (4.8 kbps) were nodes of the wearable network, while a GPS 
receiver and patient's button functionality were provided by the smartphone. The 
wearable server was connected as a client to the main network with the use of two 
alternative gateways: WiFi-based broadband (for indoor subjects) and 
GSM/GPRS-based (900MHz, device class 10 with up to four downlink slots and 
up to two uplink slots). The wearable server is running a circular data buffer 
compensating for up to 25 min of wireless data carier absence, dedicated 
procedures for limited-range processing of the ECG, for determination of the heart 
rate and quantitative motion parameters.  

We also simulated the human living environment supervised by a set of 
embedded sensors consisting of: two cameras, a microphone matrix and two 
potentiometer-based sensors (water tap and electric kettle). Each intelligent 
camera was simulated by a regular camera connected to a dedicated PC for the 
reason of faster adjustment of image data processing routines. Each device runs a 
custom-programmed real time application based on the optical flow method and 
calculates centers, edges, size and shape variations of objects. For the reason of 
huge information volume in the test mode, the prototype intelligent cameras were 
connected to the AP with Ethernet cables. The microphone matrix was mounted in 
the bedroom and also connected to a dedicated PC for detection of snoring and fall 
sounds. 

The embedded sensors were connected to a Ethernet-based network and WiFi 
(IEEE 802.11b, 2.4 GHz, 11 Mbps). The network was supervised by a SUSE 
Linux-based PC with a static IP, running also the infrastructure and the decision 
making software. The management and the AI parts were custom-programmed in 
C++, while the database and network parts were based on PHP and MySQL  
technologies. 

3.2 Testing Conditions 

A two piece apartment was arranged in the laboratory consisting of: 

• A 'bedroom' with a sofa bed, a camera (with infrared lighting) and microphones 
(this setup was also used for sleep studies [Smoleń et al. 2010]). 

• A 'kitchen' with two sensorized appliances (tap and electric kettle), and a  
camera. 

This arrangement was attributed with specific set of rules: for example no lying 
was allowed out of the bed, the kettle could be removed from the stand for no 
longer than 1 minute, the tap could remain opened only when the subject is close 
to it etc. 

Four young volunteers tested the prototype system by performing actions as:  
lying, getting up, sitting, walking and working, organized in sessions accordingly 
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to 17 schedules differing by state order and duration. Each session lasted for ca. 20 
minutes and aimed to simulate an excerpt of everyday life. Some schedules con-
tained events violating the permission list of the apartment, a subset of schedules 
included also outdoor activities as walk, short run and rest. Behavioral records 
were collected continuously, the system was expected to recognize the subject’s 
status and - with respect to its temporal changes - to classify each behavioral pat-
tern into one of four possible categories: {normal, suspicious, dangerous, critical}. 

4 Results of Tests 

The subject's status detection was performed with the accuracy ranging from 
89.1 % (for outdoor working) to 96.8 % (for outdoor walking) - in both cases 
detection was based on accelerometers. 

The WiFi-based data transfer was made with no measurable delay, whereas the 
GPRS-based connection delay ranged from 3.1 to 17.1 s (worst case) 
[Augustyniak 2010]. The success ratio for the gateway switching was 93 % for 
switching from GPRS to WiFi, and only 73 % in the opposite direction. In 
conditions of our experiment the subject kept losing the long-range carrier at the 
entrance to the building, and needed 55-75 s until he or she reached a WiFi-
enabled premise. 

The identification of body position based solely on visual methods using 
Manhattan metric ranged from 9.6% (for bending pose) to 97.6% [Mikrut et al. 
2012]. Identification of subjects based on a correlation of data from different 
recording modes was found reliable: the average value of motion signal 
correlation from the same subject was 91 % and only 68 % from two different 
subjects. In all cases the highest correlation was achieved between the data from 
the same subject. 

5 Conclusions 

This paper proposes general rules of design of open-architecture systems for 
health- and behavior-based surveillance of human. The system was prototyped and 
tested in one-to-one network cooperation model, but after slight modification may 
also be useful for surveillance of several people in various environments.  

The presented system may easily be adapted by the software to meet particular 
needs of a supervised individual, nevertheless it addresses a wide range of 
population. The scale effect raises opportunities for commercialization and due to 
the use of state-of-the-art technology, the presented architecture for assisted living 
is a cost-effective, evidence-based and reliable alternative for direct care provided  
everyday by nurses or volunteers in hospitals, hospices and nursing homes. 

Presented generalized design rules for assisted living systems take in 
consideration multiple personalized wearable and residential parts, conditionally 
cooperating in the surveillance of subjects. The system supports the transfer of 
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wide range of human description data in variable connectivity conditions. As 
verified by the design of prototype system, the design rules are complete and 
consistent. 

In the near future the prototype system will be tested as an alerting tool for 
assistants of welfare aid providing care to the ill or elderly. This stage of 
territorially limited pilot implementation is planned to highlight any social and 
organizational problems with the monitoring and to demonstrate its potential for 
improving the quality of life of an ageing society.  
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 Abstract. The increasing cost of senior healthcare represents a serious challenge 
to most developed countries. Telehealth has been widely promoted as a technol-
ogy to make healthcare more effective and affordable, however, current telehealth 
systems suffer from vendor lock-in and high cost, and are designed for managing 
chronic diseases rather than preventing them. We propose a novel framework for 
telehealth systems aimed at overcoming these shortcomings through principles 
such as extensibility, accessibility, social support and motivational feedback. The 
framework was employed to develop a patient-centric telehealth system, Health-
care4Life, which was evaluated in a user study to draw conclusions about the fea-
sibility and acceptance of such a system by seniors. The results indicate that  
seniors are capable and motivated to use a web-based telehealth system if it pro-
vides suitable health applications. Furthermore, the results suggest that such a sys-
tem has the potential to affect seniors’ attitude towards their own health positively. 

1 Introduction 

In many developed countries healthcare systems are struggling with an increasing 
number of seniors, more chronic diseases affecting them, a declining potential 
support ratio, mounting senior healthcare costs, and a shortage of health 
professionals. The three main emerging public health issues are: providing access 
to affordable healthcare, solving chronic health problems and preventing diseases 
[Edelman 2009]. One promising approach to address these issues is to empower 
health consumers to better manage and monitor their health [Hibbard and 
Cunningham 2008]. If patients play an active role in preventing diseases instead of 
being passive recipients of treatments after getting sick, they are more able to take 
control of their health.  

Home-based healthcare applications such as telehealth can enable users to track 
their health status and to actively participate in treatment regimens and preventive 
strategies. Telehealth can be defined as [HRSA 2013]: “the use of electronic 
information and telecommunications technologies to support long-distance clinical 



168 J.S. Dhillon, B.C. Wünsche, and C. Lutteroth 

healthcare, patient and professional health-related education, public health, and 
health administration.” From the definition it is clear that telehealth is about 
receiving care from a distance. Research suggests that seniors generally prefer to age 
independently in their own homes rather than moving to an institutional care setting 
[Botsis et al. 2008]. Telehealth meets this preference and could therefore be a viable 
approach for helping seniors to take charge of their health. However, in order to be 
successful, telehealth systems need to be widely available, affordable and extendable. 
Most importantly, their design should reflect the needs of the “patients”, rather than 
those of clinicians. 

Internet-based solutions are capable of reaching a wider section of the senior 
population at a low cost, with promising interventions that could affect desired 
lifestyle changes. Seniors are often said to experience anxiety and usability issues 
when dealing with technology, but the current trend is changing this. The number 
of seniors going online is increasing steadily. Recent Internet demographics 
suggest that more than half (53%) of U.S. seniors are online today [Zickuhr and 
Madden 2012]. The continued growth in the number of seniors going online 
indicates an increased utilisation of web-based resources, thereby providing 
opportunities to address the shortcomings of current telehealth systems by making 
them more accessible, add social aspects and stimulate integration of third-party 
applications. Therefore, we choose an approach that leverages the Web as a 
medium to deliver healthcare services to seniors.  

The principle aim of the study presented here is to develop and test new 
concepts to address the shortcomings of current telehealth systems and Web 2.0 
health applications. The intention is to contribute to a novel design for web-based 
telehealth systems that is closely aligned with consumers' preferences, i.e. 
telehealth from the perspective of the senior consumer. We propose a framework 
for an accessible patient-centric telehealth system with social aspects, develop a 
prototype implementing key concepts, and explore these concepts using the 
prototype. A patient-centric approach was employed in developing the prototype 
by working closely with seniors from the outset. Several user studies were 
conducted with representatives of this target user population.   

First, we describe the shortcomings of current health informatics applications, 
building an understanding of the extent they fulfill the healthcare needs of users. 
Based on this we propose a novel framework for web-based, patient-centric, 
affordable and extendable telehealth systems and describe the key design 
decisions that were applied to create the Healthcare4Life (HC4L) system 
prototype. Our implementation uses OpenSocial and Drupal to provide social 
networking functionalities and a Facebook-like plug-in architecture for third-party 
content [Dhillon et al. 2012]. A six-week user study indicates that seniors 
welcome the opportunity to become more proactive in managing their health, and 
that a system such as HC4L can empower users by giving them more control over 
managing their health.  

Section 2 describes requirements and motivates our work by summarising the 
shortfalls of current consumer health informatics applications. Section 3 presents 
the proposed framework for the design of patient-centric telehealth systems.  
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Section 4 describes the evaluation of the HC4L prototype, and Section 5 
concludes the paper with a summary of our contributions and future work.  

2 Establishing Requirements 

This section first provides an overview of current consumer health informatics 
applications to motivate the development of a novel web-based telehealth system. 
Then, we describe a small-scale interview study conducted to identify the user  
interface and functional requirements of a web-based telehealth system.  

2.1 Consumer Health Informatics Applications 

In recent years an increasing number of healthcare applications has been developed, 
including consumer health informatics applications designed to interact directly with 
consumers, with or without the presence of healthcare professionals. In our previous 
work [Singh et al. 2010], we evaluated common consumer health informatics 
applications (i.e. telehealth systems, health record management systems, Web 2.0 
health applications, serious games and exertainment applications) from the patient’s 
perspective and discussed their strengths and weaknesses for healthcare. Our 
analysis identifies a number of shortcomings constraining widespread use and health 
outcomes, as summarised below.  

Commercial telehealth applications and most health record management sys-
tems are centred on clinical users, health service providers and vendors’ interest of 
generating a continuous revenue stream. Generally such applications perform well 
in collecting, analysing and monitoring health data, but there is little support for 
patients to change their lifestyle positively. Most of these applications are expen-
sive and suffer from vendor lock-in, making it difficult to add new content. They 
usually do not fit into the regular activities of a user, making them disruptive. 
Most telehealth applications are designed for monitoring and treating patients with 
chronic diseases, but do little to prevent them.  

Health information websites offer an impressive range of information, but it 
can be difficult to assess its reliability, meaning and implications. Web-based dis-
cussion and support groups can provide a more personal experience and add a so-
cial factor that can help patients with coping and commencing positive lifestyle 
changes. Web 2.0 health applications and services (also known as Health 2.0) are 
rapidly gaining attention from patients and professionals as they extend traditional 
healthcare delivery models, facilitate patient self-care and provide social support. 
However, most of these applications are fairly costly, limited in their functionality, 
and target younger health consumers [Dhillon et al. 2011a].  

Serious games and exertainment applications are arguably the most patient-
centric consumer health informatics applications. However, evaluations of their 
effectiveness report mixed results, especially for long-term use. One of the main 
problems is their limited content, which means applications can become repetitive 
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and boring, so that lifestyle changes are only temporary [Owens et al. 2011]. In 
most cases content is controlled by a single vendor and must be purchased. Fur-
thermore, monitoring data is not shared between different games, so that a conti-
nuous recording of health parameters and activities is not possible.  

In order to promote a more widespread use of health informatics applications 
and achieve better health outcomes, applications need to offer a wide range of 
content and functionalities, there needs to be a quality control of content, and dif-
ferent applications must be integrated to deliver a more complete picture of health 
over time. Furthermore, application should be low-cost (preferably free), easy-to-
use, concentrate on the prevention of diseases, and provide motivation and  
support. The latter suggests the incorporation of social networking features. Such 
features can also help to reduce loneliness, which has been shown to result in  
serious health problems [Miller 2011]. 

2.2 Interview Study 

In order to identify requirements for a more accessible patient-centric telehealth 
system, we performed an interview study with eight potential senior users [Dhillon 
et al. 2011b]. The study was designed as a qualitative inquiry focusing on seniors’ 
perceptions and preferences. First, a semi-structured interview was conducted. 
Then, a paper-based prototype of HC4L and screenshots of different existing 
health informatics applications were presented for evaluation. 

The results suggest that the Internet is a suitable platform for the delivery of  
telehealth applications. In the interviews, the participants suggested several appli-
cations such as exercises for different health problems, diet control, and simple 
network games. They generally favoured user interfaces with a simple layout such 
as a single horizontal menu at the top, making it easy to identify and choose key 
functionalities. Buttons with suitable icons or text were preferred over hyperlinks. 
The results indicate that social support through Facebook-like features can be use-
ful in a community of like-minded users. Social interactions may help users to  
reduce loneliness, motivate each other, and share experiences. 

3 Conceptual Framework 

In this section, we describe a novel conceptual framework and key design 
principles to aid development of patient-centric telehealth systems. The 
framework presents the big picture (i.e. the overall vision including possible future 
work) for overcoming the challenges of existing consumer health informatics 
applications in empowering health consumers to take charge of their healthcare. 

3.1 Framework 

Based on the above requirements we developed a framework to aid development of 
patient-centric telehealth systems, illustrated in Fig. 1, which is accessible,  
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extendable by third parties, contains social aspects, encourages cognitive 
engagement, and aims to put the user in control [Singh et al. 2010]. The framework 
has an open Facebook-like architecture enabling third-party developers to contribute 
new content and functionalities. Examples are applications for monitoring, health 
information, mental fitness and education. Physical fitness and rehabilitation  
can be supported by adding applications using consumer-level sensing devices 
[Dhillon et al. 2011a]. Accessibility is facilitated by making the system web-based, 
so that it can be accessed on desktop computers, tablets and mobile phones. In order 
to assess the quality of content we propose to employ a ranking system displaying 
user satisfaction and popularity of each service. The ranking system should contain 
separate scores from patients and registered clinical/academic users.  

In order to share data between different applications, unifying data elements must 
be introduced that relate different types of data. This can be achieved by using a trip-
lestore database: data entities are composed of subject-predicate-object triples, 
where the predicate represents the unifying element. For example, different exercise 
games might use different measures to record users’ physical activities, which could 
be unified using a “calories burned” or “perceived-level-of exertion” scale [Borg 
1982] similar to those used in gym equipment. The unified data can then be used by 
monitoring applications to enable users to design activity plans and track progress.  

While commercial telehealth systems put an emphasis on clinical networks, we 
utilise social networks to help users get in touch with their family, make new 
friends, and discuss medical complaints with peers and support groups. The aim is 
to improve emotional health, which is essential for the overall wellbeing. Social 
networks can also help with motivation, e.g., through family support or compet-
ing/exercising together via a video link or in a virtual environment.  

 

 

Fig. 1 Conceptual framework for HC4L [Singh et al. 2010] 
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3.2 Key Design Principles 

The above analysis of consumer health informatics applications and the interview 
study resulted in the following key design principles (ordered by importance):  

• Open and extensible: The system should offer a wide variety of health-related 
applications that cater for the various needs and preferences of patients. If the 
available content is too limited, it will become repetitive and boring for users 
and result only in short-term lifestyle changes. The system should be “open”, 
so that third parties can contribute and adopters can avoid vendor lock-in.  

• Accessible and affordable: The system must be accessible with a common 
web browser on different devices, at low cost or free of charge.  

• Social and emotional support: The system should foster a caring community, 
enabling users to provide and obtain social support to and from other users. So-
cial features should be incorporated to reduce loneliness, e.g., help users to be-
come acquainted with other users, to perform health-related activities together 
(e.g., playing a memory game), and to motivate each other.  

• Feedback and motivation: The system should provide users with feedback on 
their health progress and motivate them to become more proactive, e.g., make 
positive lifestyle changes. Visual feedback via easy-to-understand graphs and 
charts is particularly important for users with limited health literacy.  

• Privacy control: User privacy must be maintained and users must have control 
over their personal data. Sensitive data such as those relating to symptoms,  
diagnoses and treatments should not be disclosed without explicit consent. 

• Personalised user interface: Users should be able to customise the system 
with applications tailored towards their personal needs. Applications should be 
easy to add and remove. Sufficient information about available applications 
should be provided to enable users to select desired functionalities.   

• Simple navigation structure and clear instructions: The system should pro-
vide a simple navigation structure to avoid confusion and frustration. For ex-
ample, the system should allow users to complete health related tasks such as 
tracking their weight using a linear sequence of simple steps.  

4 Evaluation 

We evaluated the usability, acceptance and feasibility of the most important 
framework concepts in a user study involving 43 seniors (16 male, 27 female) 
aged 60 to 85. In the following, we describe the methodology used in the 
evaluation and present and discuss the results.  

4.1 Methodology 

For the study, a prototypical implementation of the framework, Healthcare for Life 
(HC4L), was created, based on the key design principles laid out in Section 3.2.  
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It was implemented using OpenSocial and Drupal. OpenSocial was preferred over 
Facebook and other single-platform APIs because it does not constrain developers 
with vendor restrictions and usage policies [Dhillon et al. 2012]. Developers have 
full control over their system and the freedom to integrate it with other 
OpenSocial containers. The Drupal CMS was leveraged for content management 
because of its support for OpenSocial.   

HC4L supports both application users and application developers. Both groups 
are presented with distinctive functionalities based on their role in the system. 
System developers can add applications to HC4L, so that they become accessible to  
users via an application directory. Patients are provided with the following 
functionalities (see centre of Fig. 2): Activities to motivate friends with positive 
comments and to share their status; Health Apps to access applications added by 
developers; Profile to create a basic online health profile to enable others to locate 
them in the system; Mail to send mails to other users that are listed as “friends”; 
Friends to access the profile pages of “friends”, find and add new friends, and invite 
others to join HC4L; and Settings to make changes to general system settings such 
as privacy settings. 

The following applications were created and made accessible via HC4L (see Fig. 
2). A Weight Tracker allows users to enter their current weight at any time and track 
their weight over time using a configurable graph visualisation. A multiplayer 
Memory Game fosters interaction between users, allowing them to practice their 
memory together (in collaboration or as a competition) in a “Matching Pairs” game 
with a configurable level of difficulty. An Exercise Tracker allows users to track 
their physical activity over time by entering the time spent on different activities 
(e.g. walking, housework and swimming), measuring the total physical activity in 
terms of energy expenditure (i.e., calories burned). A Vitals Tracker allows users to 
enter vital sign measurements (systolic/diastolic blood pressure, resting heart rate 
and blood glucose) using a simple tabular interface, and track them over time using 
a configurable graph visualisation. The Calorie Calculator is an existing diet 
tracking application from LabPixies.com. Most of the tracking applications give 
visual feedback about the normal range of health parameters.     

Participants were invited to use HC4L over a six-week period. They were asked 
to complete three questionnaires at different stages of the study: at the start of the 
study (initial questionnaire), at the end of the third week (interim questionnaire), 
and at the end of the sixth week (final questionnaire). Furthermore, a short 
interview was conducted with four selected participants at the end of the study to 
gain further insights into their experiences with and perceptions of HC4L. 

The questionnaires incorporated existing established scales: the Multidimensional 
Health Locus of Control (MHLC) [Wallston et al. 1978], the Intrinsic  
Motivation Inventory (IMI) [Ryan 1982], and the System Usability Scale (SUS) 
[Bangor 2009]. MHLC was used to investigate whether HC4L can positively affect 
the users’ attitude towards managing their health. IMI was used to evaluate users’ 
subjective experience, i.e., their intrinsic motivation, in their interaction with HC4L. 
SUS was used to assess the overall usability of the system. In order to keep the  
questionnaires simple for seniors, shortened forms of these scales were used,  
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Fig. 2 Screenshots of health support applications embedded in HC4L 

which were known to be equally effective. In order to identify usability issues and 
evaluate the usefulness of the different functionalities, we used additional, system-
specific questions with responses rated on a 6-point Likert-scale.  

4.2 Results and Discussion 

The majority of the participants were active computer users (88%) using a 
computer almost every day. Less than half of them (44%) used social networking  
websites such as Facebook. Less than one third used self-care tools, e.g., blood 
pressure cuffs, glucometers or health websites.  

Fig. 3 depicts the popularity of the various functionalities of HC4L over the 
trial period. The health applications were most popular among the participants 
(35% of all activities performed). This demonstrates the importance of having a 
plug-in feature for increasing the amount of available content. The Facebook-like 
comment page termed “Activities” was the second-most commonly used feature 
(22%), followed by the “Friends” page (17%). This indicates that users are 
interested in sharing experiences and making social connections. Among the 
applications, the Vital Tracker was most frequently used (29%), followed by the 
Exercise Tracker (28%), and the Weight Tracker (22%). The Calorie Calculator 
was least frequently used (8%) because of its comparably complex user interface, 
the time required to enter data, and because many food items were not relevant for 
a New Zealand context. This observation emphasizes the need for customising 
applications according to the users’ location, culture and language.  
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Fig. 3 Participants’ activities in HC4L 

Table 1 reports the mean score changes for those participants who completed 
both initial and interim MHLC questionnaires. Score changes for each MHLC 
subscale were calculated by subtracting baseline scores from follow-up scores. 
Paired t-tests were used to compare the MHLC mean scores. The findings show that 
there were some improvements on all the three subscales, although statistically not 
significant. There was a noticeable difference in the responses for “Powerful 
Others”, which contained three statements to assess whether participants  
believed their health is controlled by others, e.g. health professionals. The responses 
to one of the statements, Health professionals control my health, showed a 
significant difference (t=2.343, p=0.03), indicating that users obtained a better 
understanding of their health and how it is affected by their own decisions. Although 
the results were overall not significant, they suggest that HC4L can affect its users 
positively. With a richer and more mature implementation, a larger sample and a 
longer study, we would expect stronger and more significant effects.  

Table 1 Change in responses to the MHLC subscales within a three-week period (n = 23) 

Subscale Mean Change Change SD Change Range t p 

Internal .04 1.04 -4 to 2 -0.44 0.66 

Powerful Others -.29 1.27 -10 to 6 1.21  0.24 

Chance -.10 1.23 -6 to 5 0.51  0.61 

 
Table 2 presents the mean values and standard deviations of five pre-selected 

subscales of the IMI (range 1 to 7), measured after week 3. It also illustrates the 
scores of two different senior age groups. Except for the “pressure/tension” scale, 
the results show mid scores in the range 4.11 to 4.40. The results suggest that the 
participants were fairly interested in the system, felt adequately competent, made a 
reasonable effort in using the system, and felt that the system has some value or 
utility for them. The “pressure/tension” subscale obtained a low score indicating 
that the participants did not experience stress while using the system. There were 
notable differences between age groups for “perceived competence” and “value / 
usefulness”. Seniors aged 60-69 considered themselves more competent and found 
the system more valuable than older seniors, suggesting higher computer literacy. 
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Table 2 IMI results from 1 (strongly disagree) to 7 (strongly agree), mean ± std. deviation 

Subscale  All (n = 24) Age 60-69 (n = 12) Age 70-85 (n = 12) 

Interest/Enjoyment 4.40 ± 1.68 4.42 ± 1.73 4.39 ± 1.70 

Perceived Competence 4.39 ± 1.78 4.89 ± 1.52 3.89 ± 1.94 

Effort/Importance 4.11 ± 1.58 4.11 ± 1.57 4.11 ± 1.56 

Pressure/Tension 2.61 ± 1.56 2.67 ± 1.45 2.56 ± 1.69 

Value/Usefulness 4.25 ± 1.81 4.53 ± 1.83 3.97 ± 1.75 

 
At the end of week 3, 24 participants rated the usability of the system on the 

SUS scale, with scores ranging from 35 to 100, a median of 65 and an average of 
68.33. Only two responses were below 50. The adjective rating of the mean SUS 
score is “OK”, which indicates HC4L is an acceptable system [Bangor 2009].  
Participants’ open-ended responses were useful in gaining insight into their  
perceptions of HC4L. Table 3 lists the most frequent responses.  

Table 3 Most common positive and negative comments about HC4L (n=24) 

Positive Responses Frequency 

I like the idea of it. 26% 

It is easy to use. 23% 

The health applications are a great help to keep track of one’s health.  16% 

Negative Responses  

Sorting out calories values for foods seems a lot of trouble (Calorie Calculator). 21% 

I am not so keen on the social Facebook-like aspects of the system. 18% 

The range of available applications is limited.  15% 

In the final questionnaire 13 participants stated that HC4L encourages them to 
be better aware of their health (80% agreement), that the charts/graphs help to 
better understand health progress (80% agreement), and that the health 
applications reduce the need to use different websites for managing health (72% 
agreement). 65% agreed that HC4L has the potential to positively impact their life, 
and 56% found that HC4L’s applications simplify cumbersome health monitoring 
tasks.  

However, only 33% agreed that the social features motivated them to use the 
system, and only 31% agreed that the involvement of friends helped them to better 
manage their health. Four participants of the study expressed disappointment that 
their friend requests were not responded to. Most of the participants were not 
comfortable accepting strangers as “friends” in HC4L. A typical comment was: “I 
would not share my medical details with someone I don’t know”. One participant 
elaborated on this: “I find the use of the word ’friends’ for people I don’t know 
and will never meet very inappropriate and off-putting. Also it’s really important 
to learn more about the people in your circle so that you care enough about them 
and their goals to be able to offer support.”  
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5 Conclusions and Future Work 

We presented a framework for web-based telehealth systems targeted at seniors 
that are extendable, accessible and include social networking functionality. The 
framework was used to implement a prototype system, HC4L, which was 
evaluated in a study involving 43 seniors. The results indicate that most seniors 
are motivated to use such a system if sufficient and adequate health applications 
are provided. Furthermore, the results suggest that web-based telehealth systems 
have the potential to change the attitude of seniors towards their own health 
positively. 

As a future work, systems such as HC4L should be evaluated with a wider and 
more mature range of health applications, which should ideally be designed in col-
laboration with health professionals. Furthermore, the long-term effects of such 
systems need to be explored in a long-term study with a larger sample of seniors. 
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Abstract. Obstructive sleep apnea (OSA) is a condition of cyclic, periodic ob-
struction (stenosis) of the upper respiratory tract. OSA could be associated with 
serious cardiovascular problems, such as hypertension, arrhythmias, hearth failure 
or peripheral vascular disease. Understanding the way of connection between 
OSA and cardiovascular diseases is important to choose proper treatment strategy. 
In this paper, we present a method for integrated measurements of biosignals for 
automatic OSA detection. The proposed method was implemented using a porta-
ble device with the application of the Support Vector Machine (SVM) classifier. 
The specific objective of this work is to analyze the minimum set of features for 
the ECG signal that could produce acceptable classification results. Those features 
can be further expanded using other biosignals, measured by the portable SleAp 
device. Additionally, the influence of the body movements and positions on mea-
surement results with SleAp system are presented. The proposed system could 
help to determine the influence of OSA on the state of the cardiovascular system. 

1 Introduction 

Obstructive sleep apnea is a ventilation disorder characterized by repetitive pauses 
in breathing during sleep, despite the effort to breath, caused by obstruction of the 
upper respiratory tract. The airflow could be either reduced (hypopnea), or 
completely stopped (apnea).  Recent studies have shown that OSA could affect 
approximately 3 to 7 % for adult men and 2 to 5 % for adult women in the general 
population [Punjabi, 2008].  

Patients with sleep disorders, especially OSA, are exposed on intermittent hy-
poxemia and increased CO2 level, which could change the response of the organ-
ism to sleep. Repetitive cardiovascular stressors, experienced by patients with 
OSA every night over the years, might be the reason of development of chronic 
cardiovascular diseases [Shahar et al. 2001]. However this mechanism has not 
been explained yet. 

Currently the syndrome is diagnosed on the basis of a detailed medical history 
and polysomnographic examination [Jaimchariyatam et al 2013]. First of all, the 
possible symptoms (e.g. day-time sleepiness, snoring) and risk factors (e.g. obesi-
ty, abuse of alcohol) are described. In case of clinically significant suspicion of 
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disease a polysomnography is conducted. It is an all-night examination during 
which a set of biosignals is recorded, e.g. electrical activity of the heart (ECG), 
blood oxygen saturation (SpO2), air flow and many other. The examination can be 
performed only in sleep disorders clinics, under the supervision of medical staff. 
The collected data are analyzed by the trained technicians, using specialized soft-
ware. Because of those requirements polysomnography is an expensive and a non-
widely utilized examination.  

Different methods have been proposed for alternative, automatic diagnosis of 
OSA, such as analysis of heart rate variability using wavelet transformation 
[Shrader et al. 2000], or based on analysis of snoring associated sounds [Silva et 
al. 2012]. Those solutions allow for preliminary classification of the patients, 
which could help to reduce cost and make examination available for more pa-
tients. However, it is still necessary to conduct traditional polysomnography, after 
preliminary classification, to confirm the diagnosis.  

In this paper, we present a method for integrated measurements of biosignals for 
automatic OSA detection. The specific objective of this work is to analyze the min-
imum set of features for the ECG signal that could produce acceptable classification 
results. Those features can be further expanded using other biosignals, measured by 
the portable SleAp device. Additionally, the influence of the body movements and 
positions on measurement results with SleAp system are presented.   

2 Methods and Materials 

The portable system was designed to perform integrated measurements of data for 
needs of OSA detection. The multisensory recording device measures snoring 
sounds, larynx vibrations, respiration parameters, and ECG. In this paper, the 
influence of ECG on OSA detection is mainly investigated. 

Data analysis was performed using ECG signals collected in the Physionet da-
tabase [Physionet 2013]. Those well described signals were used to propose and to 
validate a vector of features for the classification process. The final results can be 
used as a ECG-based, OSA detection subsystem in the developed multisensory 
SleAp device.  

2.1 SleAp – The Developed Recording Device 

A simplified block diagram of measurement system consists of three main units: a 
power section, a logic circuit, and set of sensors (Fig. 1). The power section 
contains three highly efficient DC/DC converters and charging process controller 
for lithium-polymer and lithium-ion batteries. The logic circuit consists of a 16-bit 
microcontroller, a Bluetooth module, and a microSD memory card. The most 
important, from a measurement point of view, is the sensor section. It consists of 
an integrated circuit for multichannel ECG measurement with built in impedance 
measurement circuit. Microphone and 3-axis digital accelerometer also belong to 
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this section. We decided to measure a set of biosignals during the night, such as 
three channel ECG, respiration, snoring sounds and larynx vibrations. Recorded 
data are stored on a microSD memory card and could be analyzed on an external 
computer. The device requires four electrodes to be attached on the patient’s chest 
and an additional sensor, containing the microphone and the accelerometer, to be 
placed close to the larynx.  

 

Fig. 1 A simplified block diagram of the developed device 

Localizations of the electrodes and the sensor are shown in the Fig. 2. Typical 
electrode matrix allows for recording of three ECG leads (equivalent to Einthoven 
system). The same set of electrodes was used to measure impedance of the thorax 
using a two-electrode technique. The same electrodes were also used for 
delivering to the thorax an alternating current and for measuring of a resulting 
voltage.  

 

Fig. 2 Configuration of the electrodes’ matrix and the localization of the sensor (RA- right 
arm electrode, LA- left arm electrode, LL- left leg electrode, DRL- driven right leg elec-
trode SENSOR- microphone and accelerometer) 

The ECG and the respiratory signals were sampled 250 times per second 
(250 Hz) using a 24 – bit analog to digital converter (ADC). The larynx vibrations 
were sampled at the same rate (250 Hz) however, using a 10 – bit converter. The 
acoustic signal (e.g. snoring sounds) was sampled at 1 kHz frequency with 10-bit 
ADC converter. 
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2.2 A Database of Signals  

In development phase of the classification algorithm the apnea-ECG database has 
been used [Penzel et al. 2000]. It contains 35 all-night single channel ECG 
recordings. Half of them have apnea annotations for every minute of recording. 
The subjects of these recordings were patients between 27 and 60 years old, with 
weights between 53 and 153 kg. Twenty of them were diagnosed as severe OSA 
patients, five as mild OSA patients, and ten of them as normal (without OSA).  

Additionally, the database was expanded to include data obtained from noctur-
nal examination of three subjects using the SleAp device. It allowed, due to re-
cording of additional signals, calculation of additional parameters describing the 
respiration process. A thoracic impedance variation was examined in the same 
conditions as the ECG signals. The examined subjects, beside standard nocturnal 
examinations, were asked to simulate possible situations during the sleep. 

2.3 Feature Extraction and the Classification Process 

After data partitioning into 60-second blocks, a set of parameters was calculated 
for each block. First step was the detection of R waves, using algorithm proposed 
in [Pan and Tompkins 1985]. Next, Q and S waves were detected. They were 
defined as local minimum of the signal before and after R wave respectively. 
Based on this information, R-R interval and QRS complex duration were 
calculated. Our goal was to make this parameter independent of patient position 
changes during sleep. Finally, for each minute of the ECG signal, we have 
calculated the following parameters: 

• Mean value of RR intervals, 
• Median of RR intervals, 
• Standard deviation of RR intervals, 
• Inter quartile range of RR intervals, 
• Mean value of QRS complex duration, 
• Median of QRS complex duration, 
• Standard deviation of QRS complex duration, 
• Inter quartile range of QRS complex duration, 
• Standard deviation of R wave amplitude, 
• Inter quartile range of R wave amplitude, 
• NN50, 
• LF:HF ratio, 
• Standard deviation of respiration signal amplitudes, 
• Mean value of respiration signal amplitudes. 

NN50 was defined as number of adjacent RR intervals, which differs more than 50 
ms between each other. The LF:HF ratio – was calculated using power spectral 
density analysis of heart rate variability (HRV) and it was defined as low frequency 
(0.026 Hz to 0.06Hz) to high frequency (0.06 Hz to 0.25Hz) ratio [Otero et al. 2010]. 
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Moreover, the information gain value for each of the parameters was 
calculated. The information gain evaluates the value of a parameter, by measuring 
the information entropy change from prior state to that one assuming the value of 
this parameter as given, and could be expressed by equation [Azhagusundari 
2013]: 

( ) ( ) ( )aXHXHaXIG |, −=                                                 (1) 

where ( )aXIG ,  – stands for information gain of parameter a, ( )XH  and ( )aXH  

denote entropy of variable X and entropy of variable X conditioned by parameter 
a respectively. 

The classification process starts with sequencing the ECG signal into  
60-seconds blocks. Each block was analyzed and features were extracted. Those 
features were divided into training set (70 %) and testing set (30 %) for support 
vector machine (SVM) classifier [Cortes and Vapnik 1995]. In the presented 
study, different kernel function has been tested. We have also tested a general  
approach, and a patient-specific approach (Fig. 3).  

 

Fig. 3 Schematic diagram of the classification process 

SVM constructs a hyperplane, or a set of hyperplanes in a high-dimensional 
space to separate the input data into two different classes (in this experiment: “OSA 
detected”, “OSA not detected”). A good separation is achieved by maximizing the 
margin between hyperplane and the input data from different classes. 

If the input data are not linearly separable, it could be transformed into high-
dimensional feature space using one of the kernel functions, such as quadratic, 
polynomial or Gaussian radial basis function [Vanschoenwinkel and Manderick 
2005]. Such opportunity was also examined. 
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3 Results 

The prototype of the proposed diagnostic device has been built (Fig. 4a). It 
contains of two 4-layers printed circuit boards (PCB) and plastic housing made in 
3d printing technology. The developed device was designed as small as possible in 
order to minimize disturbance during a nocturnal examinations. The device and 
the sensor were attached to the body of the examined person using a parachute-
like system of belts (Fig. 4b). 

 

a)  b)  

Fig. 4 a) The developed SleAp device. b) An example of the connection. 

The recorded signals were dominantly of a very high quality and contained 
almost no interferences. Some examples are presented in Fig. 5. A three leads of 
electrocardiographic signals, electrical impedance of the thorax described as 
respiration, acoustic (microphone) and three components of accelerometric signal 
were measured and stored by the device SleAp. 

 

Fig. 5 An example of the recorded biosignals, acronym ACC stands for accelerometric signals 
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The most important signal changes, mainly in the ECG’s amplitude, are associated 
with movements of the body and with different positions of the body. (Fig. 6). 

      

Fig. 6 An example of the recorded biosignals containing interferences evolved by body 
movement 

Next, a body posture influence on the recorded ECG was examined. The  
signals were recorded for basic positions of a lying person (Fig. 7). 
 

 

Fig. 7 ECG signal (a selected lead) registered during the different body positions 

In each examination patient was asked to lye in different positions: supine, left 
lateral, right lateral and prone. Additionally, during this experiment the thoracic 
electrical impedance was measured and a low frequency time varying component 
recorded (Fig. 8).  
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Fig. 8 Thoracic impedance measured in different body positions 

In the following paragraph the results of classification are presented. However, in 
the presented results of the study only ECG signals recorded have been utilized. It 
was due to the fact that the number of examinations performed by means of the 
developed device was very small. Only three subjects passed a nocturnal 
examinations. Thus, a number of other than ECG signals was too small to perform 
any advanced analysis. 

 

Fig. 9 Comparison of influence on body position changes on extracted features: mean value 
and standard deviation of R (ECG) and Z (electrical impedance - respiration) amplitudes 
are shown 
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First, as it is mentioned in the previous section the vector of features was  
obtained by appropriate data processing. After the extraction process the SVM 
classifier was trained. All data were randomly divided into training and testing 
sets. This step was repeated three times, to make sure that results are independent 
of the data randomization process. Four different kernel functions were analyzed. 
The classification accuracy for each iteration, together with an average result, are 
presented in the Table 1.  

Table 1 Classification accuracy for the SVM classifier 

Kernel function Iteration 1 Iteration 2 Iteration 3 Average 

Linear 76.14 % 75.68 % 76.59 % 76.13 % 

Quadratic 93.48 % 92.05 % 91.44 % 92.32 % 

Polynomial 92.88 % 93.94 % 93.18 %  93.33 % 

RBF 94.51 % 94.15 % 94.73 % 94.46 % 

 
Next feature selection based on information gain was used to find best features. 

Less features can reduce the complexity of the system (memory, computations, 
power). (Table 2). Performance of the classifier, which utilized the limited number 
of parameters, was compared to the classifier with full set of parameters (Table 3).  

Finally, a patient specific approach has been tested. In this case, data for 
training and testing sets were obtained only from a single subject. The 
performance of this approach was tested for two cases: a patient with a mild OSA 
and a patient with a severe OSA (Table 4).  

Table 2 Information gain values 

Information gain Parameter 

0.7699 Std(R_amp) 

0.765 Std(RR) 

0.7609 LF:HF ratio 

0.7508 Std(QS) 

0.6311 Mean(QS) 

0.6087 Mean(RR) 

0.3919 Iqr(R_amp) 

0.1798 Iqr(RR) 

0.153 Median(RR) 

0.1125 NN50p 

0.1114 Iqr(QS) 

0.0642 Median(QS) 
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Table 3 Performance evaluation of SVM classifier with reduced number of parameters (the 
highest values of information gain) 

Number of parameters Linear Quadratic Polynomial RBF 

2 74.46 % 78.13 % 78.26 % 81.93 % 

4 81.52 % 87.50 % 91.17 % 91.03 % 

6 82.20 % 90.49 % 92.12 % 92.53 % 

All 82.07 % 92.12 % 92.93 % 94.16 % 

Table 4 Performance evaluation of SVM classifier using patient-specific approach 

Kernel function Iteration 1 Iteration 2 Iteration 3 Average 

Patient with mild OSA 

Linear 87.68 % 95.65 % 91.30 % 91.55 % 

Quadratic 89.13 % 91.30 % 90.58 % 90.34 % 

Polynomial 81.16 % 89.86 % 89.86 %  86.96 % 

RBF 87.68 % 87.68 % 89.13 % 88.16 % 

Patient with severe OSA 

Linear 93.44 % 86.89 % 85.25 % 88.53 % 

Quadratic 86.89 % 83.61 % 83.61 % 84.70 % 

Polynomial 86.89 % 86.89 % 86.89 %  86.89 % 

RBF 90.16 % 86.89 % 86.89 % 87.98 % 

4 Discussion and Conclusions 

Respiration, body position and other factors, e.g. sleep disorders, influence on 
cardiac electrical and mechanical activity via different phenomena and 
mechanisms [Siebert et al 1999]. Many studies on relating the cardiac activity and 
the breathing process show a few mechanisms, which connect cardiovascular and 
respiratory systems. One of them is a respiratory sinus arrhythmia (RSA) [Otero et 
al 2010]. It is a physiological, natural variability in heart rate during the 
respiratory cycle. During inhalation, the heart rate increases, and during exhalation 
decreases. Sinus arrhythmia detection in electrocardiogram (e.g. using spectral 
analysis of RR intervals) allows estimating the respiration function [Pitzalis et al. 
1998]). Heart rate is changing with successive phases of sleep and its natural 
variability may be affected by sleep disorders. Observation and analysis of RR 
intervals can be an effective way for preliminary classification of patients. 
Moreover, it is possible to estimate Apnea Hypopnea Index (AHI), by analyzing 
the ratio of low frequency to high frequency of heart rate variability, which 
corresponds to sympathetic and parasympathetic nervous system activity 
respectively. It has been proved that between AHI and LF/HF ratio exists a 
correlation. Number of adjacent RR intervals that differ more than 50 ms between 
each other are also correlated with AHI [Lado et al. 2011; Song et al. 2012]. 
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Respiratory function disorders could be also associated with QRS duration 
changes. As was mentioned before, OSA may affect up to 7% of population. 
However this number significantly increases if we limit the group of interest to  
patients with coronary artery disease, and could be as high as 70%. Such high 
prevalence suggests that OSA may be a significant stressor in the development of 
cardiovascular events. Multiple studies have shown that OSA is associated with 
changes in cardiac structure, including left ventricular hypertrophy, which can 
widen the QRS complex [Drager et al. 2007]. QRS duration is an independent 
predictor of sudden cardiac death and mortality in conditions commonly 
associated with OSA, such as hypertension and heart failure. Clinical study on 221 
participants reveals a weak, but significant and positive correlation between width 
of QRS complex and AHI. Furthermore this dependency increases with severity of 
OSA [Gupta et al. 2012]. 

Respiration process affects the conditions of ECG measurement. During the 
respiration the movement of electrodes with respect to each other, and to the heart 
could be observed. This effect generates slow amplitude changes in the 
electrocardiogram. Those changes could be extracted from the signal, and used to 
estimate respiration function. The amplitude of the R wave could be measured in 
reference to the baseline or to the QS waves [Widjaja et al. 2010]. Unfortunately, 
those approaches are exposed to errors caused by changing the body position 
during the sleep. As shown in the previous section the amplitudes of different 
ECG waves are modulated during the respiratory effort however, the depth of 
modulation depends on a position of the patient. While she/he is lying prone or 
supine, shapes of QRS complex are quite similar. Most visible difference is 
observed in amplitudes of T waves, which is not an object of this study. More 
interesting case is when the patient is lying lateral right or left. The asymmetry of 
QRS complex is clearly visible. Moreover, while lying lateral left, respiratory 
effort modulates S wave amplitude more significantly than R wave amplitude. To 
make R amplitude calculation independent of patient body position, those effects 
should be taken into consideration. Thus, we calculated the R wave amplitude in 
reference to minimum of Q and S waves amplitudes.  

Unfortunately, information on respiration activity achieved by monitoring R 
wave amplitude is obtained non-uniformly in time. It is because the QRS complex is 
associated with depolarization process of ventricles. In turn, a variability of this 
process depends on many factors and it is a non-evenly distributed in time. It is 
equivalent to non-uniform sampling (in time) of respiration activity. This leads to a 
sophisticated approximation and re-sampling procedures. Basing on this knowledge, 
a set of features has been selected. Those are the parameters, which could be 
calculated from single-lead ECG, and contain information about respiratory function 
and breathing disorders. The goal was to acquire the best possible accuracy, with 
limited number of parameters to reduce a computational cost.  

As shown in the previous section, we have obtained the best result for RBF 
kernel function in general approach. However, performance of quadratic and 
polynomial functions are almost as good as RBF. The worst result was obtained  
using linear kernel function. Slightly worse results were obtained with limited 
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number of parameters. Thus, it is possible to lower the computational cost of the 
algorithm without significant reduction of the accuracy. 

For the patient-specific approach, we got the best results for the linear kernel 
function. This leads to the conclusion that, in this case, we deal with linear problem 
in the classification process. The problem with this approach was a small set of data, 
which could be used in the training process. Database from physionet.org consists 
only of one-night recordings for each patient [Physionet 2013]. In effect, it limits the 
amount of input data. Most probable explanation of better performance of linear 
function is the presence of over fitting error for other kernel functions. Several 
papers describe sleep apnea detection using the SVM classifier. C. Varon [Varon 
2013] proposed the algorithm using 4 features as an input for SVM classifier and 
obtained 85.07% accuracy. L. Almazaydeh with co-workers [Almazaydeh et al. 
2012] described algorithm based on 10 features and resulting accuracy of 96.5%, 
however, they have limited the input data only to selected specific parts of ECG 
signals. It is also worth to mention that the best-achieved result during the contest on 
physionet.org was 92.62% accuracy [McNames et al. 2000]. This comparison 
shows, that presented algorithm has achieved a comparable or better performance 
for both general and patient-specific approach.  

The presence of OSA events is visible not only in ECG. Therefore, the 
accuracy of the detection algorithm could be possibly increased using other 
biosignals (and associated parameters). One example could be measurement of 
respiration activity using another method than ECG. Such a measurement could be 
performed using an electrical impedance method [Wtorek 2003]. Variability of the 
thoracic impedance is a result of thoracic shape and volume changes, which are 
associated with the process of breathing. In addition, there are also changes in the 
internal structure of the thorax, such as organs movement, lungs expansion, etc. 
The changes in electrical conductivity of the lungs’ tissue involved by changes in 
a volume of gas in the lungs during inhalation and exhalation processes are also 
important. The impedance measurement is carried out using a two-electrodes 
method. High-frequency current is supplied to the tissue via electrodes. The 
potential difference produced in this way is measured. Impedance is defined as the 
ratio of the measured voltage to the given current. The most significant advantage 
of thoracic impedance measurement is that the measurements are conducted 
continuously, not only at the moment of depolarization of ventricles termination. 
It is also important, that the recorded signal using this method is not strongly 
modified by changes of patient body position during the sleep. However, it is also 
susceptible to thorax deformations caused by other activity than respiration. 

The developed SleAp system consists of two interconnected housings. The 
microphone with associated electronic circuit and accelerometer are placed in 
circular housing and connected to the device using a very flexible and pliable wires 
[Rendon et al. 2007]. It protects the accelerometer from attenuating vibrations of 
higher frequency and a very small power. As a result SleAp enables recording of the 
following, in addition to ECG (3 leads), set of signals: the accelerometric, the 
acoustic, and thoracic impedance changes (reflecting mainly the respiration activity) 
[Przystup et al. 2013]. In spite of enabling acquisition of eight different signals  
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during a whole night its dimensions seems to be reasonably small. Moreover, the 
quality of the recorded signals (Fig. 5-8) is good enough to perform a reliable 
analysis. 
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Abstract. Selected methods of image processing have been applied to expert sys-
tem supporting the process of identifying medical images. Fourier transform is 
well known tool for many applications in the processing of images in many fields 
of science and technology, also in medicine. In this case the image processing 
consists in spatial frequencies analysis of Fourier transforms of medical images. 
Skin lesions are studied on the base of their images and it seems that Fourier trans-
formation is the right toll for such research. The distributions of selected colors in 
Fourier transform images are studied. 

1 Introduction 

The approach presented in the paper has been applied to knowledge base 
containing images of skin lesions. The descriptive method – ABCD formula 
[Friedman et al. 1985; Adrus et al. 2004] is well known method applied to 
routinely diagnosing melanoma. The above formula has been applied to databases 
being collections of cases describing melanoma data. The above knowledge base 
has been used for study the optimization of the ABCD formula with help of data 
mining system LERS [Grzymała-Busse 1992, Grzymała-Busse 1997]. The results 
of the classification of melanocytic skin lesions based on belief rules on the base 
of the same databases also have been presented [Grzymała-Busse et al. 2005]. 

Melanoma lesions studies have been used also methods of applying image 
processing algorithms [Schindewolf et al. 1993; Colot et al 1998]. The method  
epiluminescence microscopy (ELM) has been applied [Ganster et al. 2001] to 
melanoma image recognition. The wavelet transforms as another study methods 
and related to them coefficients created by wavelet decompositions have been 
used to classification benign and malignant melanoma skin lesions [Sikorski 
2004]. To special studies of biological activity of cells, particularly to study early 
spectral changes accompanying malignant transformation of cells [Bogomolny et 
al. 2007] Fourier transform has been applied. 

Fourier Transformation is well known as the research tool, but it seems that for 
the first time it is used as a tool for studying the melanoma skin lesions. 
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Fourier transformation has many features, which are useful in many fields of 
science. It seems to be very useful in image classification especially in melanoma 
image recognition. It is therefore important to explore algorithms that use this type 
of research tools. The expert systems with the addition of these tools will be more 
reliable. 

2 Fourier Transform Properties 

The Fourier transform is a mathematical transformation applied to transform 
signals or images between time (or spatial) domain and frequency domain, which 
has many applications in physics and engineering. The function F, which is the 
result of the transformation of the function f is called Fourier spectrum. In the 
general case Fourier transform converts function with complex values into 
functions with complex values. In the case of transformation images, Fourier 
transform converts real functions into complex functions. Then it needs to give a 
picture of complex function in the form of real function. One way to do this is to 
calculate the new real function as the square of absolute values of complex 
function F and then transform it in graphical form. 

It applies various algorithms of fast Fourier transform (FFT). By far the most 
commonly used FFT is the Cooley-Tookey algorithm [Cooley et al. 1965]. 

To study the structure of images Fourier transformation is particularly useful, 
and this is a fact fully confirmed in scientific and technical literature. One-
dimensional case is the easiest way to demonstrate how Fourier transform works. 
The Fourier transform for this case has the following form: 

( ) ( ) ( )
∞
∞− −= ,2exp dxxixfF νπν                                               (1) 

where f(x) is the examined function, ν is the spatial frequency, and 1−=i . If the 

simple example of sin function will be chosen: 

( ) ( ),2sin 1xaxf πν=                                                           (2) 

where ν1 denotes fixed spatial frequency,  and a is the amplitude, then 

( ) ( ) ( )[ ],
2 11 ννδννδ
π

ν ++−=
i

a
F                                                      (3) 

where δ denotes Dirac delta distribution. Equation (3) means that there are only 

two spatial frequencies .1ν±  If the linear combination of two sin function is used: 

( ) ( ) ( ),2sin2sin 2211 xaxaxf πνπν +=                                                    (4) 

then 
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and the spectrum of function f consists of four spatial frequencies ., 21 νν ±±   

In more general case f(x) can be the linear combination of many sin functions: 
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and then 
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The above equations can be easily generalized to 2 dimensions. Mechanism of 
action of Fourier transformation lies in the fact that it is easy to distinguish 
between structures of tested images trough the study of spatial frequencies 
distributions. It seems that analysis of the selected colors distributions should 
provide  
relevant information from the point of view of medical diagnostics. 

The equation describing the Fourier transform for two-dimensional functions 
has the following form: 

( ) ( ) ( )
 

∞
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yx

ννπνν 2
,, ,                              (8) 

where x, y denote the variables on the image plane, and νx, νy denote variables on 
Fourier plane. Because of the fact that studied images are sampled functions,  
equation (8) takes the following form: 
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where Δνx, Δνy are the steps of the Fourier plane sampling, Δx, Δy are the steps of 
the image plane sampling, m=0, … M, and n=0, …, N. The values of the above 
steps should fulfill the so called sampling theorem [Marks 2009], i. e. 

.1≤,1≤ yLxK yx ΔΔΔΔ νν
                                                 

(10) 

To apply the fast Fourier transform (FFT) algorithm the inequalities in equation 
(10) must to stay equalities. It is worth apply the FFT algorithm, because the  
calculation of the Fourier transform is done almost in real time. 

 Fourier transform as a research tool has many interesting properties, which can 
be used in many areas of science and technology. In the next parts of the paper a 
few ideas how to use selected properties of Fourier transform in image 
classification are presented. 
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3 Numerical Calculations 

In order to obtain processed images it has been applied FFT to images shown in 
Fig. 1. Fig. 1 presents four examples of melanoma disorders: (a) benign nevus, (b) 
blue nevus, (c) suspicious nevus, and (d) malignant nevus image. 

Fig. 2 consists of Fourier transform images of the above input images for  
benign nevus, blue nevus, suspicious nevus, and malignant nevus, respectively.  

A superficial analysis of the images in Fig. 2 shows that for such kinds of  
images their Fourier spectra in pure forms rather do not contribute to the image 
classification process. One can try to remove from Fourier spectra selected spatial 
frequencies. This situation is depicted in Fig. 3. Fourier spectra majority kinds of 
images have the common feature: the weight of the zero spatial frequency is in 
general much higher than the others. Because the zero and near zero spatial 
frequencies do not contribute the information about the image details, their 
removal is well-founded. Images on Fig. 3 also represent Fourier spectra, but here 
the spatial frequencies of radius of 5 pixels around the zero frequency have been 
removed. To explain shapes of Fourier spectra visible on the figures above, it 
should be mentioned that after every operations on pixels every Fourier spectrum 
has been scaled again.  

The aim of this operation is to amplify the higher spatial frequencies because 
they are usually very weak compared to zero frequency. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 1 The example of images before processing (a) – image of benign nevus, (b) – blue  
nevus, (c) – suspicious nevus, (d) – malignant nevus 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 2 The Fourier spectra of the images shown on Fig. 1, (a) – (d) denote benign nevus, 
blue nevus, suspicious nevus, and malignant nevus, respectively 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3 The Fourier spectra from Fig 2 but with removed the main spatial frequencies 
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The aim of this operation is to amplify the higher spatial frequencies because 
they are usually very weak compared to zero frequency. 

It seems that the distributions of colors in the Fourier transform images can be 
important to image classification process. As it can be seen on images from Fig. 4, 
it can be interesting to analyze for example the distributions of the grey color on 
the images. The distributions of the grey color in the Fourier images are presented 
here. The grey color in the RGB COLOR model is represented by three numbers 
100, 100, 100 that mean the intensities of the red, green, and blue colors, 
respectively. To select any color from the image there should to determined the 
limits of the RGB components for this color. The grey color on Fig. 4 is displayed 
inside the border between 60 – 140 of base color of the RGB COLOR model. Fig. 
5 shows distribution of color described by the coefficients in intervals 100 – 180, 
20 – 100, 160 – 240 of the RGB COLOR model. These distributions have been 
obtained from the images presented in Fig. 3 in the same order ((a) – benign 
nevus, (b) – blue nevus, (c) – suspicious nevus, (d) – malignant nevus). 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 4 The distribution of the grey color on Fourier spectra images from Fig. 3 

The process of melanoma image classification will require the analysis of  
distributions of few carefully selected colors.  
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It is important to remark that all photographs of melanoma lesions should be 
taken under similar conditions. It concerns the distance from the object, object  
illumination, and the camera lens. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5 The example of the distributions of yellow color in Fourier spectra images with  
removed zero spatial frequency 

4 Conclusions 

The research presented in the paper are preliminary studies about application of 
image processing tools to extraction of colors from Fourier spectra images. It can 
seen from the presented results, image processing tools can be very useful in the 
classification of the medical images. Adding the algorithms that extract some 
specific colors from examined images should be also useful. For a comparative 
analysis of processed images there can be successfully applied the selected 
statistical tools. 
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Abstract. In this work we report applications developed for Android smartphones 
that were designed for the blind and visually impaired users. The main application 
is capable of matching photographed objects to a database of objects, e.g. food or 
medicine containers. The two other applications are aimed at detecting major col-
ours and direction location of the maximum brightness regions in the captured 
scenes. The conducted tests that were run on the modern smartphones indicate that 
the database objects can be recognized with an accuracy reaching 89% with an av-
erage recognition time of approx. 30 sec. We conclude the paper with a short 
summary of the tests of the software dedicated to blind and partially sighted users. 

1 Introduction 

According to the European Blind Union (www.euroblind.org) the estimated popu-
lation of the blind and partially sighted Europeans reaches 30 million. The con-
ducted questionnaires conducted in the cooperation of the Polish Blind Union  
indicate that mobility and the so called activities of daily living are the major 
problems that are experienced by the persons with visual disabilities  
[Strumillo 2012]. Consequently blindness deprives the disabled of equal chances 
in access to education, skilled occupation and social activities.  

Mobility of the visually impaired is diminished due to problems in spatial ori-
entation and safe wayfinding and navigation in outdoor spaces. Whereas activities 
of daily living, according to Hersh and Johnson [Hersh and Johnson 2008], which 
the partially sighted point out to pose problems are the following: 

• Health care, i.e. health care monitoring and the use of medicines, 
• Alarm, alerting and timekeeping, e.g. solutions for controlling household appli-

ances, smoke and monoxide detectors,  
• Food preparation and consumption; utensils of special construction and talking 

(or sonified) kitchenware (e.g. liquid level indicators), 
• Indoor environmental control and use of appliances, i.e. accessible systems 

providing feedback information  about in a format suitable for a blind user, 
• Money and finance; high- and low-tech solutions making shopping and money 

operations possible for the blind. 
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In this chapter we concentrate our attention on the daily living activities related 
to personal care systems, in particular, systems that enable the visually impaired to 
identify objects, e.g. food packs, medicine containers and other items. Currently 
available solutions can be grouped into the two major groups: 

• Low-tech labelling systems in which labels are attached to objects, e.g. with 
tactile signs or text messages in Braille [Gill 2008; Onishi and Ono 2011], 

• High-tech systems that employ 1-D, 2-D barcodes, talking labels or radio-
frequency identification devices (RFID) [Tinnakorn and Punyathep 2011]. 

These systems, however, require attaching special tags or visual signs to the ob-
jects. Consequently, they can be costly, since such systems need to be regularly 
maintained to keep them up to date. 

We report a solution aimed at aiding the partially sighted persons in colour de-
tection, light direction detection and recognition of objects. The system is based 
on a dedicated image recognition application running on an Android system 
smartphone. Image recognition results are communicated to the blind user by 
means of pre-recorded verbal messages.  

2 Mobile Applications Dedicated to the Partially Sighted Users 

2.1 Choosing a Target Mobile Platform 

The currently observed trend is that phones with a physical keyboard are less and 
less popular. This tendency has initially posed a new usability barrier for the blind 
who had to go through difficulties in handling small touch-screen devices. How-
ever, new user interfaces based on the so called touch gestures has significantly 
improved user-friendliness of the touch-screen devices for the blind users. Cur-
rently, the most popular choice of smartphones among visually impaired users is 
either an iPhone with a very good tool called VoiceOver or a cheaper choice of 
one of the Android-based device. Note here that, the non-operating system phones, 
are not commonly used by blind users, because they usually do not offer any  
special tools aiding this group of users.  

For our image analysis application we have decided to choose the Android plat-
form, because of wide popularity of the Android based devices. According to 
Gartner’s analysis in the second quarter of 2013 this mobile platform has gained 
79% share of the smartphone market [WWW-1 2013]. Moreover it is equipped 
with speech synthesis and accessibility software.  

The Android system is similarly well adapted to the needs of the blind as the 
iOS system. It is equipped with the TalkBack accessibility service. This tool  
allows to verbally comment and read GUI (Graphical User Interface) components.  
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Choosing a modern smart phone has also another advantage: they are equipped 
with good quality on-board units like digital cameras, GPS receivers, audio re-
corders etc. These units can be used in a dedicated software for the blind user. On 
the other hand, there are numerous dedicated devices available for the blind such 
as navigation devices, colour detector readers etc. However, they feature the two 
main disadvantages. Firstly, they are expensive (their cost is much higher than that 
of mobile applications) and secondly, the blind user is forced to carry several  
devices, each for a specific application, e.g. a phone and a navigation device.  

2.2 Examples of Existing Solutions 

There are a number of image analysis applications for mobile devices currently 
available on the market. The software termed Recognizer developed by LookTel 
[WWW-2 2013] is an application dedicated for iPhones, that is supposed to rec-
ognize an object within the camera field of view that was previously stored in a 
local database of objects’ images. The application is intended to help visually im-
paired people to recognize household objects. For the best results, object templates 
stored in the database should be captured by a sighted person in a predefined ori-
entation. The authors do not show recognition results for arbitrary orientation of 
the scanned objects.  

The EyeRing project [Nanayakkara et al. 2012] is a finger-worn device that 
communicates with an Android mobile phone. The device houses a VGA mini-
camera, a 16MHz AVR microcontroller, a Bluetooth module and control buttons. 
The task of the mobile device is running speech processing algorithms and all 
computer vision algorithms. The currently implemented functionality of the device 
is as follows: detection of banknotes, recognition of colours and distance calcula-
tion which is supposed to work as a “virtual walking cane”. This solution, how-
ever, is costly and requires an additional device to be worn by a blind user. 

3 Image Processing Applications 

We propose the three following image processing modules that we have devel-
oped for Android smartphones: a colour detection module, an object recognition 
module and a light source detector. An advantage of the algorithm we proposed 
for object recognition model is its scale and orientation invariance. 

3.1 The Colour Detection Module 

The colour detection algorithm works on images taken with an automatic flash 
with the smallest resolution possible (320x480 pixels). The RGB colour images 
are converted into the HSI (Hue Saturation Intensity) colour images. This colour 
space enables to represent the colour in a single parameter. 
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We tested two different approaches. In the first approach, in the HSI colour 
space, the average value of the colour (the H component) is determined for the 
photo taken. The average colour is compared with a predefined reference table of 
colours and the colour of the photographed object is determined. If the image is 
too dark or too bright a special warning message is generated.   

In the second approach a special colour histogram is computed. Each image 
pixel is represented in the HSI space and allocated to a predefined colour histo-
gram bin. If there is a significant disproportion between the first and the second 
most frequent image colour the most frequent one is communicated to the user 
only. If the occurrence frequency of more than one colour is similar, the applica-
tion informs the user about mixture of colours, e.g. by voicing the message  
“yellow-red colour”. 

An example of the colour detection module in use is shown in Figure 1. In the 
first version of the software we have used more than 50 different colours. How-
ever, the tests with participation of blind users revealed that just 16 colours are 
more suitable to be used in practice. This number was limited due to problems in 
recognising subtle changes of colours in varying lightning conditions.   

We have tested the colour detection algorithm on reference colours (blue, 
green, yellow, red, orange, gray, brown) for verifying its robustness under varying 
lighting conditions. Two test runs were carried out. One with the camera flash 
switched on and the second for the flash switched off. For the flash on, for all 
lighting conditions the tested reference colours were recognized correctly except 
for the brown which was always recognised as orange. For the flash off and good 
lighting conditions all except the orange colour (which was recognised as red) 
were recognised correctly. Finally, for the flash off and poor lighting conditions 
the wrongly recognised colours were yellow (recognised as orange) and orange 
(recognised as red). 

3.2 The Light Detector Module 

The idea of light detector module was proposed by one of the blind users. The ap-
plication operates in real time and is based on the content of the camera's preview 
image. In the first step, the average brightness of the centre part of the image is 
calculated. Next, an audio signal with a frequency dependent on the average 
brightness is generated. The brighter the image the higher is the frequency of the 
generated sound. The application proved suitable in robust localization of light 
sources, for example streetlights or a lamp in the room.  
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Fig. 1 Colour detection module of the application running on a Sony Xperia S smartphone. 
Detected colour is read using the TextToSpeech module 

3.3 Image Recognition Algorithm 

The goal was to design an application which would allow to recognize objects 
from images recorded by the camera of a mobile device. The object recognition 
algorithm should be insensitive to image registration parameters, i.e. scale, rota-
tion and lighting conditions. Moreover, the recognised object should be robustly 
detected and localised in the image context (e.g. among other similar objects). The 
SIFT (Scale-Invariant Feature Transform) proposed in [Lowe 1999] was applied 
in the developed application. The SIFT is considered as a very powerful computer 
vision algorithm for detecting and describing local image features. SIFT allows to 
compute feature descriptors strongly independent on the image registration condi-
tions. These descriptors are further used to recognize objects in the proposed  
application.  

The main steps of the algorithm used in the application are shown in a block 
diagram in Figure 2. Firstly, an RGB image is captured by a mobile phone camera. 
Then, the image is converted into greyscale (in our approach colour information is 
not used for the object recognition procedure). Further, a key point detection pro-
cedure is performed. Originally, Difference of Gaussian (DoG) based algorithm 
was used, which builds a special image structure called the Gaussian pyramid 
[Lowe 1999]. 
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Fig. 2 Block diagram illustrating main steps of the object recognition algorithm 

To improve performance of the application the features from Accelerated Seg-
ment Test (FAST) [Rosten and Drummond 2006] algorithm was implemented. It 
is one of the fastest corner detection algorithm. The initial procedure was modified 
to achieve insensitivity to object scaling and pixel noise. We used a Gaussian filter 
for removing high frequency, random image contents. Key point detection is per-
formed for an original size photo and scaled down by a factor of two. Finally, 
a descriptor is calculated for each of the detected key point.  

The key-point descriptors are calculated on the basis of local image gradient 
magnitudes and orientations. Key points’ descriptor is based on gradient magni-
tudes computed for 16 or 4 pixels adjacent to a keypoint. These values are used to 
form the so called edge orientation histogram. A gradient magnitude m and a  
gradient orientation θ of each pixel is given by the formula: 
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where: I(x,y) – brightness value of a pixel at x,y coordinates, 
atan2(x,y) - function defined in Java language library Java.lang.Math. 

The mode of the histogram indicates the main edge orientation in the tested im-
age fragment. To achieve insensitivity to rotation these values are shifted by the 
orientation value. Example descriptor for 2x2 regions for the selected keypoint 
from Fig. 3 is shown in Fig. 4. 
 



A Mobile Phone Application for Recognizing Objects as a Personal Aid 207 

 

Fig. 3 Example of a key point descriptor calculated for 2x2 regions around the keypoint 
(marked by circles), the Y axis represents gradient magnitude, the X axis represents  
orientation bins 

The detected keypoints and their parameters are used either as descriptors of 
a new object in a database or can be matched to earlier defined database pattern 
objects. A single object can feature more than one database entries that contain pa-
rameters representing different projection views of the same object, e.g. different 
textures, colours or shapes. 

We propose a new method of keypoint orientation assignment in comparison to 
earlier work [Matusiak and Skulimowski 2012]. For each key point, a neighbour-
hood is defined by the use of a Gaussian weighting function. Values on the edge 
orientation axis of the histogram are calculated with unit degree precision, this is 
a more precise approach than using histogram bins, as was originally proposed in 
[Lowe 1999]. However, this method implies more complicated procedure of find-
ing the main orientation of the key points. 

A search with a predefined range is performed, in this step of the algorithm, to 
determine the highest total sum of the gradient magnitude. This range is set to 15 
degrees and, moreover, the magnitude values are multiplied with the Gaussian 
weighting function. This function assigns the highest weighting factor to the orien-
tation located in the centre of the analyzed range and is decreasing away from the 
centre. This type of weighting has proved to be efficient in a more precise detec-
tion of the major edge orientation for the analysed key point. The described proce-
dure rotates the search window from 0 to 359 degrees.  

A search with a predefined range is performed, in this step of the algorithm, to 
determine the highest total sum of the gradient magnitude. This range is set to 15 
degrees and, moreover, the magnitude values are multiplied with the Gaussian 
weighting function. This function assigns the highest weighting factor to the orien-
tation located in the centre of the analyzed range and is decreasing away from the 
centre. This type of weighting has proved to be efficient in a more precise detec-
tion of the major edge orientation for the analysed key point. The described proce-
dure rotates the search window from 0 to 359 degrees.  
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Fig. 4 Comparison of matched key points descriptors from Fig. 3, the Y axis represents 
gradient magnitude, the X axis represents orientation bins 

3.4 Classification and Matching the Keypoints 

In our previous work we show [Matusiak and Skulimowski 2012], that it is possi-
ble to find pairs of corresponding descriptors in the analyzed image, with high 
similarity measure, but they turned out to correspond to different object's points. 
That is why estimation of object pose (rotation) was added to the proposed classi-
fication procedure.  Consequently, pairing the keypoints describing objects from 
the database and the keypoints describing newly scanned objects can produce 
many false positive recognition results.  

In the algorithm proposed here, for each pair of the descriptors of the keypoints 
that were paired using a similarity measure, a difference of main orientations with 
precision to unit degree is calculated. On the basis of this data the application builds 
a histogram showing frequency of occurrence of all rotations. By using this histo-
gram the most frequent difference is defined. As a result the most probable change 
in rotation of the object in a scene can be determined. Pairs of the classified key 
points that feature different rotation are treated as invalid and excluded from the rec-
ognition algorithm (we assume the object is stiff). Moreover, in the classification 
procedure information gathered from the statistics of keypoint matching procedure is 
used to decrease influence of wrongly detected keypoints on the final object recogni-
tion result. This procedure is implemented by setting a threshold to the number of 
matched keypoint pairs on which recognition can be based.  If the algorithm can-
not find sufficiently high number of keypoints’ pairs for the given template, that 
template is excluded from the recognition algorithm. Another threshold that we use 
is a number of key points from the test image for which a particular keypoint is the 
nearest neighbour in the descriptor feature space. In an ideal situation one key point 
from a database should be the nearest neighbour for only one key point in the test 
image (one-to-one mapping of the keypoints). 
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Fig. 5 shows examples of classification results. Red lines (or darker lines in 
a greyscale image version) join pairs of the descriptors that were rejected after the 
proposed verification steps. Yellow lines (or brighter lines in a greyscale image 
version) describe pairs used in the classification procedure. 

 

Fig. 5 Results of correct classification of the test object (right) to the object stored in a  
database (left); note rotation of the test object by 178 degrees 

3.5 Auditory Presentation 

Standard graphical user interface (GUI) elements of Android operating systems 
make application too complex for the blind. What is more, screen reading software 
usually sonify all standard GUI elements by generating unnecessary sound infor-
mation. We have proposed custom user interface with built-in sonification, which 
is implemented using Android libraries. Application screen is divided into five 
sections, which correspond to different functionalities. When the user touches a 
section or moves between them a proper audio information is sounded. The func-
tions are activated when the user releases his touch on a screen. 

Such an approach allows to generate dedicated messages which are freed from 
information overload as complained by the blind users of ordinary screen readers. 
The view of the proposed user interface is shown in Fig. 1.  

4 Tests of the Applications 

The application was implemented in Java programming language for Android OS 
with the use of Eclipse IDE. The object recognition algorithm was tested in terms 
of performance and quality of results. We used HTC Desire HD, Samsung Galaxy 
S3 and Sony Xperia S smartphones and Motorola Xoom M602 tablet with good 
quality camera and computational capabilities, but also a low cost model HTC 
Explorer. Comparison of these mobile phones’ hardware is shown in Tab. 1.  
Object recognition test was divided into two phases. For the test purposes of the 
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first phase a database of 30 photos of food products’ packages was collected and 
saved in a mobile phone memory. Each photo contains a front side of products’ 
package and was taken at daylight conditions. During the test we took also 19 
photos at different rotations and positions of one of the objects that is pre-stored in 
a database. Results of the preliminary tests of the object recognition application 
are as follows (on a HTC Desire HD smartphone): correct recognition rate: 89%, 
false recognition rate: 5,5%, no object recognized: 5,5%. 

Table 1 Comparison of hardware architecture of mobile phones used in tests 

 HTC Desire 
HD 

Sony Xperia S HTC Explorer Samsung  
Galaxy S3 

Motorola 
Xoom M602 

CPU model Qualcomm 
MSM8255 

Qualcomm 
MSM8260 

Qualcomm 
MSM7225A 

Samsung 
Exynos 4412

Nvidia Tegra 
250 T20 

CPU frequency 1 GHz 1,5 GHz 

Dual core 

600 MHz 1,4 GHz  
Quad core 

1,0 GHz  
Dual core 

CPU architec-
ture 

Qualcomm 
Scorpion 

Qualcomm 
Scorpion 

ARM  
Cortex-A5 

ARM  
Cortex-A9 

ARM  
Cortex-A9 

RAM size 768 MB 1 GB 512 MB 1 GB 1GB 

 
The second phase of tests was carried out for a larger database comprising 40 

objects. We took 15 test photos in poor, artificial light conditions and not obvious 
test objects. Some of them had visual elements similar to more than one object 
from the database, like brand logo or name. Also the objects had additional infor-
mation, e.g. price reduction stickers, modified design or different version of the 
same product. For this more challenging test the results are as follows: correct 
recognition rate: 74%, false recognition rate: 6%, no object recognized: 20%. 

The main reason for poorer classification performance in this test run was the 
appearance of the same brand logo on several products in the database because the 
detected keypoints in the test photo were within the region of the brand logo. 

During tests we also gathered data for measurement of algorithm performance 
on different mobile devices. We calculated two values: average time of class tem-
plate creation and comparison time of the classification process. The results are 
summarised in Tab. 2. 

Performance of the application highly depends on hardware capabilities, espe-
cially CPU unit. It can be noticed that the number of cores has more impact than 
clock frequency. Overall performance disproportion between the outermost results 
is noticeable by user. 

The main problem in a practical use of the colour detection module was caused 
by varying lightning conditions, i.e. when the camera flash must be used during 
photo capture. In good lighting conditions colour detection performance was voted 
adequate by blind users of the application. Also the usability of the light direction 
detector has been positively appraised by visually impaired users. The application 
allows to locate the light source after a short time delay needed by the built-in 
automatic procedure of image capture settings of the camera.   
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Fig. 6 Example of proper classification of an object with a modified coverage design 

Table 2 Comparison of time performance of the image recognition application  

 HTC  
Desire HD 

Sony  
Xperia S 

HTC  
Explorer 

Samsung  
Galaxy S3 

Motorola  
Xoom M602 

Template calculation time [s] 3,72 2,76 5,51 1,75 2,81 

Comparison time [s] 40,31 30,20 61,3 21,36 30,51 

Comparison time per class [s] 1,01 0,75 1,53 0,53 0,76 

5 Summary 

The colour detector, the light direction detector and the object recognition applica-
tions were developed for the visually impaired users. The software tools were  
implemented and tested on the following mobile devices: HTC Desire HD, HTC 
Explorer, Sony Xperia S, Samsung Galaxy S3, Motorola XOOM MZ601. The 
conducted tests of the applications have revealed that the performance of the algo-
rithms strongly depends on the quality of the built-in camera and image acquisi-
tion lighting conditions. Correct classification rate varies between 75-89% and  
depends on the photo quality. The object recognition procedure run on the fastest 
smartphone took about 20s for a database of 40 templates. The application is 
equipped with a custom sonified user interface. Future work will focused on the 
performance improvement by using a native code and comparison to similar  
applications based on cloud computing.  
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Abstract. The paper presents a new strategy for noninvasive diagnosis of melano-
cytic skin lesions which differs from European research focused mostly on me-
thodology of classification of tumors, description of some symptoms and pigment 
changes in the phase of incurable disease or in the disease requiring a surgical in-
tervention. The new method is based on applying visual methods presenting the 
parameters describing the disease as well as on methods of automatic visual analy-
sis in the process of extraction of lesion features. The proposed system utilizes  
two new algorithms: hybrid synthesis of medical images and automatic analysis of  
digital images. 

1 Introduction 

During the last fifty years more and more people are affected by melanoma. The 
largest numbers of melanoma cases are observed in Australia (between 13.6 and 
28.9 percent of men and 18.0 and 25.3 percent of women) and in the United States 
(12.4 percent of population). In Europe most cases of melanoma are in Norway 
(10.5 percent of men and 13.5 percent of women). Additionally, as follows from 
European statistics, the number of melanoma cases grows about ten percent yearly 
in Europe [WWW_1 2013]. 

Unexpectedly, melanoma diagnosticians observe that melanoma is fatal most 
frequently for people who do not consider themselves to be in the risk class. How-
ever, melanoma diagnosed early is curable, in spite of numerous statistical reports 
to the contrary [WWW_1 2013; WWW_2 2013]. Australia is an example of a 
country where 90% of cases with a Clark level I and II melanoma are diagnosed 
due to a high awareness of the society and attention of physicians for early diag-
nosis and treatment of the skin pigment changes [Breslow 1970]. 

It seems that the societal awareness for consequences of melanoma early  
diagnosis is still not sufficient, especially in European countries. Insufficient me-
lanoma awareness in Poland was confirmed by a test conducted on more than a 
thousand adults in April of 2011. One quarter of adults was aware of a lesion on 
their skin that may be dangerous. But the question “Have you been going to a phy-
sician only to test the lesion whether it is dangerous?” was negatively answered by 
three quarters of people from the group that observed worrisome lesions. 
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Melanoma is very dangerous in spite of so many sources of information about 
symptoms and an access to the methods of computing parameters describing the 
degree of risk. These methods are based on atypical changes of skin pigment. De-
scription of such changes is based, in turn, on difficult concepts, so that such ma-
terials are not easily comprehensible for an average person. Moreover, parameters 
describing lesions are familiar only to researchers involved in oncology. 

Taking all of that into account, it is clear that we should increase the level of 
societal awareness through popularization of methods of noninvasive lesion diag-
nosis. These methods should be user-friendly and comprehensible for all. In order 
to reach this goal a new strategy is proposed for explaining the parameters typical 
for melanocytic skin lesions. This strategy applies mostly mobile multimedia vis-
ual technologies including handsets, smartphones and tablets. The concept pre-
sented in this paper is: (i) an evolution of the previous research on methods of skin 
lesion diagnosis conducted by an extended team [Hippe and Mroczek 2003; Blaj-
do et al. 2004; Grzymala-Busse et al. 2007] and (ii) developing of a new approach 
to noninvasive diagnosis of melanocytic skin lesions. Thus in the next section ini-
tial assumptions of the mobile system are presented. Whereas the general descrip-
tion of the system is presented in Sec. 3. 

2 Initial Assumptions 

The proposed methodology is based on applying visual methods presenting para-
meters describing the disease as well as on methods of automatic visual analysis in 
the process of extraction of lesion features. It is extremely important that in this 
approach it is possible to acquire and store images of melanocytic skin lesions di-
rectly from the particular users of the system. It is exceptionally significant since 
from some time an increasing research interest is observed in images presenting 
early stages of melanoma. At the same time there is lack of professional computer 
data bases containing images of such lesions. Well known centers of medical in-
formatics, offering until recently an access to such data, discontinued (maybe 
temporarily) an access to this service [WWW_3 2013]. Other centers offer stan-
dard, always the same set of lesion images, with commercial use in mind 
[WWW_4 2013]. Standing law on protection of private information causes lack of 
access to specialized data sets containing such images and difficulties in creating 
such new databases. The current interpretation of that law imposes the necessity of 
a patent’s consent on creating and storing of an image. In this approach, in which 
creation of the skin lesion image by a mobile devices and then automatic analysis 
of the image, is performed. The user is also asked for the permission to store im-
age for the  purpose of forming a reliable database on the melanocytic skin le-
sions. The resulted database can contain not only simulated images but also digital 
images of actual lesions. The approach improves the quality of classification 
process, provides better explanation of properties of classified objects, and it 
makes possible to do new research. 
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Additionally the implementation of a mobile version of the system through a 
specialized store of mobile applications is proposed. Thus society, especially 
young people, excessively using tanning, will be more aware on a risk of being af-
fected by melanoma. One of deliveries is a free, mobile system called MMDS 
(Mobile Melanoma Diagnosing System) and designed for noninvasive diagnosis 
of the level of the danger that the skin lesion is affected by melanoma. 

To implement the strategy of explaining the parameters characterizing melano-
cytic skin lesions the creation of a new methodology of a computer based system 
supporting medical diagnosis is needed. This system is based on two new algo-
rithms: hybrid synthesis of medical images and automatic analysis of digital im-
ages. The MMDS contains a few computer program modules. The most important 
features of these modules are explained in the next section. 

3 Description of the MMDS System 

3.1 Server Part 

The system uses the client-server architecture. The server part, presented on  
Fig. 1, is designed to cooperate with the client of the system (a mobile applica-
tion). Its central part is the Control Module, whose the main task is to control of 
the information flow between remaining elements of the system. 

 

Fig. 1 A server part of the MMDS system 
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The classification of melanocytic skin lesions and the evaluation of the degree 
of disease progress is conducted in the Inference Module. In previous research, 
conducted by an extended team, five methods of skin lesion diagnosis have been 
developed: (i) the standard ABCD rule (based on the TDS parameter), (ii) an op-
timized ABCD rule (based on own parameter New TDS), (iii) a decision tree 
(based on the ID3 algorithm [Grzymala-Busse et al. 2004], (iv) a genetic dichoto-
mization (based on linear learning machine in genetic search of the most important 
attributes) and (v) belief networks (based on the K2 algorithm) [Hippe and Mroc-
zek 2003]. All of these classification methods were contained in the additional al-
gorithm of evaluation and voting implemented in the IMDLS (Internet Melanoma 
Diagnosing and Learning System) [Hippe et al. 2004, Hippe et al. 2005]. The Infe-
rence Module includes such reliable and robust classification methods. 

Another important module of the system is the Image Automatic Analysis 
Module in which a new approach to extraction of important features of melano-
cytic skin lesions is implemented. In this innovative module in the first step of 
analysis the acquired images are cleaned (removal of noise and normalization) and 
then image segmentation is conducted. The image is partitioned into regions that 
are homogenous with respect to selected properties.  

The classification of the melanocytic skin lesions is based on the identification 
of some characteristic features or symptoms. Among methods used most frequent-
ly by dermatologists [Menzies 1997; Argenziano et al. 1998; Stolz et al. 2006] is 
the Stolz’s method, based on the ABCD rule. According to this rule, four parame-
ters are evaluated: Asymmetry (A), Border (B) where the lesion border is eva-
luated, Color (C) denotes the number of different colors, out of 6, present in the 
lesion and Diversity of structures (D), one or up to 5. The main purpose of the ex-
traction process is an application of the corresponding algorithms for determining 
these four parameters. The preliminary research contributed to developing new, 
effective methods for extraction of Asymmetry, Border and Color [Cudek et al. 
2011]. Currently research for extraction of Diversity is conducted. New, unique 
methods of verifying the lesion diversity are being tested. All discussed features of 
the lesion are transferred to the Inference Module. 

Additionally, the server part is equipped with three data bases: Diagnosis  
History Base, Lesion Image Base, and User Base, where the lesion features, in-
putted from the client application or acquired in the process of image analysis, to-
gether with the corresponding results of diagnosis, the lesion images inputted from 
the client application, and the accounts of users of the MMDS system are stored, 
respectively. 

3.2 Client Part 

The next main part of the system (the client part) is designed as an application for 
mobile devices. The structure of this part of the MMDS is presented on Fig. 2. 
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The method of data acquisition presented by the Data Acquisition Module is 
based on semantic conversion of text data describing four main features (Asymme-
try, Border, Color and Diversity) into digital images. The main principle used here 
is a mixture of (i) procedures of synthesis used in vector graphics, (ii) procedures 
of raster graphics and (iii) elements of supervised machine learning. In a nutshell: 
synthesis procedures of medical images enable so called controllable insertion of 
templates into synthetic lesion images. Such templates (so called pre-defined tex-
tures) that contain fragments of real-life lesion images are prepared a priori by 
applying supervised machine learning. Such a synthesis algorithm was imple-
mented in own information technology tool (called ImageSynthesizer) [Hippe et 
al. 2009]. This system synthesizes static melanocytic lesion images that are the 
most dangerous, i.e., from the groups Nevus and Melanoma, including all special 
subgroups of these lesions. The efficiency of that algorithm was confirmed by a 
conducted test. In this test (i) a set of real-life melanocytic skin lesions created by 
using a digital camera was compared with (ii) a set of synthetic images created by 
this algorithm. Independent experts representing dermatology and medical imag-
ing evaluated the algorithm quality. Experts were trying to guess which images 
were real-life (created by a digital camera). A detailed description of the algo-
rithms and results of conducted experiments were published in [Hippe and Piatek 
2007, Hippe et al. 2008]. 

 

Fig. 2 A client part of the MMDS system 

The input data, in the form of digital images, are acquired using mobile devic-
es. There are some restrictions since the image is stored in a small device. Hence 
such a camera must be miniature, so the image is of poor quality. To improve  
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resolution of small photo-sensitive matrices their sensors are small as well, the re-
striction here is light diffraction. The smaller the sensor is, the less energy is com-
ing to it and the more noise is present in the signal, as it is visible when the picture 
is enlarged. Taking this into account, the Data Acquisition Module is an alterna-
tive to the Image Acquisition Module. On the other hand, among many available 
mobile devices, some of them are of a sufficient standard, being functionally close 
to digital cameras. These digital images are quite adequate for a corresponding 
analysis. 

Taking into account the heterogeneity of images created by mobile devices and 
the way a picture was taken, the Calibration Module has been designed. This 
module contains information about objects, methods of measurement, and results 
of measurement. Additionally, this module is able to transform results of mea-
surement by applying some mathematical formulas. Thus the final output is de-
termined by the system that automatically calibrates the results and the outputted 
parameters of the images of melanocytic skin lesions are standardized. 

The results of diagnosis are presented in the form of a text on the monitor of the 
mobile device. To make the system more efficient, especially when many users 
use the system at the same time, it is assumed that the process starting from the 
request for diagnosis and ending with the result of diagnosis is asynchronous, i.e., 
the response of the server may be delayed. Therefore, the Diagnosis Presentation 
Module is equipped with a notification system. Additionally, the user receives an 
e-mail with detailed information about results of diagnosis. 

The Communication Module passes the information between a mobile client 
application and the MMDS server, in order to (i) transfer images and features of 
melanocytic skin lesions stored in the Local Data Base, (ii) transfer results of di-
agnosis and (iii) conduct user authorization. Universal Internet services and  
secured transfer of information is used for this purpose. Thus, the Internet, inde-
pendently of localization and details of implementation, connects all program 
components. Due to such solution the system is able to cooperate with all kinds of 
clients regardless of the target software platform. 

The user is an integrated part of the information process. It is crucial that  
the user accepts the system and that the system is user-friendly. The success of the 
system depends on the way user interacts with the system. It is important that the 
system is equipped with the User Interface Module that presents results graphi-
cally and is a source of dynamic access to data. Such interface has to be intuitive 
and simple, with the assumption that the user does not need any technical prepara-
tion. The system works with a client that uses a touchable screen as well. Screens 
of mobile devices are usually small, so only essential information is displayed. 
The Image Simulation Module is designed for users who may input graphical 
images in a very simple and intuitive way. Obviously, the user does not need to 
know anything about the corresponding medical area. There is also no need for a 
sophisticated equipment.  
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4 Conclusion 

The solution described in this paper is based on a novel strategy in which the user 
receives information about melanocytic skin lesions through a sophisticated sys-
tem, acting behind the scene and using specialized algorithms and a well designed 
structure. 

As it was motioned in previous sections, the system utilizes two new algo-
rithms: hybrid synthesis of medical images and automatic analysis of digital im-
ages. The first algorithm was implemented and tested. The results showed that the 
synthetic images, generated by means of the developed algorithms, can be suc-
cessfully used as an alternative source of knowledge in relation to digital medical 
images. Whereas the results of the application of the primary version of the algo-
rithm for automatic analysis of digital images are promising, the final implementa-
tion still requires additional work to be done. 

It is worth to mention that the concept of the system briefly described here can 
be applied for the construction of other diagnostic systems preventing dangerous 
diseases and also in various domains of science and technology.  
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Abstract. Industry and researchers alike are becoming more aware of the need to 
put the user at the centre of their design models. At each stage the user should be 
included and consulted in order to design more acceptable, appropriate, and useful 
technologies. As engineers, we tend to develop technology in a lab to a specifica-
tion that we assume is useful and perhaps even adhere to standards and guidelines. 
In this chapter, the lead engineer reports on experiences from a study assessing 
‘universal design’ of technology in the homes of older people. These findings are 
largely experiential and are presented in order to foster an appreciation of the con-
text of older people’s use of technology in the home; to encourage other designers 
and engineers to come outside of their traditionally prescribed scope and enter the 
realities of the older person’s home to assess technology use and germinate em-
pathic design; and to outline practical methods and approaches as to how to  
implement home interviews and technology assessments. 

1 Introduction 

The role of researchers can be subdivided into many disparate fields. However, in 
practice, research projects may have limitations in the extent of the multidiscipli-
nary nature of the group due to funding limitations and personnel shortages where 
researchers will need to acquire and exercise skills from different fields. This is 
especially the case of the engineer. Moreover, in order to appreciate the real needs 
of older adults and to design better products, engineers and designers need to em-
pathize with older adults to understand the context of use of any potential product, 
and to ensure that requirements are being met. This could be done by observing 
and including the user (such as in user-centered design). As such, the aim of this 
research was to propel the engineer from the comfort of the lab to the realities of 
the older user’s home. By doing this, the lead author, a clinical engineer working 
at a hospital, gained a number of insights and experiences in how to engage the 
older user. It is hoped that this chapter can provide encouragement for other engi-
neers to carry out their own in-home assessments of technology and to assist and 
enable other engineers/designers in doing this by way of the experiences and 
guidelines outlined by the authors. 
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In the next section the authors report on some background of user-centered de-
sign for older people and of the importance of in-home assessments. Section 3  
describes the research study context and methodology out of which the expe-
riences (listed in Section 4) of the engineer were borne, with some discussions and 
final conclusions given in Section 5 and Section 6, respectively. 

2 Background: User-Centered Design for Older People 

User-centered design (UCD) considers the perspective of the user throughout all 
stages of the design of a technology. Many technologies designed for older people 
have been produced which did not necessarily include the point of view of the 
end-user of the product at all - and as a result many technologies are unusable for 
older people. There has been a move towards “inclusive design”, “universal de-
sign”, “participatory design” and other methods of empathizing with the older user 
in product design. However, the literature has noted that methods of engagement 
with older people in this process are not directly amenable to standard user-
centered design techniques [Eisma et al. 2004, Dickinson et al. 2007]. That is, the 
process of using certain UCD techniques with older people as explored by the 
same research group was said to have a confounding affect on their ability to 
complete the assigned task, particularly in those with issues in cognition, 
processing capacity and functional limitations as a result of ageing (vision, hear-
ing, dexterity). They [Dickinson et al. 2007] demonstrated how one could engage 
older users using adaptations of UCD but these have noted that still, the most effi-
cient methods for gaining requirements from the older users have been one-to-one 
conversations with them [Dickinson et al. 2007]. However, these one-to-one  
encounters may not be suitable for large cohort studies and there is still merit in 
self-reporting independent questionnaires as a means to gain an understanding of 
user-perspectives [Dickinson et al. 2007]. Nevertheless, to understand older 
people’s real experiences with technology and to get true requirements from the 
older user group in user-centered design there is perhaps a need to discern be-
tween self-report and what actually happens when a user uses a technology. This 
in-situ method was the approach taken in this work. It also serves a purpose of 
immersing the research group into real-world complexities surrounding context of 
use of technology and develops a much needed rapport with the community for 
long-term relationships for enabling further research into the future. 

In this chapter, we wish to report on the introductory considerations that should 
be made for engaging with older people in their homes in user-centered design 
and/or universal design research. There are some guidelines in the literature as to 
how researchers can design the field work, e.g. [Dickinson et al. 2007], and so this 
current work adds to the knowledgebase. Firstly, the authors describe the metho-
dology and the context for the research that was carried out, so that the reader can 
appreciate the setting of where the experiences came from, which are explored in 
Section 4. 
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3 Research Study Context and Methodology 

The Question 

The authors wished to explore the real technology needs of older adults in their 
homes and to gain an appreciation of their home/community social and environ-
mental contexts which tends to influence the appropriateness and effectiveness of 
certain technologies for them. For this we took a universal design approach to in-
vestigate the level to which technologies in their homes were ‘universally de-
signed’. A series of in-home interviews were used to explore this theme. The  
results of the study and questionnaire design (adapted from a number of existing 
questionnaires [Beecher et al. 2005; Lenker et al. 2011; The Centre for Universal 
Design 2000; The Centre for Universal Design 2002] will be presented elsewhere. 
In this current chapter, the authors wish to discuss the experiences of the lead au-
thor (engineer) doing this assessing of technology in the homes of older people, 
again, as an encouragement and resource for other engineers doing similar  
in-home technology assessments. 

The Participants and Their Community 

33 older people (age range 65-92 years old) were recruited for the study: 30 fe-
male and 3 male. All participants were based in the Liberties Area of Dublin 8 
(inner city). This area of Dublin is very old and known to be socioeconomically 
deprived [WWW_1 2011]. Housing was typically small to medium red brick ter-
raced houses with some low rise local authority flat complexes. Some examples of 
the area assessed are given in Fig. 1. 

The author1 was not previously familiar with the Liberties Area. He found that 
there was a ‘local’ friendly atmosphere with vibrant selling in street markets.  
Although there were known drug abuse and related activities in some of the areas 
visited, generalizations were challenged by the apparent neighborly relationships 
between local residents and local achievements in the area - e.g. a prize winning 
garden. It was found to be important to walk the area and talk to people in the re-
gions near the participant’s homes. This provided useful insight and empathy for 
older people, seeing them as people living in social and environmental contexts 
which may negate the use of certain technologies or approaches. Rather than see-
ing them as generic “older technology users”, other relevant considerations were 
aroused which may affect technology use, such as security or the insufficiency of 
access facilities, for example. 

Most participants lived at home alone and worked in manual labour before re-
tiring or worked in the home (housewives). In general, they had limited exposure 
to technology except common domestic devices such as radio, CD/DVD players, 
TV, set top boxes, mobile phones, laptops (in some cases), smartphones (in a  
limited number of cases), and kitchen and domestic appliances. 

                                                           
1 In this chapter, when the singular term “author” is used it refers to the 1st author of this text. 
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Fig. 1 Participants community environment context: Liberties Area in Dublin 8, Ireland 

The Researchers 

A team of 3 researchers took part in the interviews which were carried out in the 
homes of each of the older people recruited. These consisted of an engineer  
(1st author) working at a hospital, a local community development worker, and an 
ergonomics specialist (2nd author). The experiences described later in this chapter 
are principally those from the point of view of the lead researcher (1st author) who 
led all interviews. He has a background in Electronic Engineering with a PhD in 
Biomedical Engineering Design and now operates as a postdoctoral research fel-
low in technologies for older people. This role includes the review and design of 
technology for older people. 

The Interviews 

The research team visited the homes of 33 older participants, and interviews were 
carried out in each home using a bespoke ‘Universal Design’ survey tool with 
questionnaires, along with observational studies of the older users using different 
technologies (for example, see Fig. 2) in their homes.  
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Fig. 2 Example of technologies assessed during the interviews 

The recruitment was such that each participant had a social alarm (aka pendant 
alarm) which could be used to request help by pressing a button on the device. 
When the button is pressed it transmits a radio-frequency signal picked up by a 
telephony system connected to a phone-line which calls a monitoring center who 
then calls the user back to see what is wrong - or calls other predetermined con-
tacts if there is no answer and finally emergency services if all other avenues fail 
or if the situation requires it. All participants had received the pendant alarm from 
a government funded scheme in Ireland. The interviews assessed this pendant 
alarm technology and one other technology in the user’s home that they reported 
was difficult-to-use (either directly reported or discovered from getting them to 
use a number of devices in their home). The questionnaire was used in combina-
tion with open conversation to elicit other contextual information and experiences 
of the older user. The user was asked to carry out a number of familiar/common 
tasks with the devices (send a text message on a mobile phone; defrost something 
in the microwave; tune in a TV station; change the temperature on an electric ra-
diator) while concurrently the interviewer asked questions and made observations 
of the user’s interaction and use of the technology. This was facilitated and  
supported by the survey tool that was developed for this study. 

4 Considerations for Engaging with Older Users In-Situ 

Table 1 below outlines the main considerations that the engineer found from in-
home assessments. Many of these quashed preconceptions and assumptions that 
the engineer had about older people and provide rich context of use of technology. 
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They are listed in chronological epochs - from recruitment stage, to the pre-
interview stage, right through to the post-visit stage. These are discussed in more 
detail in [Soraghan et al. 2013]. 

Table 1 Main considerations for engaging older adults in interviews in their homes 

Consideration Description 

RECRUITMENT  

Sensitive recruitment - Cold calling older people can be insensitive 

- Use an empathetic local community group  

Avoid Alarm - Fronting as a health centre can be alarming 

- Have a local community group front the project 

Living alone, but not at 
home 

- Many over 65 have very active lives 

- Don’t expect it to be easy to contact people when trying to 
recruit them 

Dynamic recruitment - Meeting recruitment numbers may be difficult 

- Use dynamic means: word of mouth and post interview re-
quests (ask the interviewee if they know anyone eligible) 

- Important to leave a positive sentiment for future recruit-
ment and dynamic recruitment 

Conveying the message - It can be difficult to convey the research purpose to partici-
pants, even with detailed instructions 

- Work with a community worker to rephrase materials; 
evolve terminology to be user-friendly; blend details into the 
vernacular and plain English. People may still accept partici-
pation even if the message is not understood, so trust is key 

Time to visit - Choose a time to suit participants  

- For our cohort, between 10am-3pm was the best  

PRE-VISIT  

Confirm the appointment - It’s not enough to have your time set in stone.  

- Consider mistakes by participants and plan to re-confirm the 
appointment with them 

Finding your way - Cities like Dublin are geographically intricate 

- Use hand-held technology and maps to plan a route 

Preconceptions and trust - Participants can be naturally wary 

- Conversational structure and empathy help gain trust and 
make feedback more context rich 

Identification - Social responsibility: bring a form of identification as a 
courtesy and display before entering the home 

VISIT INTRODUCTION  

Informing the participant - Participants can be eager for answers at the outset 

- Put their mind at ease and instruct them as to your leading 
role in the interview; give them a tutorial at the end 
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Table 1 (continued) 

Out of sequence data: Be 
prepared 

- Participants can give multiple answers all at once and ask 
questions at the onset of the interview 

- Allow onset questions to avoid cognitive loading implica-
tions; Use flexible recording materials; set-up quickly to mi-
nimize disruption to flow 

Refreshments - Participants homes are not labs. It can be seen as a social 
visit. Accept refreshments and hospitality so as not to affect 
the interview 

Recording instruments: Out 
of sight 

- Having recording instruments in line of sight can cause 
some anxiety - in some participants more than others. Keep 
recording instruments out of direct line between the research-
er and the participant 

Body language & demeanor - Initial atmosphere can be reserved, formal, arms folded, and 
non-relaxed 

- Important to facilitate maximum participation by allowing 
open discussion; be receptive, supportive, affirmative; take 
time to listen and laugh 

Type of Visit - Not all interactions are the same. Different types of visit - 
short, long, proxy, and long-response visit. 

-Prepare strategies to cater for different types of visit 

DURING THE VISIT  

Discerning reality - Direct questioning about having difficulty using technology 
seldom works. This needs exploration & observation of the 
participant using the technologies 

- User’s can report being satisfied with a device while not un-
derstanding how to use it. Satisfaction can be biased from 
opinions of others. So investigate and exercise discernment 

- Researcher’s presence can bias the behavior. Some user’s 
use of technology was only as a result of the researcher’s 
presence. Classic measurement error 

Challenging assumptions - Engineers and others have assumptions and preconceptions 
about older people which can affect what they perceive older 
people’s needs are 

- For example, people with pendant alarms are not all frail; 
and contrary to what the author believed not all older people 
like photographs! (e.g. it reminds some of bad memories, or 
reminds them that they have gotten a lot older since then) 

Unexpected visitors - People/family may arrive at the home during interviews  

- Create strategies for controlling loss of focus due to unex-
pected visitors, or take a break 

Adapting the approach - Speak louder if needed. Adapt terminology to a more basic 
level as needed. Don’t assume they know basic technology 
vocab such as rewind, etc. Prepare to use abstractions and 
analogies to explain terms/ideas 

Terminology misinterpreta-
tions 

- Don’t confuse cognitive issues with terminology issues. 
Reword again and again as needed, and don’t accept your 
first inclination from an answer. Be clear 
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Table 1 (continued) 

A device cannot be too sim-
ple 

- Even a single button device can seem deceptively easy to 
use and pose a usability risk 

- No technology should be considered too obvious or 
straightforward. Life experiences and exposure to technology 
can shape this 

Repetition and speed - Speak slower; Repeat yourself often but in different ways 
including scenarios. Give the user time to answer - allowing 
10’s of seconds of silence or utterances if need be 

- Reassure them to take their time when answering 

What is an older person - Over 50? 60? 65? It’s an unfixed, large age range 

- Don’t label the participant as old; adjust project and occupa-
tion titles with alias’s where appropriate 

Dealing with concerns - Adverse occurrences should be planned for during inter-
views. A community worker can be instrumental in dealing 
with concerns 

Older people do read ma-
nuals 

- Expect a range of technology skills in older people. Some 
do read manuals 

- Conversely, don’t expect all to be able to grasp written ma-
terial - owing to perhaps, eye sight loss and lack of funda-
mental literacy skills 

DIY older people - Don’t assume all older people cannot do DIY. Older people 
are a diverse group. Check each one  

Attitudes to technology - Technology that supports independent living can be posi-
tively personified; others find it takes away independence. So 
it varies with the user 

- Technology can be used for unintended purposes - e.g. a 
stairlift as a laundry elevator! If it works as they want it to 
then it is fulfilling its purpose to them 

POST-VISIT  

Fix Something! - Lasting relationships are important when working with 
communities 

- At the end of interviews, fix some simple technology (that 
takes <20mins) - tune in TV stations, show how to use a de-
vice, etc. It can add additional insight into the needs and 
wants of the older person 

- This creates additional appreciation and trust and lasting re-
lationships; word can also spread in communities of older 
adults - and quickly too 

A simple thank you - Gratitude is important, especially to the socially mature; this 
creates positive sentiment and lasting relationships with the 
community 

- Give a simple thank you card; and if possible a small mone-
tary voucher/gratuity is appreciated  

Making it last: Creating an 
experience 

- Do something different - create an event and invite the par-
ticipants to explore the results of the study 

- Dramatic readings and guest speakers can be used to convey 
the message and get interactive feedback with the study par-
ticipants/users 
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5 Discussion 

A number of researchers reported on the challenges in engaging older people in 
research studies on technology and these are discussed in light of the current 
study.  

Diversity and Differentiation: In terms of recruitment, it has been reported that 
one issue engaging with older people is the sheer diversity of the 65+ group mak-
ing representative samples difficult to generate [Gregor et al. 2001]. Eisma re-
ported [Eisma et al. 2004] that the diversity is larger in older rather than younger 
groups, and such ideas tend to challenge pre-conceptions about “older people” as 
seen in this chapter’s findings. With such a range there also follows a range of ab-
ilities. Interestingly, Eisma accommodated for the diversity in the group by using 
different MS Powerpoint® presentations with different groups in focus group inte-
ractions. A shorter presentation was used with Stroke group; and for technology in 
the home for relatively inactive older adults, non-relevant (and perhaps inappro-
priate) technology was not included in the presentations. Therefore tailoring the 
approach to different “groups” of older people based on their abilities would be 
wise. Such approaches were not necessary for the current study, since the survey 
tool used was flexible so as to allow for such a range of users; and the technolo-
gies addressed were devices the user’s were already familiar with in their own 
homes. Such tailored approaches however, would potentially be needed if intro-
ducing new technologies or concepts for new technologies to this user group. 

Approach - Including the Users: There are many ways of engaging a user in us-
er-centered design. Dickinson suggested that in-home interviews were very effec-
tive eliciting more stories and a wider range of data from the users [Dickinson et 
al. 2007]. Furthermore, user-centered design techniques such as “think aloud” 
were found not to work well with this group and can interfere with the process of 
completion of the experimental task - as discussed in [Dickinson et al. 2007]. 
Therefore, it has been suggested that one-to-one sessions may be the best method 
although it poses limitations as to the scale of the study with limited resources. 
Going into older people’s home has, however, an added benefit as found by the 
authors of this study: the frailer, underrepresented older person who ordinarily is 
not fit to come to a lab or focus group for design discussions can be included when 
doing in-home assessments since the effort required is minimised. Moreover, the 
user would perhaps tend to be more comfortable and natural in their own home 
and this complex interaction could have added benefit. 

Assumptions: To avoid assumptions about what older people know, the experi-
menters should make sure to be very explicit in every expectation they have of the 
interviewee in the interview as they may most likely be unfamiliar with the expe-
rimental techniques used [Dickinson et al. 2007]. There can be a tendency during 
interviews to assume the rules of engagement for an interview to be known - but  
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these should be formally specified, e.g. “we want to see you use the device, rather 
than us talking you through it, but we can show you at the end of the interview if 
you like”. Socially skilled older people can tend to attempt to lead by trying to in-
clude the facilitator in the experiment [Dickinson et al. 2007]. Therefore, in this 
current study, the authors found it best to make sure to specify their expectations 
of the user’s participation and feedback. 

User Perceptions: It was a key theme of the current study that older users tended 
to belittle themselves and their ability to use new technology. This confusion is 
shared by other researchers [Eisma et al. 2004] where it was found that a particu-
lar older person said they could use television-based email (using a keyboard and 
remote control) but thought that they would never be able to use a PC. This agrees 
well with suggestions that perhaps older users would be more accepting of tech-
nology that is similar to what they are already used to such as the TV [Coleman et 
al. 2010]. Nevertheless, some users in the current study went as far as to call 
themselves “thick” and other derogatory terms. The author’s have an interest in 
investigating and addressing ‘stereotype threat’ in older people in Dublin to see if 
they can be shown that these perceptions are false. Dickinson also reported on the 
significance of ‘time’ in learning to use technology, which should be borne in 
mind [Dickinson et al. 2007]. When learning, users may tend to fair well but many 
after a few weeks tend to have a “Crisis Week” where they seem not to be able to 
do what they could previously. In all cases however, they reported that they had a 
breakthrough week between 3-6 weeks from the onset of the learning sessions. 
Such reports are important so as not to generalize that older users cannot learn to 
use new technology and it is ok if the learning curve is not a smooth upward one. 
Other possible myths and half truths are discussed by [Wandke et al. 2012] chal-
lenging assumptions about older people and technology that are mooted, e.g. that 
if we wait for 20 years or so, then the new generation of older users will be ‘tech 
savvy’ and so the problem will solve itself; whereas in fact, if technology contin-
ues to pace as it has done in the past 30 years, the technology landscape will look 
much different than today and so the same technology use problems will exist - 
just in a new form. 

6 Conclusion 

Older users of technology should be included in technology design for older 
people so as to meet their requirements, needs, and wants. One method of inclu-
sion has been explored in this chapter - in-home interviews and technology as-
sessments. In future, the authors wish to conduct further community research and 
explore methods of counteracting their negative opinion of their capabilities of  
using technology. 
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Abstract. The purpose of this research is to develop the sight assistive walker us-
ing hand haptic. The feature of the system is user centered system. The main im-
portant tasks while walking such as environmental recognition, path planning and 
locomotion are made by the user. This system is not involved in such important 
tasks. It provides the users only the environmental information through hand hap-
tic in order to create user's mental map. The system configurations are as follows. 
This system is something like a cane, and it has a small passive mobile platform 
on its tip. The LRF (Laser Range Finder) is used for environmental sensing. The 
powder brakes are used for generating passive brake forces. In order to let the mo-
bile platform move both lateral and back-forward, the four omni-directional 
wheels are adopted. By generating brake force based on the distance to the ob-
stacles in the moving direction, user can recognize the environment through the 
hand haptic information. The experimental result showed that the proposed system 
can assist the walking and creating mental map by presenting environmental  
information through the hand haptic. 

1 Introduction 

Many supporting systems for visually impaired have been developed up to the 
present. For example, a guide dog system [Iwatsuka et al. 2004] adopts an auto-
nomous mobile robot as its mobile platform, and navigates users. An indoor navi-
gation system was proposed for the visually impaired [Kulyukin et al. 2004]. This 
system also navigates users by using small mobile robot and embedded small sen-
sors into environment. The cylindrical guide robot was designed which has three 
wheels driven by motors [Tsuda et al. 2009]. In many researches, the system is 
able to navigate user. The common features among these researches are that sys-
tem can recognizes environmental information and conducts path planning, and 
navigate users by using active actuators. That means the user cannot take positive-
ly part in environmental recognition and path planning. To describe in an extreme 
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manner, the user can reach the destination without user’s intention. If user cannot 
recognize environment by him/herself and user’s intention is not involved, there 
will be a possibility to increase user’s sense of insecurity. Therefore, the problem 
of such autonomous navigation type assistive systems is that the user’s intention is 
not involved actively. 

For this problem, The assistive walker was proposed which consists of a cart 
with no motors, a force feedback joystick and a Laser Range Finder (LRF) [Yoko-
ta et al. 2007]. This system transmits environmental information to user through 
the force feedback joystick with hand haptic. User can walk by its own and recog-
nize environmental information while pushing cart and rotating joystick. The  
advantage of this system is that the user twists actively own wrist for sensing envi-
ronment, namely this is a user oriented system. In other words, this system en-
trusts the user all decisions including environmental recognition, path planning 
and walking. However some improvements remain. The cart of this system has 
non-holonomic constraint, namely moving direction is restricted. The environmen-
tal recognition and walking are not done simultaneously, because user has to stop 
in order to scan environment by LRF and force feedback joystick.  

Therefore, this research develops the assistive system which provides environ-
mental information through hand haptic. The proposed system can move omni  
directional and enables the user to sense environment and to walk simultaneously. 

2 Design Concept 

The important point of above mentioned the assistive walker is: The role of the 
system is to provide the environmental information, the decisions and actions such 
as path planning and environmental recognition should be entrusted to user.  

In other hand, the mental map is important factor when the user walks while 
making path planning with own intention. The mental map is the environmental 
information which user has in own brain, and is called cognitive map.  

As we mentioned above, this research develops the assistive system for visually 
impaired. From the above, the purpose of this research is to develop the system 
which assists for creating mental map by providing environmental information 
through the hand haptic. Providing the environmental information contributes to 
creating mental map for user. The created mental map helps user to make the path 
planning and walking. The features of proposed system are to provide the wide 
range of environmental information through the hand haptic and entrust the user 
the decision and action for walking. In order to realize this feature, the system 
doesn’t use any active actuators. The system uses passive actuators for enabling 
the user to get force feedback and to walk simultaneously. Here, this environmen-
tal information should be wide surrounding area of users. This system is small ap-
paratus which has environmental sensing device and passive actuators. The user 
can sense the force feedback based on environmental information through the grip 
of the system while user walks. The concept is shown in Fig.1.  
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Fig. 1 The Concept of Assistive System 

In order to provide force feedback to user, the system should have a certain  
device which generates forces. In addition, our system concept is not to use any 
active actuators, therefore this system is based on the concept ”Passive Robot-
ics[Hirata et al. 2006]”. Thus, proposed system adopts some wheels and brakes. 
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Fig. 2 The Coordinate of the Assistive walker 

The system generates braking forces based on the distance to the obstacle in the 
moving direction of the system while user is walking and sliding the system. By 
this manner, the user can recognize environment information and create mental 
map. The scheme for generating braking force is: As Fig. 2 shows, the velocities 

of x axis and y axis of the system are respectively vx [m/s] and vy [m/s] on the local 

coordinate of the syste . The moving direction of the system  q  [rad] is derived 
by these two velocities as following. 

( )1tan /y xv vq −=                                 (1) 

The distance to the obstacle in the direction q  is d [m]. The braking force 

breakF   [N] is generated in inverse proportion to the distance d  as following. 
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1
F

d
a=                      (2) 

Here, a  is conversion coefficient from distance to force. This force is trans-
mitted to the user through the grip, then user can recognize environmental  
information by hand haptic. 

3 System Configuration 

The braking force breakF  is generated in the opposite of moving direction of the 

system q . The moving direction q  is varied by user’s action (e.g. sliding the 
system), thus q  is not constant. Therefore the braking force should be generated 
in the omni-directional. For this requirement, the omni-wheels and powder brakes 
(Fig. 3) are adopted.  

The powder brakes easily generate braking torque in the proportion to the cur-
rent inputting the brakes. The powder brakes generate _break xF  , _break yF , then the 

resultant force of these becomes breakF . In order to generate _break xF  _break yF  the 

powder brakes are attached to the omni-wheels and control the viscous resistance 
of each wheel. 

 

Fig. 3 Omin-wheel and Powder Brake 

3.1 Deployment of Omni-Wheels 

Here, let us consider the deployment of the omni-wheels. This system is moved in 
right/ left and forward/backward by user through the grip attached to the system. 
This grip is attached to the origin of the local coordinate of the system, thus the 
system orientation is not varied. As we described before, this system generate 

_break xF and  _break yF . Therefore, the controlled force direction is 2 translation 

D.o.F. ( x and y direction), the orientation is not controlled.  
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Meanwhile, conventional omnidirectional mobile mechanism uses three or four 
omni-wheels with actuators, and controls translation 2 D.o.F. and orientation 1 
D.o.F.. In case of adopting conventional three wheels type for our system (Fig. 
4(a)), the three brakes are needed to the every axis for controlling translation 2 
D.o.F.. On the other hand, in case of adopting conventional four wheels type (Fig. 
4(b)), we need to attach brakes on all four wheels, or 3 brakes by using mechani-
cal decoupling [Kawabata et al. 2002]. From above, our system adopts the wheel 
deployment as shown in Fig. 5. By this deployment, we can control 2 translation 
forces by two powder brakes without redundancy. 
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Fig. 4 Conventional deployment of omni-wheels 
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Fig. 5 Deployment of Omni-wheels 

3.2 Components and Configuration 

As other components besides powder brakes, the system adopted two rotary en-
coders for measuring ,and LRF(Laser Range Finder, URG-04LX, Hokuyo  
Automatic Co., Ltd) for measuring the distance   to the obstacles. The system 



238 S. Yokota et al. 

configuration of these components is shown in Fig. 6. The microcontroller counts 
the pulses from rotary encoders, and send it to the embedded Linux which is host 
controller. The host controller calculates the moving direction using (1) after re-
ceiving xv  , yv   then obtain the distance data d  in the direction of q  from 

LRF. The braking force is calculated by (2), and is divided intox ,y direction. Di-

vided two forces are sent to microcontroller, then the microcontroller controls the 
powder brakes. Armadillo-420 (core is ARM 9) is used for embedded Linux, and 
PIC18F2550 is used for micro controller. 
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Rotary Encoder (x)

Rotary Encoder (y)

Driver 

Micro Controller 

Embedded Linux

Battery 
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USB
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Fig. 6 System Configuration 

3.3 Powder Brake Driver 

Powder brake is ZKG-10YN(Mitsubishi electric) in our system. Generally, the 
special amplifier is needed for controlling the powder brake. The special amplifier 
is too big for our system. Therefore we design the driver for powder brake in this 
subsection.  

The magnetism powder is enclosed between output shaft and case of powder 
brake. The coil is mounted on the case. When inputting the current into the coil, 
the magnetic field is generated. And magnetism powder become the chain form, 
the friction is generated between case and output shaft. By this manner, we can 
generate the brake torque which is in proportion to the inputting current. From this 
driving principle, since this driving method is same as conventional brush DC mo-
tor in principle, we consider the PWM driving using FET. Driving circuit is con-
ventional FET source grounded circuit. We measure the relation between PWM 
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duty ratio and magnetic excitation current. The result is shown in Fig. 7. It turned 
out that the relation between duty ration and current is not linear relation.  
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Fig. 7 Drive current VS PWM duty ratio 

The other driving method is considered because the nonlinearity is not prefera-
ble. The special amplifier controls the brake torque by using continuous current 
control. From this fact, we consider analog control not digital control. In order to 
realize analog control, we use the power operational amplifier. Microcontroller 
does not have DA functions. Thus we make analog signal by CR filter and PWM 
signal (Fig .8). In this circuit, we measure the relation between PWM duty ratio 
and current. The result is shown in Fig. 9. 
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Fig. 8 Schematic of Driver Fig. 9 Vout VS PWM duty ratio 

From this figure, the relation between duty ratio and current has a linearity 
compared to the PWM +FET drive circuit. Therefore, this system adopts the cir-
cuit depicted in Fig. 8 as a driver of powder brake.  

Based on the above discussion, we made a prototype. Since the body should be 
lightweight as much as possible, we use the CFRP as the body material of the sys-
tem. The power source is lithium polymer battery (3 cells 700mAh). The proto-
type is shown in Fig .10, 11 and 12.  
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Fig. 10 Prototype 
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Fig. 11 Dimension of the Prototype 
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Fig. 12 Inside of the Prototype 

4 Experiment 

In order to verify the function and motion of the system, the basic experiment was 
conducted. The crank shaped corridor (Fig. 13) was prepared. The subject eyes 
were covered, and the subject did not know the shape of corridor in advance.  



The Assistive Walker for Visually Impaired Using Hand Haptic 241 

Start

Finish

4.8  m

1.3 m

1.0  m

 

Fig. 13 Experimental environment 

As a result, the subject could walk through this corridor. Fig. 14 shows the ex-
perimental scene. The interview to the subject shows that the user can briefly 
know the corridor shape by using the force transmitted through the grip. Therefore 
it turned out that proposed system can assist the walking by presenting environ-
mental information through the hand haptic.  

 

Fig. 14 Experimental scene 

In addition, we did another experiment to verify the creation of mental map. 
We arranged two plastic boxes as Fig. 15 shows, and the subjects with the walker 
was in the center of two boxes. The subjects didn't move and scanned the envi-
ronment using the walker at the center of two boxes. The subject received the en-
vironmental information using hand haptic. 
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The subject and 
Assistive walker

BoxBox

 

Fig. 15 Arrangement of boxes 
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The subjects did not know the environment in advance of the experiment.  Af-
ter the experiment subject were moved to another room with eye mask. In the 
another room, the subjects were asked to sketch the image of the environment. 
This image is the mental map. The examples of user's mental map are shown in 
Fig. 16. 

(A) (B)  

Fig. 16 Imagined Boxes Deployment by Subjects 

In this figure, "x" indicates the position of the subjects with the walker. In this 
figure it turned out that the mental map was correctly created by using hand haptic. 

5 Conclusions 

This research develops the assistive system which provides environmental infor-
mation through the hand haptic for visually impaired. The proposed system can 
move omni-directional and enables the user to sense environment and to walk  
simultaneously. The role of the system was to provide the environmental informa-
tion, the decisions and actions such as path planning and environmental recogni-
tion should be entrusted to user.  

This system is small apparatus which has LRF, powder brakes as actuators and 
omni-wheels. The user can sense the force feedback based on environmental infor-
mation through the grip of the system while user walks and moving the system. This 
grip is attached to the origin of the local coordinate of the system, thus the system 
orientation is not varied. Therefore, the controlled force direction is 2 translation 
D.o.F. (x  and y  direction), the orientation is not controlled. From above, our sys-
tem adopt the wheel deployment as shown in Fig .5. By this deployment, we can 
control 2 translation forces by two powder brakes without redundancy.  

The system configuration is: The microcontroller counts the pulses from rotary 
encoders, and send it to the embedded Linux which is host controller. The host 
controller calculates the moving direction using (1) after receiving xv  , yv , then 

obtain the distance data d in the direction of q  from LRF. The braking force is 
calculated by (2), and is divided in to x , y  direction. Divided two forces are 
sent to the microcontroller, then the microcontroller controls the powder brakes.  

The basic experiment was conducted using crank shaped corridor. As a result, 
the subject could walk through this corridor, and create the mental map. It turned 
out that proposed system can assist the walking and creating mental map by  
presenting environmental information through the hand haptic.  
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Abstract. With the advent of robot companion concept, the independent mobility 
became one of the hottest problem in general, and allows make progress on the in-
dependent mobility of the Visually Impaired Person (VIP). Today, this latter is 
based mainly on two elements: the white stick and VIPs memory. However, the 
feedback provided by a white cane, even an enhanced one (a smart stick), is not 
adequate to the principle of autonomy and to the growing complexity of our cities. 
Therefore, new capabilities such as orientation and space awareness should be ac-
quired by VIP. The first prototype of SEES (SEE-stick and SEE-phone) is pre-
sented in this paper. This paper: (1) introduces concepts of orientation and space 
awareness, (2) outlines the architecture of the SEES (Smart Environment Explorer 
Stick), an enhanced white cane, which assists the VIP’s  to acquire orientation and 
space awareness capabilities, and (3) discusses the SEES possible implementation 
(SEES hardware and software first prototype). 

1 Introduction 

Data from [WHO 2011] indicates that there are 285 millions visually impaired 
people (VIP) currently in the world, 39 millions of them are blind and 246 mil-
lions have the low vision. Approximately 90% of people with visual impairment 
live in developing countries. About 65% of all people who are visually impaired 
are aged 50 or more, while this age group comprises about 20% of the world’s 
population. Information from European Blind Union [EBU] estimates that more 
than 30 millions of blind and partially sighted persons live in Europe, and, in the 
average, 1 of 30 European experiences sight loss, i.e. there are four times more 
partially sighted than totally blind persons. In Indonesia, 1.5% of Indonesia's  
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population (approximately 3.6 millions) is estimated to be blind what indicates 
that the blindness is one of the most important epidemiological problems [MHRI 
2013]. According to the survey in France [Lafuma et al 2006] prevalence of visual 
impairment increases exponentially with age as shown in Table 1 (data given in 
thousands of people).  

Table 1 Prevalence of visual impairment at older ages in France 

Age/ 

Type of Visual Im-
pairment 

60-69 70-79 80-89 90-99 100+ 

Low vision 

Total blindness  

Visual impairment 

3.06 

0.21 

3.27 

5.92 

0.09 

6.01 

14.10 

0.91 

15.01 

23.13 

4.73 

27.86 

33.71 

3.27 

36.88 
 
The above statistics show that it is necessary to find the most appropriate solu-

tions for VIP integration in the modern society and to assist their independent life 
and interaction. Blindness and visual impairments are a major hindrance in daily 
life such as access to information or interaction with the environment.  

The mobility is a one possible interaction with the external world. The human 
autonomous mobility is a capability to reach a place B from the current place A 
without assistance of another person. However, the autonomous mobility raises 
several problems [Pissaloux 2009; 2011]; two of them, namely orientation and 
space awareness, are keys elements for a true independent mobility. 

The concept of (self) orientation means the knowledge of the relative spatial 
position between our current position A and targeted spatial location B. Two basic 
questions which subtend the orientation are: “where I am now?” and “how to 
reach the destination from my current position?”. Consequently, the orientation 
allows planning globally a specific route (path) to reach the targeted location from 
the current point. 

Space awareness is the capability to know about urban and social data in our 
peri-personal space (“space around our body”) and our navigational space [Tvers-
ky 2005]. Some questions which subtend the space awareness might be: “what are 
the nearest streets located one with respect to the other and with respect to me? 
what is the traffic light status at the street I like to cross? where is the library I 
like to get in? “. Consequently, the space awareness permits to understand how 
our nearest space is organized and how we can interact with. 

Existing mobility systems to assist the VIP’s navigation in the known/unknown 
and indoor/outdoor environments do not usually support the orientation and space 
awareness concepts.  

This paper proposes to fill this gap by defining a new assistive device for VIP 
and named SEES ‘Environment Explorer Smart Stick’; this device aims to assist 
some basic sub-functions of the orientation and space awareness. 

Therefore, the paper is organized as follows: Section 2 provides a state-of-the-
art on the available devices for VIP mobility and focus on technological solution 
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to support space awareness concept; Section 3 outlines the SEES architecture; 
Section 4 propose very preliminary technical evaluation of the SEES prototype 
some functions. Section 5 indicates some future works toward a full operational 
SEES prototype. 

2 White Cane Evolution: A State of the Art 

The proposed state-of-art is composed of two synergetic parts: a review of some 
existing cane bases solutions for VIP mobility (2.1) and an introduction of the 
concept of context-aware human-computer interface (HCI) for VIP mobility (2.2). 

2.1 Some Existing Cane Bases Solutions for VIP Mobility 

Several technological solutions have been proposed in order to assist the VIP mo-
bility. This paper investigates only the evolution of assistive devices based on a 
cane: white cane, smart cane, robotised smart cane and intelligent cane. 

The white cane (or white stick) is the first device invented by a British photo-
grapher, James Briggs, in 1921 that became blind after an accident, and it is still 
largely used to assist VIP mobility. The white cane assists the VIP’s walking by 
providing the tactile feedback to their hand on the status of their near navigation 
space; its permits to determine on the ground in a distance around 1m ahead of the 
VIP, obstacle-free zones and existing obstacles. Once an obstacle detected, the 
VIP should elaborate an appropriated avoidance procedure by the cognitive inte-
gration (synthesis) of the discrete tactile feedbacks. Figure 1 [Willough, Monthei 
1998] allows to imagine how complex is the global information integration (the 
whole obstacle shape recognition) using a white stick. 

 

 

Fig. 1 Complex procedure of obstacle detection using a white stick 

The cane/stick has several drawbacks [Palleja et al. 2010]. Indeed, it does not 
support the orientation and space awareness: these both functions strongly depend 
on the VIP memory of his/her surroundings established during the previous mobil-
ity experiment (learning) and his/her kinesthesia sense.  

The white stick turns into a smart cane by adding several sensors to it. These sen-
sors are usually dedicated to detect some obstacles not sensed by the white cane but 
being located in the reach of the cane (such as overhanging obstacles or upward 
stairs) or to extend the reach of the cane. These additional obstacles should be loca-
lized in the solid angle subtended by (ultrasound or laser) sensors attached to the 
white cane. A (tactile/hand or audio) feedback to VIP exploits the reflected by the 
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obstacle intensity of the sensor generated energy and captured by the cane. The 
”whole” obstacle shape should be ”reconstructed” (cognitively integrated) by the 
end-user from cane scanned points. The distance to the obstacle is estimated thanks 
to TOF (Time-of-Fly) between sensor and the reached nearest obstacle. Smart canes 
provide neither orientation nor space awareness assistance. Several smart canes have 
been realized; they differ by the feedback sent to the VIP. 

The Teletact (figure 2) is a handheld laser telemeter device which detects an 
(overhanging) obstacle with 1% of error at the distance from 10cm to 10m at the 
rate of 40 measurements per second [Farcy et a 2006]. The distance is provided 
through vibrating feedback on the user’s palm hand.  

 

 

Fig. 2 Teletact Cane, University of Paris 11 

The UltraCane [Hoyle 2006], a smart stick designed at the University of Leeds 
(figure 3), uses also the ultrasonic sensor to detect obstacles and transforms this 
information into vibrations which stimulating a thumb keep on the handle button.  

 

 

Fig. 3 UltraCane, University of Leads 

The smart stick K-Sonar (figure 4), built at Canterbury University, New Zeal-
and, uses also ultrasonic sensor for obstacle point-wised detection but it provides 
an audio feedback (space point-wise sonification) [Terlau et al. 2006].  

 

Fig. 4 K-Sonar, Canterbury University 
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The GuideCane (figure 5), a smart (robotised) stick, is designed to assist the 
VIP to detect ground located and specific obstacles such as upward stairs. The set 
of ultrasonic sensors located on a distal end of the smart stick transform acquired 
data into a vibrating feedback stimulating the end-user palm [Borenstein, Ulrich 
2001].  

 

 

Fig. 5 GuideCane, Michigan University 

The SmartCane of the Indian Institute of Technology (figure 6) [Rohan et al  
2007] detects knee-above obstacles using ultrasons.  

 

 

Fig. 6 SmartCane, Indian Institute of Technology 

The Intelligent Cane ”iCane” built by the National Taiwan University (figure 7) 
partly assists the VIP walking (obstacle detection) and basic space awareness. 
iCane orientation assistance is supported by the RFID tags: data are exchanged 
between the white cane RFID, and RFIDs embedded in the environment [Chang, 
Tsung-Hsiang et al  2005]. The data are transmitted to the end-user via PDA 
headphones connected with Bluetooth to the iCane. The provided information 
useful for walking is related to the space urbane organisation (e.g. street 
intersection, elevator, stairs, nearby shops/market, etc.). The main drawback of 
this system is that the iCane requires RFID instrumented environment (high im-
plementation and maintenance costs, not sustainable solution).  
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Fig. 7 iCane, National Taiwan University 

It should be observed that all current smart sticks do not assist neither orienta-
tion nor space awareness. In order to provide the VIPs with such assistances the 
smart cane/stick should be transformed into a space explorer smart stick (SESS).  
The SEES system, presented in the section 3, proposes a solution to overcome 
these limits. 

2.2 Context-Aware Human-Computer Interface for VIP Mobility  

A task executed by an agent (human, biological, virtual, etc.) is performed in a 
certain context. A context is a set of all necessary and useful for the considered 
task execution information (and only this information). For example, as far as the 
mobility is considered the current status of the environment (user’s near and navi-
gation spaces) should be taken into account. Indeed, if we want to cross a road, 
there is necessary to check the status of the traffic light which says what is effec-
tively possible to do; we speak about space awareness. For VIPs, the environmen-
tal noise (such as the car’s noise) constitutes the useful space awareness cue on the 
status of their near space. If the computer is used as a media for interactions with 
the external world, the contextual data should be provided by the Human-
Computer-Interaction (HCI) systems. 

Currently, one of the most fundamental tasks when building intelligent HCI 
systems is multimodal sensing and collecting space awareness data (environmen-
tal information) pertinent for a given task [Stillman, Essa 2001]. The sensors in-
volved in space awareness data collection can be passive or active. The passive 
sensors do not disturb the observed environment, contrary to the active sensors. A 
visible spectrum vision sensor (such as a vision camera) is a typical example of 
passive sensors; an ultrasonic sensor is an example of active sensors.  

Some of existing mobility assistance provides very limited space awareness to 
VIP. “Navigational beacons” for example [Loomis et al  2005], provide a repeat-
ing, directionally selective voice message during the indoor navigation; however, 
they are limited to this collaborative environment which became intelligent by 
embedding specific information  system and passive sensors into it. 

Providing maximal awareness on the environment, without requiring any mod-
ification to the existing infrastructures, will significantly enhance the experience 
of mobility to the VIP in any kind of environments.  
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However, all (active and passive) sensors should be integrated in a wearable 
device what empowers VIP with new sensory capabilities.  

Moreover, the HCI system behavior should be organized as a set of states; a 
transition from one state to the other will be driven by a data provided by the sen-
sors (after their fusion). A feedback to user (a guidance message) will accompany 
each state transition.  

The SEES system presented in the section 3 proposes an integration of  
the space awareness concept into a wearable unit using several active and passive 
sensors. 

3 The SEES System 

This section provides an overview of the targeted space smart explorer stick 
(SSES) system named SEES (3.1), details of sensors to be integrated in its first 
prototype (3.2) and SEES system operational modes useful for VIP independent 
mobility (3.3). 

3.1 SEES Overall Architecture 

The SEES system contains three main components (cf. figure 8): 

• A global remote server (iSEE),  
• An embedded local server (SEE-phone), and  
• A smart stick (SEE-stick).  

The iSEE is a global server providing the web services for the VIP such as re-
mote real-time hint and help and remote monitoring (trace the VIP location). The 
SEE-phone is based on a commercial smart phone. It is used as an embedded local 
server and provides the local services for the SEE stick such as route vector and 
internet access. SEE-phone is the key device for orientation and space awareness; 
indeed, the SEE-phone communicates with the GPS, through the web server ac-
cessing to the map database, and with the others mobile devices. The SEE-phone 
is always connected to SEE-stick through Wi-Fi. 

The SEE-stick is a white cane with a battery of active and passive sensors at-
tached to it such as classic camera, GPS receiver, wheel encoder, ultra son, com-
pass and accelerometer. These sensors will be used for environmental and VIP 
mobility cues collection and for high level mobility function implementation.  

It should be stressed that 6LoWPAN (IPv6 over Low Power Personal Area 
Network and) and RPL routing protocol are adopted to implement the SEE-stick; 
therefore, according to the context the SEE-stick can connect P2P with the iSEE 
and future transportation system [Yibo et al  2011; Shi et al  2011].  

Consequently, the SEES system can be considered as an implementation of ITS 
‘Intelligent Transportation System’ concept. 
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Fig. 8  The global concept of SEES system 

The SEES possesses the following independent mobility characteristics: 

• The VIP can know continuously his/her current location; 
• The others person can monitor the VIP’s journey and provide a remote assis-

tance, if necessary; 
• SEES could be used in the near future by VIP to access urban transportation 

system (such as car, bus and train) and to GIS (geographic and information sys-
tem and local detailed maps). 

The mobility cues collected by SEES sensors will be transformed into high lev-
el space awareness knowledge in order to:  

• Estimate or predict the status on an object (for example: status of the traffic 
light or status of the walking surface);  

• Obtain the accurate location data (what allows to track the user and check if 
(s)he is on his/her correct way);  

• Send quickly error/alerts messages to VIP when orientation mistake occurs.    

All feedbacks sent to VIP (as a result of multimodal data fusion) are passed via 
voice or touch stimulation channels.  

3.2 SEES Support of Mobility Functions: Sensors, Considered 
Mobility Cues and Running Models 

SEES targets to assist some walking, orientation and space awareness functions. 
The considered functions are the most required one by the end-users. For the first 
SEES prototype, the targeted space awareness function is the traffic light status 
detection; the targeted walking functions are the following: obstacle detection, 
walked distance estimation and surface roughness estimation. The targeted orien-
tation functions are: direction to the targeted location estimation and end-user cur-
rent location/position estimation.  
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The targeted functions have a direct impact on selected sensors. The status of 
the traffic lights – a space awareness function – is detected by using smart phone 
camera of the SEE-phone (a commercial smart phone).  

The walking function is supported by a combination of ultrasonic, camera, 
wheel encoder, accelerometer and compass. 

The ultrasonic sensor is used to detect the obstacles in front of the VIP (e.g. 
tree, wall, etc.) up to 2m ahead.  

The wheel encoder sensor is mounted on the SEE-stick wheels; it is then used 
to estimate VIP travel distance from the starting place. The distance is estimated 
by combining the data from the wheel encoder, the route vector and the GPS. The 
travel distance is periodically sent to the local server (SEE-phone) and global 
server (iSEE) for higher level mobility functions. 

The camera of SEE-stick is used to detect and recognize the geometry and ur-
ban organization of the space (such as road junctions, map of cross section or traf-
fic lights localization).  

In association with camera information, accelerometer sensor data is used to 
estimate walking surface roughness, so the VIP can adapt their posture. The com-
pass sensor is used to detect a moving direction of the VIP. Data from the com-
pass will be integrated with the GPS data and wheel encoder data to enhance the 
precision of VIP location and distance estimation. 

The camera of SEE-stick is used to identify and recognize the geometry of the 
space such as the type of road junctions or map of cross section. Moreover, this 
camera is also used to detect the traffic lights position.  

The orientation function will use two main SEE-phone sensors: camera and 
GPS (includes a Google map). The GPS is used to determine the current location 
of the VIP, while the Google map allows to plan the VIP’s journey in order to 
reach his/her spatial target. Periodically the GPS data will be sent to the database 
server for remote monitoring the VIP, displaying and checking his/her itinerary in 
real-time. Table 2 summarizes the different sensors and the mobility functions 
supported by the SEES system. 

The mobility cues will be the inputs to the SEES layer which will transform 
them into high level knowledge useful for mobility; this knowledge will be direct-
ly conveyed to the VIP (a feedback).  

Table 2 Type and function of sensors 

Sensor 
SEES System Mobility Cues 

(Output Data) SEE-stick SEE-phone

Ultrasonic 

Wheel Encoder 

Accelerometer 

Compass 

Camera 

GPS 

V 

V 

V 

V 

V 

V 

 

 

 

V 

V 

V 

Obstacle detection 

Travel distance 

Surface roughness 

Direction 

Obstacle/object status /space geometry 

Location/position 
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3.3 SEES Running Models 

SEES is a 3-module system (SEE-stick, SEE-phone and iSEE) with WIFI data 
transmission between the SEE-phone and SEE-stick. SEES has several working 
modes in function of the SEES hardware configuration. Table 3 shows all SEES 
modes. It is possible to switch from one model (assistance level) to another during 
the operation if the appropriate hardware is available.  

Table 3 SEES operational modes 

Mode 
SEES System 

Description SEE-stick SEE-
phone 

iSEE 

Mode 0 

Mode 1 

Mode 2 

Mode 3 

V 

 

V 

V 

 

V 

V 

V 

 

V 

 

V 

Basic mode 

Phone mode 

Local mode  
connection 

Complete mode 
 

The SEES interface to VIP offers four assistance levels (operational models): 

1. Mode 0 is always active as it is the SEES minimal hardware configuration; only 
the SEE-stick is active - the SEES system becomes a SEE-stick.  

 This mode will allow the VIP to walk without a smartphone. The walking will 
be assisted by stick sensors provided data (GPS, ultrasonic, camera, encoder, 
accelerometer and compass sensor).  

 The main drawback of this mode is that the VIP can not receive any confirma-
tion/information (or calls his/her friend/family) in relation to his/her journey 
progresses (correct or wrong). However, it is possible that SEE-stick is con-
nected to the iSEE through Wi-Fi access point, when needed (opportunistic 
routing);  

2. In the Mode 1 -phone mode- the SEES works by using the SEE-phone and 
iSEE. This mode will allow a user to move without a smart. The mobility will 
be assisted using smartphone sensors (GPS, camera and compass) and iSEE 
server.  
The drawback of this mode is that the VIP can not detect neither obstacles nor 
the roughness of surface;  

3. Mode 2 -local mode- makes SEES working with both its subparts, SEE-phone 
and SEE-stick. The SEE-stick cooperating with the iSEE server and the  
SEE-phone is used only as a router (Wi-Fi access point) to overcome the mo-
bility difficulties. The VIP can get a remote help from persons who monitor the 
server. In this mode, the SEES provides the selected travel specific hints and 
advices;  
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4. Mode 3 – the complete mode – makes SEES working with all its sub parts 
(SEE-phone, SEE-stick and iSEE). The SEE-stick cooperates with the SEE-
phone and iSEE to overcome the mobility difficulties. The VIP can get a re-
mote help (from relatives using the telephone (mobile communication) or the 
others person who monitor the server. In this mode, the SEES provides the se-
lected travel specific hints and assistance.  

4 Experimental Preliminary Evaluations of SEES  
System Functions 

As the SEES system is an association of two subsystems, SEE-Stick and SEE-
Phone, preliminary experiments have been realized in order to estimate their tech-
nical performances: basic navigation with SEE-stick prototype (4.1) and basic 
space awareness function –traffic light status recognition – for SEE-phone/smart 
phone (4.2). 

4.1 Experimental Technical Preliminary Evaluation  
of SEE-Stick Prototype 

Basic walking assistances were implemented in SEE-stick prototype: it aims to 
track the VIP walking on a standard route, i.e. route, which consists of sidewalks 
and cross-streets (figure 9). The ideal navigation (reference) route started in one 
yellow point and continues through yellow path to another yellow point.  

Three methods for track generation have been evaluated and compared the gen-
erated track accuracy:  

• The RISS-GPS-LKF based on RISS (Reduced Inertial Sensor System)/GPS in-
tegration which we improved with  the Linearized Kalman Filter (LKF) [Zhang 
et al  2013],  (which generated the optimal track),  

• The RISS/GPS integration method with GPS only (GPS track), and  
• The RISS only (Dead Reckoning, DK track). 

The tracking lines obtained by the three methods are shown in Figure 9. The 
yellow line is the reference navigation route; the red line (the optimal track) is 
given by RISS-GPS-LKF integration method;   the green line corresponds to DK 
estimated navigation route and blue track is a GPS track.  

The RISS-GPS-LKF integration method, comparing with GPS and DK me-
thods, provides the best estimate of VIP's track. 
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Fig. 9 Experiment 1 of navigation accuracy validation 

The first experiment with the VIP was done under a clear sky condition without 
GPS outage and without the VIP knowing the route in advance. The system pro-
vided an audio feedback to the VIP in order to keep him/her walking on the track 
estimated by the RISS-GPS-LKF algorithm.  

During the walking process, the system checks if VIP’s trajectories and head-
ings agree with navigation route. The angle between VIP's heading and the sub-
route's direction should be less than 45°. If the angle is great than 45° for a short 
period (e.g. 3s), the system tells the VIP the angle between his/her heading and the 
route direction and asks the VIP to adjust his or her heading.  

4.2 Experimental Technical Preliminary Evaluation  
of SEE-Phone 

Two functions have been implemented in SEE-phone which are useful for assis-
tance for the VIP space awareness assistance: color detection using smart phone 
(for traffic light status recognition) and remote route tracking (for continuous 
check of the VIP itinerary).  

Experiments have been implemented on Android emulator system (running on 
personal computer) and on smart phone [Yusro et al. 2013]. For traffic light rec-
ognition –  a camera of smart phone Samsung SIII Model GT-I9300. The whole 
process can be summarized as follows:  

• Capture the color image of the traffic light; 
• Calculate the average of HSV (a reference data) of the captured image;  
• When the value of the colors (traffic lights) captured by the SEE-phone camera 

is in the range of reference data, the voice application  TTS (Text To Speech) 
generates an audio message : “red stop here”, “yellow slowly run” or “green 
please run away”.  
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The results of the traffic light status detection are displayed in figure 10. The 
upper images (left to right) are signs of traffic lights status for pedestrian. The 
lower images (left to right) show results of color detection by SEE-phone. In this 
experiment, android application program detects three colors: red, yellow and 
green. 

 
 
 
 
 
 

 
 

 

 

 

 

 

 

 

Fig. 10 The color detection on android emulator 

5 Conclusion 

This paper has introduced the concept of the SESS, a space explorer smart stick, 
for the visually impaired mobility assistance, and its first prototype design. This 
concept is based on – the space awareness and orientation capabilities – key ele-
ments for (the VIPs) independent mobility.  

The architecture of the SEES system, an example of SESS, has been proposed; 
it integrates three sub-systems which complement each other: iSEE, SEE-phone 
(based on a commercial smart phone) and SEE-stick (based on the white cane). 

The realization of a SEES involves various sensors which work and cooperate 
simultaneously such as ultrasonic sensors, visible spectrum cameras, compass sen-
sor, accelerometer sensor, wheel encoder sensor and GPS receiver. The SEES  
system preliminary evaluations for the VIP tracking while walking in simple sce-
narios and for traffic light status recognition have been successful; the real track 
provided by the RISS-GPS-LKF algorithm was close to the reference track and the 
traffic light status was correctly recognized. 

Future works will tune the proposed SEES overall design, will add and modify 
assistances, will evaluate its technical performance and will design a pilot studies 
which will involve the targeted population with different degrees of visual  
impairment (participative design).  
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Abstract. This chapter presents a telehealth system called GiraffPlus supporting 
independent living of elderly in their own home. GiraffPlus system is a complex 
system which monitors activities and physiological parameters in the home using 
a network of sensors. The elaborated information is presented to the primary user, 
the elderly, and to secondary users like health care and home care providers and 
possibly to family members as a help to assess possible health and wellbeing dete-
rioration, provide acute alarms, and support health procedure. The secondary users 
can also visit the elderly via the Giraff, a teleoperated robot that can communicate 
and move in the home under the control of the secondary user. The chapter fo-
cusses in particular on the deployment of the system in six real homes in Sweden, 
Italy and Spain. The chapter outlines the technological various components used, 
the expectations of the users and the evaluation method.   

1 Introduction 

An emerging application area for intelligent systems is the use of such system in the 
home and for domestic use. In particular, applications which concern individuals 
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with special needs, disability or in general promote an improved life quality are 
particularly interesting for these new technologies. This application area poses a 
number of key challenges from a human systems interaction perspective. Such a 
system should be in operation for long periods of time and should interact and be 
used by non-experts which may even suffer from cognitive decline. The system 
should also be able to cope with unexpected situations or events for which it may 
not have been pre-programmed. Therefore, there are not only technological 
challenges to deploying such systems at home, but also the ability to thoroughly 
evaluate such system is essential in order to ensure that the system can fulfill the 
needs of the intended users. In this chapter we present a system developed with an 
EU project called GiraffPlus.  GiraffPlus is a complex system which can monitor 
activities and physiological parameters in the home using a network of sensors 
distributed in the home. The sensors can measure e.g. blood pressure or detect e.g. 
whether somebody falls. They can also assess where the person is, if is sitting in the 
couch or lying in bed, if he is using electrical appliances or opening cupboards or the 
fridge. Different services, depending on the individual’s needs, can be pre-selected 
and tailored to the requirements of both the older adults and health care 
professionals. At the heart of the system is a unique telepresence robot, Giraff, 
which lends its name to the project. The robot uses a Skype-like interface to allow 
e.g. relatives or caregivers to virtually visit an elderly person in the home (see Fig.1). 
The GiraffPlus system monitors daily activities of the elderly and provides a visual 
interface which allows care givers to see a summary of the activities. The 
physiological data can also be viewed in the context of the daily activity of the users. 
The monitoring is complemented with a social interaction component where health 
professionals and elderly can discuss the collected data during visits made via the 
Giraff robot. 

 

 

Fig. 1 The GiraffPlus system deployment in a home 

In the GiraffPlus system, the interaction between humans and the system 
occurs with several modalities. Firstly, there is an interface that shows the data 
collected by the system to health and homecare professionals and can be used both 
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offline or during the visits with the Giraff. Secondly, family and friends are able to 
connect to the system and see parts of the information according to their level of 
authorization to the data. Thirdly, the elderly has the possibility to see his or her 
own data which has been collected by the system. Finally, all the information is 
stored in a database and can be retrieved for any specific time window enabling 
therefore long term analysis of the data.  

Special emphasis in the project is given to evaluations and input from the users 
so that the system can have an empathetic user interaction and address the actual 
needs and capabilities of the users. The GiraffPlus system is already installed in 6 
homes of elderly people distributed in Sweden, Italy and Spain and will be 
installed and evaluated in a total of 15 homes. These evaluations will drive the 
development of the system. This chapter presents the user expectations, the 
preliminary evaluations of the system and the deployment of the first version of 
the system in the six homes. The chapter also provides the initial evaluation results 
after a first period of use.  

The chapter is organized as follows: A general description of the technological 
components of the GiraffPlus system is given in Section 2. Section 3 provides a 
description of the selected test sites, the evaluation methodology and the 
deployment of the system. Finally a discussion, conclusion and outline of planned 
work in the project are given in Section 4.  

2 The Deployed System   

In this section we briefly present the GiraffPlus system. A more detailed 
description of the system is in [Coradeschi et al. 2013]. The Giraff telepresence 
robot uses a Skype-like interface to allow caregivers to virtually visit an elderly 
person in the home. The Giraff robot is enhanced with semi-autonomy in order to 
increase safety and ease-of-use. The GiraffPlus system also includes a network of 
sensors. Data from these sensors are processed by an advanced context 
recognition system based on constraint-based reasoning which both detects 
events on-line and can perform inference about long term behaviors and trends. 
Personalized interfaces for primary and secondary users are developed to 
access and analyze the information from the context recognition system for 
different purposes and over different time scales. An important feature of the 
system is an infrastructure for adding and removing new sensors seamlessly, and 
to automatically configure the system for different services given the available 
sensors. This is done using planning techniques. These features provide an 
adaptive support which facilitates timely involvement of caregivers and allows 
monitoring relevant parameters only when needed.  

The specific instance of the GiraffPlus system that has been deployed at the test 
sites includes the components described below. 
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2.1 Hardware Components and Middleware 

The kind of sensors deployed in the test sites are described below. Fig. 2 shows 
the sensors. For each test site a specific group of sensors is selected depending on 
the home topology.  

Passive Infrared Detectors (PIR). The passive infrared detectors are wireless 
movement detectors that can be used to detect the presence of the user in a 
particular room.  Once a movement is detected, the PIR sensor generates a signal 
to the GiraffPlus middleware. This information is essential to register and monitor 
the activity of the user. 

 

 

Fig. 2 Presence sensor, Electrical power consumption, Occupancy sensor, universal sensor, 
door contact 

Electrical Usage Sensor. This sensor sends a radio signal to the GiraffPlus 
middleware, when a connected electrical appliance is switched on/off. It is 
intended to indicate when primary users have used a particular appliance, such as 
a kettle, microwave, etc.  

Occupancy Sensor (bed/sofa/chair). Occupancy sensors are pressure pads that 
can be placed on mattresses, sofas, chairs, etc. to check the time the user is resting. 
They need to be connected to a universal sensor to transmit the information to the 
Giraffplus middleware. 

Door Contact. This sensor detects when two objects are close. It is typically used 
for doors, windows, cabinets, etc. to detect when they are opened/closed. It needs 
to be linked to a universal sensor in order to transmit the information to the 
middleware. 

Universal Sensor. The Universal sensor enables wired devices and other 
equipment to raise wireless alarm calls and appropriate radio messages to home 
units using Plug and Play functionality. When the attached device is triggered, the 
Universal sensor sends the appropriate message, permitting the elements 
connected to the GiraffPlus middleware, e.g. the Context Recognition module, to 
be aware about the current situation. 

Physiological Sensors. The physiological sensors include a kit composed by  
an android tablet and assessment kit that measures weight, blood pressure and  
glycaemia. 
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Android-Based Mobile Phone and a Pulse Oximeter. The main purpose of the 
sensor is a continuous monitoring of physiological parameters (pulse rate and 
oxygen saturation) and fall detection using the accelerometer in the mobile phone. 

Giraff Telepresence Robot. The Giraff robot is a telepresence device that allows 
remote users to connect and make a virtual visit. It includes a zoom camera with a 
wide-angle lens, microphone, speaker and a 13.3" LCD screen mounted on top of 
a base that the visitor can control remotely and move around in the remote 
location. The 13.3" LCD can turn 180 degrees to let the user see who is calling 
and to interact with the Giraff.  The device is specifically designed to work in 
home settings and provides visual/social cues for the user, such as lowering to a 
sitting position when at a table or bedside. The Giraff robot can be seen in Fig.1. 

The user interface on the Giraff robot contains an answer button, hang-up 
button, volume knob and a touchscreen so the user can interact with the system; 
everything else is controlled by the remote user to simplify the robot usage, and in 
fact it does require any interaction from the user to operate. The Giraff robot also 
includes a charging station where it charges its battery when not in a call. 

The middleware provides communication functionalities between software 
components deployed at home and on secondary user’s personal computer.  

Heterogeneity and distribution of both hardware and software resources is 
hidden by the middleware. Instead of providing different components at different 
levels of the system to access storage and context recognition functionalities, the 
current middleware architecture includes dedicated modules at the same level. 
Similarly, any device configured at home can be accessed in a homogeneous way 
by local and remote services. 

The buses used to announce and discover resources installed at home (service 
bus) and the buses to access sensors’ readings (context bus) need to be managed 
by a message broker that is installed on the same home server and it is accessed 
through the VPN by the remote clients. 

In addition to communication capabilities, the current middleware layer 
presents APIs to retrieve historical and real-time sensor data and to query for 
activities in the monitored home environment.  

A remote Database is used where all the sensor data and the elaborated 
information is stored and easily accessed by all components of the system. 

2.2 Context Recognition and Configuration Planner 

Context recognition and the configuration planner are important components of 
the system in order to give meaning to the sensor data. The former recognizes the 
activities performed in the home (e.g. eating-dinner, sleeping, food-cooking, and 
moving) on the basis of the sensors data. An activity has an extension in time, and 
it typically involves changes in observable state variables. The task of the 
configuration planner is to configure the sensor network in terms of subscriptions 
(and possibly also giving parameters to functionalities) so that the state variables  
requested by the context recognition system are monitored. 
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Given a task, the configuration planning is the problem of generating a 
functional configuration of a networked robot system consisting both of mobile 
robots and sensors and actuators distributed in the environment that solves that 
task. In a functional configuration, sensory, computational and motoric 
functionalities belonging to the different devices are connected with 
communication channels.  

The work by [Lundh et al. 2008a], [Lundh et al. 2008b], [Lundh et al. 2009] 
offers a centralized solution to the problem, which has been successfully 
employed in an intelligent home test bed. A related approach for multi-robot 
systems is AsyM TRe-D [Tang et al. 2005], [Parker et al. 2006]. ASyMRTe-D 
works by connecting functionalities, belonging to different robots, into coalitions. 
The GiraffPlus configuration planner may produce configurations that change 
over time, in particular when actuation (pre- and post-conditions of actions) is 
involved. The configuration planner makes the sensor network providing the 
information (state variable values) that the context recognition system needs, and 
may also change state variables through actuation. A particular important 
capability of the GiraffPlus configuration planner is to handle many requests at the 
same time. 

Context recognition is a fundamental capability of the proposed system.  
Context recognition addresses the general goal of providing the system with the 
capability of inferring context about the human user(s) and of the environment, 
including its ubiquitous sensors and actuators.  In the particular sub-case of human 
context recognition, this capability often goes under the name of activity 
recognition. The context recognition system deals with activities. An activity has 
an extension in time, and it typically involves changes in state variables (e.g. 
eating-dinner, sleeping, food-cooking, and robot-moving). Similar constraint-
based approaches to inference in the domain of domestic activity monitoring 
include [Cesta et al. 2010], [Pollack et al. 2003].   

Given the requests from services, the context recognition system determines 
what state variables need to be monitored and requests these variables from the 
configuration planning system. It then continuously receives data about these state 
variables from the sensor network, enters them into the time line and derives 
activities from them. The context recognition system may also change its request 
for state variables to the configuration planner, depending on what activities 
comes up or are expected to come up. And it may request changes of state 
variables (actuation) when certain activities are triggered. 

2.3 Interacting with the User 

The GiraffPlus system uses different modalities to interact with the users. The 
secondary users receive reports of the activities and physiological parameters 
and can see these information on-line via an interactive program (Fig 3 A  
and B). The elderly can see the information in the Giraffe robot touch screen 
(Fig 3 C and D). 
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Fig. 3 Interaction modalities of the GiraffPlus system 

The secondary users can also connect to the Giraff robot using the interactive 
tool (Fig. 4 left). Fig. 3 B and C shows a graphical representation of the physio-
logical data, while Fig. 4 right shows a representation of the activities performed 
in a period of time. 

  

  

Fig. 4 (left) tool to connect to the Giraff robot; (right) representation of activities 

3 Long Term Evaluation 

3.1 User Requirements 

The GiraffPlus system is being developed on the basis of user requirements from 
both primary (elderly living in their apartment), and secondary (health care 
professional or family members and friends) users.  Overall a total of 325 users 
(among primary and secondary) have been involved in this initial phase. 
Qualitative and quantitative research has been carried out in the Sweden, Spain 
and Italy, to elicit user requirements and expectations in terms of type of services 
as well as system design and appearance. The study started with a literature 
review, followed by focus groups and questionnaires. Specifically, the results of 
the focus groups have been validated via questionnaires and workshop with users. 
Some qualitative cross-cultural analysis has also been performed in order to 
highlight differences emerged during the studies in the three countries. Result of 
this effort is a list of user requirements with an associated level of priority and a 
set of preferences on different mockups of a component of the system that can be 
both used to influence the future architecture definition and functional 
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specification of the GiraffPlus system. This comprehensive list of requirements is 
not only of interest for the specific GiraffPlus system, but also outlines general 
preference of primary and secondary users with respect to technological solution. 
The complete list is available at the GiraffPlus website (www.giraffplus.eu) in 
deliverable D1.1 in the “Project” tab. 

3.2 User Expectations 

The project's guiding principle is that it should be driven forward by user centered 
design. In this case, it means active involvement during the entire development of 
cycle ranging from the initial prototype in the laboratory, the intermediate version 
installed in the homes and the final complete system.  

In the first year, efforts were made to create a group of older users that serves 
as test subjects throughout the project. This was based on earlier experiences that 
such a strategy creates more engaged participants willing to serve as proactive 
users and being partly responsible for the result compared to being merely objects 
for testing. The advantage for the project manager is a secure process that creates 
stability and prevents drop outs and problems in case of projects delays.  

Initially several workshops were organized inviting potential elderly users to 
proactively elaborate on the concept playfulness and its bearing on inviting 
telehealth systems and its artifacts into the home. The results showed the 
importance of considering cultural differences both in terms of design and in terms 
of monitoring the contacts between patients and caregivers. Minimalist design was 
more desirable in Sweden since it was experienced as discrete and stylish and 
possible to personalize. In Italy and Spain users preferred furniture like design that 
was experienced as offering more functionality. The knowledge of the variation in 
health care systems was found important to facilitate adjustment of telehealth care 
services to national and local conditions. 

The next step was to test a preliminary GiraffPlus version in three separate 
evaluations. First with eleven elderly users in a test flat in Sweden, second, with 
six professional nurses in Italy, and third, installing a pilot in one real life setting – 
a home of an elderly user in Italy. 

The main aim in the test flat was to identify users expectations and identify 
problems to facilitate the adoption process and pave the way for the next step i.e. 
installation of the system in homes of elderly users. Telehealthcare research most 
often has a technological focus without any chance to understand the user’s point 
of view. Such an approach neglects the experiences of users which in turn limits 
the ability to implement new products and services in a meaningful way in their 
everyday lives. Based on the user requirements derived from the initial literature 
study and focus groups described above elderly users were exposed to three 
scenarios: the situation of de-hospitalization; daily activity monitoring by a care 
giver; and monitoring a physiotherapy protocol. The analysis of the expectations 
was guided by Rogers´s diffusion of innovation theory [Roger 2003] which helped 
to understand the adoption or rejection of the GiraffPlus system. An innovation is 
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likely to become successfully adopted if it is perceived as better than the 
idea/product it succeeds – relative advantage; if it is perceived as being consistent 
with exciting values, past experience and the person’s needs – compatibility; if it 
is perceived as easy to use – complexity; and if the use of the innovation is visible 
and liked by others – observability. The result shows that the crucial factor for 
adoption of telehealthcare systems is not usability but the system’s ability to really 
support autonomy in everyday life. Results from the user lab tests indicate that a 
telehealthcare system needs to: (a) be customized to the individual’s needs, (b) be 
reliable, (c) be easy to use, (d) consist of as few devices as possible, and (e) offer 
training and education throughout the usage. The relative advantage of the system 
with respect to possible alternatives depends on how well integrated the 
telehealthcare system can become with the current healthcare system. 

The assessment of the prototype in Italy involved nurses as secondary users. 
They were exposed to the same scenarios as the elderly users in the test flat in 
Sweden. They also assessed the first version of the interface for the Interaction 
and Visualization Services, see figure 4. Their main concern was how to integrate 
the system in their daily work. The means through which GiraffPlus is accessible 
is crucial in this respect: it needs to fit into their daily work routines and it 
challenges the way health care is organized. An additional aspect outlined is that 
to serve the patients the information need to be contextualized; a holistic 
perspective requires patient information that is beyond singular data, but considers 
a more general context. For instance, a blood pressure value can be influenced by 
the activities the person has done before.  

The pilot study in an elderly home in Italy helped to make the preparations for 
implementation more realistic and effective. The main factors emerging in the 
pilot study were technology weaknesses, for example that sensors were more 
difficult to install than expected. In addition organizational and maintenance 
issues emerged, for example the previous relation between those visiting the home 
and the elderly impacted the willingness to regularly use the technology. There 
was also the need to adapt the expectations of technology reliability between a lab 
setting and a real life setting where reliability is much harder to achieve. The 
lessons learnt from this pilot illustrates very well the theoretically based fact that 
usefulness and meaningfulness is context based. 

To conclude, the first evaluation of the Giraffe Plus emphasizing expectations 
shows the difficulty of assessing the value of innovation outside its context. It 
demonstrates the need to understand the daily life of the organization or the 
individual where it will be implemented. It also shows the value of involving 
users, both elderly and care givers, and not least, to test the system both in a 
laboratory and in a real life pilot and most important, to understand the difference 
between the settings and adapt the technology to the real home. 

3.3 Deployment of the System in the Test Sites and Evaluation 

The GiraffPlus system has been deployed in 6 homes. For each country (Italy, 
Spain and Sweden) two homes have been selected and a version of the system has 
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been deployed. In Sweden the test sites are the homes of two single men both 83 
and 82 years old. In Spain two men 84 and 76 years old. In Italy two women 93 
and 94 years old. An example of the sensor deployment in a home in Sweden is 
shown in Fig. 5. 

 

 

Fig. 5 Sensors deployed in a test site in Sweden 

An interview has been performed for each test site to assess the expectation of 
the person and to decide which sensor to deploy and where depending of what was 
expected to be monitored. The expectations that emerge from the interviews show 
the presence of both drivers and barriers with respect to the use of the system. No 
technological barriers were considered especially significant pointing to the fact 
that the usability aspects of the system components are satisfactory. One barrier 
addressed in Spain was worries about the “big brother syndrome” i.e. the 
surveillance by unknown people. One driver that overshadows the barriers is the 
positive experience of being involved in a project and their own experiences being 
taken seriously.  

We are in the process of performing additional interviews after an initial period 
of using the system.  

4 Discussion and Conclusions 

The GiraffPlus system aims at facilitate a prolonged independent living for elderly 
in their own home. The system monitors daily activities and physiological 
parameters and can give a more reliable view of the health status of the person 
both for the person himself and for health/care personal and family. The system 
can also give alarms and present long term data that can show health deterioration. 
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An essential aspect to be considered is a thorough user evaluation both in terms 
of user expectations and user feedback when using the system. We briefly present 
in the paper the methodology for acquiring the user requirements and we refer to a 
report available on-line for the full list of requirements due to space limitations. 
We also describe the acquisition of user expectations prior of the system 
deployment.  Currently, the system has been recently deployed in 6 test sites 
where it will be evaluated for one year. 9 additional test sites will be started in 
February 2014. The system deployed is described in the paper. A first feedback 
from the users of the system is currently collected and can also be presented in the 
final version of the paper.  

Acknowledgment. The project is supported by the Fp7 EU programme. 

References 

[Cesta et al. 2010] Cesta, A., Cortellessa, G., Rasconi, R., Pecora, F., Scopelliti, M., Ti-
berio, L.: Monitoring elderly people with the robocare domestic environment: Interac-
tion synthesis and user evaluation. Computational Intelligence, Special Issue on Sched-
uling and Planning Applications (2010) 

[Coradeschi et al. 2013] Coradeschi, S., Cesta, A., Cortellessa, G., Coraci, L., Gonzalez, J., 
Karlsson, L., Furfari, F., Loutfi, A., Orlandini, A., Palumbo, F., Pecora, F., von Rump, 
S., Štimec, A., Ullberg, J., Östlund, B.: GiraffPlus: Combining social interaction and 
long term monitoring for promoting independent living. In: Proc. 6th Inter. Conf. on 
Human System Interaction, pp. 578–585 (2013) 

[Lundh et al 2008a] Lundh, R., Karlsson, L., Saffiotti, A.: Autonomous functional configu-
ration of a network robot system. Robotics and Autonomous Systems 56(10), 819–830 
(2008) 

[Lundh et al 2008b] Lundh, R., Karlsson, L., Saffiotti, A.: Automatic configuration of 
multi-robot systems: planning for multiple steps. In: Proc. 18th European Conference on 
Artificial Intelligence, Greece, pp. 616–620 (2008) 

[Lundh et al 2009] Lundh, R.: Robots that help each-other: self-configuration of distributed 
robot systems. PhD Thesis. Örebro University, Sweden (2009) 

[Parker et al 2006] Parker, L.E., Tang, F.: Building multi-robot coalitions through auto-
mated task solution synthesis. Multi-Robot Systems 94(7), 1289–1305 (2006) 

[Pollack et al 2003] Pollack, M., Brown, L., Colbry, D., et al.: Autominder: an intelligent 
cognitive orthotic system for people with memory impairment. Robotics and Autono-
mous Systems 44, 273–282 (2003) 

[Rogers 2003] Rogers, E.M.: Diffusion of innovations, 5th edn. Simon and Schuster (2003) 
[Tanget al 2005] Tang, F., Parker, L.E.: Distributed multi-robot coalitions through ASyM-

TRe-D. In: Proc. IEEE/RSJ Inter Conf on Intelligent Robots and Systems (IROS), Al-
berta, pp. 2606–2613 (2005) 



 
 
 
 
 
 
 
 
 

Part III 

Various Information Processing  
Systems 

 

 

 

 

 

 

 

 

 

 



 

  
Z.S. Hippe et al. (eds.), Human-Computer Systems Interaction: Backgrounds  
and Applications 3, Advances in Intelligent Systems and Computing 300,  

275

DOI: 10.1007/978-3-319-08491-6_23, © Springer International Publishing Switzerland 2014  

Textual Coherence in a Verse-Maker Robot 

A. Astigarraga1, E. Jauregi1, E. Lazkano1, and M. Agirrezabal2 

1 Department of Computer Science and Artificial Intelligence,  
  University of the Basque Country (UPV/EHU), Donostia, Spain 
 {aitzol.astigarraga,e.lazkano,ekaitz.jauregi}@ehu.es 
2 Department of Language and Software systems,  
  University of the Basque Country (UPV/EHU), Donostia, Spain 
 Manex.aguirrezabal@ehu.es 

Abstract. The Bertsobot project aims to develop an autonomous robot capable of 
composing and playing traditional Basque impromptu verses –bertsoak. The sys-
tem should be able to construct novel verses according to given constraints on 
rhyme and meter, and to perform it in public. The Bertsobot project, at the inter-
section of Autonomous Robotics, Natural Language Generation and Human Robot 
Interaction, works to model the human abilities that collaborate in the process that 
enables a verse-maker to produce impromptu verses. This paper provides a general 
overview of the system, specially focusing on the description and evaluation of 
different semantic similarity methods for predicting the textual coherence of the 
generated verses. 

1 Introduction 

Basque, Euskara, is the language of the inhabitants of the Basque Country. And 
bertsolaritza, Basque improvised contest poetry, is one of the manifestations of 
traditional Basque culture that is still very much alive.  Events and competitions in 
which improvised verses, bertso-s, are composed are very common. In such per-
formances, one or more verse-makers, named bertsolari-s, produce impromptu 
compositions about topics or prompts which are given to them by an emcee 
(theme-prompter). Then, the verse-maker takes a few seconds, usually less than a 
minute, to compose and sing a poem along the pattern of a prescribed verse-form 
that also involves a rhyme scheme. Melodies are chosen from among hundreds of 
tunes. Fig. 1 shows a picture of the national championship of bertsolaritza, which 
took place on 2009. 

Xabier Amuriza, a famous verse-maker that modernized and contributed to the 
spread out of the bertsolaritza culture, defined bertsolaritza in a verse as: 

Neurriz eta errimaz 
kantatzea hitza 
horra hor zer kirol mota 
den bertsolaritza. 

Through meter and rhyme 
to sing the word 
that is what kind of sport 
bertsolaritza is. 

The main objective of this research project is to develop an autonomous robot 
capable of generating and performing improvised verses in Basque. The interaction 
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with the robot should be speech-based; thus, the system should be able to receive the 
instructions to compose the verse in Basque, to generate the most appropriate verse 
according to the given instructions and to sing it with the proper melody. The robot 
should also show the degree of expressiveness that Basque troubadours, bertsolari-s, 
show in their performance. And all those tasks must be accomplished concurrently 
in a extemporaneous performance. 

We believe that the Bertsobot project provides a unique opportunity to join to-
gether the capabilities of autonomous robots to sense their environment and inte-
ract with it, and the natural language processing tools devoted to automatic verse 
generation, in an attempt to generate improvised and context-specific poetry. 

We decided to decompose the task of performing a bertso into several smaller 
tasks or abilities, so that each one might be modeled correctly before attempting to 
combine them in the composition of the overall performance. 

 

Fig. 1 2009 national championship 

The main concern of this paper is to measure the textual coherence of a poem 
automatically generated under meter and rhyme constraints. 

2 Related Work 

Computer-based poetry has received attention in the research community in the 
last years, and several interesting systems have been developed. In our opinion, 
automatic generation of poems resembles the creation of a bertso in these three 
aspects: 

1. They have to satisfy very specific technical requirements: on the one hand me-
tric restrictions, that is, the number of syllables per line; and, on the other hand, 
they have to meet certain rhyme pattern.  

2. They are allowed a certain poetic license which implies, sometimes, deviations 
from the rules of syntax and semantics.  

3. The result must be meaningful for the user, more specifically, the resulting text 
must arouse specific emotions amongst the audience.  
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Taking aforementioned similarities in mind, we reviewed the existing literature 
on the automatic creation of poetry. A good overview can be found in [Oliveira 
2009; Gervas 2013]. Most recent -and relevant- ones include: 

• Haiku Generation Using Vector Space Model. Wong and Chun [Wong et al. 
2008] presented an approach to generate “modern haikus” using text collected 
from blogs. The proposed approach uses a keyword and a line repository con-
taining sentence fragments found in blogs. The haiku generation process starts 
by choosing three keywords from the lexicon, and then, sentence fragments in 
the blogosphere containing those keywords are searched. Two keywords are 
extracted from each sentence, using a tf-idf weighting scheme to evaluate how 
important each word is to a sentence. Afterwards, vectors are used to compare 
each sentence pair. The cosine of the angle between two vectors is used to 
measure their semantic relation. Finally, the most semantically related pairs of 
vectors are chosen for the resulting haiku. 

• Full-FACE Poetry Generation. This system [Colton et al. 2012] is a corpus-
based poetry generation system, aimed to be a fully automatic computer poet. 
The generation is driven by a four stage process that involves: simile retrieval 
from a simile corpus, generation of variations for each simile, combination --
they combine similes with their variations and key phrases extracted from 
newspaper articles-- and instantiation, which chooses one of the possible com-
binations randomly. 

• Computational Modelling of Poetry Generation.In this paper [Gervás 2013] 
Gervás shows a review of different works done in this area and presents a rede-
signed version of the well known WASP poetry generator which combines dif-
ferent AI techniques. The poems generated by this system have been accepted for 
publication in a book about the possibilities of computers writing love poems. 

To the best of our knowledge, there are no poetry generation systems imple-
mented in a real robot. But bertsolaritza belongs to the oral genre, and the public 
performance is extremely important. Therefore, it is not enough the development 
of an automatic verse generation system, the created poem has to be part of a per-
formance. Thus, a real body that interacts with the public and sings the improvised 
verse with a proper melody is needed. 

The design and implementation of such an autonomous interactive robot is a 
challenging task. There is much to learn from the potential of the integration of 
these technologies, as there is from the embodied and speech-based human robot 
interaction [Beck et al. 2010; Scheutz et al. 2011]. 

3 System’s Task 

Bertsos can be composed in a variety of settings and manners.  At a formal com-
petition the verse-makers are called upon to compose and sing different kinds of 
bertsos by the theme-prompter or emcee. For our particular challenge we have 
chosen the popular exercise of “Rhymes Given”: the robot is given the four  
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rhyming words and it is required to compose the bertso in Zortziko Txikia meter 
“around” these rhyming words.  

Zortziko Txikia (see Fig. 2) is a composition of eight lines in which odd lines 
have seven syllables and even ones have six. The union of each odd line with the 
next even line, form a strophe. Each strophe has 13 syllables with a caesura after 
the 7th syllable (7 + 6) and must rhyme with the others. 

 

Fig. 2 Structure of the Zortziko Txikia 

 

Fig. 3 Overall software architecture 
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It must be said that human-robot interaction is entirely speech-based: the 
theme-prompter (or emcee) proposes the four rhymes to compose the verse in 
Basque, and the system answers in Basque too. The overall performance is 
represented as natural as possible by the robot, interacting as much as possible 
with the emcee and the audience (see [Astigarraga et al. 2013] for more details). 

4 Verse Generator 

As it can be deduced from Bertsobot’s software architecture (see Fig. 3), several 
research areas are involved in the project. This paper concentrates on the verse 
generation subpart of the project, which generates a poem text under meter and 
rhyme constraints and using two methods to achieve textual coherence. 

In the  basic scenario, the four rhymes to compose a bertso are received as in-
put, and the verse generator module then should give as output a novel and techni-
cally correct verse, and (hopefully) with coherent content. 

The poetry generator is based on the following principles: 

• Form: rhyme and metric compound the technical requirements of a bertso. 
Thus, finding rhymes and counting syllables are essential abilities that the sys-
tem must perform. 

• Content: the output of the verse generator module must be meaningful. Me-
thods to measure the semantic coherence of the generated text are needed.   

It can be said that the final verse is a marriage of form and content in which 
each works together to convey a meaningful text with formal precision. 

The verse generation process then consists of the following steps: 

1. Receive as input the four rhymes to compose the verse. 
2. Find sentences in the corpus that rhyme with the input words. 
3. Generate the verse with the highest textual coherence. 

We next describe in some more detail the background corpus construction 
process as well as the similarity methods used to measure textual coherence. 

4.1 Text Corpus 

Our approach for verse-generation is corpus based. We have chosen initially to 
work with documents mined from the Basque newspaper Berria [WWW_1] (%85) 
alongside verses extracted from the work of well-known bertsolari-s [WWW_2] 
(%15). The later reflects the desire to maintain the language-model of the bertso-
laritza, and the former tends to increase quality while not appropriating text in-
tended for poems. Next, we divided the text collection into passages with coherent 
meaning. For our purposes, we selected as document the minimum semantically 
coherent block of text, where each document deals with a single idea. Therefore, 
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we created a corpus of individual sentences. The sentence selection and extraction 
process consists of the following two steps: 

• Splitting: split the text collection into sentences. 
• Selection:  extract the sentences that fulfill the meter requirements of the Zort-

ziko Txikia (13 syllables). 

Once preprocessing step is finished, we have a corpus of 56274 sentences, with 
20098 unique terms in it. This sentence repository will be used in the bertso gen-
eration process. 

4.2 Semantic Relationship/Similarity Measures 

The four rhymes received as input data are used to find sentences in the corpus 
ending with those rhymes. During the search process, a set of sentences for each 
initial rhyme are found. Those sentences will then be fed into the similarity mea-
suring stage to perform the sentence matching process. 

A system capable of validating its output from a metrical and rhythmical point 
of view shows a hint of aesthetic sensibility, but it is missing out one important 
aspect that humans use to value poetry: meaningfulness. The main purpose of this 
stage is to compare the relationship between pairs of sentences to choose the most 
semantically related ones for the final verse. To do that, the sentence relation sys-
tem computes, for each pair of sentences, a score that evaluates how those  
sentence are semantically related. That is, once the technical requirements are ful-
filled, sentences that maximize the internal coherence of the generated verse are 
selected.  

The starting point for our similarity methods is the observation that related 
strophes in a bertso tend to use the same or similar words. It is true that the use of 
the same or similar terms does not always guarantee relatedness, but can be consi-
dered as a precondition, and we believe it should work well as a measure of rela-
tedness. We have tested the two similarity measures described below. 

Method 1: Standard Vector Space Model (VSM) 
The Vector Space Model (VSM), introduced first by Salton [Salton 1971], is a 
model for representing text in a vector space. Each dimension of a vector 
corresponds to a term that is present in the text collection. This is the simplest 
vector-based similarity approach, and similarity calculation is based on word 
matching. Before any semantic processing takes place, we applied the following 
text preprocessing tasks: 

• Tokenization: sentences are split into individual words. Punctuation marks are 
also removed from text.  

• Lemmatization: due to its agglutinative characteristic, a given word lemma 
makes many different word forms in Basque language. Therefore, a lemmatiza-
tion step is accomplished to reduce term quantity. 
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In order to represent the importance of a term within a document and within the 
whole document collection, the well known tf-idf (term frequency-inverse term 
frecuency) [Ramos 2003] weighting scheme has been applied, which combines lo-
cal and global weighting. The tf-idf weighting scheme assigns to term t a score in 
sentence s given by  

tf – idf t,s = tf t,s · idf t                                                                          (1) 

Finally, to measure the semantic relation between a pair of sentences, we make 
use of the classical cosine similarity of their vector representations: 

cosθ = (V1⋅V2)/(||V1||⋅||V2||)                                         (2) 

where the numerator represents the dot product (or inner product) of the vectors, 
and the denominator is the product of their Euclidean lengths. 

Shortcomings of this standard vector-based method are known: on the one 
hand, only sentences that overlap in vocabulary will be considered similar. Two 
documents with a similar topic but different vocabulary will not be considered 
similar. In other words, it cannot deal with synonymy and polysemy. And on the 
other hand, it assumes complete independence among the terms. 

Method 2: Latent Semantic Analysis (LSA) 
LSA was developed as a special vector space approach to solve the aforemen-
tioned issues [Deerwester et al. 1990]. In the standard VSM, term associations are 
ignored, and therefore, synonymy and polysemy are not captured. By contrast, 
LSA tries to find the latent semantic structure of a document collection. That is, to 
find hidden relations between terms, sentences or other text units [Landauer and 
Dumais 1997]. In other words, LSA analyzes term co-occurrence of higher orders, 
so that it is able to incorporate the relationship of words A, B which only co-occur 
in documents through word C, and never appear in the same document together di-
rectly.  

LSA involves the application of the matrix algebra method Singular Value De-
composition (SVD) to the document-by-term matrix in order to reduce its rank and 
construct a semantic space. The matrix is then decomposed in such a way that  
similar vectors will be conflated, or moved closer within the space. And thus, LSA 
enables the calculation of semantic similarities between words, sentences or para-
graphs. 

To construct a semantic space to capture textual coherence, a large representative 
text corpus is needed. Thus, a large collection of documents collected from the 
newspaper Berria was used for the construction of the semantic space. The text col-
lection was divided into paragraphs, that lead to a corpus of 161.113 documents and 
10.121.624 words. Again, the text collection was first lemmatized in order to reduce 
term quantity with no loss in meaning. Thus, a corpus of 180.616 unique words was 
obtained. Then, the entries of the document-by-term matrix were weighted using the 
already presented tf-idf scheme. Sentence similarity in the reduced space is meas-
ured by the cosine distance between their vector representations. 
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We used Gensim [Řehůřek and Petr 2010] Python framework to compute the 
LSA and perform similarity queries. After applying the SVD, the semantic space 
dimension was reduced to 250, a value chosen empirically. We thus map each 
term/document to a 250 dimensional space. The consequence of this dimension 
reduction is that some dimensions are combined on more tha one term. 

Alg. 1 summarizes the verse-generation process. The algorithm receives as in-
put the four rhymes to compose the verse, extracts rhyming sentences from the 
corpus and generates all possible verse-combinations. For each generated verse a 
cosine similarity of adjacent sentences is calculated and the verse with the highest 
score is returned for each of the above mentioned methods. 

It must be noted that for each s1-s2-s3-s4 sentence combination, s1-s2, s2-s3 
and s3-s4 similarity comparisons are made. That is, the overall semantic measure 
is calculated for each bertso by adding up the cosines between the vectors for all 
pair of adjoining sentences. This is so because we seek a progressive relationship 
between sentences. And for the overall coherence of the bertso, it is more impor-
tant the relationship between s1 and s2 (adjacent strophes), than the relationship 
between s1 and s4 (non-contiguous strophes). Finally, the system returns the verse 
with the highest cosine measure. 

It must be noted that for each bertso three comparisons are made. For example, 
if for each (r1-r4) rhyme group we have s=10 sentences in the corpus, then the co-
sine similarity between two vectors will be calculated 10x10x10x10x3 =30000 
times. As s grows, computing the cosine similarities can become computationally 
expensive. 

 

 

Alg. 1 General algorithm to generate verses 

Input: r1 , r2 , r3 and r4 rhymes
Output: the verse with the highest cosine measure 
 
group1 = sentences that have r1 as rhyme; 
group2 = sentences that have r2 as rhyme; 
group3 = sentences that have r3 as rhyme; 
group4 = sentences that have r4 as rhyme; 
 
for all s1 in group1 do 

for all s2 in group2 do 
for all s3 in group3 do 

for all s4 in group4 do 
verse = (s1, s2, s3, s4 ); 
cos_12 = cosine_similarity(s1, s2); 
cos_23 = cosine_similarity(s2, s3); 
cos_34 = cosine_similarity(s3, s4); 
cos_all = cos_12 + cos_23 + cos_34 

; 
store(file, verse, cos_all); 

end for 
end for 

end for 
end for 
return find_max_cosine(file) 
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It must be noted that for each s1-s2-s3-s4 sentence combination, s1-s2, s2-s3 
and s3-s4 similarity comparisons are made. That is, the overall semantic measure 
is calculated for each bertso by adding up the cosines between the vectors for all 
pair of adjoining sentences. This is so because we seek a progressive relationship 
between sentences. And for the overall coherence of the bertso, it is more impor-
tant the relationship between s1 and s2 (adjacent strophes), than the relationship 
between s1 and s4 (non-contiguous strophes). Finally, the system returns the verse 
with the highest cosine measure. 

It must be noted that for each bertso three comparisons are made. For example, 
if for each (r1-r4) rhyme group we have s=10 sentences in the corpus, then the co-
sine similarity between two vectors will be calculated 10x10x10x10x3 =30000 
times. As s grows, computing the cosine similarities can become computationally 
expensive. 

5 Evaluation  

The evaluation of computer-generated poetry is a difficult task. Taking into ac-
count that our goal is to build a robotic system that performs verses in public, like 
real bertsolari-s do, we believed that empirical validation by human subjects was 
the best way of evaluation. Thereby, we contacted with the Bertsozale Elkarte 
[WWW_3] (Association of the Friends of Bertsolaritza) and 5 bertso-judges parti-
cipated in the evaluation. 

We selected the following 4 different rhyming groups (rhymes used in a verse-
campionship), where each group was composed by four rhyming words to gener-
ate the bertso: 
 
Hor-inor-zor-gogor  There-nobody-debt-hard 
gera-batera-atera-bera  we're-together-go out-he 
dakar-zakar-azkar-alkar  bring-rough-fast-together 
dira-tira-erdira-begira  they're-come on-center-look 
 

For each group, 6 computer-generated verses were selected: 

• 2 generated with no similarity measure. Sentences were selected randomly, 
without applying any cohesion measure between them 

• 2 generated following VSM and cosine similarity approach 
• 2 generated following LSA approach. 

We mixed all the verses and a a blind experiment was carried out. Verse-judges 
were asked to evaluate them based on the following scoring: 
0 The verse has no meaning. There is no cohesion between the strophes. 
1 Minimal cohesion. 
2 Average cohesion (some strophes maintain meaninful relation). 
3 Good cohesion level. 
4 Really well related strophes. Very well overall cohesion. 
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Table 1 shows how many verses have achieved 0 scoring, how many 1 and so 
on, for each method used. 

Table 1 Score frequencies and percentages 

Scoring Random VSM LSA 

0 14 (35%) 7 (17.5%) 4 (10%) 

1 12 (30%) 8 (20%) 8 (20%) 

2 12 (30%) 13 (32.5%) 14 (35%) 

3 2 (5%) 8 (20%) 6 (15%) 

4 0 (0%) 4 (10%) 8 (20%) 

Table 2 shows the average scoring obtained by each method. 

Table 2 Average scores 

 Rhyming gr. 1 Rhyming gr. 2 Rhyming gr. 3 Rhyming gr.4 

 Verse1 Verse2 Verse1 Verse2 Verse1 Verse2 Verse1 Verse2 

Random 1,2 1 0,4 1,6 1 1 1,2 1 

VSM 2,2 2,8 2,2 2,2 0,2 1,8 1,2 2,2 

LSA 2 3 1,2 1 3 3,2 2 1,8 

 
Looking to the above tables, it is notorious that there is a clear distinction be-

tween the verses generated randomly, and the verses generated applying any of the 
similarity measures presented. Whereas lower scores are the most frequent scores 
given to the randomly generated verses, highest scores are reserved to VSM  
and LSA verses. It is also worth noting that although VSM shows the best mean 
values, LSA gets highest scores. 

For illustration purposes, we show a bertso generated by our system using LSA 
method. We also give an English translation, even though part of its aesthetic val-
ue is lost in translation.   

Gu euskaldunak berez   
ez gerala inor 
guk inori ez diou  
gure bizitza zor 
berak gogor badaude  
gu ere hain gogor 
eta euren jarrera 
igarriko da hor 

We, Basque people 
are nothing at all 
we do not owe our live  
to anyone 
if they are hard 
we also 
and that will show 
their stance 

The objective of the evaluation was none other than finding the most suitable 
method for measuring the internal consistency of the verses. Once the method is 
implemented in the real robot, the improvised verses will be judged by the public 
with applause or whistles, as in the events of improvisers. 
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6 Integration of the Components into a Real Robot 

So far we have described the tools used for creating verses and the methods to 
predict their textual coherence. But bertsolaritza belongs to the oral genre, and 
thus, needs to be performed in public. Therefore, the Bertsobot system needs addi-
tional functionalities, such as a robotic body to interact with the environment and 
display emotional body-language, and a synthesized voice. 

In this last step we have integrated the automatic verse-making system in a pair 
of real autonomous robots. 

• Galtxagorri is a Pioneer 3-DX robot 
• Tartalo is a PeopleBot robot built on the P3-DX base. 

Fig. 4 shows a picture of the robots in a public performance. 
 

 

Fig. 4 Verse-duel between robots and real bertsolari-s 

The Bertsobot system can be run in a simple computer, but as mentioned be-
fore, bertsolaritza implies interaction with the environment, such as the other 
bertsolaris of the performance and the audience. In improvised oral festivals, the 
bertsolari-s wait sitting their turn to sing, and when their turn comes, (s)he ap-
proaches the microphone that is placed in front. Once in their location, they have 
to look to the theme-prompter, that will prescribe a topic which serves as a prompt 
for the bertso (in our case the four rhymes to compound the bertso). After that, 
they have a specific time to create the verse and finally sing it. Once finished, they 
await a few seconds to perceive the audience's reaction and they go back to their 
chair. 

The aim of the robotic behaviors is to represent as faithfully as possible bertso-
lari's movements on stage, interacting as much as possible with the other impro-
visers and the audience. 
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Videos of the public demonstrations carried out with real improvisers can be 
found on our website [WWW_4]. 

7 Conclusions and Future Work 

We have presented an embodied system, Bertsobot, capable of improvising and 
performing Basque traditional verses. The main contribution of this paper consists 
on the verse-maker module, which composes verses automatically taking into ac-
count the semantic relation of strophes within a bertso.  

We are already working on further enhancements to each of the processes in-
volved, including:  

1. Implementing improved methods to generate phrases for templates and working 
with other corpora. 

2. Exploring new models to measure the semantics relationship between sen-
tences. 

3. Letting the robots display facial expressions by means of a 3D avatar. 
4. Enabling the robot to adequate the message of the poem based on the reactions 

perceived from the public. 
5. Improving the emotional body language of the robots and increasing their  

degree of autonomy while acting the performance. For the time being, we are 
trying to identify the microphone using a Kinect, so the robot will know where 
it is. 

6. Identify the faces of the participants (bertsolari-s and the theme-prompter). 
Thus, the robot will turn exactly towards its competitor, or mentioning its name 
in the improvised verse, as it occurs sometimes.   
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Abstract. Actual trends in HCI deal with moving systems to mobile environ-
ments. Moreover, biometrics is a technology that is entering maturity, getting in-
volved in several security architectures nowadays. Thus, migrating biometrics to 
mobile scenarios is trending topic in the research community. Nevertheless, in this 
kind of systems, usability has been put aside unintentionally in the intent of pro-
duce better performance and it could involve undesirable results. To fill this gap a 
behavioural biometric modality (handwritten signature verification) is evaluated in 
this paper in mobile environments, in order to obtain a complete usability report. 
Users had to sign on an iPad with different styluses in different scenarios, relating 
performance results with several usability parameters (gathered through video, 
notes and forms) and obtaining interesting outcomes. 

1 Introduction 

Biometric recognition is the univocal differentiation of individuals according to spe-
cific physical or behavioural attributes such as iris, fingerprint or voice. Biometric 
systems are common in places where high security is needed and are included many 
times as reinforcement to other security techniques (smart cards, PIN codes, pass-
words, etc.). Usually, biometric systems are developed trying to reach the best 
throughputs but many times, users’ satisfaction is forgotten. Being the final users 
who interact with the biometric products, dissatisfactions can involve misuses and 
this can lead to worse results or rejection to use the technology. There are studies in 
biometrics usability like [Kukula et al. 2007; Theofanos et al. 2008] but there are 
still additional biometric modalities and usability factors that must be covered.  

As long as technology is moving to mobile scenarios, biometrics should be 
adapted to them assuring an acceptable behaviour without compromising perform-
ance. Therefore, several challenges have to be overcome, such as adapting devices, 
algorithms and systems architectures. Adapting biometrics to mobile environments 
is stirring researchers’ interest nowadays [Mansfield-Devine 2011] and there are 
several researches in this line [de Santos Sierra et al. 2011; McLoughlin and Naidu 
2009]. This work is focused on better adapt handwritten signature verification to 
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mobile environments contributing with a comprehensive usability analysis. The 
signatures were collected with a capacitive tablet (Apple iPad) using different sty-
luses (specially made for signing and drawing over mobile devices). The iPad was 
chosen due to its popularity and due to be one of the most preferred devices by us-
ers [Blanco-Gonzalo et al. 2012]. In addition, different scenarios where users had 
to sign in different postures (the most common when using mobile devices) were 
analyzed.  

The algorithm applied is a DTW (Dynamic Time Warping)-based [Pascual-
Gaspar et al. 2009] modified for mobile devices, which is one of the most  
commonly used in research works. The main intention of this work is to obtain us-
ability conclusions in order to improve future biometric developments. The meas-
urements were extracted from ISO 9241-11 [ISO 1998], where usability is defined 
as “The extent to which a product can be used by specified users to achieve speci-
fied goals with effectiveness, efficiency, and satisfaction in a specified context of 
use”. Performance results were extracted once the evaluation was completely fin-
ished and all the signatures had been collected in the database. All signatures cap-
tured were real signatures, not having captured any kind of forgeries in the data-
base. Therefore only uniqueness was analyzed, leaving forgery robustness for 
future works. This paper is structured in 4 sections. After this introduction, section 
2 describes the evaluation set-up in detail. The experiments done are explained in 
section 3. Results, conclusions and future work are shown in section 4. 

2 Evaluation Set-up 

The evaluation was split into 3 sessions with at least 1 week of separation between 
each one in order to avoid tiredness: users will not be eager to complete the 
evaluation in three days in a row and signatures would be done apathetically.  

2.1 Evaluation Crew 

There were 21 participants in the experiment, 13 men and 8 women. They were 
chosen randomly but representing all the main different age groups. Almost half 
of them have used electronic digitizing tablets to sign before but for all of them it 
was the first time they signed in a mobile device. There was not any special condi-
tion for joining the evaluation except being older than 16 years old (signature is 
not stable in children [Kekre and Bharadi 2009]). An explanation of the evaluation 
was made before starting and users filled a satisfaction form at the end of the third 
session. This form included questions about: 

• Preferences of scenarios and devices. 
• Comfort, time-spent, easiness, intrusion and global satisfaction. 
• Familiarity with biometrics and previous experiences. 
• Diseases that could modify the signature (i.e. Parkinson or sclerosis). 
• Age, gender, laterality and level of studies. 
• The received instructions during the evaluation 
• Possibility of future uses. 
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Fig. 1 Evaluation scenarios 

2.2 Scenarios 

Three different scenarios were completed by users in the evaluation as it is shown 
in Fig. 1. These scenarios were chosen in order to represent the most common 
situations where users may use this technology. The scenario A, which is taken as 
the reference scenario, consists of the user signing sat on a chair with the device 
resting on a table. In scenario B the user is sat on a chair handling the device with 
the only support of her hands. The user herself decides how to grab the mobile de-
vice. In scenario C the user signs standing up and with the device resting over a 
lectern. The height of the scenarios’ elements was up to users’ preference and they 
could modify it whenever they wanted in order to feel comfortable. The scenarios 
order was changed from one session to another, being in the 1st session A-B-C, in 
the 2nd session C-B-A and in the 3rd session B-C-A. This was done to minimize 
the effect of order in performance results as well as in users’ habituation. 

2.3 iPad and Styluses 

The Apple iPad has a 9.7-inch (diagonal) capacitive and 1024x768 px at 132 ppi 
LED screen. Its processor is an A4 (at 1GHz) and it has 256 MB of RAM 
[WWW-1 2013]. Three styluses were used in the evaluation in all the scenarios. 
The differences between them are their tips’ shape, length and diameter. In this 
work a colour code is used to identify them (black, white and pink). An illustration 
of the styluses can be seen in Fig. 2. The pink stylus is made of plastic, its length 
is 10.7 cm and its diameter is 6 mm. Its’ tip is made of sponge and ends in a plane 
shape. The white stylus is made of plastic also. It has 11 cm of length and 8 mm of 
diameter. Its tip is composed by soft rubber and has rounded form. Both styluses 
(pink and white) have a deformable tip. Finally, the black stylus is made of steel. 
It has 12.6 cm of length and 8 mm of diameter. Its tip is made of hard plastic and 
steel, so it is not deformable but its position changes when it contacts with the de-
vice and therefore it is always plane to the touched surface. The 3 styluses are 
conductive and made to write over capacitive devices. The order in using the dif-
ferent styluses was changed in each session, being the order in the 1st session 
pink-white-black, in the 2nd session black-pink-white and in the 3rd session 
white-pink-black. 
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Fig. 2 Styluses utilized in the evaluation (Black, White and Pink from left to right) 

2.4 Guidance and Training 

There was not any training process scheduled before the evaluation and users 
started the experiment without previous knowledge. It was considered an impor-
tant experiment to test how the users’ signature changed through sessions and time 
(habituation) although users were previously told about the evaluation structure 
and proceedings. Also, users had the possibility to delete the signature made as 
many times as desired; so this can be considered as a self-training process. All the 
deleted signatures are accounted for obtaining the efficiency rate as it is explained 
in section 3. Furthermore, an operator responsible for the evaluation offered sup-
port to users if needed, though no instruction about how to sign was given. When 
a user asked for advice about how to sign, the operator responded: “the signature 
should be as similar as possible to the one made in a paper with a regular ink pen”.  
As a behavioural biometric modality, in handwritten signature verification, user 
mistakes are not easy to control due to the fact that there is not an incorrect way of 
signing (excluding signing out of bounds or repeating strokes, for example). In 
other modalities, such as fingerprint or iris recognition, it is feasible to instruct the 
user on how to present the finger or the eye correctly to the system. 

2.5 Algorithm 

The objective of the algorithm is to decide whether the user is the one who claims 
to be or not. The algorithm used for obtaining the performance rates is a DTW 
based online signature verification. This allows an optimal alignment between two 
sequences of vectors of different lengths using dynamic programming. From this 
alignment a measure of distance between two temporal patterns is obtained. The 
signals used as input from signatures are the X and Y time-series coordinates. Al-
though it is known that pressure information improves signature algorithm’s per-
formance, this parameter is not used as it is not available in the iPad. Error rates, 
reported using the same algorithm, in previous experiments with non portable de-
vices are EER = 1.8% for random forgeries and EER = 7.6% for skilled forgeries 
[Miguel-Hurtado 2011]. 



Usability Evaluation of Biometrics in Mobile Environments 293 

3 Experiments 

It is important to differentiate the two parts of the evaluation: data collection and 
its posterior processing. Thus, all the results gathered are calculated in the process-
ing step. In this section all the usability and performance experiments are shown. 

3.1 Usability 

The tests done are according to the definition of usability from ISO 9241-11 cited 
before, where effectiveness, efficiency, and satisfaction parameters are defined as 
follows:  

• Effectiveness: Is defined as the task completion by users. Applying this defini-
tion to the evaluation, the effectiveness error is the ratio of wrong signatures 
accepted as correct divided by the total amount of them. If users are not able to 
complete the whole process they feel frustrated and this influences directly in 
the satisfaction and has a bad impact over the signature quality. Accordingly, 
when users deliver low quality signatures (bad task completion) it has a direct 
effect on the algorithm performance. A signature is considered as wrong in the 
following cases: 

− The signature is totally or partially out of the devoted space for 
signing. 

− User has to repeat at least one stroke (e.g. due to latency prob-
lems). 

− Part of the signature is made without touching the device (sign-
ing in the air). 

− The accept button is touched being the signature incomplete or 
not desired. 

− User’ wrist touches the screen. 
• Efficiency: Is the completion of tasks on time. The efficiency error rate is calcu-

lated dividing the number of deleted signatures by the total amount of them. 
Deleting too many signatures makes the user feel frustrated and involves dissat-
isfaction and tiredness. At the same time, the average time to complete the sce-
narios was calculated.  

• Satisfaction: Is the user experience in the evaluation. It was measured through 
the satisfaction forms, the operator notes and the video taken. Furthermore, 
both the efficiency and the effectiveness influence this parameter as above 
mentioned.  

Apart from these three factors, learnability was measured due to users’ habitua-
tion to signal acquisition through the sessions. Thus, time spent and errors made 
are expected to be decreasing from one session to another as the user acquires 
skills signing in these scenarios. 



294 R. Blanco-Gonzalo et al. 

3.2 Performance 

Performance error rates were calculated for each scenario and stylus, in order to 
compare them with users’ preferences. Furthermore, using these error rates it is 
possible to measure habituation effects and the influence of scenarios and styluses 
order in users. In order to obtain performance results a previous template to 
compare with (enrolment) is necessary. Once the enrolment is done it is feasible to 
carry out the verification process.  

The error rates obtained from the algorithm were the FAR (False Acceptance 
Rate), the FRR (False Rejection Rate) and the EER (Equal Error Rate) as three of 
the most common error rates used in biometrics [ISO 2006]. FAR expresses the 
ratio of impostors who were accepted by the system and FRR is the ratio of genu-
ines who were rejected. EER is the rate at which FAR and FRR are equal. Finally, 
results are showed in terms of EER in this paper as a convenient way to determine 
the algorithm accuracy and compare among results. In this evaluation comparisons 
are offline (done after all the acquisitions have been finished) and 3 signatures 
gathered from each user were taken for obtaining the template for each one. Thus, 
FRR is calculated comparing each template with the rest of the users’ genuine sig-
natures from the same user-device-scenario combination. FAR is obtained by 
comparing each template with all the signatures from the same combination de-
vice-scenario containing all the other users. Finally, by shifting the decision 
threshold a ROC (Receiver Operating Characteristic) curve is obtained represent-
ing FAR against 1-FRR (genuine attempts accepted). 

4 Results, Conclusions and Future Work 

It is noticeable that a great amount of data and results were extracted from this 
evaluation and due to space constraints it is not possible to disclose them altogether. 
Anyway, in this section the most relevant results and conclusions are summarized.  

 

 

Fig. 3 Effectiveness rates 
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Fig. 4 Efficiency rates 

4.1 Usability 

In Fig. 3 effectiveness rates are shown divided in sessions and scenarios. In Fig. 4, 
the efficiency results can be found divided in sessions and scenarios also and in 
Fig. 5 time-spent averages are provided divided in styluses-sessions. The satisfac-
tion factors obtained from forms (comfort, time spent, easiness, intrusion and 
global experience) were scored from 0 to 5 (as it can be seen in Fig. 5). The global 
experience score is 4.28 and the average of all factors is 3.87.  

The effectiveness and the efficiency rates show a big decrease of the errors 
from 1st session to 3rd session, especially in the scenario A. It occurs due to the 
scenario A is the first to be completed and users had no previous experience sign-
ing in mobile devices. By the end of the evaluation both rates become stabilized. 
This error variation could be solved by completing a previous training process. 
The time average in the scenarios shows a high dependence of the order. Thus, in 
1st session (A-B-C) and in 2nd session (C-B-A) the first scenarios took more time. 
In 3rd session the time becomes almost equal for the three scenarios, showing that 
users have not problems to sign in any scenario in particular. 
 

 

Fig. 5 Satisfaction factors 
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Fig. 6 Time spent with the styluses 

Regarding the styluses, the black is the faster for users to complete the evalua-
tion followed by the pink and the white. Users considered the evaluation globally 
good and non intrusive, in fact, 14 of them would use this kind of system habitu-
ally. The worst satisfaction parameter was the time spent. Nevertheless in a real 
scenario this should not be a problem because the number of signatures required 
would be much lower. The order of preferred scenarios is A>B>C and 
black>pink>white for styluses. Users felt comfortable singing in the iPad and con-
sidered that the device response was good enough. For example, one of the users 
said “the visual feedback is not very different to the one perceived with pen and 
paper”. Regarding the learnability, users acquired part of the skills in the 2nd ses-
sion and the rest in the 3rd session: according to effectiveness and efficiency, us-
ers acquired habituation in the 2nd session (in Fig. 3 and Fig. 4 these rates become 
stable from the 2nd session). Though, according to the time spent (Fig. 6) it is de-
scendant until the end of the evaluation, so that, users are still gaining ability sign-
ing. Analyzing these results it is feasible to conclude that participants get used to 
the system in the 2nd session, once efficiency and effectiveness become steady 
(they suit better the space to sign and commit fewer errors). The time spent, al-
ways decreasing, shows that users do not stop improving their habituation to the 
signing process. 

4.2 Performance Results 

In Fig. 7 a comparison between the EERs obtained from the 3 styluses (within the 
legend box) is done along with the ROC curves, taking all the signatures gathered 
(from all the scenarios). In Table 1 the EERs obtained with the different styluses 
in the different scenarios are revealed. Previous results obtained signing with the 
fingertip are included also. It is noticeable the EER=3.96% of the pink stylus in 
the scenario A. 
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Fig. 7 ROC curve of styluses performance 

This high error rate is due to be the first stylus-scenario combination in the 
evaluation. As in the usability results, the lack of previous training is remarkable 
and the order seems to be highly important also. For the 3 devices the best per-
formances are obtained in scenario C which is the least preferred by users. This 
result can be due to users had not to handle the iPad with the hands (it was placed 
in a lectern).The fact of having the device resting in a surface avoids bad effects of 
pressure changes produced when is the user who handles the device. This shows 
also that a small tilt of the surface makes the signing process easier (results are 
better in scenario C than in scenario A). In order to test which stylus offers better 
performance, the templates for calculating the ROC curve were chosen randomly 
(minimizing the effect of order). In Fig. 7 it is shown that the EER of the white 
stylus is the best (0.21%), followed closely by the black stylus (0.22%) being the 
pink the worst one (0.35%). This is almost in accordance with users preferences. 
In addition these results improve previous results obtained (EER= 1.8%). This im-
provement can be due to improvements in the capture software or iPad features 
such as screen quality or processor (different from digitizing tablets’ features used 
to design the algorithm). 

Table 1 Styluses and fingertip EER divided by scenarios 

Scenarios Pink White Black Fingertip 

A 3.96% 0.26% 0.78% 7.27% 

B 0.52% 0.93% 0.52% 0.49% 

C 0.26% 0.13% 0.13% - 
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Table 2 Usability comparison between stylus and fingertip 

 Effectiveness errors Efficiency errors Satisfaction 

Styluses 0.72% 8.62% 4.3/5 

Fingertip 1.49% 5.63% 3.9/5 

4.3 Fingertip versus Stylus 

One interesting point in this research is the comparison between signing with the 
fingertip and signing with a stylus. Results regarding signing on an iPad with the 
fingertip are extracted from previous works [Blanco-Gonzalo et al. 2013]. The 
performance and usability results are given in Table 1 and Table 2 (the iPad was 
not used with the fingertip in the scenario C). Regarding the performance it is no-
ticeable that signing with the fingertip is less straightforward for users than with 
the stylus (7.27% fingertip – 3.96% stylus) and the signatures have different ap-
pearance, in particular at the beginning (Fig. 8). This is due to the lack of habitua-
tion of users (none of them had ever signed with the fingertip). Once the user is 
habituated to the system both results become similar (2nd session) involving simi-
lar performance in both approaches. The number of effectiveness errors is bigger 
with the fingertip due, in most of the cases, to the different position in which users 
sign with the finger (the gesture is very different for some of them). It is remark-
able that the efficiency errors are less with the fingertip due to the different sty-
luses used: when changing from one stylus to another the provided signatures look 
different involving users to delete them more than usual. Finally, satisfaction rates 
(4.3/5 stylus – 3.9/5 fingertip) and users’ opinions reveal the general preference 
for stylus based systems as expected. In short, both sub-modalities (fingertip and 
stylus) offer similar results in performance and styluses are better rated in usabil-
ity. Nevertheless, as long as handling mobile devices is more common with the 
finger only, getting used to sign with the fingertip requires only some previous 
training. 
 

 

Fig. 8 Signing with the fingertip and with a stylus 
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4.4 Future Work 

In addition to the study itself, one of the intentions of this research is to establish 
guidelines for future usability evaluations. Then, to apply the conclusions obtained 
in this work to future experiments is planned for the short term. Integrating the 
black stylus with the iPad as a final product seems to be interesting also as good 
results were achieved and users felt comfortable with this combination. Test for-
gery robustness of this system is an experiment that will be made also. Using other 
approaches to obtain usability outcomes (further research over the HCI field is re-
quired) could add new parameters to our analysis and can help to design a com-
plete model to measure usability. 
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Abstract. Human Computer Interaction is an active research field, many re-
searches all over the world try to invent more natural and intuitive communication 
ways between humans and computers. Hand interaction methods occupy distin-
guished position among other interaction methods because of hand intensive  
use in human everyday life. In this paper we present a new appearance based 
method to recognize and track moving bare human hand in an unknown environ-
ment. Our method can distinguish between hand and other moving objects, by us-
ing proposed posture independent hand features. Results show that the presented 
method can efficiently and effectively recognize and track all human hand  
postures in real-time.  

1 Introduction 

Computers nowadays are the most indispensable machines in all over the world, 
we find them almost in all fields because of their efficiency, reliability, low price 
and fast processing speed. This wide spread leads to a real revolution in hardware 
and software manufacturing toward making computers more useful and powerful. 
Although we have been used computers for many decades, we still interact with 
these machines using ancient ways like keys, touch screens or remote controls. 

Some researchers started to fill the interaction gap between human ways and 
computer methods by trying to make computers understand human intuitive inter-
action ways. This will make a revolution in human computer interaction by giving 
humans the ability to communicate with computers in the same way they are 
communicating with each others. Speech recognition and text-to-speech methods 
were used in automatic reservation machines to understand human oral requests 
and reply them orally. Speech recognition helped also in making more intelligent 
robots which can understand and execute their owners orders [Kohda et al. 1976]. 
Face and emotion recognition were used to make computers interact with some 
emotional situations. Many researches focused on disabled people and developed 
customized methods for them like eye tracking, eye blink recognition or Brain-
actuated interaction which can change life of millions of people [Norris and Wil-
son 1997; Millán et al. 2004].  
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Human hand morphology and human hand intensive use in interaction with ob-
jects, motivate researchers to use human hand in interaction with computers. Hand 
morphology gives hand large state space with 27 Degrees of Freedom (DOS) 
which gives capability to interact almost with any complicated object. This large 
state space also makes accurate human hand recognition and tracking more diffi-
cult than many other objects, especially in unknown environments where back-
ground is unknown or there are other moving objects. 

There are mainly three approaches to recognize and track human hand: tradi-
tional approach, model based approach and appearance based approach. Tradi-
tional approach is the oldest one, it mainly depends on wearing some devices like 
data gloves to track hand movements. Gloves usually have sensors or retro-
reflective markers to collect joints angles and determine hand posture. Hardware 
usage makes traditional approach accurate and gives it the ability to build 3D 
model for human hand [Dorfmuller-Ulhaas and Schmalstieg 2001]. In practice, 
traditional approach is not widely used because hardware usage also makes it ex-
pensive and restricts hand movement. This leaded to innovate non-intrusive ap-
proaches like model based and appearance based approaches which are based on 
computer vision. Model based approach is used to recognize hand posture by us-
ing linear parameters and angular parameters to build a 3D model for the hand 
[Lien and Huang 1998]. Linear parameters represent fingers lengths and palm 
size, so it can differentiate between different persons. Angular parameters repre-
sent joints angles, so it can differentiate between different postures. To reduce 
state space, linear parameters are usually fixed and only angular parameters are 
changed to find the correct 3D hand model. To determine correct values of angular 
parameters, initial values are used and then reconfigured to minimize the error be-
tween projected image of 3D model and the input image [Stenger et al. 2001]. 
Model based approach is suitable for interaction with objects in virtual 3D envi-
ronment but it is computationally complicated, also the final result totally depends 
on initial parameters values. Appearance based approach is used to choose the 
most appropriate hand posture from multiple pre-known postures set [Wang and 
Popović 2009]. It depends on extracting multiple features form each pre-known 
posture and using them to classify the input hand image based on its features. 
Mapping between hand postures space and 2D visualization space is not linear be-
cause multiple postures can have the same 2D image, also multiple images can be 
related to same posture [Haiying et al. 2006]. This means that accurate learning of 
2D hand image features requires a huge number of samples. 

In this paper we present a novel posture independent appearance based method 
to recognize and track human hand in an unknown environment. Our method uses 
posture independent features to distinguish between human hand and other mov-
ing objects in the scene. Results show that our method can efficiently and effec-
tively recognize and track human hand in real-time. 
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2 System Overview 

Our proposed system takes video stream from a digital camera as an input and 
gives the position of hand palm as the final output. System consists of two major 
phases: initial phase and tracking phase (Fig. 1). Initial phase finds hand window 
in the input frame while tracking phase tracks it. Initial phase is called for each in-
put frame until we find a hand window, then tracking phase is called to track it. 
When hand goes out of camera view, initial phase is recalled to find hand window 
again. 
 

 

Fig. 1 System overview 

Tracking phase reduces execution time as it replaces hand detection step with 
none computationally complicated update window algorithm. 

2.1 Candidates Extraction 

Candidates extraction step is the first step in both initial phase and tracking phase, 
it depends on motion and color to find candidate hand windows in the input frame. 
Fig. 2 shows candidates extraction step in details. First foreground areas and skin 
areas are detected in parallel. Then these areas are merged using “and” operation 
to find foreground skin areas. Finally foreground skin areas are segmented based 
on their motion to find candidate windows. 

Foreground Detection 
To detect foreground areas we try 3 different methods; frames subtraction, Mix-
ture of Gaussians (MOG) [Stauffer and Grimson 2000] and Foreground Detection 
(FGD) [Li et al. 2003]. Frames subtraction method subtracts each pixel in frame 
N-1 from the same pixel in frame N to find foreground pixels in frame N. MOG 
and FGD methods give many possible values for each pixel which allow them to 
learn background objects and distinguish them from foreground ones. 
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Fig. 2 Candidates extraction step 

Practically, frames subtraction method fails to distinguish between background 
moving pixels and foreground pixels when there is repeated motion in back-
ground. MOG and FGD methods learn repeated background motions and show 
better results in detect foreground pixels (Fig. 3). We depend on MOG method in 
our work because it is faster than FGD method and shows almost the same results.  

            (a)               (b)                           (c)                           (d) 
     Input frame   Frame subtraction     MOG method           FGD method  

Fig. 3 Foreground detection methods. White color represents foreground areas 

Skin Detection 
Many researches use color space ranges to detect skin areas. Color spaces that can 
isolate luminance component give better result than other color spaces. In this 
work we depend on a skin statistical study with more than 0.5 million positive 
samples and 1.2 million negative samples  [de Campos 2006]. This study shows 
skin distribution along Cb and Cr axes in YCbCr color space as in Fig. 4 (a) where 
black area represented skin and gray area represented other objects. We can see 
that there is no CbCr range that can detect skin area and only skin area. To detect 
skin area with none computationally complicated method, we approximate skin 
area to the intersection area between a rectangle and a triangle as in Fig. 4 (b). We 
find that the smallest rectangle that contains skin area is the range: 130 ≤ Cr ≤ 204 
and 86 ≤ Cb ≤ 131. The smallest triangle that contains skin area is determined by 
points: (177,70), (224,112), (88,138). 
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Fig. 4 Skin statistical study result 

Fig. 5 compares between 3 methods to detect skin areas: RGB range [Sung et 
al. 2008], YCbCr range [Chai and Ngan 1999] and our proposed method. RGB 
range method almost detects nothing, while YCbCr range method shows good de-
tection result. Our proposed method shows better result than YCbCr range espe-
cially in detecting very dark and very light skin areas. 

 

 

Fig. 5 Skin detection methods comparison. White color represents skin areas 

Merge Operation 
After detecting foreground areas and skin areas, foreground skin areas (shared 
areas) are found by using “and” operation. Any pixel is considered foreground 
skin pixel if it is belong to a foreground area and belong to a skin area. We fill any 
holes inside foreground skin areas because hand area could not have holes inside 
it. Foreground detection is independent from skin detection, so we execute them in 
parallel. This allows us to dramatically reduce the computational complexity of 
candidates extraction step. 

Motion Segmentation 
After finding foreground skin areas, these areas are segmented based on motion 
speed and direction to find candidate hand windows (motion areas). We use Mo-
tion Template algorithm [Bradski and Davis 2000] to find candidate windows. 
This algorithm depends on timed Motion History Image (tMHI) which stores 
many sequential frames into one motion history gradient image. 

(d) Our method (c) YCbCr range  (b) RGB range (a) Input image 

(a) Skin distribution                            (b)  Skin area detector
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2.2 Hand Detection 

The second step in initial phase is hand detection. Posture independent features are 
used to select hand window from candidate windows. Hand detector depends on 
machine learning algorithm to learn features so it has two phases: offline training 
phase and online detection phase (see Fig. 6). 

In offline training phase features are extracted from multiple positive/negative 
hand windows and passed to machine learning algorithm as a training set. Learn-
ing output is a trained model which is used in detection phase. In detection phase 
the same features are extracted from each candidate window and passed to the 
trained algorithm to determine which one is a hand window. We use 4 posture in-
dependent features to detect hand window: Eccentricity, Convexity defects, 
CbCrCount and FGNearCount. 

 

 

Fig. 6 Hand detection 

Eccentricity feature is the eccentricity value of the best ellipse that surrounding 
foreground skin area in the window. Ellipse eccentricity is calculated as the ratio 
between focal points distance and ellipse biggest diameter. This feature value is 
always in range [0,1]. The larger eccentricity feature value is, the more elliptical is 
the foreground skin area in candidate window. 

Convexity defects value is the number of foreground skin area convexity de-
fects which are placed between foreground skin body and foreground skin convex 
hull. This value counts areas between fingers in case of hand window. 

CbCrCount feature represents number of non skin colors (in CbCr space) inside 
foreground skin area. Foreground skin area maybe contain some pixels that are not 
skin pixels. These pixels are added at closing holes step. To calculate this feature 
value, foreground skin area colors are converted to YCbCr space. After omit Y 
component, CbCr colors are passed to skin detector filter as mentioned in candi-
dates extraction step to count number of non skin colors. 

FGNearCount feature calculates the area of foreground objects around fore-
ground skin area. This foreground objects are moving in the same direction as 
foreground skin area because they are in the same candidate window. 

Fig. 7 shows main components to calculate these 4 features on hand window.  
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Fig. 7 Hand detection features  

2.3 Update Window 

After detect initial hand window in input frame, hand tracking phase is used to 
track hand window in following frames. In tracking phase, candidates extraction 
step is still executed for each frame. After candidates extraction, update window 
step is used to update hand window position. Update window step finds hand win-
dow in current frame based on hand window position in previous frames without 
calculating hand features. Update window depends on motion estimation where 
first and second derivative are used to compute the position of prediction hand 
window. Candidate hand windows are compared to prediction hand window posi-
tion to choose the new hand window.   

2.4 Palm Selection 

After detecting hand window, we find palm region inside hand window. To find 
palm region, we find the center C of all edge points in hand window. Then we take 
the biggest window centralized on point C that is fully contained in hand window 
as palm region. 

3 Results 

We use F-Measure and ROC Curve to evaluate our system accuracy. Because our 
hand detection uses machine learning algorithm, system accuracy depends on 
learning algorithm accuracy. We try four common machine learning methods: 
Neural Network, Decision Tree, Naïve Bayes and Logistic Regression. Each algo-
rithm is trained and tested on N images that are classified manually to positive and 
negative images. Positive images contain human hand while negative ones don't. 
70% of these N images are used as training set and 30% are used as testing set. 

Accuracy is measured for each algorithm based on F-Measure which is calcu-
lated from precision and recall equations as follows: 
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FPTP

TP
precision

+
=                                                   (1) 

FNTP

TP
recall

+
=                                                   (2) 

recallprecision

recallprecision
MeasureF

+
=− .2                                       (3) 

Where TP is true positive samples, FP is false positive samples, FN is false 
negative samples and TN is true negative samples. Table 1 and Fig. 8 show F-
Measure values for used machine learning algorithms where N=100, 250, 500, 
750, 1000 and 1100 respectively. 

Table 1 F-Measure for used learning algorithms 

Logistic Regression Naïve BayesDecision TreeNeural Network  

86.66% 87.69% 80.41% 87.09% N=100

95.08% 87.69% 89.76% 98.84% N=250 

95.08% 95.00% 99.14% 97.47% N=500 

94.30% 97.43% 97.47% 98.30% N=750

93.54% 97.43% 98.30% 97.47% N=1000 

95.86%98.30% 98.30% 98.84% N=1100

 

 

Fig. 8 F-Measure for used learning algorithms 

We can see that all learning methods can't learn features when they are trained 
on a small number of images (less than 250 images). Neural network method 
learns hand features from 250 images while other methods need more images. All 
methods show almost the same results when they are trained on enough images 
(more than 500 images). This shows the superior of neural network method to all 
other common methods, because it needs less training set size than others. To im-
plement neural network method we used multi-layer neural network with 4 input 
neurons, 11 hidden layer neurons and 2 output neurons. 
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F-Measure measures only sensitivity of methods not specificity. To measure 
both sensitivity and specificity we use ROC curve which measures the relation be-
tween true positive rate and false positive rate. Fig. 9 shows ROC curve for our 
neural network when N=1100 on testing set.  

We can see that the best point for both true positive rate and false positive rate 
(upper left corner) gives us about 96% for true positive rate and about 6% for false 
positive rate, which confirms that our method has a high sensitivity and specificity 
for hand detection. 

 

 

Fig. 9 ROC Curve for neural network method when N=1100 

 

Fig. 10 System test results on different CPUs 

To measure performance of our method we implemented it using C++ with 
OpenCV library and tested it using Genius eFace 2025 webcam with 640×480 size 
live videos. We measure detection performance improvement when CPU speed is 
increased. Fig. 10 displays both initial phase and tracking phase test results for  
different CPUs. We can see that tracking phase is 20% faster than initial phase. 
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Fig. 11 Samples of detected hand regions 

We can roughly say that system overall performance depends only on tracking 
phase performance, because initial phase is used only when there is no hand in the 
scene. Results show that our method can process more than 16 fps on 2.5 GHz 
CPU and number of processed frames per second is increased when CPU speed or 
number of cores are increased. Fig. 11 shows samples of detected hand regions 
from 3 different test videos in random postures. 

4 Application 

To test our method practically and get users feedback, we developed an interactive 
TV application that simulates normal TV and uses hand motion as interaction me-
thod instead of normal TV remote control. Our TV can recognize direction of 
hand movements (up, down, right, left) regardless of hand posture to simulate the 
4 arrows on normal TV remote control. Also it can detect closed hand posture 
which simulates “OK” button. By using hand to send up, down, right, left and ok 
signals to TV you can show a favorite channels menu on TV screen, move a 
marker on its items, select a channel and also control volume up and down. 

To evaluate our interactive TV, we asked 31 users (21 males and 10 females) 
between 21 and 55 years old to interact with it for about 5 minutes. After that each 
user evaluates her\his experience about comfort, accuracy and excitement on a 
scale of -3 to 3 comparing to normal TV remote control experience. Fig. 12 shows 
users evaluation results. 

We can see that hand interaction is more excited than normal remote control 
while remote control is still a little more accurate. Hand interaction with TV is  
almost as comfort as using a remote control. 
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Fig. 12 Interactive TV interaction result 

5 Conclusion 

In this paper we proposed a new appearance based method to recognize and track 
bare human hand in an unknown environment without any constraints on hand 
posture. The proposed method depends on posture independent features to recog-
nize and track hands. Results show that neural network learning algorithm is supe-
rior to other common used learning algorithms with higher accuracy rate. Results 
also show that our method is suitable for real-time applications. 
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Abstract. Regarding the autonomous of robot navigation, vanishing point (VP) 
plays an important role in visual robot applications such as iterative estimation of 
rotation angle for automatic control as well as scene understanding. Autonomous 
navigation systems must be able to recognize feature descriptors. Consequently, 
this navigating ability can help the system to identify roads, corridors, and stairs; 
ensuring autonomous navigation along the environments mentioned before the va-
nishing point detection is proposed. In this paper, the authors propose solutions for 
finding the vanishing point in real time based density-based spatial clustering of 
applications with noise (DBSCAN). First, we proposed to extract the longest seg-
ments of lines from the edge frame. Second, the set of intersection points for each 
pair of line segments are extracted by computing Lagrange coefficients. Finally, 
by using DBSCAN the VP is estimated. Preliminary results are performed and 
tested on a group of consecutive frames undertaken at Nam-gu, Ulsan, South Ko-
rea to prove its effectiveness. 

1 Introduction 

Autonomous ground navigation is still facing important challenges in the field of 
robotics and automation due to the uncertain nature of the environments, moving 
obstacles, and sensor fusion accuracy. Therefore, for the purpose of ensuring 
autonomous navigation and positioning along the environments aforementioned, a 
visual based navigation process is implemented by using an omnidirectional 
camera. The camera must operate alongside a variety of portable sensing devices 
such as Global Positioning System (GPS), Inertial Measurement Unit (IMU) and 
Laser Range Finder (LRF) and online interactive maps. Based on the perspective 
drawing theory, one VP is a point in which a set of parallel lines converge and 
disappear into the horizon. Ultimately, by using VP for indoor and outdoor in 2D 
images, roads as well as corridors can be described as a set of orthogonal lines due 
to the set of parallel lines that typically exhibit these structures in 3D scenes, see 
Fig. 1a. In the field of autonomous navigation systems, efficient navigation, 
guidance and control design are critical in averting current challenges. In this 
sense, referring to the need for estimation of rotation angle for automatic control, 
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one VP plays an important role at this stage. By detecting VP in the 2D image, 
autonomous unmanned systems are able to navigate towards the detected VP. 
Several approaches for VP detection have been used, for example, Hough 
transforms (HT), RANSAC algorithm, dominant orientation, and more recently 
equivalent sphere projection. In the case of HT, for estimating lines into the 2D 
images [Samadzadegan 2006] propose the randomized HT to estimate the lane 
model based VP voting, [Ebrahimpour et al 2012] propose a VP detection method 
based HT and K-mean algorithm mainly based on the straight lines orientation 
given by the edges of corridors. In [López et al 2005] authors use the RANSAC 
approach to describe a parametric model of the lane marking into the image. The 
clear examples of dominant orientation approaches are [Miksik et al 2011; Kong 
H et al 2009]  in which authors detected the VP by using a bank of 2D Gabor 
wavelet filters with a voting process. In case of spherical representation, [Bazin 
and Pollefeys 2012; Mirzaei and Roumeliotis 2011] authors used the 3-D line 
RANSAC approach in real time. In the case of omnidirectional scenes, parallel 
lines are projected as curves that converge and disappear into the horizon, see Fig. 
1b. Therefore, in order to address the challenges of VP detection in 
omnidirectional scenes, the authors decided to present a real time VP detection 
based on the polynomials approach and clustering. To this end, the main 
contributions of the presented method are: 

• Implementation of real time curve fitting algorithm for VP detection, 
• Implementation of DBSCAN, due that the number of cluster in the image are 

not specified. 

The rest of this paper is structured as follows: (2) Proposed Method, (3) 
Experimental Result, (4) Conclusions and Future Works. 

 

 

Fig. 1 Perspective projections of 3D parallel lines are projected as straight but diagonal 
lines or as curves in the 2D images space. Lines in represent orthogonal lines set towards 
the vanishing point. Points in blue represent the vanishing point on the horizon where all 
the orthogonal lines converge. (a) VP perspective in single CCD images. (b) VP perspec-
tive in omnidirectional images 

2 Proposed Method 

Essentially, the proposed method consists mainly in extracting the information 
surrounding the ground plane. Frames are extracted in short time intervals that 
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started just before the earliest detection from the video capture sequence. In this 
section, the proposed algorithm for Iterative Vanishing Point Estimation Based on 
DBSCAN for Omnidirectional Image has three steps: (1) extracting line segments, 
(2) curve fitting, (3) cluster extraction by DBSCAN. 

2.1 Extracting Line Segments 

Road scenes can be described as structures which contain lane marking, soft 
shoulders, gutters, or a barrier curb. Therefore, in 2D images these features are 
represented as a set of connected points. The main idea of this section consisted of 
extracting the longest line segments around the ground by applying the canny edge 
detector from a group of consecutive frames captured in Nam-gu, Ulsan, South 
Korea. After the edge detection step, the subsequent task was to remove the 
smallest line segments by extracting the longest line segments after applying 
canny edge detection. This was achieved by using a 3 chain rule for each possible 
curve candidate, see Fig 2. From the tracking algorithm were able to extract the 
basic information such as: length (l), number of point per line segments as well as 
the pixel position location of the points of each line segments into the image 
plane. As a result, extraction from an image sequence the set of longest line 
segments was completed. Fig. 3 shows us the result of this step.  

 

 

Fig. 2 Curve model 

2.2 Curve Fitting 

At this point the set of line segments in the image plane are known. Hence, the new 
task consists of defining the function for each line segment. The process starts at 
every iteration by selecting a set of three random points for each line segment. This 
will help to describe the function that determines the curvature of the lines. As far as 
we know, in numerical analysis there are various approaches for solving a poly-
nomial system. For example, in [Bazin and Pollefeys 2012] authors use polygonal 
approximation to extract that lines segments. On the other hand, in [Mirzaei and 
Roumeliotis 2011] authors use an Auzinger and Stetter method. In that sense, the 
main contribution of the authors work is to estimate VP in real time processing, re-
quired by autonomous navigation. To this end, Lagrange polynomials  
 



316 D.C. Hernández, V.-D. Hoang, and K.-H. Jo 

are used to develop the fitting polynomial. For example: given the data set of points 
(x1,y1), (x2,y2), ..., (xn,yn) the interpolation polynomial is defined as follows: 
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Fig. 3 Longest line segments. (a) Selected frames sequences taken at different time steps. 
(b) Edge detection results. (c) Extracting line segments after applying edge detection step 

Once the polynomials have been disclosed (see Fig 4b), the next step consists 
of selecting the appropriate curve fit model by finding the function that contains 
the largest numbers of inliers by using RANSAC. In other words, the curve model 
that has the largest number of points based on the given data set becomes the 
points that are extracted, see Fig. 4c. As a result, the set of curves are clearly 
defined. The next step entails the extraction of the data set of intersection point by 
finding the same for each pair of defined curves at the point where they intersect, 
see Fig. 4c. 
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Fig. 4 Polynomial fitting curve results. (a) Candidate line segments. (b) Iterative curve fit-
ting.(c) RANSAC curve fitting results. Curves in color show the function that contains the 
largest numbers of inliers. Points in black show the intersection point between the defined 
curves. 

2.3 Cluster Extraction by DBSCAN  

Given the data set of intersection point from the previous step, the algorithm 
should be able to extract clusters. From Fig. 5, it is clear that the projected data 
into the image plane give us vital information about the data set points, as follows: 

• The data does not depict a well-defined shape, 
• Presence of noise in the data due to the lack of a pre-processing model for road 

analysis. To compensate, all line segments are considered as a part of the road, 
• The number of cluster could not be described in advance. 

 

 

Fig. 5 Result of the intersection point step from two different frame sequences 

Considering the above mentioned occurrences, among the various clustering 
algorithms it was proposed to use the DBSCAN algorithm [Ester et al 1996]; an 
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unsupervised method, due to the algorithm having achieved a good performance 
with respect to some other algorithms. In essence, the main idea of DBSCAN is 
that for each point of a cluster, the neighborhood of a given radius has to contain a 
minimum number of points.  

The DBSCAN algorithm depends mostly on two parameters: 

• Eps: number of points within a specified radius 
• MinPts: minimum number of points belonging to the same cluster. 

After the candidate clusters are formed, the idea is to define the cluster which 
contains the largest amount of points. Then, the centroids of the cluster are 
calculated, see Fig.6. It’s important to remark that one of the main advantages of 
using omnidirectional cameras lies in the fact of  the possibility to extract clusters 
which are located either in the front most or rear most part of the vehicle. Finally, 
once the VP has been extracted, the angle (θ) between the line formed by the VP 
and the center point of the omnidirectional camera, in respect to the x-axis of the 
coordinate system (which passes through the center point of the omnidirectional 
camera) is now able to be accurately computed, see Fig. 7  

 

 

Fig. 6 DBSCAN results from different frame sequences. The point in green shows the esti-
mated VP result. Points in red show the cluster with the largest amount of points. Points in 
blue show the cluster with the lowest amount of points 

 

 

Fig. 7 Coordinate system. The green line shows to the x-axis of the coordinate system 
(which passes through the center point of the omnidirectional camera).  The line in black is 
the line formed  by the VP and  the center point of the omnidirectional camera. Theta (θ) is 
the angle between the line formed by the VP and the center point of the omnidirectional 
camera, in respect to the x-axis 
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3 Experimental Results 

In this section, the ending results of the experiment will be introduced. All the 
experiments were done on Pentium Intel Core 2 Duo Processor E4600, 2.40 GHz, 2 
GB RAM and the implementation was done in C++ under Ubuntu 12.04. The 
algorithm used a group of 4,355 consecutive frames taken at Nam-gu, Ulsan, South 
Korea with a frame size of 160x146 pixels. On the one hand, the chosen path 
contains a set of a good example of different road geometric design, such as 
crossroad, turning lanes, sag and crest curves, fork, straight roads, underpass and 
overpass sections. On the other hand, the scene also contains different urban objects 
like cars, trees, buildings, as well as frames with problems given by the illumination 
distribution, strong sunlight and dark shadows. The map in Fig. 8 shows the chosen 
trajectory, it consists of approximately 3 km drive from A to B. The consecutive 
frame consists on urban road scene image. The proposed algorithm had a frame rate 
of approximately 20 frames per second. The depicted results are to the 
implementation of the Lagrange polynomial, RANSAC curve fitting and DBSCAN. 
The experimental result of the proposed method in different frame sequences are 
shown in the closing set of images. Fig. 9 shows the extracting line segments and the 
curve fitting steps and Fig. 10 shows the VP estimation result. Fig. 11 and Table 1 
show the computing time for main phase of processing. 
 

 

Fig. 8 The map shows the location of Nam-gu area in Ulsan, where the consecutive frames 
were taken. The average distance between A and B is approximately 1.87 miles (3.02 km.). 
The line in red shows the route that has been used for testing the proposed algorithm; the 
blue arrow shows the trajectory 
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Fig. 9 Experimental results from different frame sequences. (a) Selected frames sequences 
taken at different time steps. (b) Extracting longest line segments after applying edge detec-
tion step. (c) Intersection point results by using Lagrangian polynomial interpolation 

 

 

Fig. 10 VP estimation results from a different frame sequences. The point in blue shows the 
estimated VP. Points in others colors show the detected set of clusters in the current frame 
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Table 1 Computing time for main phase of processing 

Process                Average time (msec.) 

Capture 

Preprocessing 

Line extracting 

RANSAC 

DBSCAN 

Total running time   

3.10 

3.47 

24.80 

10.11 

5.63 

47.11 
 

 

Fig. 11 Frame-rate image sequences at a resolution of 160x146 pixels. Data in blue sky 
represent the total running time. Data in yellow represent the line extraction processing 
time. Data in green represent the RANSAC curve fitting processing time. Data in brown 
represent the DBSCAN processing time. Data in orange represent the preprocessing time 

4 Discussion and Conclusions 

The preliminary results of the proposed method presented relevant information for 
finding the VP estimation in road scenes. A group of imaging results shows the 
performance of our proposed work over a set of possible scenarios. For example, 
in Fig. 12 the proposed algorithm works well despite the problem given by the 
illumination distribution, strong sunlight, and dark shadows. Initially, it could be 
concluded that these problems did not appear to affect the image, thus the 
algorithm was able to estimate de VP. On the other hand, Fig. 13 shows the result 
of false VP estimation. The first two images show the VP extracting from the 
largest amount of polynomials segments located on the left side of the camera 
system in contrast to the right side. The last two images show the VP when the 
driver of a vehicle is turning to the left (the same phenomena also happen when 
turning to the right), due to the projection properties of the lines segments into the 
mirror at that moment. This results indicate that the vanishing point has an error in 
rotating sensitive directions as well as places where single or double lines do not 
appear at all due to weather conditions, wildlife, pavement deterioration or where 
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turn lanes are not marked in places like junctions, intersection, etc. On the one 
hand, this is due to the fact that pictures lose a lot of detail during resizing. On the 
other hand, the continues white lines along the road segments were not extracted 
from the binary image obtained after applying the Canny edge detector with a 
length l > 25, where l is the Euclidean distance between the endpoints of the line 
segments. As a result, VP were extracted using the spatial density information 
from the side strip areas (bicycle and/or planter) or sidewalks. As a result, the 
proposed algorithm is able to determine VP in the 3D space. However, in order to 
improve the VP robustness, there will be improvements to the performance and 
the experiment by using road model features, surface as well path planning 
approaches. Regarding autonomous navigation, this result reinforces the point of 
usage a set of sensor (GPS, IMU, LRF and online interactive maps) for dealing 
with the autonomous navigation problem in real time.  

 

 

Fig. 12 Experimental results for a frame sequences with strong sunlight and dark shadows 
areas. Point in red and green represent the extracted cluster. Points in blue represent the VP 

 

 

Fig. 13 Experimental results for a frame sequences with false VP estimation. Point in red 
and green represent the extracted cluster. Points in blue represent the VP 
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Abstract. Robots designed for assisting humans in their homes need to adapt to 
the changing requirements of daily life. This requires multimodal sensor systems 
as well as learning strategies for understanding new goals and for recognizing new 
objects. However, coping with changes is not limited to environmental sensing. In 
order to achieve full autonomy, the robots must adapt their behaviour due to good 
and bad experiences made. Concepts and first results of modelling intelligent sens-
ing and adaptive behaviour in an artificial mind as well as of merging mind and 
machine are presented in this paper. 

1 Introduction 

Nowadays, assistive robots can derive goals from instructions such as spoken 
commands and achieve them by executing pre-programmed trajectories [Mertens 
et al. 2011]. A certain degree of adaptability is provided by fine-tuning these tra-
jectories by means of proximity sensors and smart cameras which enable the robot 
to avoid obstacles and to guide a robot gripper to an object to be grabbed. Robots 
such as the Care-O-Bot (Fraunhofer Institute, Germany) or the Asimo (Honda, Ja-
pan) come with these abilities. 

However, in order to perform tasks more efficiently, assistive robots must be 
able to cope with changes in the home environment and with new demands of the 
user autonomously, i.e. they must learn from experiences. A robot equipped with 
an experienced-based learning strategy would avoid a dangerous or non-effective 
behavior after having experienced the consequences of this behavior as negative, 
once. A positive experience would enforce a given behavior. 

Our approach for adaptive behavior is based on artificial feelings, which are 
modeled by Quality of State (QoS) functions. First studies with a 30 cm tall hu-
manoid robot showed that using artificial emotions can change the robot’s beha-
vior based on previous experiences. 

Currently, we embody these algorithms for intelligent behavior in a larger  
robot, i.e. we merge mind and machine in order to test our approach in real  
applications. 
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2 Embodiment and Functional Model 

As a first step to merge mind and machine we are developing a semi-humanoid 
robot (Fig. 1) which is 1.40 meters tall. The name of the robot is “Roswitha" (Ro-
bot System with Autonomy). Most of the mechanical components are based on a 
Volksbot [Surmann et al. 2008]. Both front wheels are driven by with one Maxon 
motor RE40each, while the two rear wheels run freely. This mechanical design 
has been expanded by several intelligent sensors and two robot arms: the joints 
and links of the right one are composed of modules of the company “Schunk”, 
whereas the left one consists of servo motor joints and links from the company 
“Item”. The programs for sensor data processing, decision making, and motor con-
trol are executed on a laptop and an embedded system “cRIO” from the company 
“National Instruments”, which are integrated in the robot’s mechanics. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Mechanical design of the robot “Roswitha” 

Programming is carried out in LabVIEW which provides us with a unified de-
velopment environment and an extensive driver library. As autonomous robots are 
complex systems and consist of many different components, this is important to 
management and execution of development processes. It also fosters the research 
environment of universities of applied sciences, because their research activities 
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are based in large part on sequences of short-term theses. The periods of vocation-
al adjustment for students at the beginning of their thesis are minimized. 

3 Intelligent Multimodal Sensor System 

Our multimodal sensor system consists of sensors as follows:  

• Speech recognition sensor or touch for human machine interaction. 
• 2-D Laser - proximity sensor in the front lower part of the robot to detect ob-

stacles and landmarks that allow to calculate the robot’s position. The sensor 
delivers a distance array (Fig. 2) and a remission array which contain the dis-
tance to the nearest object and its reflection intensity for each angle scanned. 
The angle resolution is set to 0.5°. 

• Several ultrasonic sensors for obstacle detection in the areas of the laser-
scanner does not cover (e.g. in the rear part of the robot). 

• Contact and temperature sensors for feedback of dangerous situations. 
• Vision sensor consisting of a 3-D camera and an image processing algorithm 

for the detection and classification of objects such as beverage bottles and the 
determination of their position in order to guide the gripper to the object. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Display of a distance array for a range of 0 to 7725 mm and -45° to 225° 

The vision and the speech recognition sensor access a knowledge base for clas-
sification. It is generated by supervised learning. 

A typical scenario is the following: The user says or enters the commands related 
to the item that he wants to have brought such as a water bottle and, if available, the 
destination area in which the item's location is to be expected such as the kitchen ta-
ble. By means of the sensors and a map which represents the geometry of the rooms 
and known obstacles [Jin et al. 2003], the robot moves to the destination area. Ob-
stacles that are not included in the map are detected by the sensors and cause evasive 
maneuvers. In the destination area the vision sensor identifies the desired object, cal-
culates the object’s position, grabs it and brings it to the user. 
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Fig. 3 shows the functional model addressing such or similar scenarios. First, 
the robot must understand the goal or task to be solved. Sensing the environment 
and fusing the sensor data, "Roswitha" knows her own position as well as the 
identity and position of objects and obstacles around her. Using these and the map 
data, the robot can now develop a strategy to solve the task by calculating the op-
timal trajectory and controlling the motors accordingly. As for behavior improve-
ment [Nauth 2010], a planning algorithm must be implemented that use a expe-
rience base which store the positive and negative experiences represented by 
weight vectors. Finally, an action planning module generates the control se-
quences for the actuators and executes them. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Functional model of the robot 

Due to the complexity of the overall system, in the current stage of develop-
ment we realize the robot as two platforms: One stationary where the algorithms 
and hardware for the camera-guided grabbing are being explored [Gonzalez and 
Woods 2008], and one mobile where the sensor- and map-based driving and first 
experiments for adaptive behavior are carried out. 

Our approaches for navigation, identifying objects with the vision system and 
adaptive behavior are discussed below. 

4 Navigation 

The navigation system guides “Roswitha” to the location where the object to be 
grabbed is placed. There she searches for it by means of the vision system (see 
chapter 5) and grabs it if it is in reach of the actuator. Otherwise, “Roswitha” 
moves closer to the object before grabbing it. 

“Roswitha” navigates from her current position to the destination position by 
means of a map in which areas of known obstacles and areas the robot is not al-
lowed to enter are marked. 

Two highly reflecting foils of the size of 15 cm x 20 cm are used as landmarks 
for calculating the current position. Those landmarks are placed at two adjacent 
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walls perpendicular to each other and are detected by the Sick laser scanner. The 
procedure to distinguish the landmarks from other objects is as follows: 

• Calculate the mean remission out of all reflections from the whole scanning 
area. 

• Remissions larger than 1.3 of the mean are considered to be caused by refer-
ence marks. 

• If more than two or less than two landmarks have been detected the robot 
moves a little bit and repeats the search for two landmarks. 

• If two landmarks have been detected the distances to the robot, r1 and r2, and 
the angles to the robot's main axis, θ1 and θ2, are stored. 

• "Roswitha's" current position is calculated by means trigonometry using r1, r2, 
θ1, and θ2 as well as the known distances a and b of the landmarks from the 
corner of the adjacent walls they are placed. 

The map consists of a grid with cells of 5 cm x 5 cm resolution. Known ob-
stacles and forbidden areas are plotted in black and red respectively by common 
drawing programs. Minimizing the costs regarding all possible paths, the optimal 
path consisting of a set of sub-paths is calculated by means of the Occupancy Grid 
method. The result is a list of control sequences consisting of the distance and di-
rection to move in each sub-path. In order to measure the distance travelled each 
wheel on the rear axis is equipped with an encoder resolving 0.18° per pulse. 

Moving from the current to the goal position, the calculated path is left tempo-
rarily in case the laser scanner detects an object other than this to be fetched. 
“Roswitha” makes a detour around it and returns to the optimal path to reach the 
goal. In case of using Experience-based Learning she would avoid or approach ob-
jects depending on the experience made previously. 

5 Actuator Guidance by Robot Vision 

The smart camera consists of a Kinect 3D camera and an image processing pro-
gram that has been developed with LabVIEW and runs on a laptop. The Kinect 
camera generates a color image c(x, y) by means of a CCD sensor and a depth im-
age z (x, y) by means of structured illumination with IR light. As for the algo-
rithm, we use the pattern matching function of LabVIEW. It searches in the  
acquired image for patterns which are similar to one of previously learned refer-
ence patterns (Fig. 4). Color and shape are the comparison criteria. The pattern 
matching functions can be parameterized in sensitivity, location- and size-
invariance. In a first approach, we applied pattern matching to the grabbed color 
image c(x, y) in order to differentiate bottles regarding color and shape. The ap-
proach reaches its limits if the background contains colors and shapes similar to 
the object to be recognized, e.g. in pictures on the wall. Applying this approach we 
achieved a sufficient specificity only at the cost of a low sensitivity [Toth 2009]. 
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Fig. 4 Pattern Matching with the color image 

Therefore, we have developed a sequential process: The first step is to segment 
the depth image z(x, y) (Fig. 5, top) by masking the range between z = 80 cm to z 
= 160 cm as foreground, corresponding to the grabbing area of the robot arm and 
applying a pattern matching with respect to shape. If an object is found, the 
bounding box coordinates are being calculated and transferred to the color image 
c(x, y) (Fig. 5, bottom). In this area the pattern matching is repeated, but this time 
with respect to the color pattern. Hence, all patterns outside of the gripping area 
are not taken into account and a high specificity and high sensitivity can be 
achieved. 

For the robot coordinate system is displaced from the camera coordinate sys-
tem, the real position of the object to be grabbed results from the bounding box 
coordinates corrected  by a coordinate system transformation. The control se-
quences for the robot arm joints are calculated by inverse kinematic algorithms 
converting the object position into angles the joints must be set to. 
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Fig. 5 Segmentation in the depth image 

6 Behavior Improvement by Experiences 

The intelligence of the robot described above is limited to learning new object 
classes and words. It understands goals and attains them straightforward by plan-
ning and executing a sequence of actions. However, good and bad experiences 
made do not result in an improved behaviour such as avoiding dangerous  
situations which might harm the robot. In order to enable the robot to adapt its be-
haviour by means of experiences, we propose to equip the robot with artificial 
feelings (Fig. 6). For the related algorithms must run on the limited resources  
of the microcontroller embedded in the robot, our approach focuses on lean  
algorithms rather than modelling functions of the brain [Dietrich et al. 2009;  
Doeben-Henisch 2009]. 
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Fig. 6 An initial fragment of a cognitive map with false transitivity 

The lean algorithm mirrors the way humans acquire feelings: Human feelings 
(“fear” and “well-being”) about a situation, caused by unconscious judging infor-
mation gathered from the human’s task-related sensors such as eyes and ears, are 
enforced if their body-related sensors such as pain receptors sense bad (“pain”) or 
good (“comfortable”) feedbacks in presence of the situation. The feelings that de-
velop when the human confronts the same situation again will result in a change of 
his behaviour and his will, subsequently. 

Implementing this model requires to gather environmental data in the sensory 
vector y   

( )TTT dxy 1,,=
                                                     

(1) 

in order to calculate the feelings. It consists of the task-related sensory vector x , 

which contains features derived from the visual and proximity data, and, if appro-
priate, some elements of the body-related sensory vector d  for acquiring data 

such as temperature as well as for drives such as hunger (low battery status) and 
the desire for praise by the user for having achieved a goal and “social contact”. 

Artificial feelings with respect to a given state (or situation) are generated by 
assessing the sensory input. Therefore, we introduce a weighting vector w  which 

represents the experiences made previously. Each object class and obstacle class, 
characterized by the object - ID - number  (OID), has its own  weighting vector 
w . All  weighting vectors together build the experience base. Hence, each state 

( )wys j ,
                                                          

(2) 

depends on the sensory input y
 
and experiences w . 

In order to assess the artificial feelings about the current state, a quality of state 
function [Sun 2007; Stubbs and Wettergreen 2007] 
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( )( ) wywysQ T
j =,                                                 (3) 

is introduced, which classifies the state either to the feeling “well-being” or to the 
feeling “fear”. A quality of state larger than or equal 0 corresponds to “well-
being”. This will cause the robot to continue the actions necessary to achieve its 
goal. A quality of state value less than 0 means the robot has “fear”, e.g. of anoth-
er “aggressive” robot, of standing on an inclined ramp or of low battery charge. 
Rather than executing the actions to meet the goal the robot develops alternative 
behavior strategies such as returning to its (safe) start position and stay there or re-
try to fulfill its mission after having waited for a while. 

The experience gathering process, i.e. the training of w  by forced feedback, is 

triggered if the body-related sensors (or a part of them) exceed a threshold which 
indicates either “pain” or “comfortable” and if this feedback is not in line with the 
feelings calculated before. They can be compared with receptors of the human 
body, e.g. the with pain receptors of the skin, which give a feedback about the 
body’s situation or with receptors which generate the feedback “hungry”. Hence, 
experiences are made if the feedback “pain” is sensed under the presence of the 
feeling “fear” or the feedback “comfortable” is sensed but the robot develops the 
feeling “well- being”. In either case the weighting vector w  is adapted according-

ly . A possible adaption approach is minimizing the amount of false classifications 
by the 1st gradient method and the Robbins-Monro method. This implies correct-
ing w  by means of y  scaled by a factor k (0 < k ≤1) in case of a false classifica-

tion, i.e. a false assessment of the feeling: 

ykww ii +=+1  if the feeling "fear” has been classified but the physical condition 

feedback is “comfortable” 
ykww ii −=+1       if the feeling “well-being” has been classified but the body-

related feedback is “pain”. 

w  is not modified in case of a right classification. It is important for the adapta-

tion to use the sensory data y  which have been acquired a short time before the 

adaptation has been triggered. On that condition feelings calculated allow the ro-
bot to act appropriately before a situation has deteriorated dangerously. The linear 
adaption of  w  converges if the features used in the sensory vector y  are linearly 

independent. 
In our first investigations with the assistive robot we limited the size of the sen-

sory vector to the measurement of the distance to an object. Thus, the sensor vec-
tor contains the two elements: 

y1 = distance (in meters) and 
y2 = 1 as the offset. 
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In order to acquire the body-related data for experience gathering, we use a 
contact sensor which generates the negative feedback "pain" and a touch sensor 
which generates data related to “comfortable”. 

For the calculation of the artificial emotions through the Quality of State func-
tion we choose initial values as follows: 

w1 = 0,8 (weighting of the distance) and 
w0 = 0,2 (weighting of the offset). 

The calculation of the feelings and the comparison with the physical condition 
is carried out in an interval of 2 seconds in which the robot covers a distance of 20 
cm roughly or at an emergency stop, e.g. if the robot has collided with an obstacle 
or object. 

If the comparison between feelings and the physical condition requires an adap-
tation for the behavior shown so far has proven to be not appropriate, the adapta-
tion is carried out with a step size of k = 0.4. As for the sensory vector used in the 
adaptation algorithm for calculating the new weighting vector, the second to last 
acquired data, i.e. prior to the initiation of the adaptation, have been applied. 

The first experiments were done with a cabinet that is not registered as an ob-
stacle in the map. At the distances 0.48 m, 0.29 m and 0.11 m the robot generated 
during the final approach to the cabinet the Quality of State - values 0.584, 0.432, 
and 0.288 (Tab. 1). For these are greater than 0 the robot develops positive feel-
ings (Quality of State data) which are in line with the physical conditions because 
the contact sensors sense no “pain”. Hence, the robot moved further toward the 
cabinet. 

Table 1 Quality of State data with initial weighting vector 

 Position 1 Position 2 Position 3 

Distance [m] 0.48 0.29 0.11 

QoS 0.584 0.432 0.288 
 

The inevitably crash taking place at 0 cm distance closes a contact sensors and 
triggers the adaptation of the weighting vector to w1 = 0.756 and w0 = -0.2. Ac-
cording to the theory described above, the second to last distance has been used in 
the calculation in order to generate an experience which develops “fear” prior to 
the collision. The experience gathering causes the following change in behavior: 

When the robot performed its job the next time and recognized the closet again 
at the distances 0.5 m, 0.31 m and 0.09 m the Quality of State values of 0.178, 
0.034, and -0.132 have been calculated (Tab. 2). The negative value at 9 cm dis-
tance to the cabinet generates a feeling of "fear", which causes the robot to stop, 
instead of colliding with the cabinet. Next, it computed a new trajectory to the des-
tination area which it avoided the collision and tried to get accomplish its goal 
moving on the new path. 
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Table 2 Quality of State data with initial weighting vector 

 Position 1 Position 2 Position 3 

Distance [m] 0.5 0.31 0.09 

QoS 0.178 0.034 -0.132 
 

Without positive feedback so far the approach has its limits for objects that are 
useful for the robot and will also be avoided. E.g., it developed after one or more 
(accidental) collisions at a charging station "fear" and then stopped without charg-
ing the battery to execute his task. Pressing the touch sensor generated the feed-
back "comfortable" and triggered an adaptation to positive quality of state - of 
values. The robot now has no "fear" of the charging station and recharges its bat-
tery. Alternatively, a magnetic field sensor could be used as a body-related sensor 
to trigger kind of "motivation" to charge the battery. 

7 Conclusion 

In this paper the development of a mobile assistive robot with visual and auditory 
skills is presented. It navigates map- and sensor- based within and between rooms 
and recognizes objects by means of a 3-D camera that have been requested a user. 
The recognized object is grabbed and brought to the user. The robot is able to 
change its behavior on the basis of past experiences. In a first scenario, the robot 
avoids a cabinet after having experienced one or more collisions with it. By "mo-
tivation" it can correct disadvantageous risk avoiding behaviour such as staying 
away from a charging station it has collided previously. 
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Abstract. This work studies different analytical systems to evaluate and control 
effort in team-sport training. They analyze real-time training data obtained by 
means of biometric belts and provide instructions to direct athletes’ training. The 
decision techniques estimate the ratios of each effort regime, based on three dif-
ferent methodologies: (i) best-fit polynomial approximations, (ii) Kalman filters 
and (iii) sliding-window distribution estimation. The goal is to predict the future 
effort regimes and to provide suitable training orders to control that effort.  
The complete system results in a virtual coach, operating in real time and automat-
ically. This methodology has been piloted in an experiment with the UCAM  
Volleyball Murcia team, top of the Spanish national women’s volleyball league. 
Data obtained during training sessions have provided a knowledge base for the  
algorithms developed and allowed us to validate results. 

1 Introduction 

The performance and processing capabilities of Wireless Sensor Networks (WSN) 
are growing rapidly. In the mid-term, WSNs will be seamlessly embedded in the 
physical world, leading to sensitive environments enabling context-aware 
personalized services, which may automatically act on the behalf of the individual. 
This paradigm is called Ambient Intelligence (AmI) and is currently the focus of 
significant research. AmI relies on decision-making processes, which are usually 
hidden to users and give rise to smart environments. Some envisioned environments 
include smart homes, health monitoring, education, workspaces, sports, assisted 
living, and so forth. Moreover, these environments are becoming increasingly 
complex, making it difficult to make suitable decisions that support human activity.  

This work introduces a novel integrated control system for sports training, 
based on supervised learning techniques, following the AmI paradigm. 
Commonly, high level athletes make use of wearable computing in their training. 
These devices monitor athletes’ performance in sports like football, basketball and 
volleyball, and provide useful information for their coaches. Among other 
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parameters, they are able to measure heart rate, series of exercises, speeds and 
distances, and so forth. Often the complexity of the data collected requires the aid 
of specific software for analysis by a human coach at the end of the training 
session. Furthermore, in elite team sports training the aim is to augment athletes’ 
aerobic performance and also to improve the quality of exercises (i.e. technical 
training). This requires studying athletes’ movements and working with specific 
groups of muscles that might differ if we consider the particular role performed by 
each athlete within the team. In these scenarios, personalized real-time training 
feedback may suppose a remarkable difference with competitors.  

Additionally, the schedule of matches throughout the competition season leads 
to variation in the team’s training policies. Controlling each athlete’s performed 
effort, alternating periods of low intensity exercise, or even rest, with periods of 
normal or high intensity exercise, is required to avoid unnecessary over-training. 
In short, training elite athletes implies monitoring and evaluating their 
performance in real time, and making personalized training decisions, which 
cannot be tackled by ordinary training systems.  

Our system comprises a global decision engine whose mission is to provide 
personal training commands to athletes, as well as an infrastructure that enables 
monitoring the athletes (position, biometric data, and movement) and sensing the 
environment (humidity, temperature, etc.). The result is an ambient intelligence 
system focused on assisting human players and coaches. The advantages of such a 
system include the following:  

• Full time availability.  
• Data analysis takes place in real time. Coaches currently analyze biometric 

records at the end of the training.  
• Management an unlimited number of athletes, compared with the limited re-

sources of a human coach.  
• Study of “hidden” variables that may influence athletes’ performance. In par-

ticular, environmental data.  
• Autonomy of operation after the learning phase.  

The sensing infrastructure has already been introduced in previous works 
[Vales-Alonso et al. 2010; López-Matencio et al. 2010], together with decision 
engines oriented to supporting demonstrative applications in the sport domain. 
These works show the suitability of AmI in that domain, as well as the usefulness 
of the architecture proposed. 

In this new work we extend our former research by developing suitable 
decision-making methodologies to solve the important practical problem of 
training for high-level team sports. The full system addresses both the effort and 
the technical and tactical training in the sport of volleyball [Moras 1994]. 
Selection of volleyball resides mainly in the need for coaches to personalize the 
training of individual players. In fact, each player has a different role in the team 
that also requires different preparation. For example, the libero or defensive player 
trains muscle groups for good control of the ball pass so that the team can run the 
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offense. Hitters on the other hand, train specific muscle groups to improve 
jumping and ball strike. Therefore, the preparation of a competitive volleyball 
team requires a high level of control that considerably hinders the work of the 
coaches.  

The heterogeneity of measures and the need for individual plans have been 
decisive factors in choosing and validating the decision-making methodologies. In 
particular we have implemented three control modules:  

• Effort control in customized matches: control players’ heart rate (HR) by nu-
merically estimating their evolution.  

• Technical and tactical: controls the levels of training effort and fatigue by 
computing the durations of activity and rest periods in repeated exercises.  

• Exercise quality: controls the quality of movements by evaluating their  
intensities.  

This paper is focused on the first module: aerobic control during customized 
matches. Our approach can be extrapolated to other elite sports (e.g. basketball or 
football), where technical, tactical and aerobic preparation play an important role 
in practice.  

2 Related Works 

Nowadays, the use of wearable computing is common in athletes’ training. As 
described in [Pérez and Llana 2008], the use of chronometers, photocells, contact 
platforms, microphones, photo or video cameras, magnetic resonance and X-rays 
machines, movement sensors and, in summary, every sensing device for physical 
or chemical parameters, is now a standard feature of athletes’ training. Many of 
these devices are not exclusive to elite athletes, but available to the general public 
(e.g. heart rate monitors). In fact, the widespread use of commodity hardware (e.g. 
Apple’s iPhone) has also lowered the barrier to create mobile applications for 
sports training [Saponas et al. 2008]. To some extent, the availability of these 
devices is just the first step towards the appearance of contextual services and 
AmI environments. Sport monitoring systems now introduce real-time data 
collection, as well as user localization. Future developments will aim to expand 
the range of monitored data (environmental conditions, detailed user data) and to 
provide useful actions and information based on them. WSNs [Amstrong et al. 
2007] represent one of the enabling technologies for such a development.  

Several context-aware applications for athletes’ training have already been 
introduced. The focus of these works is on collecting data related to specific 
applications. However, these data are not directly used to obtain real-time 
feedback but are externally analyzed by human experts. Below we outline works 
belonging to this group.  

In MarathonNet [Pfisterer et al. 2006] a WSN monitors runners in marathon 
events. Sensors on runners collect data on heart rate, time, and location. These 
data are sent via base stations along the track to a central database, where they are 
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analyzed off-line. Base stations can communicate with the central database by 
means of GPRS, WLAN, or a wired network link. In the system developed in this 
work, the sensor nodes have a similar functionality, but they also act as 
information routers. The system in [Michahelles and Schiele 2005] assists 
professional skiers. Using accelerometers and force-sensing resistors, skiers can 
obtain data about their movements and visualize them, along with video footage, 
once exercise has finished. SESAME [Hailes 2006] proposes the combination of 
two data sources, video and sensed parameters, to improve the performance of 
novice and elite athletes. Major competitions like the Olympic games typically 
pioneer the adoption of new technologies. By way of example, in [Chi 2005], the 
author introduces the SensorHogu systems, which attach piezoelectric force 
sensors to body protectors, in order to recognize valid scoring kicks in 
Taekwondo. The commercial product Team2Pro enables the recording and study 
of fitness data in real time for up to 28 players.  

More intelligent systems have been developed for sports scoring purposes. For 
example, in [Spelmezan and Bolchers 2008], the authors present a sensor system 
intended to provide immediate feedback to alert users of incorrect movements and 
body positions. The prototype uses sensors attached to the human body and 
inserted into boots for the purpose of detecting mistakes during snowboarding. In 
[Arvind and Bates 2008], the authors develop a score system for the golf swing 
motion. Golfer body motion is captured by a wireless network of inertial sensors 
that extract snapshots of the orientation data of the user’s body during the golf 
swing. The orientation information is compared with correct motion rules, and a 
score of the exercise is computed. Paper [Ghasemzadeh et al. 2009] also develops 
a feedback system, based on sensors which capture the movements of a golf 
swing. The swing motion is pre-processed locally and sent to a base station, e.g. a 
PDA, for further analysis. Swing motion quality is expressed as the amount of 
deviations from the target line and computed by linear discriminant analysis.  

None of the works outlined above consider ambient conditions and thus does 
not incorporate devices embedded in the environment. In previous works [Vales-
Alonso et al. 2010; López-Matencio et al. 2010], we showed the usefulness of the 
ambient intelligence paradigm in sport. The goal in both papers consists in 
selecting, for a given user, suitable tracks where the athletes HR will be in the 
desired HR range most of the time. In [Vales-Alonso et al. 2010], decision-making 
is based on ( ),m s -splines interpolation of the HR signal, whereas in [López-

Matencio et al. 2010] a k-NN classification engine was developed. Moreover, 
[Vales-Alonso et al. 2010] demonstrates the feasibility of the communication and 
location system architecture by means of tests performed in real outdoor training 
scenarios. 

Finally, in [Vales-Alonso et al. 2013] we introduced a preliminary system to 
control training system for an elite volleyball team. The approach taken is based 
mainly on specialized training studies [Moras 1994; Zintl 1991]. In [Moras 1994], 
the author established six levels of volleyball training, ranging from global body 
development and enforcement, not specific to volleyball practice (levels 0-2), to 
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actions focused on technical and tactical training (levels 3-5) in volleyball. In 
short, lower levels address global physical preparation, whereas higher levels are 
more centered on improving specific player movements. On the other hand, [Zintl 
1991] presents a classification that enables the categorization of all exercise 
training. The author distinguishes between continuous, performing a constant 
effort over a period, intervallic, alternating periods of activity and rest, 
repetitional, making a series of similar actions coupled with complete rest, and 
customized match, playing a match whose intensity is controlled by the coach. In 
the present study we complete this previous work by introducing and evaluating 
new analytical approaches to predict and control de effort. 

3 System Architecture 

Figure 1 shows the architecture of our training system approach. The sensing and 
communications infrastructure of the system is based on a WSN developed in a 
former study [Vales-Alonso et al. 2010]. We use this infrastructure to collect two 
types of data: 

• A set of static data, including the position of the sensors, the height of the net in 
volleyball, the programmed training routine, as well as players’ static data, 
such as performance profile, age, ability, or training objectives.  

• A set of real-time data of ambient parameters (temperature and humidity) and 
players’ data (HR, minutes of training).  

In sports such as volleyball, the three most important parameters to track are 
heart rate, levels of lactic acid accumulation, and maximum oxygen consumption 
(VO2 max) [Sharma 2012]. Although the measurement of lactate is the most 
accurate method, it has the drawback of being invasive and can therefore only be 
performed from time to time. Thus, in order to measure physical effort during 
practice, we have chosen HR biometric (directly correlated with VO2 max) and 
environmental data (temperature and humidity).  

To perform such measurements, a WSN is deployed around the perimeter of 
the training field (see Fig. 1). Its function is to collect ambient data and to connect 
the user and the decision-making node (control node or CN). Similarly to the 
prototype developed in [Vales-Alonso et al. 2010], this ambient network has been 
implemented using standard WSN hardware (MICAz and Imote2 motes). 
Nevertheless, this prototype has been adapted to the particular sensing and 
communications needs of our project. Specifically, the player’s equipment 
consists of two devices:  

• Zephyr BioHarness is a belt-shaped biometric sensing device. The device 
senses temperature, HR, body acceleration and oxygen consumption and com-
municates these data through an incorporated Bluetooth interface. The player 
carries this device fastened to his/her body.  
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• Imote2 provides the player with communication and sensing capabilities. It in-
cludes a wireless transceiver to communicate with the network, and sensing 
elements to monitor players’ biometry. The Imote2 also includes an acoustic 
interface to deliver training commands and a Bluetooth interface to collect 
BioHarness data. The device can be placed on the training field, close to the 
player or as with the BioHarness, can be carried by the player. Each player has 
his/her own Imote2, which also responds to the localization messages from the 
control node. 
 

 

Fig. 1 Global system scheme 

  

Fig. 2 SAETA main window 
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Moreover, the CN includes the intelligence of the whole system. It coordinates 
sensing and communication devices, collects data from all sensing devices, 
generates real-time training decisions and transmits them to the player. The 
interface and modules of our control system have been developed with Matlab. 
This interface provides easy access to configure all training functionalities (Fig. 
2). Each of the training options allows the coach to set each player’s initial 
parameters through individual menus.  

4 Control in Customized Match 

This section describes the customized match module of our training control system. 
Our system reacts to changing training conditions (of the user and the environment) 
in real time and provides training decisions for coaches and players. These decisions 
are computed by the CN (see Fig. 1). The CN is able to infer intelligent decisions by 
using a knowledge base of data from previous training sessions.  

Customized matches are standard competition matches, where the coach may 
vary game conditions to address a specific training objective. For example, a 
common goal in customized matches is to increase aerobic capacity by extending 
playing time and by reducing activity. The customized match module aims to 
complete a training program by controlling players’ HR but by using an additional 
methodology to the one described in our previous works [Vales-Alonso et al. 
2010] and [Vales-Alonso et al. 2012]. The new module utilizes the numerical 
approximation of HR regimes to infer future values. Then, if the estimated HR is 
low, the control indicates to increase activity, and vice versa.  

Since our aim is to control the player’s HR, we first need to characterize his/her 
performance. According to the type of training activity, HR performance can be 
classified into different intensity levels or classes (from Low to VMAX). The HR 

in each class is in a percentage range of the recommended HRmax .  

1. Low activity: < 50%. 
2. Moderate activity (Maintenance/Warm up): [50%,60%].  
3. Weight Control (Fitness/Fat burn): [60%,70%].  
4. Aerobic (Cardio training/Endurance): [70%,80%].  
5. Anaerobic (Hardcore training): [80%,90%].  
6. VMAX (Maximum effort): > 90%.  

An accurate formula to compute the maximal HR for a healthy person follows 
the relationship HR 208 0.7max age= − × .  

4.1 Decision-Making Process 

For each player under control the coach selects total activity time and a training 
profile (TP). The TP is represented by a vector ( )1 6, ,ρ ρ= …ρ , where each 
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position corresponds to an HR class, from low activity (ρ1) to VMAX ( 6ρ ). Each 

position of ρ  represents the ratio of training time that the player should 

accomplish in the corresponding HR class during the total activity time. Thus, the 

coach inputs TP values such that 
6

i 1

1iρ
=

= . An example of this module input 

window is presented in Fig. 3.   
 

  

Fig. 3 Input window for customized match module 

Once the total activity time and TP are selected, the control module computes 
HR ranges (using the athlete’s profile) and starts sampling the player’s HR, 
classifying each sample in its range. Thus, after the j-th sample the module now 
has the ratios in every HR range observed so far. These ratio values are utilized to 
compute predictions on the future evolution of the players’ effort. Next, we 
discuss three different methods used for this task: 

1. Best-fit polynomial approximation 
2. Kalman filters  
3. Sliding-Window distribution estimation 

4.2 Best-Fit Polynomial Approximation 

The first approach was already discussed in [Vales-Alonso et al. 2013]. It consists 

of using individual polynomials for each ratio ( , 1, ,6ip i = … ), providing best-fit 

curves for the observed curves. To compute these polynomials, we have selected 
the least square method, which requires at least a number of points greater than the 
degree of the polynomial m . In our implementation, after the j -th ( )j m>  

sample the algorithm utilizes the last n m>  samples, n  being a parameter of our 
module program. With this estimation, the CN computes the difference between 
the selected TP and the estimated TP at each instant j , following the expression:  
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[ ] [ ]( )
6

1

Δ STEPi i i
i

j p jθ ρ
=

= − +
                                   (1) 

where ( )1 6, ,θ θ= …θ  are weighting factors of the difference between the 

approximated values and those required by the coach. Besides, STEP is an 
algorithm parameter that represents the estimation horizon in seconds (120 
seconds in our tests). Thus, [ ]STEPip j +  is the value of polynomial i  at instant 

j +STEP. For the conformity tests we have considered ( )1, 1, 1, 2, 2, 4= − − −θ . 

These weights balance the ratio of time that a player must train in each HR regime 
and can be modified, according to the athlete or coach’s needs to fit training 
needs. Should the player’s training decrease, these values will lead to negative 
Δ ’s, or positive in the contrary. Therefore, the output of this decision-making 
process indicates to players and coach whether the intensity of training must 
increase or decrease (respectively, positive or negative [ ]Δ j  values). In addition, 

we have considered the importance of underlining the difference between 
estimated and required TP for the VMAX regime (

6 4θ = ), due to the difficulty of 

achieving that exercise level. This weight stresses the trend of increasing training 
intensity if required to fulfill the selected TP.  

4.3 Kalman Filters 

The second alternative that we have considered is the use of a predictor based on 
Kalman filters, which allows us to solve, in a computationally efficient and 
recursively manner, least-squares estimation problems. These problems consist on 
estimating parameters by minimizing the squared discrepancies between observed 
data (the effort ratios in our work), on the one hand, and their expected values on 
the other. 

The algorithm finds the least squares best estimate by going through data one 
by one. The filter gets the new best estimate for a given set of data once a new 
measurement is added by using, the new measurement, the old estimate, and some 
measure of confidence in the old estimate. As a result it provides an estimate of 
the state each time a new measurement is included. In order to define our Kalman 
filter, we must set the state vector. In our case  it contains the ρ  vector values 

and its first derivative (velocity): 

( )1 2 3 4 5 6 1 2 3 4 5 6  , , , , , , , , , , ,x ρ ρ ρ ρ ρ ρ ρ ρ ρ ρ ρ ρ=      
                   (2) 

Then, the Kalman estimation proceeds iteratively with the next two steps (see 
next Figure), executed at each time instant j. Namely, a prediction and correction 
process called Kalman filter cycle. 
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1) Project the state ahead 
     

2) Project the covariance ahead 
     

1) Compute the Kalman gain: 
    

2) Update state estimate 
     

3) Update the covariance 
    

p
 

Measurement Update (Correction) 
Time Update (Prediction) 

Initial estimates for and  

 

Fig. 4 Kalman filter cycle 

1. Prediction step. The algorithm determines a state estimate jx
−

 and an estimate 

for the error covariance jP−  which provides an indication of the uncertainty as-

sociated with the current state estimate. The state-evolution equation is:  

1  jj jx A x w−
−= +



                                           (3) 

where 

6 6

60

I t I
A

I

Δ 
=  
                                                 ) 

is the state transition matrix, and jw  represents a normal distributed process noise sample with covariance matrix Q. Besides, in our case we have set the 

initial value 12P I= . In our model, empirical value Q = 0 gave us the best 

results.  

1. Correction step. It provides a feedback by incorporating a new measurement 
value into the a priori estimate to get an improved a posteriori estimate. In this 

step the expected state jx
−

 is corrected by following the equations provided in  
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Fig. 4. The main idea is relating the current state to a measurement jz  through 

a lineal model with a matrix H , and a normal distributed process noise sample 

jv  with covariance R. This is: 

jjj x̂z ν+=  H                                                 (5) 

where 

( )6 66 | 0 xH I=
                                                 (6) 

Afterwards the model corrects the estimation jx̂  by means of this measurement 

jz . The empirical value 6 0.1R I=  gave us the best results. Besides, the Kalman 

gain K denotes that while the measurement error covariance R gets closer to zero, 

the measurement jz  is more trusted, while the predicted measurement is less 

trusted.  
Therefore, we can estimate future ρ  values if a set of previous measures is 

known (such us our HR ratio measurements). This estimation is updated every 
time a new measurement is obtained. To infer ratios with a prediction horizon of 
STEP stages, the Kalman prediction must be applied STEP times. Note that each 
estimated ρ  value obtained by Kalman filter must be normalized. Moreover, as 

in the previous case of the polynomial approximations, once the expected ratio is 
computed, the difference between the selected TP and the estimated TP is 
obtained using expression (1). The same weighting coefficients have been used in 
our evaluation tests to correct the training offset. 

4.4 Liding-Window Distribution Estimation 

Finally, in order to estimate the ratios of each effort regime for an athlete during a 
training session, a sliding-window distribution estimation method was also tested. 
The foundation of this last method is to assume that, in absence of external 
stimulus, the athlete will continue to perform with similar effort in the near future 
as he or she has done in the recent past. 

To do this, let us assume that [ ]ir j  is a discrete sequence of the values zero and 

one, where one means that the heart rate of the athlete sampled at time j lies within 
the i-th HR defined range, and zero means that the heart rate is outside this range. 
At any given time j, the fraction of time an athlete is within each HR range is 
simply calculated as the fraction of accumulated HR samples in each range over 
the total of HR samples: 
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If we define the accumulated value of HR samples within each range as 

[ ] [ ]
1

j

i iR jH r
τ

τ
=

= , then eq. (5) can be simplified as shown in the next equation. 

[ ] [ ]
[ ]6

' 1 '

 i
i

i i

HR
j

j

R jH
ρ

=

=


                                                     (6) 

After a number of new samples (defined by STEP  in our case), the updated 

iρ  values must be between the ranges specified in the next equation. This is, 

between zero and STEP  new values have been added to the i-th HR range, and 
exactly STEP  new samples have been added to the total. 

[ ]
[ ]

[ ] [ ]
[ ]6 6

' 1 ' 1' '

STEP
STEP

STEP STEP

i i
i

i ii i

HR j HR
j

HR

j

HRj j
ρ

= =

+
≤ + ≤

+ +               

(7) 

None of the external factors that can affect athletes’ heart rate will be taken into 
account for the forecast method described in this section so, as stated before, we 
will assume that the athlete will keep a similar intensity in the near future exercise 
performance as he or she has kept in the recent past. This is, if we look at the most 
recent n samples of HR, the prediction made by this method will be to forecast 
that the next STEP  samples will be classified following the same distribution or, 

to put it in another words, if [ ] [ ] [ ]Δ n
i i ijHR j HR HR j n= − −  new samples 

have been added to the i-th HR range within the last n samples, each one of the 

next STEP  samples has an independent probability of 
[ ]Δ n

iHR j

n
 of being 

classified within the i-th HR range.  
Taking this approximation, and working only with the expected value for the 

random variables involved, the ratios for each HR range can be expressed as 
shown in the following equation: 

[ ]
[ ] [ ]

[ ]
' '

6

1

STEP Δ
 

STEP

n
i i

i

i i

j j
j

j

HR HR
n

HR
ρ

=

+
=

+
                                           (8) 

This formulation of the predicted iρ  ratios can be updated with each new 

sampled HR value, and also ensures that the sum of all predicted [ ]i jρ  for any 
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given j is always one, as in the Kalman filter case. Finally, the difference between 
the expected and the required TP are obtained also with expression (1). 

4.5 Validation 

We have tested the methods discussed for this module in a real customized match 
training session of the UCAM volleyball team. The training intends to increase the 
effort in relation to a standard match. To that end, the coach eliminated serves and 
idle periods and immediately passed the ball when the training was interrupted. 
During training the players’ biometrics were monitored in real time using the 
BioHarness system. An example of the samples collected from two different 
players is represented in Fig. 5. We can observe how the different roles of the 
players in a match can produce different HR profiles. Specifically, in our tests the 
physical effort of a hitter produces higher HR frequency samples than that of a 
setter. Hitters therefore require different TPs and indications. By using the 
customized match module, the coach is able to adapt training to each player.  

In order to validate our methodology, we used an external feedback signal to 
the player’s HR, which is controlled by the program module output. A rise in 
training intensity points to an increase in the player’s HR modulated by the output 
of the program. This process is similar to the result obtained when a real player 
receives a command to increase training. The same procedure is followed when 
the decision is to decrease training intensity.  

 

Fig. 5 Real-time HR samples during a customized match training 

Thus, we modulate the HR of a player by adding a feedback signal γ . The 

computation is done as follows:  

( ) ( ) ( )hr j hr j jγ=′ +
                                      (9) 

where γ  is the output of the single pole IIR system,  
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( ) ( ) [ ]1 Δj a j jγ γ= − +
                                  (10) 

with the weight a adjust the strength of the feedback signal. In our validation tests 
we have selected 0.99a = .  

Finally, we computed the difference between the TP required by the coach and 
the real training performed. This difference is computed in two forms: with and 
without HR correction (i.e. without using the control module). Our system will be 
validated if the use of the feedback signal brings the real TP closer to the TP 
configured by the coach. The difference between both TPs shows the goodness of 
fit of our methodology.  
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(a) No feedback 
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(b) Feedback 

Fig. 6 Real samples of hitter heart rate and their distribution in intensity classes under train-
ing time objective ρ = (0,0,0,0,0.4,0.6)  

We have tested our customized match module with two players: a setter and a 
hitter and two different effort distributions ( ρ ). Fig. 6 shows an example of the 
output (see [Vales-Alonso et al. 2013] for the full set of results). For each HR 
class, the following three data ratios are shown:  
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• The blue bar represents the estimated HR values computed with ip  polyno-

mials and STEP = 120. 
• The green bar represents the current HR of the player  
• The brown bar represents the required ratio.  

In all cases the results show how the difference between objective TP (brown 
bar) and real training obtained (green bar) is greatly reduced by using the feedback  
signal. Clearly, introducing a feedback during the training session leads to a better 
match with the selected TP.  

If the other methods (the Kalman filters or the Sliding-Window distribution 
estimation) are used, similar trends have been observed (but with a different final 
distribution). Next we compare the performance of the three methods. 

Fig. 7 shows comparatively the error (measured as norm 2, i.e., the root square of 
the squared difference between the expected and the real ratio) in the prediction 
achieved by the three methods for a complete training session of 1 hour (from 1 to 
3600 s.). The curves depicted show the predicted ratio with a horizon of STEP=180 
seconds. Note that predictions starts in 300 seconds since we require collecting 
enough data to start predictions, and we have set this time as 300 seconds in our 
experiments. Moreover, the Sliding-Window method also uses a window of n = 300 
samples. Clearly the polynomial approximation has as side effect large oscillations, 
as can be expected. Comparatively, both the Kalman and the Sliding-Window 
approximations have a better performance without oscillations. Although in some 
cases the Kalman filter prediction surpasses in quality the Sliding-Window method 
(e.g. for ρ 4 around the 600 seconds), the common trend is that the Sliding-Window 

method achieves less prediction error for that horizon STEP. 
Another important issue is how STEP should be selected. On the one hand, if 

STEP is too small the predictions will be better but rather useless, since only real 
data is used to decide the training orders (the feedback). For example, if STEP is 
null this is similar to a coach that has been collecting statistics of a player during 
training and decides the next training based on that statistics. What our system 
allows is to infer what will happen in the future and add this information to the 
decision making process. On the other hand, when STEP is too large the 
prediction process will become unreliable, due to the dynamic evolution of the HR 
regime ratios. Therefore, the feedback obtained is likely to be incorrect.  

Summarizing, there must be a balance in the STEP value. An experiment has 
been performed to show this. Figs. 8 and 9 depict the final Δ value (i.e. Δ at 3600 
seconds instant) computed trough expression (1) for both players and both 
example TPs. As being stated previously, this value indicates the quality of the 
training, being better for values closer to 0. As shown in Figs. 6 even using 
feedback is difficult to reach the most intensive HR regimes since the TP is too 
homogeneous, and therefore the final Δ tends to be positive. Besides, for the 
second TP, and since it concentrates in the hardest regimes, the feedback is more 
effective and the final results are closer to zero and even negative, due to some 
over-effort.  
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Fig. 7 Estimation error 
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Fig. 8 Final Δ versus STEP value, player 1 

 

Fig. 9 Final Δ versus STEP value, player 2 

As shown in the Figs. 8 and 9, even though the polynomial approximation 
achieves a reasonable performance for STEP values below 300 seconds, beyond 
this point this method becomes unusable, with a stepper performance drop. For the 
player 1, the setter, the best training for the first TP is obtained for STEP values in 
the order of 150 seconds, using the Kalman filter. In the case of considering the 
second TP, the best training is obtained again with the Kalman filter for broad 
values of STEP around 1000 seconds. In the case of the second player, for both 
TPs the best method is the polynomial approximation, for 300 and 200 seconds 
respectively. However, we must note that a priori is not possible to known the 
best step, and that in this case the Sliding-Window methods is safer, since, as 
show in these Figs., the response is almost independent from the STEP parameter.  
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As conclusions, if a careful preliminary study can be performed for a given 
player to obtain a suitable prediction methodology and parameterization, benefits 
can be obtained in the fine-tuning of the athletes’ training. Otherwise, both the 
Kalman and Sliding-Window methods are worth being considered. A trend has 
been observed in the results where Kalman filter obtains similar or better results 
than the Sliding-Window technique for STEP values around 300 seconds. 

5 Conclusions and Future Works 

We have developed a novel training system for an elite volleyball team based on 
the ambient intelligence paradigm. This system monitors and controls each team 
player and provides useful feedback for coaches in real time. Training decisions 
are based on the real-time and historical data of each player which are then used to 
predict the effort ratios based on three different methodologies. Validation tests 
performed with an elite volleyball team have demonstrated the utility of our 
approach.  
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Abstract. This paper reports an experimental study to confirm whether robot's 
gesture can induce country-by-country different response in human observers ac-
cording to their nationalities. Robot greeting actions in Japanese, Chinese, and 
French styles were mimicked using the communication robot ApriPoco. Brain ac-
tivity in the cortex area associated with a mirror neuron was investigated by the 
near-infrared spectroscopy (NIRS) to evaluate the country-by-country difference 
objectively. As a result, it was confirmed that nationality difference between Japa-
nese and Chinese participants appeared in means of the sum of cerebral blood 
flow change (SBC) in a primary motor cortex (M1) and Brodmann area 44 
(BA44). Moreover, it was shown that robot gesture enhanced the observer's SBC 
in case of Japanese participants who watches the mother language-style greeting 
and Chinese participants' SBC were emphasized by greeting gesture in above-
mentioned three types of language styles. 

1 Introduction 

The service industry holds an important position in the economy, and a ratio of the 
service in GDP in advanced countries reaches 70 percent. With this international 
background, Service Engineering, that is a new discipline to develop service 
scientifically by utilizing engineering, psychology, information-technology, and 
economics, was presented in 2002 from Japan [Tomiyama 2002]. Also from busi-
ness community, SSME (Service Science, Management, Engineering) was pro-
posed by IBM as the next frontier in innovation. One of significant issues about 
the service industry is how to consider the country-by-country (or culture) differ-
ence among customers, because same service might give different satisfaction to 
different customers depending on their nationality [Lovelock 1995]. Service itself 
is, however, difficult to be dealt with due to its ambiguous characteristics such as 
intangibility, simultaneity, heterogeneity, and perishability [Rugimbana 2003]. 
Therefore an analysis of the country-by-country impression by utilizing an artifi-
cial system is one of effective methods to evaluate some service action, since  
such system can execute same task with high repeatability. In order to establish a 
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measurement method of country-by-country difference of persons, however, the 
following questions should be made clear: 

• Q1. Can country-by-country differences of persons be detected by a technolo-
gical measurement method? 

• Q2. Can difference be detected by the technological measurement when a per-
son feels a nationality difference against other person’s behavior? 

• Q3. Can artificial system induce different response according to person’s natio-
nality? 

Questions Q1 and Q2 concern the measurement of the service, and question Q3 
corresponds to the control of the service. The present authors performed a prelim-
inary experiment to obtain an answer to Q1, as reported in previous study [Suzuki 
2011]. In that study, greeting actions of a human-like robot were utilized since the 
greeting tends to reflect the nationality of persons. Possibility of detection of the 
country-by-country difference was confirmed in that study by the brain monitoring 
of the participant who observed the robot greeting action. The reliability of the ob-
tained result was, however, not sufficient due to a small number of participants. 
Therefore, in the present study, the number of participants was increased, the ex-
perimental protocol was improved, and statistical analyses were performed in or-
der to obtain answers to the above-mentioned questions. 

The latter sections are organized as follows: Section 2 introduces the related  
research topics which are required to determine the experimental protocol for in-
vestigation of the country-by-country difference. Section 3 explains experimental 
settings and tasks. Section 4 shows the measured data and discusses an evaluation 
method for the following analyses. Statistical analyses are mentioned in Section 5, 
and the obtained knowledge is summarized in Section 6. 

2 Related Research Topics 

Greeting and Country-by-Country Difference: Reception service is one of pre-
liminary service activities to provide main service and it is an intervening variable 
of service quality [Kondo 1999]. The greeting actions play a significant role for 
starting of the reception service. Also from view point of the country-by-country 
difference, greeting is a significant factor because it differs depending on kinds of 
language and gesture.  

Since greeting often involves gesture, many studies utilize the gesture commu-
nication, especially in the robot research field. A study considering the national 
difference in the gesture is, however, rarely found. As a similar study focusing on 
difference of gesture, the investigative studies on evaluation of human sense to the 
robot behavior were reported [Broadbent 2007]; however, they assumed only one 
culture of the home country. Further these studies used subjective investigation 
such as questionnaire or the SD method, that is, they were not performed based on 
objective measurement data. 
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Brain Monitoring: Then how should we measure the country-by-country differ-
ence objectively? The difference is recognized in principle through a cognitive 
processing in a human brain; hence, the present authors thought it was natural to 
use a brain monitoring method. Although non-invasive brain monitoring methods 
such as Electroencephalogram (EEG), functional Magnetic Resonance Imaging 
(fMRI), Positron Emission Tomography (PET), Single Photon Emission Com-
puted Tomography (SPECT), and Near Infra-Red Spectroscopy (NIRS) have been 
used, these methods except EEG and NIRS cannot allow the participant to move 
the body freely since his/her head has to be steadied inside the huge measurement 
device. Moreover, it is difficult to use EEG when other electrical devices like a 
computer and a mechatronics gadget exist around the participant, because EEG is 
weak biological electric signal and easily influenced from other electrical signal 
sources. On the other hand, the NIRS system measures changes in the concentra-
tion of oxy- and deoxy-hemoglobin using different spectra lasers in the near-
infrared range. Thanks to the measurement principle, NIRS has been often used to 
investigate the brain activation of natural behavior in a nonrestrictive environment 
[Miyai 2002]. These are reasons why we adopted NIRS for the present study. 

Mirror Neuron and a Motion of Greeting: The mirror neuron fires both when 
an animal acts and when the animal observes the same body motion performed by 
another. The mirror neuron was found in the premotor cortex of the macaque 
monkey at first, and several studies showed that similar type of neuron existed in a 
human brain. Recent various researches using the functional brain imaging me-
thods demonstrated that superior temporal sulcus (STS) was activated when a hu-
man watched motion, face, and emotion of others [Rizzolatti 2004]. Especially, it 
had been reported that area of Broca (i.e., Brodmann area 44: BA44), an inferior 
parietal lobule (BA39-40) [Iacobonil 1999], and a primary motor cortex (M1)  
[Fadiga 1995] tend to activate as a mirror neuron during observation of other’s 
behavior. Some researchers claimed that mirror neuron relates to non-verbal 
communication, sympathy, and language system besides recognition of behavior 
of others [Rizzolatti 1998]. Based on this scientific knowledge, it can be expected 
to detect the country-by-country difference of greeting as a difference of the  
mirror neuron’s activation since greeting is verbal communication as well as non-
verbal one. It is, however, difficult to measure the STS area due to the measure-
ment limit of the NIRS system. Hence, in this study, a primary motor cortex (M1) 
and a Brodmann area 44 (BA44) were measured as a region of interest. 

3 Method 

In this experiment, ApriPoco (Toshiba Cooperation, Japan) was used to perform 
greetings. ApriPoco has seven movable body parts (the head, the arm, and the 
waist) and an utterance function. The shape resembles a penguin, and the greeting 
gesture was generated by the hand and head motion.  



360 S. Suzuki, Y. Fujimoto, and T. Yamaguchi 

Brain blood flow was measured by the NIRS system, ETG-4000 (Hitachi Med-
ical Corporation, Japan). In order to cover the wide area including M1 and BA44, 
the region covering the frontal cortex around Fz, which was determined by an  
international 10-20 system, was monitored. Data measured from four channels 
corresponding to M1 and from two channels near the right and left BA44 were in-
vestigated in the following analysis. Positional relationship of M1 and BA44 is 
shown in Figs. 1(a) and 1(b). 

The experimental scene is shown in Fig. 1(c). The participant sat on a chair in 
front of the robot and the monitor. To avoid an induction of recrementitious cogni-
tive activity caused by an environmental noise, the participant wore an active 
noise cancelling headphone. The participant watched the greeting motion by list-
ing the voice through the headphones. Further, to eliminate visual disturbance, the 
experimental space was covered with curtain and separated from the outside. 

 

 

Fig. 1 (a) Brain local area associated with a mirror neuron, (b) NIRS measurement chan-
nels, and (c) Experimental set-up 

Japanese and Chinese peoples were selected as participants for the experiment. 
French was chosen as a non-native language against both peoples. Another reason 
of this selection is that French-style greeting might induce difference since French 
is classified into ‘contact culture’ unlike Japanese and Chinese that are ‘noncon-
tact culture’ [Michael 1970]. Therefore, three types of greeting behavior, that were 
mimicked to Japanese, Chinese, and French styles, were programmed into Apri-
Poco using the function of utterance and motion control. Illustration of each greet-
ing motion and the serial photographs of these greeting styles are shown in Fig. 2. 
Japanese-style is ‘bowing’; the robot bows the head and both hands move to the 
front of body. Chinese-style greeting was expressed as a motion bringing the arm 
up slowly to the head height. In case of French-style greeting, the similar hand 
motion was repeated twice like a hand-shake to give a friendly impression to  
express ‘contact culture’. 

Moreover, videos of greeting by humans were prepared to investigate a differ-
ence of impressions to human greeting and robot greeting. In the video, Japanese, 
Chinese, and French young male say a word of greeting in each country style 
without gesture: “Kon-nitiwa”, “Ni Hao”, and “Bonjour”. These videos were  
projected to the monitor in front of the participant at the experiment. 
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Greeting behaviors in the experiment were prepared by combination as {robot 
with gesture, robot with no gesture (only voice), human (movie) } ×  {Japanese, 
Chinese, French}-styles. For simplicity, the former conditions are abbreviated as 
robot+gesture, robot+nogesture, and human, respectively, and these are called as 
greeting-type. On the other hand, the latter conditions that mean kinds of language 
in the greeting are called greeting-style. These nine conditions of greeting beha-
vior were shown in random sequence to the participant. 
 

 

Fig. 2 Three types of robot greeting motion 

For the NIRS measurement, a few minutes rest is required to calm down the 
brain activation which is induced by stimulus of previous task. And the total time 
of the experiment including the set-up preparation is desired to be less than 30 mi-
nutes to avoid fatigue. Therefore the rest period and the response period were spe-
cified to be 60 and 30 sec, respectively. The 90 sec period is called one task. 
Hence, the total time was 13.5 ( =(60+30 sec) × 9 tasks ) minutes for one partici-
pant. During the rest periods, the participant was asked to close his/her eyes in or-
der to suppress the needless cognitive processing from visual information. The 
participant opens the eyes at a sign from the experimenter at five seconds prior to 
the start timing of the response period. At the beginning of the response period the 
participant watches the greeting behavior. When a thirty-second response period 
passed, the participant was asked to close the eyes again, and next task was started 
by changing the greeting conditions. 

4 Result and Preparation for Analyses 

The above-mentioned experimental procedure was approved by the university’s 
ethics committee. Participants cooperated after he/she gave informed consent. Par-
ticipants were eight Japanese (male, 20yrs to 22yrs) and four Chinese (three male 
and one female, 20yrs and 21yrs). In case of young adults like these participants, 
total-Hb reflects both oxy- and deoxy- change since the increase in oxy-Hb tends 
to be larger than the decrease in deoxy-Hb; hence, total-Hb was investigated in the 
present study. 
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Figure 3 shows examples of the time responses of the total Hb at the right M1 
area for Japanese participant. Graphs (a),(b), and (c) are of the case of Japanese-
style, Chinese-style, and French-style by the robot greeting with gesture, respec-
tively. Graph (d) is other case of no-gesture by Japanese-style. Orange zone in 
each graph expresses the response period (60-90 [s]) and the change of the blood 
flow is evaluated for that period. On graph (e), the waveforms drawn in graphs 
(a)-(c) are plotted together to compare their differences in the response period. 
This graph shows that the absolute change in case of Japanese-style greeting 
(graph (a)) is larger than the other country styles (graphs (b) and (c)). This fact in-
dicates the possibility that the country-by-country difference may be distinguished 
by investigating the blood flow. On the other hand, comparing the gesture case 
with the no-gesture one, which are plotted in graph (f), it can be expected that an 
effect of the gesture might be also detectable from the brain monitoring. 

 

 

Fig. 3 Examples of change of cerebral blood oxygenation: comparison according to 
 greeting styles and gesture types 

As shown above, some kind of the blood flow response against stimulus of ob-
servation was confirmed. However, other various wave patterns like a decrease or 
flutter were also found, and it appeared inadequate to evaluate only the increasing 
pattern of the Hb change. Generally, usual changes in cerebral blood oxygenation 
are an increase of oxy-Hb, a decrease of deoxy-Hb, and an increase of total-Hb; 
this tendency is known as pattern A. Other pattern B (both oxy-Hb and total-Hb 
decrease) and pattern C (oxy-Hb, deoxy-Hb, and total-Hb increase) are also 
known. In case of high-level cognitive function such as linguistic activity, several 
patterns besides patterns A-C are reported [Tamura 1997]. Moreover, a seemingly 
paradoxical phenomenon such as deactivation, that means the decrease in both 
oxy-Hb and total-Hb occurs even on high nerve activity, is known. It is said that 
the deactivation occurs in BA44 of normal adult on linguistic activity like a read-
ing out [Fallgatter 1998]. 

As introduced above, in case of linguistic activity that relates to the greeting 
situation that we adopted in this experiment, the increasing pattern is not always 
observed. Hence in the following analyses, the amount of blood oxygenation 



Brain Monitoring to Detect Nationality Difference Induced by Robot Gesture 363 

change is investigated instead of the maximum of the increase of the change, un-
like other typical studies that utilized NIRS. Specifically, after computing a bias 
y  by averaging the measured total-Hb signals y(t) during two seconds just before 

the greeting stimulus starts, the sum of cerebral blood flow change (SBC) is com-
puted as a sum of an absolute value of subtraction of the signal change from the 
obtained bias as follows: 
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where t=0 [s] is the time count that the greeting action starts, Δ (= 0.1[s]) is a 
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5 Analysis 

After checking all data measured from all participants, it was found that the 22th 
signal of one Chinese participant and the 9th signal of another Chinese could not 
be measured adequately because of a defect of the NIRS probe setting; hence, 
these two channels data were eliminated for the following statistical analyses. 

Analysis 1: Detection Possibility of the Country-by-Country Differences in 
Participants: The first analysis is to investigate whether the country-by-country 
differences in participants can be detected from the scientific measurement me-
thod that is a brain monitoring method using NIRS. For each case of the nine 
combinations of three greeting types and three styles, a two-sample test for a dif-
ference in mean was used: one group consists of SBC of all six channels concern-
ing M1 and BA44 for eight Japanese participants (N=6 × 8=48), and the other 
group consists of same channels’ SBC of four Chinese participants (N=6 × 4-
2=22). 

First, Kolmogorov-Smirnov test (p<0.05) was applied to check normality of the 
distribution of each group. When normality in both groups was confirmed, ho-
moscedasticity was checked by variance ratio test (F-test, p<0.05). Two-sample t-
test was applied when both normality and homoscedasticity could be confirmed 
for the two group selected (parametric method). When either normality or homos-
cedasticity was not recognized in any of two groups, Wilcoxon rank sum test was 
used to check a difference in mean of samples of the two groups (non-parametric 
method). The results are illustrated in Fig.4. The graphs (a), (b), and (c) show the 
case of Japanese-, Chinese-, and French-style, respectively. In each graph, aver-
ages of SBC of Japanese and Chinese groups are shown by blue and red bars, re-
spectively. Range of standard deviation (SD) against each average is indicated by 
an error-bar using a 0.2-fold SD value. As shown in the figure, there were signifi-
cant differences (p<0.05 or p<0.01) in averages of Japanese and Chinese partici-
pants’ SBC in the six cases of total nine cases. Especially in the case of the  
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Japanese-style greeting (Fig.4(a)), averages of SBC in Japanese group were signif-
icantly higher than that of Chinese group in all three greeting types (p<0.05). 
Checking the French-style greeting (Fig.4(c)), average of Japanese participants’ 
SBC was larger than that of Chinese, and there were significant differences in two 
cases of robot+nogesture and human greetings. 

These results show that nationalities of Japanese and Chinese people can be 
distinguished by comparing the SBC value computed from the NIRS measurement 
data using the robot gesture observation protocol. 

 

 

Fig. 4 Comparison of the SBC average of Japanese (blue bars) and Chinese (red bars) 
group (***p<0.01, **p<0.05; Wilcoxon rank sum test, ++p<0.05; t-test) 

Analysis 2: Detection Possibility of Impression Difference: We investigated 
whether the difference of impression of a person who watched country-by-country 
different greeting styles could be detected by the brain monitoring method. Specif-
ically, the difference in brain response on watching each greeting style were ana-
lyzed by ANOVA (Analysis of Variance). 

Same datasets computed at Analysis 1 were used in Analysis 2. Each dataset 
for one participant consists of six channels’ signal including the M1 and BA44. As 
a result of ANOVA, a significant difference was not confirmed for any combina-
tion (p<0.05). Hence, new datasets which included only M1 and BA44 separately 
were investigated by ANOVA again. For Japanese group, the numbers of samples 
for the M1 dataset and the BA44 one were NM1=32 (=4× 8) and NBA44=16 (=2× 8), 
respectively. Similarly for Chinese group, the numbers of samples are NM1=15 
(=4 × 4-1) and NBA44=7 (=2 × 4-1), respectively. Computing P-values by the 
ANOVA, any P-value was larger than significant level 0.1; hence, there was no 
significant difference in brain response on watching country-by-country greeting 
styles. Difference in impression on watching different country’s greeting could not 
be detected as a conclusion here. 

Analysis 3: Induction of Country-by-Country Difference: Difference of brain 
response on watching the robot performing different country-by-country greeting 
was investigated in third analysis. Concretely, difference of the SBC values  
between two groups of robot+gesture and robot+nogesture was investigated.  
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The numbers of sample are NJ=48 and NC=22 for Japanese and Chinese group, re-
spectively, since all six channels’ data per one participant were used. After check-
ing the normality of each group, a similar test of difference in mean to Analysis 1 
was executed by selecting adequate test methods according to the presence or  
absence of the normality in the same manner of Analysis 1. Figures 5(a) and (b) il-
lustrate the mean values of SBC for case of robot+gesture (pink bars) and ro-
bot+nogesture (sky-blue bars), respectively. The graph format is the same as in 
Fig.4. As a result, Japanese participants showed significant difference (p<0.05) in 
case of the Japanese greeting style, as shown in Fig.5(a). In other words, the robot 
gesture could induce stronger brain response in Japanese participants than the ro-
bot voice without gesture, especially in case of their mother country style greeting. 
On the other hand in case of Chinese group, it was confirmed that Chinese tended 
to show difference (p<0.1) between gesture greeting and non-gesture greeting in 
any country greeting style, as shown in Fig.5(b). This result indicates that strong 
change in SBC of Chinese participants could be induced by adding gesture on  
robot behavior to three types of country greeting styles. 

 

 

Fig. 5 Comparison of the SBC average by the presence or absence of robot's gesture  
(** p<0.05, * p<0.1; Wilcoxon rank sum test, + p<0.1; t-test) 

Above-mentioned analysis proved that the robot gesture can induce country-by-
country difference in brain responses of the Japanese and Chinese participants 
significantly at least. However, before that, it is necessary to confirm whether the 
robot can give greeting stimulus as well as a human can do, because such charac-
teristics might be special in case of a use of robot. Therefore, additional analysis 
was executed to ensure that no difference in the brain response between the robot 
greeting observation and the human greeting one was present. 

Figure 6 shows the results of a two-sample t-test to check differences of the 
brain response on watching the robot greeting and the human greeting. The test 
conditions are the same as in the above analysis. Means of SBC on observing the 
human greeting are shown by bars colored by leaf green. Figure 6(a) shows no 
significant difference in both cases of Japanese-style and French-style. For Chi-
nese-style greeting, the robot greeting tends to induce difference (t-test, p<0.1). 
On the other hand, Fig. 6(b) for the Chinese participants indicates that there was a 
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difference between the human greeting case and the robot case in only case of 
French-style (Wilcoxon, p<0.05). Conversely there was no significant difference 
between robot’s and human greetings concerning each mother country language in 
both cases of Japanese and Chinese participants. Therefore, it can be said that en-
hancement of brain activation does not cause due to just a use of a robot, and the 
country-by-country differences were induced by an effect of robot gesture. 

 

 

Fig. 6 Comparison of means in SBC in cases of robot and human greetings 

6 Summary 

Results of above-mentioned three analyses are summarized as follows: 

• Investigation using nine conditions combined with three countries greeting 
styles and three greeting types found that SBCs of Japanese participants were 
significantly larger than that of Chinese under the six of nine conditions 
(p<0.05 or p<0.01). In other words, it was confirmed that scientific measure-
ment technology, which is a brain blood flow measurement system, could dis-
tinguish the nationalities of Japanese and Chinese person objectively. 

• Country-by-country difference in a brain response on watching different coun-
try’s greeting were not able to be distinguished by the measurement protocol 
designed in this study. 

• Addition of the gesture to the robot greeting action could enhance significantly 
the Japanese participants’ brain response in the case of the mother country lan-
guage greeting style (p<0.05). For Chinese participants, their brain response 
were increased to all three types of country greeting by addition of the gesture 
(p<0.1). 
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Czyżewski, A. 87

Dalka, P. 87
Dhillon, J.S. 167
Diaz-Fernandez, L. 289

Figueroa-García, I. 63
Forsberg, A. 261
Frennert, S. 261
Fuentes-Aguilar, R.Q. 63
Fujimoto, Y. 357
Furfari, F. 261

Galindo, C. 261
García-González, A. 63
Göde, B. 117
Gomes, L. 39
Gonzalez, J. 261
González-Castaño, F.J. 337

Ha, P.-H. 103
Hashimoto, H. 233
Hermann, S. 221
Hernández, D.C. 313
Hoang, V.-D. 313
Holzmüller-Laue, S. 117
Hou, K.-M. 245

Jackowska-Strumiłło, L.
129

Jauregi, E. 275
Jo, K.-H 313
Joukhadar, A. 301

Karlsson, L. 261
Kawabata, K. 233
Kołakowska, A. 51
Kosikowski, Ł. 87
Kunka, B. 87

Landowska, A. 51
Lazkano, E. 275
López-Arce, E. 63
López-Matencio, P. 337
Loutfi, A. 261
Lutteroth, C. 167



370 Author Index

Mahfoudhi, A. 27
Materka, A. 3
Matusiak, K. 201
Miguel-Hurtado, O. 289
Milewski, A.E. 141
Mroczek, T. 213

Nauth, P.M. 325
Nowakowski, J. 129

Odya, P. 87
Orlandini, A. 261
Oszust, M. 75
Ötslund, B. 261

Palumbo, F. 261
Pardela, T. 193
Parrado-García, F.J. 337
Pecora, F. 261
Pissaloux, E. 245
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