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Preface

Physical and chemical dissolution-front instability problems exist ubiquitously in
many scientific and engineering fields. In geoenvironmental engineering, reme-
diation of contaminated sites using fresh water to flush the contaminated soils
involves the propagation of dissolved contaminant fronts in water-saturated porous
media. In mineral mining engineering, the extraction of minerals in the deep Earth
using the in-situ leaching technique may result in the propagation of dissolved
mineral fronts in fluid-saturated porous media. In petroleum industry, the sec-
ondary recovery of oil by acidifying the oil field to uniformly increase porosity and
hence the yield of oil is associated with the propagation of acid-dissolved material
fronts in porous rocks. The common feature of physical and chemical dissolution-
front propagation is that it can be mathematically treated as an instability problem
involving a highly nonlinear system. When the nonlinear system is in a stable
state, any small perturbation applied to the system does not cause any change in
the basic characteristic of the dynamic response of the nonlinear system. However,
when the nonlinear system is in an unstable state, any small perturbation applied to
the system can cause a qualitative change in the basic characteristic of the dynamic
response of the system. For this reason, the study of nonlinear system instability
has become an important topic in many scientific and engineering fields over the
past few decades.

Although dynamic mechanisms of physical and chemical dissolution-front
instability phenomena in porous media have been studied and discussed for many
years, there is a lack of a systematic and theoretical treatment of these phenomena
in the world. Such a treatment is beneficial not only for understanding ore forming
mechanisms, which are imperative to develop advanced techniques for exploring
new ore deposits in the deep Earth, but also for understanding dissolved contam-
inant transport, which is important to develop innovative techniques for rehabili-
tating contaminated soils. By keeping this consideration in mind, this monograph
aims to provide state-of-the-art theoretical and computational results in this
particular research field, based on the author’s own work during the last decade.
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For this purpose, although some numerical results are provided to complement
theoretical ones, the main focus of this monograph is on theoretical aspects of the
topic. This means that the theoretical treatment contained in this monograph is also
applicable to a wide range of scientific and engineering problems involving
instability phenomena of highly nonlinear dynamic systems. To broaden the
readership of this monograph, common mathematical notations are used to derive
the theoretical solutions. This enables this monograph to be used either as a useful
textbook for postgraduate students or as a valuable reference book for mathema-
ticians, engineers and geoscientists. In addition, each chapter is written indepen-
dently of the remainder of the monograph so that readers may read the chapter of
interest separately.

In this monograph, a series of fundamental theories have been presented for
dealing with physical and chemical dissolution-front instability in fluid-saturated
porous media. The key of developing these theories is to mathematically establish
some theoretical criteria that are used to assess whether or not physical and chemical
dissolution fronts can become unstable in the dissolution systems. On the other
hand, these fundamental theories can provide some benchmark solutions, which are
used to verify numerical methods and algorithms that can be used to simulate
complicated physical and chemical dissolution systems in the fluid-saturated porous
media. Although theoretical analyses can be conducted for some physical and
chemical dissolution problems with simple geometry, it is very difficult, if not
impossible, to predict analytically the complicated morphological evolution of
either physical or chemical dissolution front in the case of the dissolution system
becoming supercritical. As an alternative, numerical methods are developed to
overcome this difficulty. Specifically, the overall arrangements of this monograph
are as follows: (1) a fundamental theory is presented, in Chap. 2, to deal with
chemical dissolution-front instability problems in fluid-saturated porous media. The
mathematical analysis is used to establish a theoretical criterion, which is employed
to judge the instability of chemical dissolution fronts in a chemical dissolution
system, while the computational method is used to simulate the morphological
evolution of chemical dissolution fronts when the chemical dissolution system is in
a supercritical state. (2) To understand the fundamental behaviors of a chemical
dissolution-front instability problem, several key factors, such as the particle
reactive surface area, mineral dissolution ratio, solute dispersion, medium perme-
ability anisotropy, and medium/pore-fluid compressibility, have been deliberately
considered to investigate their effects on chemical dissolution front instability in
Chaps. 3–7, respectively. (3) Three-dimensional computational simulations are
conducted, in Chap. 8, to investigate the three-dimensional morphological evolution
of chemical dissolution fronts when the chemical dissolution system is in a super-
critical state. (4) In Chap. 9, a fundamental theory is presented to deal with physical
dissolution-front (known as NAPL dissolution-front) instability problems in
fluid-saturated porous media. (5) Based on this theory, domain shapes and mesh
discretization errors are considered, in Chap. 10, to investigate their effects on the

vi Preface

http://dx.doi.org/10.1007/978-3-319-08461-9_2
http://dx.doi.org/10.1007/978-3-319-08461-9_3
http://dx.doi.org/10.1007/978-3-319-08461-9_7
http://dx.doi.org/10.1007/978-3-319-08461-9_8
http://dx.doi.org/10.1007/978-3-319-08461-9_9
http://dx.doi.org/10.1007/978-3-319-08461-9_10


morphological evolution of NAPL dissolution fronts in fluid-saturated porous
media. In particular, the propagation theory of mesh discretization errors associated
with a NAPL dissolution system is presented for both rectangular and trapezoidal
domains. This further leads to the establishment of the finger-amplitude growing
theory, which can be used to make the approximate error estimation of the corre-
sponding computational simulation results. (6) A fundamental theory is presented,
in Chap. 11, for dealing with acidization dissolution-front instability problems in
fluid-saturated carbonate rocks. (7) Some conclusions and future research directions
in this field are summarized at the end of the monograph.
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Nomenclature

A Area of a finite element
C Species concentration
Ceq Equilibrium concentration of the chemical species
C1 Nonzero constant
C2 Arbitrary constant
cp Specific heat of pore-fluid
D Mass diffusivity
g Acceleration due to gravity
H Reference length
k Medium permeability
kchemical Conventional rate constant of the chemical reaction
Keq Equilibrium constant of the chemical reaction
kEchemical Comprehensive rate constant of the chemical reaction
Kh Reference medium permeability in the horizontal direction
L Length of a problem domain
Le Lewis number
p Pressure
p0 Hydrostatic pressure
qC Mass flux on the boundary of a finite element
qT Heat flux on the boundary of a finite element
Ra Rayleigh number
Racritical Critical Rayleigh number
S Boundary length of a finite element
T Temperature
t Temporal variable
u Darcy velocity in the x direction

The following symbols are commonly used with the attached definitions, unless
otherwise specified in the monograph.
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U Darcy velocity vector
v Darcy velocity in the y direction
w Darcy velocity in the z direction
x; y; z Spatial coordinates
Zh Zhao number
Zhcritical Critical Zhao number
k Thermal conductivity
ke0 Reference thermal conductivity in the horizontal direction
/ Porosity
q0 Reference density of pore-fluid
l Dynamic viscosity of pore-fluid
b Permeability ratio
r Stress on the boundary of a finite element
u Shape function vector for the temperature, species concentration and

Darcy velocity of a finite element
f Thermal conductivity ratio of the underlying medium to its overlying

folded layer
e Mineral dissolution ratio

Subscripts

f Pertaining to pore-fluid
0 Pertaining to reference quantities

Superscripts

e Pertaining to equivalent quantities of a porous medium
e Pertaining to quantities in a finite element level
* Pertaining to dimensionless quantities
s Pertaining to solid matrix

xviii Nomenclature



Chapter 1
Introduction

Instability of nonlinear systems is a common phenomenon in nature. This
phenomenon is the direct consequence of a nonlinear system when it reaches
a qualitative change state (i.e. an unstable state) from a quantitative change state
(i.e. a stable state). If a nonlinear system is in a stable state, then any small
perturbation applied to the system does not cause any change in the basic char-
acteristic of the dynamic response of the system. However, if a nonlinear system is
in an unstable state, then any small perturbation applied to the system can cause a
qualitative change in the basic characteristic of the dynamic response of the sys-
tem. For this reason, the study of nonlinear system instability has become an
important topic in many scientific and engineering fields over the past few
decades.

From the driving force point of view, instability of nonlinear systems
encountered in the natural science and engineering fields can be divided into the
following four categories: mechanical instability, thermodynamic instability,
chemical reaction instability and physical surface (including dissolution front)
instability. In terms of mechanical instability, applied mechanical forces are the
main driving force to cause the instability of a nonlinear system. The buckling of a
column under uni-axial compression is a typical example of mechanical instability
in the field of structural engineering. When the axial compressive force applied to
the column is equal to or greater than the Euler critical force, which is directly
proportional to the flexural rigidity of the column but inversely proportional to the
square of the column length, the column losses its initial equilibrium state (i.e. an
axial compression state) and reaches an unstable state (i.e. a bending state).
Similarly, the folding of the upper crust of the Earth in geology (Donze et al. 1994;
Strayer and Huddleston 1997; Finch et al. 2003, 2004; Zhao et al. 2007a–c; Hobbs
et al. 2008), which is an analogue to the buckling of a column in the field of
structural engineering, is another typical example of mechanical instability in
nature.
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1.1 Thermodynamic Instability

In terms of thermodynamic instability, temperature gradients are the driving force
to cause the instability of a nonlinear system. Convective pore-fluid flow within
the upper crust of the Earth is a typical example of thermodynamic instability in
geology. When the upper crust of the Earth is heated uniformly from blow, a
temperature gradient is generated within the upper crust of the Earth, so that
convective pore-fluid flow within the upper crust of the Earth is possible (Horton
and Rogers 1945; Lapwood 1948; Nield 1968; Palm et al. 1972; Combarnous and
Bories 1975; Caltagirone 1975, 1976; Buretta and Berman 1976; Kaviany 1984;
Buck and Parmentier 1986; Riley and Winters 1989; Islam and Nandakumar 1990;
Nield and Bejan 1992; Alavyoon 1993; Gobin and Bennacer 1994; Goyeau et al.
1996; Nithiarasu et al. 1996; Zhao et al. 1997, 1998a, b; Chevalier et al. 1999). If
this temperature gradient is small, then the pore-fluid resided in the connected
pores of crustal rocks is in a rest state. However, if this temperature gradient is
large enough, then the pore-fluid resided in the connected pores of the crustal rocks
can flow in a convective manner within the upper crust of the Earth. Since con-
vective pore-fluid flow is an important mechanism to control ore body formation,
extensive studies have been carried out to investigate, both theoretically and
numerically, the thermodynamic instability of the pore-fluid within the upper crust
of the Earth (Lebon and Cloot 1986; Pillatsis et al. 1987; Trevisan and Bejan 1987;
Nguyen et al. 1994; Mamou et al. 1998; Zhao et al. 1999a–c, 2000a, c, 2001a–b,
2002a–b, 2003a–c, 2004, 2005a, 2006b; Lin et al. 2003; Kühn et al. 2006; Yang
2006; Yang et al. 2010; Hobbs et al. 2000). It has been demonstrated that the
convective fluid flow caused by thermodynamic instability can take place in the
Earth’s crust not only when the pore-fluid pressure is hydrostatic (Nield and Bejan
1992; Zhao et al. 1997, 1998a–b), but also when it is lithostatic (Zhao et al. 1999a,
2008e). This resulted in a conclusion to the long-term debate, in which it was
commonly regarded that the convective pore-fluid flow caused by thermodynamic
instability cannot take place in the Earth’s crust when the pore-fluid pressure is
lithostatic (Zhao et al. 1999a). This recognition has been applied to understand the
formation mechanisms of Au deposits in Yilgarn Craton, Western Australia
(Sorjonen-Ward et al. 2002), Mt Isa Pb-Zn deposits in Queensland, Australia (Ord
et al. 2002), Copper-Gold mineralization in the New Guinea (Gow et al. 2002). In
addition, it has also been demonstrated that the convective pore-fluid flow caused
by thermodynamic instability can take place in 3D fault zones (Zhao et al. 2003b,
2004, 2005a). This recognition is applied to understand the mineralization
mechanisms not only in generic models (Alt-Epping and Zhao 2010), but also in
realistic geological models (Zhao et al. 2008b).
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1.2 Chemical Dynamic Instability

For geochemical systems, a homogeneous chemical reaction is referred to as the
chemical reaction taking place within the same phase, such as between aqueous
species in the fluid, while a heterogeneous chemical reaction is referred to as the
chemical reaction taking place between two or more phases, such as between the
fluid and the minerals. From this point of view, chemical dynamic instability can
be divided into the following two types. The first type of chemical dynamic
instability takes place within geochemical systems that are controlled by homo-
geneous chemical reactions, while the second type of chemical dynamic instability
takes place within geochemical systems that are controlled by heterogeneous
chemical reactions. The formation of dissipative structures of aqueous chemical
species within a nonequilibrium chemical system of the Brusselator type of non-
equilibrium chemical reactions (Prigogine 1980) in a fluid-saturated porous
medium is a typical example of the first type of chemical dynamic instability. This
instability mechanism has been used to understand the local enrichment of aqueous
chemical species (such as metal ions) in ore-forming systems within the upper
crust of the Earth (Fisher and Lasaga 1981; Epstein and Pojman 1998; Zhao et al.
2000b; Hobbs et al. 2011; Ord et al. 2012).

The second type of chemical dynamic instability usually involves the propa-
gation of chemical dissolution fronts within fluid-saturated porous media, so that it
is also called the chemical dissolution-front instability in the field of geochemistry.
When fresh fluid (e.g. water) enters a solution-saturated porous medium, where the
concentration of the solute (i.e. dissolvable solid mineral) reaches its equilibrium
concentration, the concentration of the dissolvable mineral is diluted so that the
dissolvable mineral is dissolved to maintain the equilibrium state of the solution.
This chemical dissolution process can result in the propagation of a chemical
dissolution front within the solution-saturated porous medium. Due to the disso-
lution of the solid mineral, the porosity of the porous medium is increased behind
the chemical dissolution front. Since a change in porosity can cause a remarkable
change in permeability, there is a feedback effect of the porosity change on pore-
fluid flow, according to Darcy’s law. Because pore-fluid flow plays an important
role in the process of reactive chemical-species transport, a change in pore-fluid
flow can cause a considerable change in the concentration of the dissolvable
mineral within the porous medium (Steefel and Lasaga 1990, 1994; Yeh and
Tripathi 1991; Raffensperger and Garven 1995; Schafer et al. 1998a–b; Xu et al.
1999, 2004; Ormond and Ortoleva 2000; Chen and Liu 2002; Zhao et al. 2005b,
2006a). This means that the problem associated with the propagation of a disso-
lution front is a fully coupled nonlinear problem between porosity, pore-fluid
pressure and reactive chemical-species transport within the fluid-saturated porous
medium. If the fresh fluid flow is slow, the feedback effect of the porosity change
is weak so that the chemical dissolution front is stable. However, if the fresh fluid
flow is fast enough, the feedback effect of the porosity change becomes strong so
that the chemical dissolution front becomes unstable. In this case, a new
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morphology (i.e. dissipative structure) of the chemical dissolution front can
emerge due to the self-organization of this coupled nonlinear system. This leads to
the chemical dissolution front instability problem, also known as the reactive
infiltration instability problem (Chadam et al. 1986, 1988; Ortoleva et al. 1987;
Zhao et al. 2008a, c–e, 2009, 2010a–b, 2012a, c, 2013a), which is closely asso-
ciated with mineral dissolution in a fluid-saturated porous medium. In this case, the
dissolvable minerals only occupy a small portion of the porous medium, so that the
porosity variation caused by the chemical dissolution does not dismantle the whole
skeleton of the porous medium.

On the other hand, instability of acidization dissolution fronts (which can be
viewed as a special kind of chemical dissolution front) in carbonate rocks is an
important mechanism of the karst formation that is commonly observed in nature.
This mechanism has been successfully used to increase the oil product in petroleum
industry through injecting hydrochloric acid into carbonate rocks in the surround-
ings of drilling wells (Rowan 1959; Fredd and Fogler 1998; Golfier et al. 2002;
Panga et al. 2005; Kalia and Balakotaiah 2007, 2009; Cohen et al. 2008; Zhao et al.
2013b–c). Due to the rapid rates of acidization dissolution, the dissolution front may
become unstable under certain conditions, so that preferential flow channels such as
wormholes can be generated. Generally, the acidization dissolution process of
carbonate rocks involves the following three steps: (1) the acid is transported by
diffusion and advection to the solid particle surfaces of the porous rock; (2) the
chemical dissolution reaction takes place at the solid particle surfaces of the porous
rock; and (3) the products of the chemical dissolution reaction are transported away
from the solid particle surfaces of the porous rock. This means that the pore-fluid
flow, which transports both the acid to and the chemical production away from the
solid particle surfaces of the porous rock through advection, plays a critical role in
the acidization dissolution process of carbonate rocks. In this situation, the rock
itself can be completely dissolved, resulting in no resistance to pore-fluid flow. This
means that both the porosity and permeability of the carbonate rock can have a
dramatic change during the acidization dissolution.

1.3 Physical Surface (Including Dissolution Front)
Instability

In terms of physical surface (including dissolution front) instability, the first
example is to consider the propagation of an interface between two fluids of
different viscosities in a fluid saturated porous medium. One of the engineering
backgrounds for this example is that water is used to expel crude oil in an oil field
so that the crude oil production can be raised. When a less viscous displacing fluid
(such as water) is injected into a more viscous displaced fluid (such as crude oil),
the original shape of the interface (e.g. a planar shape) between them can become
unstable if their viscosity contrast is large enough, so that a new shape of the
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interface (e.g. a fingerlike shape) will emerge. This phenomenon is called the
viscous fingering instability (Tan and Homsy 1986, 1987; De Wit and Homsy
1997a–b, 1999). From how the two viscous fluids interact, the viscous fingering
instability can involve the following two mixing mechanisms (Tan and Homsy
1986, 1987, 1988; Zimmerman and Homsy 1991). The first is the immiscible
displacement, in which the surface tension at the interface cannot be neglected,
while the second is the miscible displacement, in which the surface tension at the
interface can be neglected.

The second example of physical surface instability is the dissolution front
instability of the nonaqueous phase liquid (NAPL), which is usually trapped at
residual saturation in the pore space of a fluid-saturated porous medium and can
become long-term sources of groundwater contamination as a result of its low
solubility (Miller et al. 1990, 1998; Geller and Hunt 1993; Powers et al. 1994;
Imhoff et al. 1994, 1996, 2002, 2003; Soerens et al. 1998; Willson et al. 1999;
Seyedabbasi et al. 2008; Zhao et al. 2010c, 2011, 2012b). One of the engineering
backgrounds for this example is to use water flow to flush the NAPL-type con-
taminants from contaminated soils in geoenvironmental engineering. When fresh
water passes through a fluid-saturated porous medium that is contaminated by a
NAPL, it dilutes the equilibrium concentration of the NAPL so that the solution of
the NAPL is changed from an equilibrium state into a nonequilibrium state. To
maintain the equilibrium state of the solution, the trapped NAPL within the pore
space of the fluid-saturated porous medium is released into the aqueous phase fluid
(i.e. water in this investigation) by physical elution dissolution. This indicates that
as the first role played in a NAPL dissolution system, fresh water flow is the trigger
to break the initial equilibrium state of the NAPL dissolution system. Since water
flow can transport the dissolved NAPL from one place to another, the second role
of fresh water flow is to maintain solute advection within the NAPL dissolution
system. Thus, solute advection is the first important mechanism involved in a
NAPL dissolution system. Another important mechanism involved in a NAPL
dissolution system is the physical elution dissolution of the NAPL, which can also
play two roles in the NAPL dissolution system. Firstly, the physical elution dis-
solution can cause a reduction in the trapped NAPL so that the NAPL can be
removed from the contaminated porous medium by solute advection. Secondly, the
physical elution dissolution can cause an increase in fluid flow pathways so that the
permeability of the porous medium can be increased as a result of the NAPL
dissolution. In addition, solute can be transported from a high concentration region
to a low concentration one through solute diffusion/dispersion, which is the third
important mechanism involved in a NAPL dissolution system. Due to the
involvement of the above-mentioned mechanisms, a NAPL dissolution problem
can be attributed to a typical reactive mass transport problem in the fluid-saturated
porous medium.

Although there are some similarities between chemical dissolution-front
instability problems and NAPL dissolution-front instability ones, the following
considerable differences exist between them. First, in the case of chemical dis-
solution induced instability the dissolution process in a fluid-saturated porous
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medium is dominated by the chemical reaction process (i.e. the diagenetic process
or water-rock chemical reaction process), while in the case of NAPL dissolution
induced instability it is dominated by the physical elution process (Miller et al.
1998; Zhao et al. 2010c, 2011, 2012b). Second, the mineral dissolution ratio,
which is defined as the ratio of the equilibrium concentration of the dissolvable
mineral to the molar density of the solid mineral, is in a rang of 10�3–10�9 for
typical rocks (Chadam et al. 1986), while the NAPL dissolution ratio, which is
similarly defined as the ratio of the equilibrium concentration of a NAPL in the
aqueous phase fluid to the mass density of the NAPL itself, is of the order of 10�3

(Imhoff and Miller 1996). This means that the time scale of a mineral dissolution
system is much larger than that of a NAPL dissolution system. For this reason, it is
possible to conduct laboratory experiments to observe NAPL dissolution-front
fingering phenomena (Imhoff et al. 1996), but it is very difficult, if not impossible,
to observe the mineral dissolution-front instability phenomenon through laboratory
experiments. Third, the pore-fluid velocity in a mineral dissolution system is often
a few centimeters per year; while the aqueous phase fluid velocity in a NAPL
dissolution system may reach a few meters per day. This indicates that solute
dispersion (i.e. mechanical dispersion) may be neglected for a mineral dissolution
system, but it must be considered in a NAPL dissolution system.

The core issue of dealing with nonlinear system instability problems is to
establish a series of theoretical criteria, which are used to judge whether or not the
nonlinear systems can become unstable. This goal is usually achievable through
the following two mathematical ways. In the first way, the governing equations
(consisting of a partial differential equation or a set of partial differential equa-
tions) of the problem are considered to derive the critical condition, at which a
singular solution (or solutions) can be obtained (Horton and Rogers 1945;
Lapwood 1948; Nield and Bejan 1992; Zhao et al. 1997, 1999b, 2003c, 2004,
2005a). Once this critical condition is obtained, it can be used to serve as the
theoretical criteria for assessing whether or not the nonlinear system described by
the considered governing equations can become unstable. In the second way, the
linear stability theory is used to derive the growth rate of a small perturbation
applied to the nonlinear system (Chadam et al. 1986, 1988; Ortoleva et al. 1987;
Zhao et al. 2008c–e, 2009, 2010a–b, 2012a–b, 2013a). The condition at which the
growth rate of the applied small perturbation is equal to zero can be used as the
theoretical criteria for assessing whether or not the nonlinear system under con-
sideration can become unstable.

1.4 The Contextual Arrangements of This Monograph

In this monograph a series of fundamental theories have been presented for dealing
with physical and chemical dissolution-front instability in fluid-saturated porous
media. The core of them is to mathematically establish some theoretical criteria
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that are used to assess whether or not physical and chemical dissolution fronts can
become unstable in the dissolution systems. On the other hand, these fundamental
theories can provide some benchmark solutions, which are used to verify
numerical methods and algorithms that can be used to simulate complicated
physical and chemical dissolution systems in fluid-saturated porous media.
Although theoretical analyses can be conducted for some physical and chemical
dissolution problems with simple geometry, it is very difficult, if not impossible, to
predict analytically the complicated morphological evolution of either physical or
chemical dissolution front in the case of the dissolution system becoming super-
critical. As an alternative, numerical methods are developed to overcome this
difficulty. The physical and chemical dissolution-front instability problems to be
considered are closely related not only to many geological phenomena such as ore
body formation and mineralization as well as the karst formation within the upper
crust of the Earth, but also to many engineering problems such as chemical in-situ
mining, flushing contaminated soils by water and expelling oil by water/acid.

The arrangements of the forthcoming parts of this monograph are as follows: In
Chap. 2, a fundamental theory is presented to deal with chemical dissolution-front
instability problems in fluid-saturated porous media. The mathematical analysis is
used to establish a theoretical criterion, which is employed to judge whether or not
chemical dissolution fronts become unstable, while the computational method is
used to simulate the morphological evolution of chemical dissolution fronts when
the chemical dissolution system is in a supercritical state. To understand the
fundamental behaviors of a chemical dissolution-front instability problem, several
key factors, such as the particle reactive surface area, mineral dissolution ratio,
solute dispersion, medium permeability anisotropy, and medium/pore-fluid com-
pressibility, have been deliberately considered to investigate their effects on
chemical dissolution-front instability in Chaps. 3, 4, 5, 6 and 7, respectively. In
Chap. 8, three-dimensional computational simulations are carried out to investi-
gate the three-dimensional morphological evolution of chemical dissolution fronts
when the chemical dissolution system is in a supercritical state. In Chap. 9, a
fundamental theory is presented to deal with physical dissolution-front (known as
NAPL dissolution-front) instability problems in fluid-saturated porous media.
Based on this theory, domain shapes and mesh discretization error are considered,
in Chap. 10, to investigate their effects on the morphological evolution of NAPL
dissolution fronts in fluid-saturated porous media. In Chap. 11, a fundamental
theory is presented for dealing with acidization dissolution-front instability
problems in fluid-saturated carbonate rocks. Finally, summary statements are
given at the end of the monograph.
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Chapter 2
Fundamental Theory for Chemical
Dissolution-Front Instability Problems
in Fluid-Saturated Porous Media

When fresh pore-fluid enters a solute-saturated porous medium, where the con-
centration of the solute (i.e. aqueous mineral) reaches its equilibrium concentra-
tion, the concentration of the aqueous mineral is diluted so that the solid part of the
solute (i.e. solid mineral) is dissolved to maintain the equilibrium state of the
solution. This chemical dissolution process can result in the propagation of a
dissolution front within the fluid-saturated porous medium. Due to the dissolution
of the solid mineral, the porosity of the porous medium is increased behind the
dissolution front. Since a change in porosity can cause a remarkable change in
permeability, there is a feedback effect of the porosity change on the pore-fluid
flow, according to Darcy’s law. Because pore-fluid flow plays an important role in
the process of reactive chemical-species transport, a change in pore-fluid flow can
cause a considerable change in the chemical-species concentration within the
porous medium (Steefel and Lasage 1990, 1994; Yeh and Tripathi 1991;
Raffensperger and Garven 1995; Schafer et al. 1998a, b; Xu et al. 1999, 2004;
Ormond and Ortoleva 2000; Chen and Liu 2002; Zhao et al. 2005, 2006a). This
means that the problem associated with the propagation of a dissolution front is a
fully coupled nonlinear problem between porosity, pore-fluid pressure and reactive
chemical-species transport within the fluid-saturated porous medium. If the fresh
pore-fluid flow is slow, the feedback effect of the porosity change is weak so that
the dissolution front is stable. However, if the fresh pore-fluid flow is fast enough,
the feedback effect of the porosity change becomes strong so that the dissolution
front becomes unstable. In this case, a new morphology (i.e. dissipative structure)
of the dissolution front can emerge due to the self-organization of this coupled
nonlinear system. This leads to an important scientific problem, known as the
chemical dissolution front instability problem (Zhao et al. 2008a, b), which is
closely associated with mineral dissolution in a fluid-saturated porous medium.
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This kind of chemical dissolution-front instability problem exists ubiquitously
in many scientific and engineering fields. For example, in geo-environmental
engineering, the rehabilitation of contaminated sites using fresh water to wash the
sites involves the propagation problem of the removed contaminant material front
in a water-saturated porous medium. In mineral mining engineering, the extraction
of minerals in the deep Earth using the in-situ leaching technique may result in the
propagation problem of the dissolved mineral front in a fluid-saturated porous
medium. In the petroleum industry, the secondary recovery of oil by acidifying the
oil field to uniformly increase porosity and hence the yield of oil is associated with
the propagation of the acid-dissolved material front in porous rocks. More
importantly, due to the ever-increasing demand for mineral resources and the
likelihood of the exhaust of the existing ore deposits, it is imperative to develop
advanced techniques to explore for new ore deposits. Towards this goal, there is a
definite need to understand the important physical and chemical processes that
control ore body formation and mineralization in the deep Earth (Raffensperger
and Garven 1995; Zhao et al. 1998, 1999, 2001a, b, 2003, 2006b, 2007, 2008c;
Gow et al. 2002; Schaubs and Zhao 2002). According to modern mineralization
theory, ore body formation and mineralization is mainly controlled by pore-fluid
flow focusing and the equilibrium concentration gradient of the concerned min-
erals (Phillips 1991; Zhao et al. 1998). Since the chemical dissolution front can
create porosity and therefore can locally enhance the pore-fluid flow, it becomes a
potentially powerful mechanism to control ore body formation and mineralization
in the deep Earth.

Although analytical solutions can be obtained for some reactive transport
problems with simple geometry, it is very difficult, if not impossible, to predict
analytically the complicated morphological evolution of a chemical dissolution
front in the case of the chemical dissolution system becoming supercritical. As an
alternative, numerical methods are suitable to overcome this difficulty. Since
numerical methods are approximate solution methods, they must be validated
before they are used to solve any new type of scientific and engineering problem.
For this reason, it is necessary to derive the analytical solution for the propagation
of a planar dissolution front within a benchmark problem, the geometry of which
can be accurately simulated using numerical methods such as the finite element
method (Zienkiewicz 1977; Lewis and Schrefler 1998) and the finite difference
method. This makes it possible to compare the numerical solution obtained from
the benchmark problem with the derived analytical solution so that the proposed
numerical procedure can be verified for simulating the chemical dissolution-front
propagation problem in a fluid-saturated porous medium.
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2.1 Mathematical Theory for Simulating Chemical
Dissolution-Front Instability Problems
in Fluid-Saturated Porous Media

2.1.1 A General Case of Reactive Multi-Chemical-Species
Transport with Consideration of Porosity/Permeability
Feedback

For a pore-fluid-saturated porous medium, Darcy’s law can be used to describe
pore-fluid flow and Fick’s law can be used to describe mass transport phenomena
respectively. If both the porosity change of the porous medium is caused by
chemical dissolution of soluble solid minerals within the porous medium and the
feedback effect of such a change on the variation of permeability and diffusivity
are taken into account, the governing equations of the coupled nonlinear problem
between porosity, pore-fluid flow and reactive multi-chemical-species transport in
the pore-fluid-saturated porous medium can be expressed as follows:

o

ot
ðqf /Þ þ r � ðqf /~ulinearÞ ¼ 0; ð2:1Þ

~u ¼ /~ulinear ¼ �
kð/Þ

l
rp; ð2:2Þ

o

ot
ð/CiÞ þ r � ð/Ci~ulinearÞ ¼ r � ½/Dið/ÞrCi� þ Ri i ¼ 1; 2; . . .;Nð Þ;

ð2:3Þ

where u
*

linear is the averaged linear velocity vector within the pore space of the
porous medium;~u is the Darcy velocity vector within the porous medium; p and Ci

are pressure and the concentration (moles/pore-fluid volume) of chemical species
i; l is the dynamic viscosity of the pore-fluid; / is the porosity of the porous
medium; Dið/Þ is the diffusivity of chemical species i; qf is the density of the
pore-fluid; N is the total number of all the chemical species to be considered in the
system; Ri is the source/sink term of chemical species i due to the dissolution/
precipitation of solid minerals within the system; k(/) is the permeability of the
porous medium.

It is noted that in Eqs. (2.1)–(2.3), the chemical species concentration, the fluid
density and averaged linear velocity of the pore-fluid are defined in the pore space,
while the source/sink term and the Darcy velocity of the pore fluid are defined in
the whole medium space (Phillips 1991; Nield and Bejan 1992; Zhao et al. 1994).

Since the diffusivity of each chemical species is considered as a function of
porosity, a common phenomenological relation can be used for describing this
function (Bear 1972; Chadam et al. 1986; Zhao et al. 2008a).
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Dið/Þ ¼ D0i/
q 3

2 � q� 5
2

� �
; ð2:4Þ

where D0i is the diffusivity of chemical species i in pure water.
To consider the permeability change caused by a change in porosity, an

equation is needed to express the relationship between permeability and porosity.
In this regard, Detournay and Cheng (1993) stated that ‘‘The intrinsic permeability
k is generally a function of the pore geometry. In particular, it is strongly
dependent on porosity /. According to the Carman-Kozeny law (Scheidegger
1974) which is based on the conceptual model of packing of spheres, a power law

relation of k / /3
.
ð1� /Þ2 exists. Other models based on different pore geom-

etry give similar power laws. Actual measurements on rocks, however, often yield
power law relations with exponents for / significantly larger than 3.’’ In addition,
Nield and Bejan (1992) stated that ‘‘The Carman-Kozeny law is widely used since
it seems to be the best simple expression available.’’ For these reasons, the Car-
man-Kozeny law will be used to calculate permeability k, for a given porosity /.

kð/Þ ¼ k0ð1� /0Þ2/3

/3
0ð1� /Þ2

; ð2:5Þ

where /0 and k0 are the initial reference porosity and permeability of the porous
medium respectively.

The source/sink term of chemical species i due to the dissolution/precipitation
of solid minerals within the system can be determined in the following manner
(Chadam et al. 1986; Zhao et al. 2008a). At the particle level, it is assumed that the
average volume of soluble grains is �Vp and that the density of the soluble grains is
Dp, which is defined as the number of the soluble gains per unit medium volume. If
the volume fraction of insoluble gains is denoted by /insoluble, then the final (i.e.
maximum) porosity of the porous medium can be denoted by /f ¼ 1� /insoluble.
In this case, the average volume of soluble grains can be expressed as follows:

�Vp ¼
/f � /

Dp
: ð2:6Þ

At the particle level, the rate of grain-volume change due to chemical (pre-
cipitation) reaction is denoted by Rp, so that the rate of porosity change can be
expressed as:

o/
ot
¼ �DpRp: ð2:7Þ

Without loss of generality, it is assumed that the solid grains are dissolved
according to the following formula:
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Solid )
XN

i¼1

viXi; ð2:8Þ

where vi is the stoichiometric coefficient of the ith chemical species; Xi represents
chemical species i in the pore-fluid.

It is commonly assumed that the rate of grain-volume change due to a chemical
reaction can be expressed as follows (Chadam et al. 1986):

Rp ¼
1
qs

kchemicalAp

�YN

i¼1

Cvi
i � Keq

�
ð2:9Þ

where Ap is the averaged surface area of soluble grains; kchemical and Keq are the
conventional rate constant and equilibrium constant of the chemical reaction
respectively; qs is the molar density (i.e. moles per volume) of the soluble grains.

The source/sink term of chemical species i due to the dissolution/precipitation
of solid minerals within the system can be expressed as follows:

Ri ¼ �vikchemicalDpAp

YN

i¼1

Cvi
i � Keq

 !

¼ �vikchemical
Ap

�Vp
ð/f � /Þ

YN

i¼1

Cvi
i � Keq

 !

: ð2:10Þ

2.1.2 A Particular Case of Reactive Single-Chemical-Species
Transport with Consideration of Porosity/Permeability
Feedback

As a particular case, reactive transport involving single chemical-species disso-
lution in a fluid-saturated porous medium is first considered in this subsection. If
the pore-fluid is incompressible, the governing equations of the reactive single-
chemical-species transport problem in the fluid-saturated porous medium can be
written as follows:

o/
ot
�r � ½wð/Þrp� ¼ 0; ð2:11Þ

o

ot
ð/CÞ � r � ½/Dð/ÞrC þ Cwð/Þrp� þ qskEchemical

Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0;

ð2:12Þ

o/
ot
þ kEchemical

Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0; ð2:13Þ
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wð/Þ ¼ kð/Þ
l

; ð2:14Þ

kEchemical ¼
kchemical

qsCeq
; ð2:15Þ

where C and Ceq are the concentration and equilibrium concentration of the single
chemical species; kEchemical is the comprehensive rate constant of the chemical
reaction in the single chemical-species dissolution system. Other quantities in Eqs.
(2.11)–(2.15) are of the same meanings as those defined in Eqs. (2.1)–(2.3) and
(2.9).

In Eq. (2.15), kchemical is the conventional rate constant with the unit of
mol/(m2 � s), while qs and Ceq have the unit of mol/m3, kEchemical has the unit of
m4/(mol � s). Note that Eqs. (2.11) and (2.12) can be derived by substituting the
linear average velocity into Eqs. (2.1) and (2.3) with consideration of a single-
chemical species.

For this single-chemical-species system, it is very difficult, even if not impos-
sible, to obtain a complete set of analytical solutions for the pore-fluid pressure,
chemical species concentration and porosity within the fluid-saturated porous
medium. However, in some special cases, it is possible to obtain analytical solutions
for some variables involved in this single-chemical-species system. The first special
case to be considered is a problem, in which a planar dissolution front propagates in
the full space. Since the chemical dissolution front is of a planar shape, the problem,
which is described by Eqs. (2.11)–(2.13) degenerates into a one-dimensional
problem. For this particular case, analytical solutions can be obtained for both the
propagation speed of the dissolution front and the downstream pressure gradient of
the pore-fluid. The second special case to be considered is an asymptotic problem, in
which the solid molar density greatly exceeds the equilibrium concentration of the
chemical species, implying that the region of a considerable porosity change
propagates very slowly within the fluid-saturated porous medium. In this particular
case, it is possible to derive a complete set of analytical solutions for the pore-fluid
pressure, chemical species concentration and porosity within the fluid-saturated
porous medium. In addition, it is also possible to investigate the chemical dissolu-
tion-front instability in this particular case (Chadam et al. 1986; Zhao et al. 2008a).

2.1.2.1 The First Special Case

In this special case, the planar dissolution front is assumed to propagate in the
positive x direction, so that all quantities are independent of the transverse coor-
dinates y and z. For this reason, Eqs. (2.11)–(2.13) can be rewritten as follows:

o/
ot
� o

ox
wð/Þ op

ox

� �
¼ 0; ð2:16Þ
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ot
ð/CÞ � o

ox
/Dð/Þ oC

ox
þ Cwð/Þ op

ox

� �
þ qskEchemical

Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0;

ð2:17Þ

o/
ot
þ kEchemical

Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0: ð2:18Þ

If the chemical species is initially in an equilibrium state and fresh pore-fluid is
injected at the location of x approaching negative infinity, then the boundary
conditions of this special problem are expressed as

lim
x!�1

Cðx; tÞ ¼ 0; lim
x!�1

opðx; tÞ
ox

¼ p0fx upstream boundaryð Þ; ð2:19Þ

lim
x!1

Cðx; tÞ ¼ Ceq; lim
x!1

opðx; tÞ
ox

¼ p00x downstream boundaryð Þ; ð2:20Þ

where p0fx is the pore-fluid pressure gradient as x approaching negative infinity in
the upstream of the pore-fluid flow; p00x is the unknown pore-fluid pressure gradient
as x approaching positive infinity in the downstream of the pore-fluid flow. Since
p0fx drives the pore-fluid flow continuously along the positive x direction, it has a
negative algebraic value (i.e. p0fx\0) in this analysis.

The initial condition for this theoretical problem is: /ðx; 0Þ ¼ /0 expect at the
negative infinity, where lim�x!�1 /ðx; 0Þ ¼ /f . Note that /0 is the initial porosity
of the porous medium.

If the propagation speed of the planar dissolution front is denoted by vfront, then it
is possible to transform a moving boundary problem of the dissolution front (in an
x - t coordinate system) into a steady-state boundary problem of the dissolution
front (in an n� t coordinate system) using the following coordinate mapping:

n ¼ x� vfrontt: ð2:21Þ

It is necessary to relate partial derivatives with respect to n and t to those with
respect to x and t (Turcotte and Schubert 1982).

o

ot

� 	

n

¼ o

ot

� 	

x

þ o

ox

ox

ot
¼ o

ot

� 	

x

þvfront
o

ox
; ð2:22Þ

o

on

� 	

t

¼ o

ox

� 	

t

; ð2:23Þ

where derivatives are taken with x or t held constant as appropriate.
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Since the transformed system in the n� t coordinate system is in a steady state,
the following equations can be derived from Eqs. (2.22) and (2.23).

o

ot

� 	

x

¼ �vfront
o

on
; ð2:24Þ

o

on

� 	

t

¼ o

ox

� 	

t

: ð2:25Þ

Substituting Eqs. (2.24) and (2.25) into Eqs. (2.16)–(2.18) yields the following
equations:

o

on
wð/Þ op

on
þ vfront/

� �
¼ 0; ð2:26Þ

o

on
/Dð/Þ oC

on
þ Cwð/Þ op

on
þ vfrontðC � qsÞ

� �
¼ 0; ð2:27Þ

vfront
o/
on
� kchemical

Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0: ð2:28Þ

Integrating Eqs. (2.26) and (2.27) from negative infinity to positive infinity and
using the boundary conditions [i.e. Eqs. (2.19) and (2.20)] yields the following
equations:

Ceqwð/0Þp0ox þ vfront/0ðCeq � qsÞ þ vfront/f qs ¼ 0; ð2:29Þ

wð/0Þp0ox þ vfront/0 � wð/f Þp0fx � vfront/f ¼ 0: ð2:30Þ

Solving Eqs. (2.29) and (2.30) simultaneously results in the following analyt-
ical solutions:

vfront ¼
�wð/0Þp00xCeq

/0Ceq þ ð/f � /0Þqs
¼ u0xCeq

/0Ceq þ ð/f � /0Þqs
; ð2:31Þ

p00x ¼
wð/f Þ½/0Ceq þ ð/f � /0Þqs�

wð/0Þ½/0Ceq þ ð/f � /0Þðqs þ CeqÞ�
p0fx; ð2:32Þ

where u0x is the Darcy velocity in the far downstream of the flow as x approaches
positive infinity. Using Darcy’s law, u0x can be expressed as

u0x ¼
/0Ceq þ ð/f � /0Þqs

/0Ceq þ ð/f � /0Þðqs þ CeqÞ
ufx; ð2:33Þ
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where ufx is the Darcy velocity in the far upstream of the flow as x approaches
negative infinity.

If the finite element method is used to solve this special problem, the accuracy
of the finite element simulation can be conveniently evaluated by comparing the
numerical solutions with the analytical ones for both the propagation speed of the
planar dissolution front (i.e. vfront) and the Darcy velocity in the far downstream of
the flow as x approaches positive infinity (i.e. u0x).

2.1.2.2 The Second Special Case (Base Solutions for a Stable State)

Since the solid molar density greatly exceeds the equilibrium concentration of the
chemical species, a small parameter, which is called the mineral dissolution ratio
(Zhao et al. 2010), can be defined as follows:

e ¼ Ceq

qs
� 1: ð2:34Þ

To facilitate the theoretical analysis in the limit case of e approaching zero, the
following dimensionless parameters and variables can be defined for a two-
dimensional problem.

�x ¼ x

L�
; �y ¼ y

L�
; ð2:35Þ

�C ¼ C

Ceq
;�p ¼ p

p�
; �~u ¼ ~u

u�
; ð2:36Þ

s ¼ t

t�
e; ð2:37Þ

where s is a slow dimensionless time to describe the slowness of the chemical
dissolution that takes place in the system. Other characteristic parameters used in
Eqs. (2.35)–(2.37) can be expressed as follows:

t� ¼
�Vp

kEchemicalApCeq
; L� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þt�

q
; ð2:38Þ

p� ¼
/f Dð/f Þ
wð/f Þ

; u� ¼
/f Dð/f Þ

L�
; ð2:39Þ

D�ð/Þ ¼ /Dð/Þ
/f Dð/f Þ

; w�ð/Þ ¼ wð/Þ
wð/f Þ

: ð2:40Þ
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Substituting Eqs. (2.35)–(2.40) into Eqs. (2.11)–(2.13) yields the following
dimensionless equations:

e
o/
os
�r � ½w�ð/Þr�p� ¼ 0; ð2:41Þ

e
o

os
ð/�CÞ � r � ½D�ð/Þr�C þ �Cw�ð/Þr�p� � o/

os
¼ 0; ð2:42Þ

e
o/
os
þ ð/f � /Þð�C � 1Þ ¼ 0: ð2:43Þ

Similarly, the boundary conditions for this special case can be expressed in a
dimensionless form as follows:

lim
�x!1

�Cð�x; sÞ ¼ 1; lim
�x!1

o�pð�x; sÞ
o�x

¼ �p00x downstream boundaryð Þ; ð2:44Þ

lim
�x!�1

�Cð�x; sÞ ¼ 0; lim
�x!�1

o�pð�x; sÞ
o�x

¼ �p0fx upstream boundaryð Þ: ð2:45Þ

In this case, the initial condition for this theoretical problem is: /ð�x; 0Þ ¼ /0

expect at the negative infinity, where lim�x!�1 /ð�x; 0Þ ¼ /f .
It is noted that the propagation front due to chemical dissolution divides the

problem domain into two regions, an upstream region and a downstream region,
relative to the propagation front. Across this propagation front, the porosity under-
goes a jump from its initial value into its final value. Thus, this dissolution-front
propagation problem can be considered as a Stefan moving boundary problem
(Chadam et al. 1986; Zhao et al. 2008a). In the limit case of e approaching zero, the
corresponding governing equations for the dimensionless variables of the problem in
both the downstream region and the upstream region can be expressed below:

�C ¼ 1; r2�p ¼ 0; / ¼ /0 in the downstream regionð Þ; ð2:46Þ

r � ðr�C þ �Cr�pÞ ¼ 0; r2�p ¼ 0; / ¼ /f in the upstream regionð Þ: ð2:47Þ

If the chemical dissolution front is denoted by Sð�x; sÞ ¼ 0, then the dimen-
sionless pressure, chemical species concentration and mass fluxes of both the
chemical species and the pore-fluid should be continuous on Sð�x; sÞ ¼ 0. This
leads to the following interface conditions for this moving-front problem:

lim
S!0�

�C ¼ lim
S!0þ

�C; lim
S!0�

�p ¼ lim
S!0þ

�p; ð2:48Þ

lim
S!0�

o�C

on
¼ �vfrontð/f � /0Þ; lim

S!0�

o�p

o�n
¼ wð/0Þ

wð/f Þ
lim

S!0þ

o�p

o�n
; ð2:49Þ
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where �n ¼ n=L�; n is the normal vector of the propagating planar chemical dis-
solution-front; �vfront is the dimensionless propagation speed of the planar chemical
dissolution-front.

When the planar dissolution front is under stable conditions, the base solutions
for this special problem can be derived from Eqs. (2.46) and (2.47) with the related
boundary and interface conditions [i.e. Eqs. (2.44), (2.45), (2.48) and (2.49)]. The
resulting base solutions are expressed as follows:

�CðnÞ ¼ 1; �pðnÞ ¼ �p00xnþ �pC1; / ¼ /0 in the downstream regionð Þ; ð2:50Þ

�CðnÞ ¼ expð��p0fxnÞ; �pðnÞ ¼ �p0fxnþ �pC2; / ¼ /f in the upstream regionð Þ;
ð2:51Þ

where �pC1 and �pC2 are two constants to be determined. For example, �pC1 can be
determined by setting dimensionless pressure �pðnÞ to be a constant at a prescribed
location of the downstream region, while �pC2 can be determined using the pressure
continuity condition at the interface between the upstream and downstream
regions. Other parameters are defined below:

n ¼ �x� �vfronts; �p00x ¼
wð/f Þ
wð/0Þ

�p0fx; �vfront ¼ �
�p0fx

/f � /0
: ð2:52Þ

Therefore, if the finite element method is used to solve the second special
problem, the accuracy of the finite element simulation can be conveniently evaluated
by comparing the numerical solutions with a complete set of analytical solutions
including porosity, the location of the chemical dissolution front, the dimensionless
chemical-species concentration and the dimensionless pore-fluid pressure.

2.1.2.3 The Second Special Case (Perturbation Solutions
for an Unstable State)

When a reactive transport system represented by the above-mentioned second
special problem is stable, the planar dissolution front remains planar, even though
both small perturbations of the dissolution front and the feedback effect of
porosity/permeability change are simultaneously considered in the analysis.
However, when the reactive transport system is unstable, the planar dissolution
front can change from a planar shape into a complicated one. The instability of the
above-mentioned second special problem can be determined using a linear stability
analysis (Chadam et al. 1986, 1988; Ortoleva et al. 1987; Zhao et al. 2008a). The
main purpose of conducting such a linear stability analysis is to determine the
critical condition under which the chemical dissolution front of the reactive
transport system becomes unstable.
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If a small time-dependent perturbation is added to the planar dissolution front,
then the total solution of the system is equal to the summation of the base solution
and the perturbed solution of the system.

Sðn; �y; sÞ ¼ n� d expð�xsÞ cosð�m�yÞ; ð2:53Þ

�ptotalðn; �y; sÞ ¼ �pðn; sÞ þ d p̂ðnÞ expð�xsÞ cosð�m�yÞ; ð2:54Þ

�Ctotalðn; �y; sÞ ¼ �Cðn; sÞ þ d ĈðnÞ expð�xsÞ cosð�m�yÞ; ð2:55Þ

where �x is the dimensionless growth rate of the perturbation; �m is the dimen-
sionless wavenumber of the perturbation; d is the amplitude of the perturbation and
d� 1 by the definition of a linear stability analysis.

Since Sðn; �y; sÞ is a function of coordinates Sðn; �y; sÞ and �y, the following
derivatives exist mathematically:

o

on

� 	

n

¼ oS

on
o

oS
¼ o

on

� 	

S

; ð2:56Þ

o

o�y

� 	

n

¼ oS

o�y

o

oS
þ o

o�y

� 	

S

¼ oS

o�y

o

on

� 	

S

þ o

o�y

� 	

S

; ð2:57Þ

o2

on2

� 	

n

¼ o2

on2

� 	

S

; ð2:58Þ

o2

o�y2

� 	

n

¼ o2S

o�y2

o

on
þ oS

o�y

� 	2
o2

on2 þ 2
oS

o�y

o2

ono�y
þ o2

o�y2

� 	

S

: ð2:59Þ

It is noted that the total solutions expressed in Eqs. (2.54) and (2.55) must
satisfy the governing equations that are expressed in Eqs. (2.46) and (2.47). With
consideration of Eq. (2.59), the first-order perturbation equations of this system
can be expressed as

Ĉ ¼ 0;
o2p̂

on2 � �m2p̂þ �m2�p00x ¼ 0 in the downstream regionð Þ; ð2:60Þ

o2Ĉ

on2 þ �p0fx
oĈ

on
� �m2Ĉ � �m2�p0fx expð��p0fxnÞ � �p0fx expð��p0fxnÞ

op̂

on
¼ 0;

o2p̂

on2 � �m2p̂þ �m2�p0fx ¼ 0 in the upstream regionð Þ: ð2:61Þ
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The corresponding boundary conditions of the first-order perturbation problem
are:

ĈðnÞ ¼ 0; lim
n!1

op̂ðnÞ
on
¼ 0 downstream boundaryð Þ; ð2:62Þ

lim
n!�1

ĈðnÞ ¼ 0; lim
n!�1

op̂ðnÞ
on
¼ 0 upstream boundaryð Þ: ð2:63Þ

Similarly, the interface conditions for this first-order perturbation problem can
be expressed as follows:

Ĉ ¼ 0; lim
S!0�

p̂ ¼ lim
S!0þ

p̂; ð2:64Þ

lim
S!0�

oĈ

o�n
¼ �xð/f � /0Þ; lim

S!0�

op̂

o�n
¼ wð/0Þ

wð/f Þ
lim

S!0þ

op̂

o�n
: ð2:65Þ

Solving Eqs. (2.60) and (2.61) with the boundary and interface conditions [i.e.
Eqs. (2.62)–(2.65)] yields the following analytical results:

Ĉ ¼ 0; p̂ðnÞ ¼ �p00x 1� 1� b
1þ b

expð� �mj jnÞ
� �

in the downstream regionð Þ;

ð2:66Þ

ĈðnÞ ¼ ��p0fx expð��p0fxnÞ �
2

1þ b
expðrnÞ þ 1� b

1þ b
exp½ð �mj j � �p0fxÞn�

� �
;

p̂ðnÞ ¼ �p0fx 1þ 1� b
1þ b

expð �mj jnÞ
� �

in the upstream regionð Þ; ð2:67Þ

where

b ¼ wð/0Þ
wð/f Þ

¼ kð/0Þ
kð/f Þ

; ð2:68Þ

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�p0fxÞ

2 þ 4 m2
q

� �p0fx

2
: ð2:69Þ

Substituting Eq. (2.67) into Eq. (2.65) yields the following equation for the
dimensionless growth rate of the small perturbation:

�xð�mÞ ¼
��p0fx

ð1þ bÞð/f � /0Þ
��p0fx �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�p0fxÞ

2 þ 4�m2
q

þ ð1� bÞ �mj j
� 	

: ð2:70Þ
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Equation (2.70) clearly indicates that the planar dissolution front of the reactive
transport system, which is described by the above-mentioned second special
problem, is stable to short wavelength (i.e. large dimensionless wavenumber �m)
perturbations but it is unstable to long wavelength (i.e. small dimensionless
wavenumber �m) perturbations.

Letting �xð�mÞ ¼ 0 yields the following critical condition, under which the
reactive transport system can become unstable.

�p0fx





critical

¼ �ð3� bÞð1þ bÞ
2ð1� bÞ ; ð2:71Þ

where �p0fx





critical

is the critical value of the generalized dimensionless pressure

gradient in the far upstream direction as x approaching negative infinity (Zhao

et al. 2008a). Since �p0fx





critical

is usually of a negative value, the following critical

Zhao number is defined to judge the instability of the reactive transport system:

Zhcritical ¼ ��p0fx





critical

¼ ð3� bÞð1þ bÞ
2ð1� bÞ : ð2:72Þ

Thus, the Zhao number of the reactive transport system can be defined as follows:

Zh ¼ ��p0fx ¼ �
p0fxL�

p�
¼ �

kð/f ÞL�p0fx
/f lDð/f Þ

¼ vflowffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þ

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�Vp

kEchemicalApCeq

s

: ð2:73Þ

where vflow is the Darcy velocity of the injected pore-fluid flow; /f is the porosity
when the dissolvable minerals are completely dissolved; Dð/f Þ is the molecular
diffusivity of the solute in the mineral completely-dissolved region; �Vp is the
average volume of soluble grains; Ap is the averaged surface area of soluble grains;
Ceq is the equilibrium concentration of the dissolvable mineral; kEchemical is the
equivalent rate constant of the chemical reaction in the single chemical-species
dissolution system [as defined in Eq. (2.15)].

Using Eqs. (2.72) and (2.73), a criterion can be established to judge the
instability of a chemical dissolution front associated with the particular chemical
system in this investigation. If Zh [ Zhcritical, then the chemical dissolution front of
the reactive transport system becomes unstable, while if Zh\Zhcritical, then the
chemical dissolution front of the reactive transport system is stable. The case of
Zh ¼ Zhcritical represents a situation where the chemical dissolution front of the
reactive transport system is neutrally unstable, implying that the introduced small
perturbation can be maintained but it does not grow in the corresponding reactive
transport system.

Clearly, Eq. (2.73) indicates that for the reactive chemical-species transport
considered in this investigation, the dissolution-enhanced permeability destabilizes
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the instability of the chemical dissolution front, while the dissolution-enhanced
diffusivity stabilizes the instability of the chemical dissolution front. If the shape
factor of soluble grains is represented by h ¼ �Vp

�
Ap, then an increase in the shape

factor of soluble grains can destabilize the instability of the chemical dissolution
front, indicating that the instability likelihood of a porous medium comprised of
irregular grains, is higher than that of a porous medium comprised of regular
spherical grains. Similarly, an increase in either the equilibrium concentration of
the chemical species or the chemical reaction constant of the dissolution reaction
can cause the stabilization of the chemical dissolution front, for the reactive
chemical-species transport considered in this investigation.

To understand the physical meanings of each term in the Zhao number,
Eq. (2.73) can be rewritten in the following form:

Zh ¼ FAdvectionFDiffusionFChemicalFShape; ð2:74Þ

where FAdvection is a term to represent the solute advection; FDiffusion is a term to
represent the solute diffusion/dispersion; FChemical is a term to represent the
chemical kinetics of the dissolution reaction; FShape is a term to represent the shape
factor of the soluble mineral in the fluid-rock interaction system. These terms can
be expressed as follows:

FAdvection ¼ vflow; ð2:75Þ

FDiffusion ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þ

q ; ð2:76Þ

FChemical ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
kchemicalCeq

s

; ð2:77Þ

FShape ¼

ffiffiffiffiffi
�Vp

Ap

s

: ð2:78Þ

Equations (2.74)–(2.78) clearly indicate that the Zhao number is a dimen-
sionless number that can be used to represent the geometrical, hydrodynamic,
thermodynamic and chemical kinetic characteristics of a fluid-rock system in a
comprehensive manner. This dimensionless number reveals the intimate interac-
tion between solute advection, solution diffusion/dispersion, chemical kinetics and
mineral geometry in a reactive transport system.
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2.2 Computational Theory for Simulating
the Morphological Evolution of a Chemical
Dissolution Front

Although analytical solutions can be obtained for the above-mentioned special
cases, it is very difficult, if not impossible, to predict analytically the complicated
morphological evolution process of a planar dissolution front in the case of the
chemical dissolution system becoming supercritical. As an alternative, numerical
methods are suitable to overcome this difficulty. Since numerical methods are
approximate solution methods, they must be validated before they are used to
solve any new type of scientific and engineering problem. For this reason, the main
purpose of this section is to propose a numerical procedure for simulating how a
planar dissolution front evolves into a complicated morphological front. To verify
the accuracy of the numerical solution, a benchmark problem is constructed from
the theoretical analysis in Sect. 2.1.2.2. As a result, the numerical solution
obtained from the benchmark problem can be compared with the corresponding
analytical solution. After the proposed numerical procedure is verified, it will be
used to simulate the complicated morphological evolution process of a planar
dissolution front in the case of the chemical dissolution system becoming
supercritical.

2.2.1 Formulation of the Segregated Algorithm
for Simulating the Evolution of Chemical
Dissolution Fronts

In this section, Eqs. (2.41)–(2.43) are solved using the proposed numerical pro-
cedure, which is a combination of both the finite element method and the finite
difference method. The finite element method is used to discretize the geometrical
shape of the problem domain, while the finite difference method is used to dis-
cretize the dimensionless time. Since the system described by these equations is
highly nonlinear, the segregated algorithm, in which Eqs. (2.41)–(2.43) are solved
separately in a sequential manner, is used to derive the formulation of the proposed
numerical procedure.

For a given dimensionless time-step, sþ Ds, the porosity can be denoted by
/sþDs ¼ /s þ D/sþDs, where /s is the porosity at the previous time-step and
D/sþDs is the porosity increment at the current time-step. Using the backward
difference scheme, Eq. (2.43) can be written as follows:

e
Ds
þ ð1� �CsþDsÞ

h i
D/sþDs ¼ ð/f � /sÞð1� �CsþDsÞ; ð2:79Þ
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where �CsþDs is the dimensionless concentration at the current time-step; Ds is the
dimensionless time increment at the current time-step.

Mathematically, there exist the following relationships in the finite difference
sense:

e
oð/�CÞ

os
¼ e

Dð/sþDs
�CsþDsÞ

Ds
¼ e�CsþDs

D/sþDs

Ds
þ e/sþDs

Dð�CsþDsÞ
Ds

; ð2:80Þ

e
o/
os
¼ e

Dð/sþDsÞ
Ds

¼ ð1� �CsþDsÞð/f � /sþDsÞ; ð2:81Þ

r � ½D�ð/Þr�C� ¼ r � ½D�ð/sþDsÞr�CsþDs�; ð2:82Þ

r � ½�Cw�ð/Þr�p� ¼ �Cr � ½w�ð/Þr�p� þ r�p � ½w�ð/Þr�C�
¼ �CsþDsr � ½w�ð/sþDsÞr�psþDs� þ r�psþDs � ½w�ð/sþDsÞr�CsþDs�:

ð2:83Þ

Substituting Eqs. (2.80)–(2.83) into Eq. (2.42) yields the following finite dif-
ference equation:

e
Ds

/sþDs þ
1
e
ð/f � /sþDsÞ

� �
�CsþDs �r � ½D�ð/sþDsÞr�CsþDs�

� r�psþDs � ½w�ð/sþDsÞr�CsþDs� ¼
e

Ds
/sþDs

�Cs þ
1
e
ð/f � /sþDsÞ:

ð2:84Þ

Similarly, Eq. (2.41) can be rewritten in the following discretized form:

r � ½w�ð/Þr�p� ¼ r � ½w�ð/sþDsÞr�psþDs� ¼ ð1� �CsþDsÞð/f � /sþDsÞ: ð2:85Þ

To derive the finite element equations of the problem, the corresponding finite
difference equations can be summarized as follows:

e
Ds
þ ð1� �CsþDsÞ

h i
D/sþDs ¼ ð/f � /sÞð1� �CsþDsÞ; ð2:86Þ

e
Ds

/sþDs þ
1
e
ð/f � /sþDsÞ

� �
�CsþDs �r � ½D�ð/sþDsÞr�CsþDs�

� r�psþDs � ½w�ð/sþDsÞr�CsþDs� ¼
e

Ds
/sþDs

�Cs þ
1
e
ð/f � /sþDsÞ;

ð2:87Þ

r � ½w�ð/Þr�p� ¼ r � ½w�ð/sþDsÞr�psþDs� ¼ ð1� �CsþDsÞð/f � /sþDsÞ: ð2:88Þ
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2.2.2 Derivation of the Finite Element Equations of the Problem

Although the finite element method has been broadly used for solving many different
types of scientific and engineering problems, the finite element equations related to
the chemical dissolution-front propagation problem need to be given blow.

To derive the finite element equations of the problem, three unknown variables
involved in the finite difference equations [i.e. Eqs. (2.86)–(2.88)] are defined as
follows:

U1 ¼ D/sþDs; U2 ¼ �CsþDs; U3 ¼ �psþDs: ð2:89Þ

By using these new definitions, Eqs. (2.86)–(2.88) can be written in the fol-
lowing forms:

fU1U1 ¼ fC1; ð2:90Þ

fU2U2 � w�ð/sþDsÞðr�psþDs � rU2Þ � r � ½D�ð/sþDsÞrU2� ¼ fC2; ð2:91Þ

r � ½w�ð/sþDsÞrU3� ¼ fC3; ð2:92Þ

where

fU1 ¼ fU1ð�CsþDsÞ ¼
e

Ds
þ ð1� �CsþDsÞ; ð2:93Þ

fC1 ¼ fC1ð�CsþDs; /sÞ ¼ ð/f � /sÞð1� �CsþDsÞ; ð2:94Þ

fU2 ¼ fU2ð/sþDsÞ ¼
e

Ds
/sþDs þ

1
e
ð/f � /sþDsÞ; ð2:95Þ

fC2 ¼ fC2ð/sþDs; �CsÞ ¼
e

Ds
/sþDs

�Cs þ
1
e
ð/f � /sþDsÞ; ð2:96Þ

fC3 ¼ fC3ð/sþDs; �CsþDsÞ ¼ ð1� �CsþDsÞð/f � /sþDsÞ: ð2:97Þ

Based on the finite element method, the distribution of the above-mentioned
three unknown variables in a finite element can be described as follows:

Ue
1 ¼ ½N�fD1ge; ð2:98Þ

Ue
2 ¼ ½N�fD2ge; ð2:99Þ

Ue
3 ¼ ½N�fD3ge; ð2:100Þ

where Ue
1, Ue

2 and Ue
3 are the distribution fields of the three unknown variables

within the finite element; fD1ge, fD2ge and fD3ge are the corresponding nodal
vectors of the element; [N] is the shape function matrix of the element.
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If the finite element under consideration has Q nodes, then the following
expressions exist for this element:

fD1geð ÞT¼ U11 U12 . . . U1Qf g; ð2:101Þ

fD2geð ÞT¼ U21 U22 . . . U2Qf g; ð2:102Þ

fD3geð ÞT¼ U31 U32 . . . U3Qf g; ð2:103Þ

½N� ¼ N1 N2 . . . NQ½ �; ð2:104Þ

where Ni (i = 1, 2, …, Q) is the shape function of node i; U1i, U2i and U3i (i = 1,
2, …, Q) are the nodal values of the unknown variables for the finite element under
consideration.

Using the Galerkin weighted-residual method, Eqs. (2.90)–(2.92) can be
rewritten, at the element level, as follows:

ZZ

A
½N�T fU1½N�dA

� 	
fD1ge ¼

ZZ

A
½N�T fC1dA; ð2:105Þ

ZZ

A
½N�T fU2½N�dA

� 	
fD2ge �

ZZ

A
w�ð/sþDsÞ½N�

Tðr�psþDs � r½N�ÞdA

� 	
fD2ge

�
ZZ

A
½N�Tr � ðD�ð/sþDsÞr½N�ÞdA

� 	
fD2ge ¼

ZZ

A
½N�T fC2dA;

ð2:106Þ
ZZ

A
½N�Tr � w�ð/sþDsÞr½N�

� �
dA

� 	
fD3ge ¼

ZZ

A
½N�T fC3dA; ð2:107Þ

where A is the area of the element.
Note that the following expressions exist mathematically:

ZZ

A
½N�Tr � ðD�ð/sþDsÞr½N�ÞdA

� 	
fD2ge ¼

Z

S

½N�TD�ð/sþDsÞrð½N�fD2geÞdS

�
ZZ

A
r½N�T � ðD�ð/sþDsÞr½N�ÞdA

� 	
fD2ge;

ð2:108Þ
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ZZ

A
½N�Tr � w�ð/sþDsÞr½N�

� �
dA

� 	
fD3ge ¼

Z

S

½N�Tw�ð/sþDsÞrð½N�fD3geÞdS

�
ZZ

A
r½N�T � w�ð/sþDsÞr½N�

� �
dA

� 	
fD3ge;

ð2:109Þ

where S is the length of the element boundary.
Substituting Eqs. (2.108) and (2.109) into Eqs. (2.106) and (2.107) yields the

following expressions:

ZZ

A
½N�T fU2½N�dA

� 	
fD2ge �

ZZ

A
w�ð/sþDsÞ½N�Tðr�psþDs � r½N�ÞdA

� 	
fD2ge

þ
ZZ

A
r½N�T � ðD�ð/sþDsÞr½N�ÞdA

� 	
fD2ge

¼
ZZ

A
½N�T fC2dAþ

Z

S

½N�T D�ð/sþDsÞrð½N�fD2geÞdS; ð2:110Þ

ZZ

A
r½N�T � w�ð/sþDsÞr½N�

� �
dA

� 	
fD3ge

¼ �
ZZ

A
½N�T fC3dAþ

Z

S

½N�Tw�ð/sþDsÞrð½N�fD3geÞdS:
ð2:111Þ

Consideration of Eqs. (2.105), (2.110) and (2.111) leads to the discretized
equations of the finite element as follows:

½M1�efD1ge ¼ fP1ge; ð2:112Þ

½M2�e � ½H�e þ ½K1�eð ÞfD2ge ¼ fP2ge; ð2:113Þ

½K2�efD3ge ¼ fP3ge; ð2:114Þ

where ½M1�e, ½M2�e, ½H�e, ½K1�e and ½K2�e are the property matrices of the finite
element; fP1ge, fP2ge and fP3ge are the ‘‘load’’ vectors of the finite element.

These matrices and vectors can be expressed as follows:

½M1�e ¼
ZZ

A
½N�T fU1½N�dA; ð2:115Þ

½M2�e ¼
ZZ

A
½N�T fU2½N�dA; ð2:116Þ
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½H�e ¼
ZZ

A
w�ð/sþDsÞ½N�Tðr�psþDs � r½N�ÞdA; ð2:117Þ

½K1�e ¼
ZZ

A
r½N�T � ðD�ð/sþDsÞr½N�ÞdA; ð2:118Þ

½K2�e ¼
ZZ

A
r½N�T � ðfU3br½N�ÞdA; ð2:119Þ

fP1ge ¼
ZZ

A
½N�T fC1dA; ð2:120Þ

fP2ge ¼
ZZ

A
½N�T fC2dAþ

Z

S

½N�T D�ð/sþDsÞrð½N�fD2geÞdS

¼
ZZ

A
½N�T fC2dAþ

Z

S

½N�T D�ð/sþDsÞrð�CsþDsÞedS;
ð2:121Þ

fP3ge ¼ �
ZZ

A
½N�T fC3dAþ

Z

S

½N�Tw�ð/sþDsÞrð½N�fD3geÞdS

¼ �
ZZ

A
½N�T fC3dAþ

Z

S

½N�Tw�ð/sþDsÞrð�psþDsÞedS;
ð2:122Þ

where rð�CsþDsÞe and rð�psþDsÞe are the dimensionless chemical-species concen-
tration-gradient and pore-fluid pressure-gradient at the boundary, S, of the finite
element.

Assembling the property matrices and vectors of all the elements in a system
yields the following discretized governing equations of the system:

½M1�fD1g ¼ fP1g; ð2:123Þ

½M2� � ½H� þ ½K1�ð ÞfD2g ¼ fP2g; ð2:124Þ

½K2�fD3g ¼ fP3g; ð2:125Þ

where ½M1�, ½M2�, ½M3�, ½H�, ½K1� and ½K2� are the global property matrices of the
system; fP1g, fP2g and fP3g are the global ‘‘load’’ vectors of the system; fD1g,
fD2g and fD3g are the corresponding global vectors of the system.

Clearly, Eqs. (2.123), (2.124) and (2.125) can be solved separately and sequen-
tially for the porosity, dimensionless concentration and dimensionless pore-fluid
pressure at the current time-step. Note that when Eq. (2.123) is solved using the finite
element method, the dimensionless concentration at the current time-step is not
known. Similarly, when Eq. (2.124) is solved using the finite element method, the
dimensionless pore-fluid pressure at the current time-step remains unknown. This
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indicates that these three equations are fully coupled so that an iteration scheme
needs to be used to solve them sequentially. At the first iteration step, the dimen-
sionless concentration at the previous time-step is used as a reasonable guess of the
dimensionless concentration at the current time-step when Eq. (2.123) is solved for
the porosity. In a similar way, the dimensionless pore-fluid pressure at the previous
time-step is used as a reasonable guess for the current time-step when Eq. (2.124) is
solved for the dimensionless concentration. The resulting approximate porosity and
dimensionless concentration can be used when Eq. (2.125) is solved for the
dimensionless pore-fluid pressure. At the second iteration step, the same procedure as
used in the first iteration step is followed, so that the following convergence criterion
can be established after the second iteration step.

E ¼ Max

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN/

i¼1

ð/k
i;sþDs � /k�1

i;sþDsÞ
2

vuut ;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN�C

i¼1

ð�Ck
i;sþDs � �Ck�1

i;sþDsÞ
2

vuut ;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN�p

i¼1

ð�pk
i;sþDs � �pk�1

i;sþDsÞ
2

vuut

0

@

1

A\�E;

ð2:126Þ

where E and �E are the maximum error at the k-th iteration step and the allowable
error limit; N/, N�C and N�p are the total numbers of the degrees-of-freedom for the
porosity, dimensionless concentration and dimensionless pore-fluid pressure
respectively; k is the index number at the current iteration step and k � 1 is the
index number at the previous iteration step; /k

i;sþDs, �Ck
i;sþDs and �pk

i;sþDs are the
porosity, dimensionless concentration and dimensionless pore-fluid pressure of
node i at both the current time-step and the current iteration step; /k�1

i;sþDs, �Ck�1
i;sþDs

and �pk�1
i;sþDs are the porosity, dimensionless concentration and dimensionless pore-

fluid pressure of node i at the current time-step but at the previous iteration step. It
is noted that k� 2 in Eq. (2.126).

The convergence criterion is checked after the second iteration step. If the con-
vergence criterion is not met, then the iteration is repeated at the current time-step.
Otherwise, the convergence solution is obtained at the current time-step and the
solution procedure goes to the next time-step until the final time-step is reached.

2.3 Verification of the Proposed Numerical Algorithm
for Simulating the Evolution of Chemical Dissolution
Fronts

The main and ultimate purpose of a numerical simulation is to provide numerical
solutions for practical problems in a real world. These practical problems are
impossible and impractical to solve analytically. Since numerical methods are the
basic foundation of a numerical simulation, only an approximate solution can be
obtained from a computational model, which is the discretized description of a
continuum mathematical model. Due to inevitable round-off errors in computation
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and discretized errors in temporal and spatial variables, it is necessary to verify the
proposed numerical procedure so that meaningful numerical results can be obtained
from a discretized computational model. For this reason, a benchmark problem, for
which the analytical solutions are available, is considered in this subsection.

Figure 2.1 shows the geometry and boundary conditions of the coupled problem
between porosity, pore-fluid pressure and reactive chemical-species transport
within a fluid-saturated porous medium. For this benchmark problem, the
dimensionless-pressure gradient (i.e. �p0fx ¼ �1) is applied on the left boundary,
implying that there is a horizontal throughflow from the left to the right of the
computational model. In this case, the Zhao number of the reactive transport
system is unity. The dimensionless height and width of the computational model
are 5 and 10 respectively. Except for the left boundary, the initial porosity of the
porous medium is 0.1, while the initial dimensionless-concentration is one within
the computational domain. The final porosity after depletion of the soluble mineral
is 0.2. This final porosity is applied on the left boundary as a boundary condition of
the computational domain. The permeability of the porous medium is calculated
using the Carman-Kozeny formula, which has the power of 3 in the power law.
The diffusivity of chemical species is calculated using the power law, which has
the power of 2. Both the top and the bottom boundaries are assumed to be
impermeable for the pore-fluid and chemical species. The mineral dissolution ratio
of the chemical dissolution system is assumed to be 0.01, while the dimensionless
time-step length is set to be 0.005 in the computation. Since the computational
domain of the benchmark problem is of finite size, a time-dependent-dimension-
less-concentration boundary condition [i.e. �CðsÞ ¼ expð�p0fx�vfrontsÞ] needs to be
applied on the left boundary so that the numerical solutions can be compared with
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Fig. 2.1 Geometry and boundary conditions of the chemical dissolution problem
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( 25.0=τ ) 

( 625.0=τ )

( 8.0=τ ) 

Fig. 2.2 Comparison of
numerical solutions with
analytical ones at different
time instants (porosity): the
thick line shows the
numerical results, while the
thin line shows the
corresponding analytical
solutions
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the analytical solutions derived in the previous section. Using the above-men-
tioned parameters, the critical Zhao number of the system is approximately equal
to 1.77. Since the Zhao number of the system is greater than its critical value, the

( 25.0=τ )

( 625.0=τ )

( 8.0=τ )

Fig. 2.3 Comparison of
numerical solutions with
analytical ones at different
time instants (dimensionless
concentration): the thick line
shows the numerical results,
while the thin line shows the
corresponding analytical
solutions
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coupled system considered in this subsection is sub-critical so that a planar dis-
solution front remains planar during its propagation within the system. The
dimensionless speed of the dissolution front propagation is equal to 10, which is
determined using Eq. (2.52). To simulate appropriately the propagation of the

( 25.0=τ )

( 625.0=τ )

( 8.0=τ )

Fig. 2.4 Comparison of
numerical solutions with
analytical ones at different
time instants (dimensionless
pore-fluid pressure): the thick
line shows the numerical
results, while the thin line
shows the corresponding
analytical solutions
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dissolution front, the whole computational domain is simulated by 19701 four-
node rectangular elements of 20,000 nodal points in total.

Figures 2.2, 2.3, and 2.4 show the comparison of numerical solutions with
analytical ones for the porosity, dimensionless concentration and dimensionless
pore-fluid pressure distributions within the computational domain at three different
time instants. In these figures, the thick line shows the numerical results, while the
thin line shows the corresponding analytical solutions, which can be determined
from Eqs. (2.50) and (2.51) with the boundary condition of �pð�Lx; sÞ ¼ 100 at the
right boundary of the computational model. The resulting analytical solutions are
expressed as follows:

�Cð�x; sÞ ¼ 1; /ð�x; sÞ ¼ /0 ð�x [�vfrontsÞ; ð2:127Þ

�pð�x; sÞ ¼ ��p00xð�Lx � �xÞ þ 100 ð�x [�vfrontsÞ; ð2:128Þ

�Cð�x; sÞ ¼ exp½��p0fxð�x� �vfrontsÞ�; /ð�x; sÞ ¼ /f ð�x��vfrontsÞ; ð2:129Þ

�pð�x; sÞ ¼ �p0fxð�x� �vfrontsÞ � �p00xð�Lx � �vfrontsÞ þ 100 ð�x��vfrontsÞ : ð2:130Þ

From these results, it can be observed that the numerical solutions agree very well
with the analytical solutions, indicating that the proposed numerical procedure is
capable of simulating the planar dissolution-front propagation within the fluid-
saturated porous medium. As expected, the porosity propagation front is the
sharpest one among the three propagation fronts, namely a porosity propagation
front, a dimensionless-concentration propagation front and a dimensionless-
pressure propagation front, in the computational model. Clearly, the dimension-
less-pressure propagation front has the widest bandwidth, implying that it is the
least sharp front in the computational model. Although there are some smoothing
effects on the numerically-simulated propagation fronts as a result of numerical
dispersion, the propagation speed of the numerically-simulated propagation front
is in good coincidence with that of the analytically-predicted propagation front.
For this benchmark problem, the overall accuracy of the numerical results is
indicated by the dimensionless pore-fluid pressure. The maximum relative error of
the numerically-simulated dimensionless pore-fluid pressure is 2.2, 4.6 and 5.8 %
for dimensionless times of 0.25, 0.625 and 0.8 respectively. If both a small mesh
size and a small time-step length are used, then the maximum relative error can be
further reduced in the numerical simulation. This quantitatively demonstrates that
the proposed numerical procedure can produce accurate numerical solutions for
the planar dissolution-front propagation problem within a fluid-saturated porous
medium.
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2.4 An Application Example for Simulating
the Morphological Evolution of Chemical
Dissolution Fronts

In this section, the proposed numerical procedure is used to simulate the mor-
phological evolution of a chemical dissolution front in a supercritical system. For
this purpose, a dimensionless-pressure gradient (i.e. �p0fx ¼ �10) is applied on the

(Numerical, 0. 30=τ )                                                 (Numerical, 0. 40=τ ) 

(Numerical, 0. 50=τ )                                      (Numerical, 0. 60=τ ) 

(Numerical, 0. 70=τ )                                       (Numerical, 0. 80=τ ) 

Fig. 2.5 Porosity distributions due to morphological evolution of the chemical dissolution front
in the fluid-saturated porous medium
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left boundary of the computational domain so that the dimensionless speed of the
dissolution front propagation is equal to 100. This means that the dissolution front
propagates much faster than it does within the system considered in the previous
section. Due to this change, the mineral dissolution ratio of the chemical disso-
lution system is assumed to be 0.001, while the dimensionless time-step length is
also assumed to be 0.001 in the computation. The Zhao number of the system is
increased to 10, which is greater than the critical Zhao number (i.e. approximately

(Numerical, 0. 30=τ )                                                 (Numerical, 0. 40=τ ) 

(Numerical, 0. 50=τ )                                      (Numerical, 0. 60=τ ) 

(Numerical, 0. 70=τ )                                       (Numerical, 0. 80=τ ) 

Fig. 2.6 Dimensionless concentration distributions due to morphological evolution of the
chemical dissolution front in the fluid-saturated porous medium
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1.77) of the system. The values of other parameters are exactly the same as those
used in the previous section. Since the Zhao number of the system is smaller than
its critical value, the coupled system considered in this section is supercritical so
that a planar dissolution front evolves into a complicated morphology during its
propagation within the system. In order to simulate the instability of the chemical
dissolution front, a small perturbation of 1 % initial porosity is randomly added to
the initial porosity field in the computational domain.

Figure 2.5 shows the porosity distributions due to the morphological evolution
of the chemical dissolution front in the fluid-saturated porous medium, while

(Numerical, 03.0=τ )                                                 (Numerical, 04.0=τ )

(Numerical, 05.0=τ )                                      (Numerical, 06.0=τ )

(Numerical, 07.0=τ )                                       (Numerical, 08.0=τ )

Fig. 2.7 Dimensionless pore-fluid pressure distributions due to morphological evolution of the
chemical dissolution front in the fluid-saturated porous medium

44 2 Fundamental Theory for Chemical Dissolution-Front Instability Problems



( 0. 60=τ ) 

( 0. 70=τ ) 

( 0. 80=τ ) 

Fig. 2.8 Streamline distributions due to morphological evolution of the chemical dissolution
front in the fluid-saturated porous medium
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Fig. 2.6 shows the dimensionless concentration distributions due to the morpho-
logical evolution of the chemical dissolution front within the computational
domain. It is observed that for the values of the dimensionless time greater than
0.03, the initial planar dissolution-front gradually changes into an irregular one.
With a further increase of the dimensionless time, the amplitude of the resulting
irregular dissolution-front increases significantly, indicating that the chemical
dissolution front is morphologically unstable during its propagation within the
computational model. Although both the porosity and the dimensionless concen-
tration have a similar propagation front, the distribution of their maximum values
along the dissolution front is clearly different. The peak value of the porosity is in
good correspondence with the trough value of the dimensionless concentration due
to the chemical dissolution in the system. This demonstrates that the proposed
numerical procedure is capable of simulating the morphological instability of the
chemical dissolution front in a fluid-saturated porous medium in the case of the
coupled system being supercritical.

It is interesting to investigate how the dimensionless pore-fluid pressure and
pore-fluid flow evolve with time during the propagation of the unstable dissolution
front in the computational model. Figure 2.7 shows the dimensionless pore-fluid
pressure distributions during the morphological evolution of the chemical disso-
lution front. It is noted that although the dimensionless pore-fluid pressure is
continuous, there exists a clear transition for the dimensionless pressure-gradient
distribution in the computational model. This phenomenon can be clearly seen at
the late stages of the numerical simulation such as when the dimensionless time is
equal to 0.06 and 0.07. The fluid-flow pattern evolution during the propagation of
the unstable dissolution front is exhibited by the streamline evolution in the
computational model. Figure 2.8 shows the streamline distributions during the
morphological evolution of the chemical dissolution front within the coupled
system between porosity, pore-fluid pressure and reactive chemical-species
transport. Due to the growth of the amplitude of the irregular dissolution front,
pore-fluid flow focusing takes place in the peak range of the porosity, which can be
observed from the streamline density (in Fig. 2.8). It is noted that the width of the
flow focusing zone is closely associated with the peak and trough values of the
irregular dissolution front in the computational model. Since both the porosity
generation and the pore-fluid flow focusing play an important role in ore body
formation and mineralization, the proposed numerical procedure can provide a
useful tool for simulating the related physical and chemical processes associated
with the generation of giant ore deposits within the upper crust of the Earth.
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Chapter 3
Effects of Particle Reactive Surface Areas
on Chemical Dissolution-Front Instability
in Fluid-Saturated Porous Media

Particle shapes and arrangements within a porous medium can significantly affect
the porosity and permeability of the porous medium (Phillips 1991; Nield and
Bejan 1992; Zhao et al. 2008a). Since a change in porosity may cause a change in
both the permeability and the channel of pore-fluid flow, a change in particle
shapes can affect the pore-fluid flow within the porous medium. As a result,
different particle shapes may affect the chemical dissolution-front instability
within fluid-saturated porous media. It needs to be pointed out that for determining
both the porosity and permeability in a porous medium consisting of spherical
grains of equal size, the packing of grains (i.e. the orientation of an individual
grain) is not relevant. However, for determining both the porosity and permeability
in a porous medium consisting of cubic grains of equal size, the packing of grains
(i.e. the orientation of an individual grain) must be taken into account. This means
that it is the permeability that describes the shape, sorting and packing of grains, so
that a system consisting of equally-sized cubic grains and having a given porosity
may have a permeability that varies with the packing of the grains. Since the main
purpose of this chapter is to investigate how the reactive surface area of an
individual grain affects the chemical dissolution-front instability, the porosity,
rather than the permeability of the porous medium, can be directly used. Although
a considerable amount of research has been conducted on the instability of
chemical dissolution-front propagation within fluid-saturated porous media
(Chadam et al. 1986, 1988; Ortoleva et al. 1987; Chen and Liu 2002), very limited
work has been conducted to analytically investigate the effect of reactive surface
areas due to different particle shapes on the chemical dissolution front instability
within fluid-saturated porous media (Zhao et al. 2008a). Thus, the theoretical
investigation of the particle shape effect on the instability of chemical dissolution-
front propagation within fluid-saturated porous media becomes the main purpose
of this chapter.

From the chemical kinetics point of view, the chemical reaction rate of a
heterogeneous reaction is directly proportional to the surface area of a reactive
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particle (Steefel and Lasage 1990, 1994). Due to the complicated feature of par-
ticle shape and size distributions in a natural porous medium, it is very difficult, if
not impossible, to derive analytical solutions for directly investigating the effect of
particle shape on the chemical dissolution-front instability within a fluid-saturated
porous medium in nature. However, from the continuum mechanics point of view,
a natural porous medium can be represented using the volume average concept.
This means that if a representative elementary volume is appropriately chosen, it is
possible to use the volume-averaged quantities to investigate the macroscopic
behaviour of the natural porous medium (Bear 1972). Based on this understanding,
the effect of reactive surface areas associated with different particle shapes on the
chemical dissolution-front instability can be investigated theoretically through
considering two idealized porous media consisting of two different particle shapes,
namely spherical and cubic particle shapes. This makes it possible to analytically
derive the critical condition, which can be used to assess whether or not the
chemical dissolution front in a fully coupled system between porosity, pore-fluid
flow and reactive chemical-species transport problem becomes unstable. Through
examining the effect of reactive surface areas associated with different particle
shapes on the derived critical condition, the effect of particle shapes on the
chemical dissolution-front instability can be theoretically investigated.

In order to predict the complicated morphological evolution of a chemical
dissolution front in the case of the chemical dissolution system becoming super-
critical, a numerical procedure is used for solving this kind of problem. Since the
proposed numerical procedure belongs to the family of approximate solution
methods, it must be verified before it is used to solve any new type of scientific and
engineering problem. For this reason, the analytical solution for the propagation of
a planar chemical dissolution-front (Chadam et al. 1986; Zhao et al. 2008b) is used
to construct a benchmark problem, the geometry of which can be accurately
simulated using numerical methods such as the finite element method (Zie-
nkiewicz 1977; Lewis and Schrefler 1998) and the finite difference method. This
makes it possible to compare the numerical solution obtained from the benchmark
problem with the corresponding analytical solution so that the proposed numerical
procedure can be verified for simulating chemical dissolution-front propagation
problems in fluid-saturated porous media. After the proposed numerical procedure
is verified, it is used to simulate the morphological evolution of a chemical dis-
solution front in the case of the chemical dissolution system becoming super-
critical. Consequently, the effect of reactive surface areas associated with different
particle shapes on the morphological evolution of an unstable chemical dissolu-
tion-front can be investigated.
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3.1 Theoretical Analysis of the Effect of Particle Shapes
on Chemical Dissolution-Front Instability in Fluid-
Saturated Porous Media

If the volume-averaged quantities over a representative elementary volume are used
to describe the macroscopic behaviour of the natural porous medium (Bear 1972),
the effect of reactive surface areas associated with different particle shapes on the
chemical dissolution-front instability can be investigated analytically through
considering two idealized porous media consisting of two different particle shapes,
namely spherical and cubic particle shapes respectively. From the linear instability
theory, the chemical dissolution-front instability can be determined by the critical
condition, under which a fully coupled system between porosity, pore-fluid flow
and reactive chemical-species transport becomes unstable. Through examining the
effect of reactive surface areas associated with different particle shapes on the
critical condition, the effect of particle shapes on the chemical dissolution-front
instability can be investigated. Thus, the main purpose of this section is to derive
the above-mentioned critical condition in a purely analytical manner.

For a fluid-saturated porous medium, Darcy’s law can be used to describe pore-
fluid flow and the advection-dispersion equation can be used to describe mass
transport phenomena, respectively. It is assumed that the porosity change of the
porous medium is caused by the chemical dissolution of a soluble solid mineral
within the porous medium. Since both permeability and diffusivity are dependent
on porosity, the chemically-induced porosity change has a significant feedback
effect on the variation of permeability and diffusivity. If the pore-fluid is incom-
pressible, the governing equations of the coupled nonlinear problem between
porosity, pore-fluid flow and reactive single-chemical-species transport in the
fluid-saturated porous medium can be expressed as follows:

o/
ot
�r � ½wð/Þrp� ¼ 0; ð3:1Þ

o

ot
ð/CÞ � r � ½/Dð/ÞrC þ Cwð/Þrp� þ qskEchemical

�Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0;

ð3:2Þ

o/
ot
þ kEchemical

�Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0; ð3:3Þ

wð/Þ ¼ kð/Þ
l

; ð3:4Þ

where p and C are the pore-fluid pressure and the concentration of the chemical
species; Ceq is the equilibrium concentration of the chemical species; l is the
dynamic viscosity of the pore-fluid; / is the porosity of the porous medium; /f is
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the final (i.e. maximum) porosity of the porous medium after the completion of
soluble mineral dissolution; Dð/Þ is the diffusivity of the chemical species; kð/Þ is
the permeability of the porous medium. �Vp is the average volume of a soluble
grain; �Ap is the averaged surface area of the soluble grain; kEchemical is the com-
prehensive rate constant of the chemical reaction (as defined in Eq. (2.15) previ-
ously); qs is the molar density (i.e. moles per volume) of the soluble grains.

If the volumetric fraction of insoluble grains is denoted by /insoluble, then the
final porosity of the porous medium can be denoted by /f ¼ 1� /insoluble. In this
case, the average volume of a soluble grain can be expressed as follows:

�Vp ¼
/f � /

Dp
; ð3:5Þ

where Dp is the density of the soluble grains, which is defined as the total number
of the soluble grains available for chemical reactions per unit medium volume.

For spherical grains (or equivalent spherical grains of equal size if their shapes
are not spheres of equal size), the following relationship exists.

�Vp ¼
4
3
p�R3; ð3:6Þ

where �R is the radius of the representative grain. This radius can be considered as
the characteristic length of the representative grain in the considered chemical
system and expressed as

�R ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ð/f � /Þ

4pDp

3

s

: ð3:7Þ

In this case, the shape factor of the grains can be defined as follows:

�Vp

�Ap
¼ 1

3
�R ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f � /Þ

36pDp

3

s

¼ ð
ffiffiffiffiffiffiffiffi

1
36p

3

r

Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f � /Þ

Dp

3

s

¼ asphere

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f � /Þ

Dp

3

s

; ð3:8Þ

where asphere ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=ð36pÞ3

p
is the shape coefficient of the spherical grains.

Substituting Eq. (3.8) into Eqs. (3.2) and (3.3) yields the following equations:

o

ot
ð/CÞ � r � ½/Dð/ÞrC þ Cwð/Þrp� þ qskEchemical

ffiffiffiffiffiffi
Dp

3
p

asphere
ð/f � /Þ

2
3ðC � CeqÞ ¼ 0;

ð3:9Þ

o/
ot
þ kEchemical

ffiffiffiffiffiffi
Dp

3
p

asphere
ð/f � /Þ

2
3ðC � CeqÞ ¼ 0: ð3:10Þ
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Suppose the chemical species is initially in an equilibrium state within the
whole system and that the fresh pore-fluid is injected at the location of
x approaching negative infinity, the following boundary conditions of the problem
can be used in this theoretical investigation.

lim
x!�1

Cðx; tÞ ¼ 0; lim
x!�1

opðx; tÞ
ox

¼ p0fx upstream boundaryð Þ; ð3:11Þ

lim
x!1

Cðx; tÞ ¼ Ceq; lim
x!1

opðx; tÞ
ox

¼ p00x downstream boundaryð Þ; ð3:12Þ

where p0fx is the pore-fluid pressure gradient as x approaching negative infinity in
the upstream of the pore-fluid flow; p00x is the unknown pore-fluid pressure gradient
as x approaching positive infinity in the downstream of the pore-fluid flow. Since
p0fx drives the pore-fluid flow continuously along the positive x direction, it has a
negative algebraic value (i.e. p0fx\0) in this analysis.

The initial condition for this theoretical problem is: /ðx; 0Þ ¼ /0 expect at the
negative infinity, where lim�x!�1 /ðx; 0Þ ¼ /f . Note that /0 is the initial porosity
of the porous medium.

In most geochemical systems consisting reactive rocks, the solid molar density
of a soluble mineral is usually much greater than the corresponding equilibrium
concentration of the soluble mineral. In such a case, a small parameter, which is
known as the mineral dissolution ratio (Zhao et al. 2010), can be defined below:

e ¼ Ceq

qs
\\1: ð3:13Þ

To analytically derive the critical condition, which can be used to examine
whether or not a chemical dissolution front in the coupled system between
porosity, pore-fluid flow and reactive chemical-species transport within the fluid-
saturated porous medium becomes unstable, the following dimensionless param-
eters and variables need to be defined for a two-dimensional problem.

�x ¼ x

L�
; �y ¼ y

L�
; �C ¼ C

Ceq
; �p ¼ p

p�
; s ¼ t

t�
e ð3:14Þ

where s is a slow dimensionless time to describe the slowness of the chemical
dissolution that takes place in the system. Other characteristic parameters used in
Eq. (3.14) can be defined as follows:

t� ¼ asphere

ðkEchemicalCeqÞ
ffiffiffiffiffiffi
Dp

3
p ; L� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þt�

q
; p� ¼

/f Dð/f Þ
wð/f Þ

;

D�ð/Þ ¼ /Dð/Þ
/f Dð/f Þ

; w�ð/Þ ¼ wð/Þ
wð/f Þ

:

ð3:15Þ
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If Eqs. (3.14) and (3.15) are inserted into Eqs. (3.1), (3.9) and (3.10), the fol-
lowing dimensionless equations can be obtained.

e
o/
os
�r � ½w�ð/Þr�p� ¼ 0; ð3:16Þ

e
o

os
ð/�CÞ � r � ½D�ð/Þr�C þ �Cw�ð/Þr�p� � o/

os
¼ 0; ð3:17Þ

e
o/
os
þ ð/f � /Þ

2
3ð�C � 1Þ ¼ 0: ð3:18Þ

Obviously, the dimensionless variables, such as the dimensionless pore-fluid
pressure and dimensionless chemical species concentration, need to be used to
describe the following boundary conditions for this dimensionless problem.

lim
�x!1

�Cð�x; sÞ ¼ 1; lim
�x!1

o�pð�x; sÞ
o�x

¼ �p00x downstream boundaryð Þ; ð3:19Þ

lim
�x!�1

�Cð�x; sÞ ¼ 0; lim
�x!�1

o�pð�x; sÞ
o�x

¼ �p0fx upstream boundaryð Þ: ð3:20Þ

In this case, the initial condition for this problem is: /ð�x; 0Þ ¼ /0 expect at the
negative infinity, where lim�x!�1 /ð�x; 0Þ ¼ /f .

In the limit case of e approaching zero, the corresponding governing equations
for the dimensionless variables of the problem in both the downstream region and
the upstream region can be derived from Eqs. (3.16)–(3.18) and expressed as
follows (Chadam et al. 1986; Zhao et al. 2008b):

�C ¼ 1; r2�p ¼ 0; / ¼ /0 in the downstream regionð Þ; ð3:21Þ

r � ðr�C þ �Cr�pÞ ¼ 0; r2�p ¼ 0; / ¼ /f in the upstream regionð Þ: ð3:22Þ

If the chemical dissolution front is denoted by Sð�x; sÞ ¼ 0, then the dimen-
sionless pore-fluid pressure, dimensionless chemical species concentration and
mass fluxes of both the chemical species and the pore-fluid should be continuous
on Sð�x; sÞ ¼ 0. With this factor taking into account, the following interface con-
ditions for this chemical dissolution-front propagation problem exist
mathematically.

lim
S!0�

�C ¼ lim
S!0þ

�C; lim
S!0�

�p ¼ lim
S!0þ

�p; ð3:23Þ

lim
S!0�

o�C

o�n
¼ �vfrontð/f � /0Þ; lim

S!0�

o�p

o�n
¼ wð/0Þ

wð/f Þ
lim

S!0þ

o�p

o�n
: ð3:24Þ
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where �n ¼ n=L�; n is the normal vector of the propagating planar chemical dis-
solution-front; �vfront is the dimensionless propagation speed of the chemical dis-
solution front.

Equations (3.21)–(3.24) clearly indicate that in the limit case of e approaching
zero, the dimensionless governing equations and the boundary conditions are
independent of the reactive surface area associated with the soluble grain shapes.
For this reason, the same procedure as used in the previous investigation (Chadam
et al. 1986; Zhao et al. 2008b) can be followed to derive the critical condition,
which is used to assess whether or not a chemical dissolution front in the coupled
system between porosity, pore-fluid flow and reactive chemical-species transport
becomes unstable. Following the same procedures as those in Chap. 2, the
resulting critical condition is given below:

Zhcritical ¼
ð3� bÞð1þ bÞ

2ð1� bÞ ; b ¼ wð/0Þ
wð/f Þ

¼ kð/0Þ
kð/f Þ

; ð3:25Þ

where Zhcritical is the critical Zhao number of the chemical dissolution system. The
corresponding Zhao number of the chemical dissolution system in a fluid-saturated
porous medium consisting of spherical grains can be defined as follows:

Zh ¼ �
p0fxL�

p�
¼ �

kð/f ÞL�p0fx
/f lDð/f Þ

¼ �
kð/f Þp0fx

l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þ

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
asphere

ðkEchemicalCeqÞ
ffiffiffiffiffiffi
Dp

3
p

s

ð3:26Þ

Using Eqs. (3.25) and (3.26), a theoretical criterion can be established to judge
the instability of a chemical dissolution front in the fluid-saturated porous medium
consisting of spherical grains.

It is noted that the critical Zhao number and the Zhao number of a chemical
dissolution system are two totally different concepts. The critical Zhao number of
a chemical dissolution system with the effect of porosity feedback represents the
critical condition, which can be used to judge whether or not the chemical dis-
solution front in the chemical dissolution system becomes unstable. In this regard,
the critical Zhao number of a chemical dissolution system represents the common
characteristic of a kind of chemical dissolution system. On the other hand, the
Zhao number of a chemical dissolution system represents the particular charac-
teristic of the individual chemical dissolution system, which is one particular case
of the above-mentioned kind of chemical dissolution system. As indicated by
Eq. (3.25), the critical Zhao number of a chemical dissolution system with the
effect of porosity feedback is independent of the soluble grain shapes. However,
Eq. (3.26) clearly indicated that the shape coefficient of soluble grains can affect
the Zhao number of the chemical dissolution system. As a result, an increase in the
shape coefficient of soluble grains can destabilize the instability of the chemical
dissolution front within the fluid-saturated porous medium.

If the soluble grains are of cubic shapes, then the characteristic length of the
representative grain in the chemical dissolution system can be expressed as follows:
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�L ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f � /Þ

Dp

3

s

: ð3:27Þ

In this case, the shape factor of the grains can be defined as

�Vp

�Ap
¼ 1

6
�L ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f � /Þ

216Dp

3

s

¼ ð
ffiffiffiffiffiffiffiffi

1
216

3

r

Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f � /Þ

Dp

3

s

¼ acubic

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f � /Þ

Dp

3

s

: ð3:28Þ

where acubic ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1=2163

p
is the shape coefficient of cubic grains.

Following the same procedures as used to define the Zhao number of a chemical
dissolution system in the fluid-saturated porous medium consisting of spherical
grains, the corresponding Zhao number of a chemical dissolution system in the
fluid-saturated porous medium consisting of cubic grains can be defined as
follows:

Zh ¼ �
p0fxL�

p�
¼ �

kð/f ÞL�p0fx
/f lDð/f Þ

¼ �
kð/f Þp0fx

l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þ

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
acubic

ðkEchemicalCeqÞ
ffiffiffiffiffiffi
Dp

3
p

s

: ð3:29Þ

Since the shape coefficient of spherical grains is greater than that of cubic
grains, the chemical dissolution system in a fluid-saturated porous medium con-
sisting of spherical grains is more unstable than that consisting of cubic grains,
implying that the instability likelihood of a natural porous medium, which is
comprised of irregular grains, is smaller than that of an idealized porous medium,
which is comprised of regular spherical grains. The reason for this is due to the
physical fact that if reaction rates are fast enough (relative to flow rates), then the
Zhao number of the chemical dissolution system is small (relative to the corre-
sponding critical Zhao number), so that the chemical dissolution front in the
chemical dissolution system is stable. It is clearly demonstrated [from Eqs. (3.26)
and (3.29)] that a chemical dissolution system containing grains with a larger
reactive surface area (i.e. a smaller shape coefficient), such as cubic grains over
spherical grains, is more reactive and has the tendency to produce a more stable
reaction front.

3.2 Numerical Modeling of the Chemical Dissolution-Front
Evolution Within Fluid-Saturated Porous Media
Consisting of Different Particle Shapes

Even though the effects of reactive surface areas associated with different particle
shapes on the critical condition, which can be used to assess chemical dissolution-
front instability in a chemical dissolution system, can be investigated analytically,
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it is necessary to computationally simulate how a chemical dissolution-front
evolves when the chemical dissolution system, which can be treated as a fully-
coupled system between porosity, pore-fluid flow and reactive chemical-species
transport, reaches a supercritical state. Therefore, the main purpose of this section
is to propose a numerical procedure for simulating chemical dissolution-front
evolution in a fluid-saturated porous medium, which is comprised of either
spherical grains or cubic grains, depending on the specific parameters used in the
related equations. To verify the accuracy of the numerical solution, a benchmark
problem is established on the basis of the previous theoretical analysis (Chadam
et al. 1986; Zhao et al. 2008b). This makes it possible to compare the numerical
solution obtained from the benchmark problem with the corresponding analytical
one. After the proposed numerical procedure is verified, it is used to simulate
chemical dissolution-front instability problems in fluid-saturated porous media, so
that the effects of reactive surface areas associated with different particle shapes on
the morphological evolution of an unstable chemical dissolution-front can be
investigated.

To obtain numerical solutions, Eqs. (3.16)–(3.18) are solved using the proposed
numerical procedure, which is based on a combination of the finite element and
finite difference methods. The finite element method is used to discretize the
geometrical shape of the problem domain, while the finite difference method is
used to discretize the dimensionless time. Because of high nonlinearity of these
three equations, the segregated algorithm is used to solve them both separately and
iteratively in a sequential manner.

In terms of porosity, Eq. (3.18) is a nonlinear equation, which can be linearized
using the Taylor expansion as follows:

½/f � ð/þ D/Þ�
2
3 ¼ ½ð/f � /Þ � D/Þ�

2
3 ¼ ð/f � /Þ

2
3 � 2

3
ð/f � /Þ�

1
3D/: ð3:30Þ

For a given dimensionless time-step, sþ Ds, the porosity at the current time-
step can be denoted by /sþDs ¼ /s þ D/sþDs, where /s is the porosity at the
previous time-step and D/sþDs is the porosity increment at the current time-step.
Using the backward difference scheme, Eq. (3.18) can be written as follows:

e
Ds
ð/f � /sÞ

1
3 þ 2

3
ð1� �CsþDsÞ

� �
D/sþDs ¼ ð/f � /sÞð1� �CsþDsÞ; ð3:31Þ

where �CsþDs is the dimensionless chemical species concentration at the current
time-step; Ds is the dimensionless time increment at the current time-step.

In the finite difference sense, Eq. (3.17) can be mathematically expressed in the
following form:
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½ eDs /sþDs þ 1
e ð/f � /sþDsÞ

2
3��CsþDs �r � ½D�ð/sþDsÞr�CsþDs�

�r�psþDs � ½w�ð/sþDsÞr�CsþDs�
¼ e

Ds /sþDs
�Cs þ 1

e ð/f � /sþDsÞ
2
3

: ð3:32Þ

Similarly, Eq. (3.16) can be rewritten as follows:

r � ½w�ð/Þr�p� ¼ r � ½w�ð/sþDsÞr�psþDs� ¼ ð1� �CsþDsÞð/f � /sþDsÞ
2
3: ð3:33Þ

To avoid the nonlinear term of the porosity at the current time-step, the porosity
increment, instead of the porosity itself, is used for the finite difference discreti-
zation of the porosity evolution equation [i.e. Eq. (3.18)]. On the other hand, the
dimensionless chemical species concentration and dimensionless pore-fluid pres-
sure are used for the finite difference discretization of both the mass transport
equation [i.e. Eq. (3.17)] and the continuity equation [i.e. Eq. (3.16)]. This means
that a combination of the incremental variable method and the full variable method
is used, in this investigation, to solve the fully coupled problem between porosity,
pore-fluid flow and reactive chemical-species transport within the fluid-saturated
porous medium. Since the finite element method (Zienkiewicz 1977; Lewis and
Schrefler 1998) can be straightforwardly used to discretize Eqs. (3.31)–(3.33) in
space, as demonstrated in Chap. 2, the details of the related finite element for-
mulation are not given here.

Using the proposed segregated scheme and finite element method, Eqs. (3.31)–
(3.33) are solved separately and sequentially for the porosity, dimensionless
chemical-species concentration and dimensionless pore-fluid pressure at the cur-
rent time-step. Note that when Eq. (3.31) is solved using the finite element
method, the dimensionless chemical-species concentration at the current time-step
is not known. Similarly, when Eq. (3.32) is solved using the finite element method,
the dimensionless pore-fluid pressure at the current time-step remains unknown.
This indicates that these three equations are fully coupled so that an iteration
scheme needs to be used to solve them sequentially. At the first iteration step, the
dimensionless chemical-species concentration at the previous time-step is used as
a reasonable guess for the dimensionless chemical-species concentration at the
current time-step when Eq. (3.31) is solved for the porosity. In the similar way, the
dimensionless pore-fluid pressure at the previous time-step is used as a reasonable
guess at the current time-step when Eq. (3.32) is solved for the dimensionless
chemical-species concentration. The resulting approximate porosity and dimen-
sionless chemical-species concentration can be used when Eq. (3.33) is solved for
the dimensionless pore-fluid pressure. At the second iteration step, the same
procedure as used in the first iteration step is followed, so that the following
convergence criterion can be established after the second iteration step.
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E ¼ Max

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN/

i¼1

ð/k
i;sþDs � /k�1

i;sþDsÞ
2

vuut ;
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XN�C
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2

vuut

0

@

1

A\�E;

ð3:34Þ

where E and �E are the maximum error at the k-th iteration step and the allowable
error limit; N/, N�C and N�p are the total numbers of the degree-of-freedom for the
porosity, dimensionless chemical-species concentration and dimensionless pore-
fluid pressure respectively; k is the index number at the current iteration step and
k � 1 is the index number at the previous iteration step; /k

i;sþDs, �Ck
i;sþDs and �pk

i;sþDs

are the porosity, dimensionless chemical-species concentration and dimensionless
pore-fluid pressure of node i at both the current time-step and the current iteration
step; /k�1

i;sþDs, �Ck�1
i;sþDs and �pk�1

i;sþDs are the porosity, dimensionless chemical-species
concentration and dimensionless pore-fluid pressure of node i at the current time-
step but at the previous iteration step. It is noted that k� 2 in Eq. (3.34).

The convergence criterion is checked after the second iteration step. If the
convergence criterion is not met, then the iteration is repeated at the current time-
step. Otherwise, the convergent solution is obtained at the current time-step and
the solution procedure goes to the next time-step until the final time-step is
reached.

The proposed numerical procedure can be verified using a benchmark problem
consisting of spherical grains, for which the analytical solutions are available
(Chadam et al. 1986; Zhao et al. 2008b). Figure 3.1 shows the geometry and
boundary conditions of the benchmark problem, which represents a fully coupled
problem between porosity, pore-fluid flow and reactive chemical-species transport
within a fluid-saturated porous medium. For this benchmark problem, the
dimensionless pore-fluid pressure-gradient (i.e. �p0fx ¼ �1) is applied on the left
boundary, implying that there is a horizontal throughflow from the left to the right
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Fig. 3.1 Geometry and boundary conditions of the benchmark problem
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of the computational model and that the Zhao number of the chemical dissolution
system under consideration is equal to unity. The dimensionless height and width
of the computational model are 5 and 10 respectively. Except for the left boundary,
the initial porosity of the porous medium is 0.1, while the initial dimensionless
chemical-species concentration is unity within the computational domain. The
final porosity after the depletion of the soluble mineral is 0.2. This final porosity is
applied on the left boundary as a boundary condition of the computational domain.
The permeability of the porous medium is calculated using the Carman-Kozeny
formula (Scheidegger 1974; Nield and Bejan 1992), which has the power of 3 in
the power law. The diffusivity of chemical species is calculated using the power
law, which has the power of 2. Both the top and the bottom boundaries are
assumed to be impermeable for the pore-fluid and chemical species. The mineral
dissolution ratio is assumed to be 0.01, while the dimensionless time-step length is
set to be 0.005 in the computation. Since the computational domain of the
benchmark problem is of finite size, a time-dependent boundary condition of the
dimensionless chemical-species concentration [i.e. �CðsÞ ¼ expð�p0fx�vfrontsÞ] needs to
be applied on the left boundary so that the numerical solutions can be compared
with the analytical solutions (Chadam et al. 1986; Zhao et al. 2008b). Using the
above-mentioned parameters, the critical Zhao number of the chemical dissolution
system is equal to 1.77. Since the Zhao number of the chemical dissolution system
is smaller than the corresponding critical Zhao number, the coupled system under
consideration is in a subcritical state, so that a planar chemical dissolution-front
remains planar during its propagation within the chemical dissolution system. The
dimensionless speed of the chemical dissolution-front propagation is equal to 10.
To appropriately simulate the propagation of the chemical dissolution front, the
whole computational domain is simulated by 19,701 four-node rectangular ele-
ments of 20,000 nodal points in total.

Figures 3.2, 3.3 and 3.4 show the comparison of numerical solutions with
analytical ones for the porosity, dimensionless chemical-species concentration and
dimensionless pore-fluid pressure distributions within the computational domain at
three different time instants. In these figures, the left column shows the numerical
results, while the right column shows the corresponding analytical solutions. From
these results, it can be observed that the numerical solutions agree very well with
the analytical ones, indicating that the proposed numerical procedure is capable of
simulating the planar dissolution-front propagation within the fluid-saturated
porous medium. Although there are some smooth effects on the numerically-
simulated propagation fronts due to numerical dispersion, the propagation speed of
the numerically-simulated propagation front is in good coincidence with that of
analytically-predicted propagation front. For this benchmark problem, the overall
accuracy of the numerical results is indicated by the dimensionless pore-fluid
pressure. The maximum relative error of the numerically-simulated dimensionless
pore-fluid pressure is 2.2, 3.7 and 6.3 % for the dimensionless time being 0.25, 0.5
and 0.75 respectively. It should be pointed out that if necessary, this relative
error can be further reduced by: (1) using smaller elements and time-step length;

60 3 Effects of Particle Reactive Surface Areas on Chemical Dissolution-Front



(2) using higher-order transport schemes such as the total variation diminishing
(TVD) schemes (Harten 1983; Sweby 1985); and (3) developing a stepwise ele-
ment to simulate the discontinuity of the chemical dissolution front. This quan-
titatively demonstrates that the proposed numerical procedure can produce
accurate numerical solutions for the planar dissolution-front propagation problem
within a fluid-saturated porous medium.

(Numerical, 25.0=τ ) (Analytical, 25.0=τ )

(Numerical, 50.0=τ ) (Analytical, 50.0=τ )

(Numerical, 75.0=τ ) (Analytical, 75.0=τ )

Fig. 3.2 Comparison of numerical solutions with analytical ones at different time instants
(Porosity)
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After the proposed numerical procedure is verified, it is used to simulate the
morphological evolution of a chemical dissolution front within a supercritical system
consisting of spherical grains, which has a dimensionless pore-fluid pressure-
gradient (i.e. �p0fx ¼ �10) applied on the left boundary of the computational domain.
This means that the Zhao number of the chemical dissolution system under con-
sideration now is equal to 10, so that the chemical dissolution system is in a super-
critical state. In this case, the dimensionless speed of the chemical dissolution-front

(Numerical, 0.25)=τ .25)0=τ

(Numerical, .50)                     0=τ (Analytical, 50).0=τ

(Numerical, 75).0=τ

(Analytical,

(Analytical, 0.75)=τ

Fig. 3.3 Comparison of numerical solutions with analytical ones at different time instants
(Dimensionless chemical-species concentration)
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propagation is equal to 100. The mineral dissolution ratio is 0.001, while the
dimensionless time-step length is also 0.001 in the computation. The values of other
parameters are exactly the same as those used when the Zhao number of the chemical
dissolution system is equal to unity. In order to simulate the instability of the
chemical dissolution front, a small perturbation of 1 % initial porosity is randomly
added to the initial porosity field in the computational domain.

Figures 3.5 and 3.6 show the porosity and dimensionless chemical-species-
concentration distributions associated with the morphological evolution of the
chemical dissolution front in the fluid-saturated porous medium consisting of

(Numerical, 25).0=τ (Analytical , .25)0=τ

(Numerical, 50).0=τ (Analytical, 0.50)=τ

(Numerical, 75).0=τ (Analytical, 75).0=τ

Fig. 3.4 Comparison of numerical solutions with analytical ones at different time instants
(Dimensionless pore-fluid pressure)
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spherical grains. It is observed that after the dimensionless time is greater than
0.02, the initially-planar dissolution front is gradually changed into an irregular
one. With the increase of the dimensionless time, the amplitude of the resulting
irregular dissolution front increases significantly. For example, the finger-like
dissolution front can be clearly formed after the dimensionless time is greater than
0.04. Although both the porosity and the dimensionless chemical-species con-
centration have the similar propagation front, the distribution of their maximum
values along the dissolution front is in a complementary manner. This can be

(Numerical, 01).0=τ 02).0=τ

(Numerical, 03).0=τ 04).0=τ

(Numerical, 0.05)=τ

(Numerical,

(Numerical,

(Numerical, 06).0=τ

Fig. 3.5 Porosity distributions due to morphological evolution of the chemical dissolution front
in the fluid-saturated porous medium
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observed from the fact that the peak value of the porosity is in good correspon-
dence with the trough value of the dimensionless chemical-species concentration
due to the chemical dissolution reaction in the system. In this regard, it can be
concluded that the proposed numerical procedure is capable of simulating the
morphological evolution of the chemical dissolution front in a fluid-saturated
porous medium when the coupled system becomes supercritical.

Except for simulating the evolution patterns of both the porosity and the
dimensionless chemical-species concentration, the dimensionless pore-fluid-pressure

(Numerical, 01).0=τ 02).0=τ

(Numerical, 03).0=τ 04).0=τ

(Numerical, 05).0=τ

(Numerical,

(Numerical,

(Numerical, 06).0=τ

Fig. 3.6 Dimensionless chemical-species concentration distributions due to morphological
evolution of the chemical dissolution front in the fluid-saturated porous medium
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and pore-fluid-flow evolution patterns during the propagation of the unstable
chemical dissolution-front can be also simulated in the computational model.
Figure 3.7 shows the dimensionless pore-fluid-pressure evolution pattern during the
propagation of the chemical dissolution front in the computational model consisting
of spherical grains. It is observed that even though the dimensionless pore-fluid
pressure is continuous, there exists a clear transition for the dimensionless pore-
fluid-pressure-gradient distribution in the computational model. The pore-fluid-flow
pattern evolution during the propagation of the unstable chemical dissolution-front
is displayed by the streamline evolution pattern in the computational model.

(Numerical, 01)                                .0=τ (Numerical, 02).0=τ

(Numerical, 0.03)=τ (Numerical, 04).0=τ

(Numerical, 05)                       .0=τ (Numerical, 06).0=τ

Fig. 3.7 Dimensionless pore-fluid pressure distributions due to morphological evolution of the
chemical dissolution front in the fluid-saturated porous medium
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Figure 3.8 shows the streamline evolution pattern during the propagation of the
unstable chemical dissolution-front within the fully coupled system between
porosity, pore-fluid flow and reactive chemical-species transport within the fluid-
saturated porous medium. With the amplitude increase of the irregular chemical
dissolution-front, the pore-fluid flow focusing takes place in the peak region of the
porosity, which can be clearly observed from the streamline density (in Fig. 3.8). It
is noted that the width of the flow focusing zone is closely associated with the peak
value zone of the porosity in the computational model. Because the porosity creation
and pore-fluid flow focusing play an important role in ore body formation and
mineralization, the proposed numerical procedure can provide a useful tool for

( 0. 40=τ ) 

( 0. 50=τ ) 

( 0. 550=τ ) 

Fig. 3.8 Streamline
distributions due to
morphological evolution of
the chemical dissolution front
in the fluid-saturated porous
medium
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simulating the related physical and chemical processes associated with the genera-
tion of giant ore deposits within the upper crust of the Earth.

The proposed numerical procedure can be also used to investigate how the
reactive surface areas associated with different particle shapes affect the morpho-
logical evolution of an unstable chemical dissolution-front within the fluid-satu-
rated porous medium. For this purpose, the spherical grains used in the above-
mentioned computational model are replaced by the cubic grains. If other param-
eters are equal for both the cases of spherical and cubic grains, the ratio of the
dimensionless pore-fluid pressure-gradient of a chemical dissolution system con-
sisting of spherical grains to that consisting of cubic grains can be determined by
considering Eqs. (3.26) and (3.29) simultaneously. Since this ratio is approximately

equal to 1.114 (i.e. ð�p0fxÞsphere

.
ð�p0fxÞcubic ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
asphere

�
acubic

q
¼

ffiffiffiffiffiffiffiffi
6=p6

p
� 1:114Þ, the

dimensionless pore-fluid pressure-gradient of the chemical dissolution system
consisting of cubic grains needs to be equal to -8.98 (i.e. -10/1.114 = -8.98
approximately) in the current computational model, so that the numerical results
obtained from this computational model can be compared with the previous ones
obtained from the computational model consisting of spherical grains. This means
that in order to examine the effect of the reactive surface areas associated with
different particle shapes on the morphological evolution of an unstable chemical
dissolution-front within the fluid-saturated porous medium, the previously-applied
dimensionless pore-fluid pressure-gradient, which has a value of -10 in the case of
the chemical dissolution system consisting of spherical grains, needs to be replaced
by a new dimensionless pore-fluid pressure-gradient, which is equal to -8.98
approximately in the case of the chemical dissolution system consisting of cubic
grains, on the left boundary of the computational model.

Figure 3.9 shows the effects of grain shapes on the morphological evolution of
an unstable chemical dissolution-front, which is represented by the porosity dis-
tribution, within the fluid-saturated porous medium at three different time instants.
In this figure, the left column shows the numerical results obtained from the
computational model consisting of cubic grains, while the right column shows the
numerical results obtained from the computational model consisting of spherical
grains. It is noted that since the Zhao number of the chemical dissolution system
consisting of spherical grains is smaller than that consisting of cubic grains, the
chemical dissolution front in the case of the chemical dissolution system consisting
of spherical grains propagates faster than that in the case of the chemical disso-
lution system consisting of cubic grains. Because the Zhao numbers of two sys-
tems are different, the morphological evolution patterns of the chemical
dissolution front are clearly different within these two computational models,
indicating that the reactive surface area associated with different particle shapes
can have a significant influence on the morphological evolution of an unstable
chemical dissolution-front within the fluid-saturated porous medium.

In summary, the related theoretical and numerical results have demonstrated
that: (1) since the shape coefficient of spherical grains is greater than that of cubic
grains, the chemical dissolution system consisting of spherical grains is more
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unstable than that consisting of cubic grains; (2) the instability likelihood of a
natural porous medium, which is comprised of irregular grains, is smaller than that
of an idealized porous medium, which is comprised of regular spherical grains;
(3) reactive surface areas associated with different particle shapes can have a
significant influence on the morphological evolution of an unstable chemical
dissolution-front within the fluid-saturated porous medium.

(Cubic grains, 02)       .0=τ (Spherical grains, 02).0=τ

(Cubic grains, 04).0=τ 04).0=τ

(Cubic grains, 06).0=τ

(Spherical grains,

(Spherical grains, 06).0=τ

Fig. 3.9 Effect of grain shapes on the morphological evolution of the chemical dissolution front
in the fluid-saturated porous medium
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Chapter 4
Effects of Mineral Dissolution Ratios
on Chemical Dissolution-Front Instability
in Fluid-Saturated Porous Media

Consideration of mineral dissolution due to chemical reactions plays an important
role in the computational simulation of reactive transport problems involving fluid-
saturated porous media (Steefel and Lasage 1990, 1994; Yeh and Tripathi 1991;
Raffensperger and Garven 1995; Schafer et al. 1998a, b; Xu et al. 1999; Ormond
and Ortoleva 2000; Alt-Epping and Smith 2001; Chen and Liu 2002; Zhao et al.
1998, 2001, 2003, 2005, 2006). Under certain circumstances, the resulting
chemical dissolution-front can become unstable during its propagation in the fluid-
saturated medium so that the pore-fluid flow is strongly enhanced in some regions
of the problem domain. This kind of chemical dissolution problem, known as the
chemical dissolution-front instability problem in the scientific term, was initially
studied in the later eighties of the last century (Chadam et al. 1986, 1988; Ortoleva
et al. 1987). Although some preliminary theoretical work was provided, the overall
progress on the theoretical respect of the chemical dissolution-front instability
problem has been limited for many years as a result of the complicated nature of
the problem itself. Generally, when a chemical dissolution-front instability prob-
lem in a fluid-saturated porous medium is considered, it is necessary to deal with a
fully coupled nonlinear problem between porosity evolution, pore-fluid flow, mass
transport and chemical reactions in the fluid-saturated porous medium. From the
mathematical point of view, it is necessary to solve a set of simultaneous nonlinear
partial differential equations so as to get a better theoretical understanding of the
chemical dissolution-front instability problem. This is the main reason why the
only limited progress has been achieved on the theoretical respect of this problem
until the recent years.

Under the stimulus of understanding the physical and chemical processes
associated with mineral enrichment phenomena within the upper crust of the Earth,
the chemical dissolution-front instability problem has received further attention
in the recent years. In particular, Zhao et al. have revisited the theoretical respect
of the problem (Zhao et al. 2008a, b) and systematically reported the current status
of the related theoretical work in this particular research field (Zhao et al. 2009).
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To assess whether or not a planar chemical dissolution-front is stable during its
propagation in the fluid-saturated porous medium, both the Zhao number and the
critical Zhao number concepts have been proposed. The Zhao number is a
dimensionless number, which can be used to represent the fundamental charac-
teristics including the solute diffusion/dispersion, solute advection, chemical
kinetics and mineral shapes of the system, while the critical Zhao number is used
to represent the critical condition, which can be used to examine whether or not a
planar chemical dissolution-front can become unstable during its propagation in
the fluid-saturated porous medium. Based on the Zhao number and critical Zhao
number, a theoretical criterion has been established. If the Zhao number of a
chemical dissolution system is smaller than the corresponding critical Zhao
number of the system, then the chemical dissolution front is stable during its
propagation in the fluid-saturated porous medium. If the Zhao number is equal to
the corresponding critical Zhao number, then the chemical dissolution front is
neutrally unstable, implying that any small perturbation to the chemical dissolution
front can be maintained without growing during its propagation. However, if the
Zhao number is greater than the corresponding critical Zhao number, then the
chemical dissolution front is unstable during its propagation. In this supercritical
case, a small perturbation can enable a planar chemical dissolution-front to evolve
into different morphologies.

Despite the above-mentioned progress on the theoretical respect of the chemical
dissolution-front instability problem, the critical conditions associated with
chemical dissolution-front instability problems are derived under the assumption
that the mineral dissolution ratio, which is defined as the ratio of the dissolved-
mineral equilibrium concentration (in the pore-fluid) to the molar concentration of
the dissolvable mineral in the solid matrix of the fluid-saturated porous medium, is
an infinitesimal quantity. If the mineral dissolution ratio is a finite number, then the
following two fundamental questions need to be answered: (1) how does this ratio
affect the propagation speed of a planar chemical dissolution-front in the fluid-
saturated porous medium? (2) how does this ratio affect the evolution pattern of the
planar chemical dissolution-front when the chemical dissolution system becomes
supercritical. The main purpose of this chapter is to answer them through both
theoretical analyses and computational simulations.

4.1 Theoretical Considerations of the Problem

For a fluid-saturated porous medium, Darcy’s law is often used to describe pore-
fluid flow, while Fick’s law and the related chemical reaction kinetics (Steefel and
Lasaga 1994) are commonly used to describe reactive mass transport phenomena. If
the pore-fluid (i.e. water in this investigation) is incompressible and the dissolvable
mineral is comprised of spheres, the governing equations of the coupled nonlinear
problem between porosity evolution, pore-fluid flow and reactive dissolved-mineral
transport in the fluid-saturated porous medium can be expressed as follows:
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where p and C are the pore-fluid pressure and the concentration of the dissolved
mineral; Ceq is the equilibrium concentration of the dissolved mineral; l is the
dynamic viscosity of the pore-fluid; / is the porosity of the porous medium; /f is
the final (i.e. maximum) porosity of the porous medium after the completion of
dissolvable mineral dissolution; Dð/Þ is the general dispersion tensor of the dis-
solved mineral; kð/Þ is the permeability of the porous medium; kEchemical is the
comprehensive rate constant of the chemical reaction (as defined in Eq. (2.15)
previously); qs is the molar density (i.e. moles per volume) of the dissolvable

grains; asphere ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=ð36pÞ3

p
is the shape coefficient of the spherical grains; Dp is

the density of the dissolvable grains, which is defined as the number of the dis-
solvable gains per unit medium volume.

For a two-dimensional reactive transport problem in a fluid-saturated porous
medium, the general form of the dispersion tensor (Scheidegger 1961; Bear 1972;
Holzbecher 1998) can be expressed as follows:
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where Dð/Þ is the diffusivity of the dissolved mineral; aT and aL are the trans-
versal and longitudinal dispersivities of the dissolved mineral; �uA is the absolute
magnitude of the mean averaged linear velocity; ux and uy are the averaged linear
velocity of the pore-fluid in the x and y directions, respectively.

Based on Darcy’s law, the averaged linear velocity vector of the pore-fluid can
be expressed as follows:

~ulinear ¼
u1

u2

� �
¼ ~u

/
¼ � kð/Þ

/l
rp; ð4:6Þ
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where~u is the Darcy velocity vector of the pore-fluid; l is the dynamic viscosity of
the pore-fluid; / is the porosity of the porous medium; kð/Þ is the permeability of
the porous medium.

As the dissolved-mineral diffusivity is usually considered as a function of
porosity in the chemical dissolution-front instability problems (Bear 1972;
Chadam et al. 1986), it can be expressed using the following equation:

Dð/Þ ¼ D0/
q 3

2
� q� 5

2

� �
; ð4:7Þ

where D0 is the chemical species diffusivity in pure water.
The permeability change caused by a change in porosity can be described by the

Carman-Kozeny law (Scheidegger 1974; Nield and Bejan 1992) as follows:

kð/Þ ¼ k0ð1� /0Þ2/3

/3
0ð1� /Þ2

; ð4:8Þ

where /0 and k0 are the initial reference porosity and permeability of the porous
medium respectively.

If the dissolved mineral is initially in an equilibrium state within the whole
system and the fresh pore-fluid is injected at the location of x approaching negative
infinity in an infinite space, then the following boundary conditions can be used for
the chemical dissolution-front instability problem under the theoretical
consideration.

lim
x!�1

C ¼ 0; lim
x!�1

op

ox
¼ p0fx upstream boundaryð Þ; ð4:9Þ

lim
x!1

C ¼ Ceq; lim
x!1

op

ox
¼ p00x downstream boundaryð Þ; ð4:10Þ

where p0fx is the pore-fluid pressure gradient as x approaching negative infinity in
the upstream of the pore-fluid flow; p00x is the unknown pore-fluid pressure gradient
as x approaching positive infinity in the downstream of the pore-fluid flow. Since
p0fx drives the pore-fluid flow continuously along the positive x direction, it has a
negative algebraic value (i.e. p0fx\0) in this investigation.

The initial condition for this theoretical problem is: /ðx; 0Þ ¼ /0 expect at the
negative infinity, where lim

�x!�1
/ðx; 0Þ ¼ /f . Note that /0 is the initial porosity of

the porous medium.
To get a theoretical understanding of how a planar chemical dissolution-front

propagates in the infinite space, Eqs. (4.1)–(4.3) can be rewritten into the fol-
lowing one-dimensional form:
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Suppose the propagation speed of the planar chemical dissolution-front is
denoted by vfront, the moving boundary problem of the chemical dissolution front
(in the x-t coordinate system) can be transformed into a steady-state boundary-
value problem (in the n� t coordinate system) using the following coordinate
mapping:

n ¼ x� vfrontt: ð4:14Þ

The resulting mapped governing equations in the n� t coordinate system can
be expressed as follows:

o

on
½wð/Þ op

on
þ vfront/� ¼ 0; ð4:15Þ

o

on
/Dð/Þ þ aLwð/Þ

op

ox

����

����

	 ffi
oC

on
þ Cwð/Þ op

on
þ vfrontðC � qsÞ/

� �
¼ 0; ð4:16Þ

vfront
o/
on
� kEchemical

ffiffiffiffiffiffi
Dp

3
p

asphere
ð/f � /Þ

2
3ðC � CeqÞ ¼ 0: ð4:17Þ

Integrating Eqs. (4.15) and (4.16) from negative infinity to positive infinity and
using the boundary conditions (i.e. Eqs. (4.9) and (4.10)) yield the following
equations:

Ceqwð/0Þp0ox þ vfront/0ðCeq � qsÞ þ vfront/f qs ¼ 0; ð4:18Þ

wð/0Þp0ox þ vfront/0 � wð/f Þp0fx � vfront/f ¼ 0: ð4:19Þ

Solving Eqs. (4.18) and (4.19) simultaneously results in the following analyt-
ical solutions.
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vfront ¼
�wð/f Þp0fxCeq

/f Ceq þ ð/f � /0Þqs
; ð4:20Þ

p00x ¼
wð/f Þ½/0Ceq þ ð/f � /0Þqs�

wð/0Þ½/0Ceq þ ð/f � /0Þðqs þ CeqÞ�
p0fx: ð4:21Þ

Since the mineral dissolution ratio is defined as the ratio of the dissolved-
mineral equilibrium concentration (in the pore-fluid) to the molar density of the
dissolvable mineral in the solid matrix of the fluid-saturated porous medium, it can
be mathematically expressed as follows:

e ¼ Ceq

qs
; ð4:22Þ

where Ceq is the equilibrium concentration of the dissolved mineral (in the pore-
fluid); qs is the molar density (i.e. moles per volume) of the dissolvable mineral in
the solid matrix of the fluid-saturated porous medium.

Inserting Eq. (4.22) into Eqs. (4.20) and (4.21) yields the following equations:

vfront ¼
�wð/f Þp0fx

/f þ ð/f � /0Þ
�
e
¼ ufx

/f þ ð/f � /0Þ
�
e
; ð4:23Þ

p00x ¼
wð/f Þ /0eþ ð/f � /0Þ


 �

wð/0Þ /0eþ ð/f � /0Þð1þ eÞ

 � p0fx; ð4:24Þ

where ufx is the Darcy velocity in the far upstream of the pore-fluid flow as
x approaching negative infinity.

If e is an infinitesimal quantity, then Eq. (4.23) can be approximately written as
follows:

vfront �
�wð/f Þp0fxe

/f � /0
: ð4:25Þ

It needs to be pointed out that Eq. (4.23) clearly states that the propagation
speed of the planar chemical dissolution-front is only dependent on the mineral
dissolution ratio (e), initial porosity (/0), final porosity (/f ) and upstream Darcy
velocity (ufx) of the chemical dissolution system, but independent of both the
diffusion and the dispersion mechanisms of the dissolved mineral in the chemical
dissolution system.
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4.2 Numerical Simulation of the Problem

Since the mineral dissolution ratio is usually a small quantity in most chemical
dissolution problems involving fluid-saturated porous media, it is desirable to
solve a chemical dissolution problem using dimensionless quantities (Chadam
et al. 1986; Zhao et al. 2008a, b), so that highly-accurate numerical results can be
obtained from the computational models. Toward this end, the following dimen-
sionless quantities are used in the rest of this investigation.

�x ¼ x

L�
; �y ¼ y

L�
; �C ¼ C

Ceq
; �p ¼ p

p�
; �vfront ¼

vfront

v�front

; ð4:26Þ

�aL ¼
aL

L�
; �aT ¼

aT

L�
; s ¼ t

t�
e; e ¼ Ceq

qs
� 1; ð4:27Þ

where s is a slow dimensionless time to describe the slowness of the chemical
dissolution that takes place in the chemical dissolution system. Other characteristic
parameters used in Eqs. (4.26) and (4.27) can be expressed as follows:

t� ¼ aaphere

kEchemicalCeq
ffiffiffiffiffiffi
Dp

3
p ; L� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þt�

q
; p� ¼

/f Dð/f Þ
wð/f Þ

; u� ¼
/f Dð/f Þe

L�
;

D�ð/Þ ¼ /Dð/Þ
/f Dð/f Þ

; w�ð/Þ ¼ wð/Þ
wð/f Þ

; v�front ¼
/f Dð/f Þe

L�
:

ð4:28Þ

By substituting Eqs. (4.26)–(4.28) into Eqs. (4.1)–(4.3), the following dimen-
sionless partial differential equations can be obtained.

e
o/
os
þ ð/f � /Þ

2
3ð�C � 1Þ ¼ 0; ð4:29Þ

e
o

os
ð/�CÞ � r � D�ð/ÞIþ D�dispersionð/Þ

h i
� r�C þ �Cw�ð/Þr�p

n o
� o/

os
¼ 0; ð4:30Þ

e
o/
os
�r � w�ð/Þr�p½ � ¼ 0; ð4:31Þ

where I is a unit second-order tensor; D�dispersionð/Þ is the dimensionless second-
order tensor due to pure dispersion. As the pore-fluid flow is dominant in the
x direction for the chemical dissolution problem under consideration, the dimen-
sionless second-order tensor due to pure dispersion can be expressed as follows:

D�dispersionð/Þ ¼
�aLw

�ð/Þ o�p
o�x

�� �� 0

0 �aTw�ð/Þ o�p
o�x

�� ��

" #

: ð4:32Þ
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Using the above-defined dimensionless quantities, the boundary conditions for
the chemical dissolution problem can be rewritten in the dimensionless form:

lim
�x!1

�C ¼ 1; lim
�x!1

o�p

o�x
¼ �p00x downstream boundaryð Þ; ð4:33Þ

lim
�x!�1

�C ¼ 0; lim
�x!�1

o�p

o�x
¼ �p0fx upstream boundaryð Þ: ð4:34Þ

Similarly, the initial condition for this problem is: /ð�x; 0Þ ¼ /0 expect at the
negative infinity, where lim

�x!�1
/ð�x; 0Þ ¼ /f .

Considering Eqs. (4.23), (4.26) and (4.28) yields the following expression for
the dimensionless propagation speed of the planar chemical dissolution-front in the
fluid-saturated porous medium.

�vfront ¼
Zh

/f eþ ð/f � /0Þ
; ð4:35Þ

where Zh is the Zhao number of the chemical dissolution system and Zh ¼ ��p0fx by
definition (Zhao et al. 2009).

If e approaches zero, Eq. (4.35) degenerates into the following form:

lim
e!0

�vfront ¼
Zh

ð/f � /0Þ
: ð4:36Þ

It is worth pointing out that in this limit case, Eq. (4.36) is identical to that
derived in the previous investigations (Chadam et al. 1986, Zhao et al. 2008a, b).
By comparing Eqs. (4.35) with (4.36), it can be concluded that the consideration of
a non-zero mineral-dissolution ratio (e) results in a smaller dimensionless propa-
gation speed of the planar chemical dissolution-front in the fluid-saturated porous
medium. To demonstrate this point, the theoretical curves of the dimensionless
propagation speed (i.e. �vfront) of the planar chemical dissolution-front versus the
mineral dissolution ratio (i.e. e) have been obtained for two different sets of initial
and final porosities in the fluid-saturated porous medium. Figure 4.1 shows the
effects of the mineral dissolution ratio on the dimensionless propagation speed of a
planar chemical dissolution-front in the fluid-saturated porous medium due to
different Zhao numbers of the chemical dissolution system. It is noted that for all
the Zhao numbers under consideration, an increase in the value of the mineral
dissolution ratio results in a remarkable decrease in the value of the dimensionless
propagation speed of the planar chemical dissolution-front in the fluid-saturated
porous medium. As expected, for both a given Zhao number and a given mineral
dissolution ratio, the value of the dimensionless propagation speed of the planar
chemical dissolution-front decreases with an increase in the final porosity of the
fluid-saturated porous medium. This theoretical understanding clearly reveals that
the mineral dissolution ratio plays an important role in determining the
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dimensionless propagation speed of the planar chemical dissolution-front in the
fluid-saturated porous medium.

Equations (4.29)–(4.31) can be solved using a combination of both the finite
element method and the finite difference method (Zhao et al. 2008a, b). By means
of this numerical procedure, the finite element method is used to discretize the
geometrical shape of the problem domain, while the finite difference method is
employed to discretize the dimensionless time. Since the system described by
these equations is highly nonlinear, the segregated algorithm, in which
Eqs. (4.29)–(4.31) are solved separately in a sequential manner, is used to derive
the formulation of the proposed numerical procedure.
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Fig. 4.1 Effect of the
mineral dissolution ratio on
the dimensionless
propagation speed of a planar
chemical dissolution-front in
the fluid-saturated porous
medium
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For a given dimensionless time-step, sþ Ds, the porosity can be denoted by
/sþDs ¼ /s þ D/sþDs, where /s is the porosity at the previous time-step and
D/sþDsis the porosity increment at the current time-step. Since Eq. (4.29) is a
nonlinear equation, it can be linearized using the Taylor expansion as follows:

/f � /þ D/ð Þ

 �2

3¼ /f � /
� �

� D/

 �2

3¼ /f � /
� �2

3� 2
3

/f � /
� ��1

3D/ ð4:37Þ

If the backward difference scheme is used, Eq. (4.29) can be written in the
following finite difference form.

e
Ds

/f � /s

� �1
3þ 2

3
1� �CsþDsð Þ

	 ffi
D/sþDs ¼ /f � /s

� �
1� �CsþDsð Þ ð4:38Þ

where �CsþDs is the dimensionless concentration of the dissolved mineral at the
current time-step; Ds is the dimensionless time increment at the current time-step.

In the finite difference sense, Eq. (4.30) can be mathematically expressed as
follows:

e
Ds

/sþDs þ
1
e

/f � /sþDs

� �2
3

	 ffi
�CsþDs �r � D� /sþDs

� �
Iþ D�dispersion /sþDs

� �h i
� r�CsþDs

n o

�r�psþDs � w�ð/sþDsÞr�CsþDs


 �
¼ e

Ds
/sþDs

�Cs þ
1
e

/f � /sþDs

� �2
3:

ð4:39Þ

Similarly, Eq. (4.31) can be rewritten in the following discretized form:

r � w� /ð Þr�p½ � ¼ r � w� /sþDs

� �
r�psþDs


 �
¼ 1� �CsþDsð Þ /f � /sþDs

� �2
3: ð4:40Þ

Using the segregated scheme and finite element method (Zhao et al. 2008a, b),
Eqs. (4.38)–(4.40) are solved separately and sequentially for the porosity,
dimensionless concentration of the dissolved mineral and dimensionless pore-fluid
pressure at the current time-step.

4.3 Effects of Mineral Dissolution Ratios on the Evolution
Patterns of Chemical Dissolution Fronts During
Propagation in Fluid-Saturated Porous Media

Since the first fundamental question raised in the introduction has been theoretical
answered in Sect. 4.2, the focus of this section is on the numerical investigation of
how the mineral dissolution ratio affects the evolution patterns of a planar
chemical dissolution-front during its propagation in the fluid-saturated porous
medium. It is expected that the computational simulation results from this
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investigation can be used to answer the second fundamental question raised pre-
viously. For this purpose, the proposed numerical procedure, which is comprised
of a combination of the finite element and finite difference methods, is used to
simulate the morphological evolution of a planar chemical dissolution-front in the
fluid-saturated porous medium under the condition of supercritical Zhao numbers.
Since the proposed numerical procedure can only provide approximate solutions, it
is necessary to verify it through some benchmark problems, the analytical solu-
tions of which are ready for comparison with the computational simulation results
obtained from the proposed numerical procedure. After the proposed numerical
procedure is verified, it is used to simulate the morphological evolution process of
a planar chemical dissolution-front in the case of the chemical dissolution system
becoming supercritical.

Figure 4.2 shows the geometry and boundary conditions of the proposed
benchmark problem, for which analytical solutions have been derived in the pre-
vious publications (Zhao et al. 2008a, b). As indicated in this figure, the dimen-
sionless height and width of the computational model are 5 and 15 respectively.
Except for the left boundary, the initial porosity of the porous medium prior to
perturbation is 0.1, while the initial dimensionless concentration of the dissolved
mineral is unity within the computational domain. The final porosity with a value of
0.2 is applied to the left boundary of the computational domain. Since the analytical
solutions are only suitable for subcritical situations, the Zhao number of a value of
unity is used for the chemical dissolution system under consideration. This means
that a dimensionless pore-fluid pressure gradient (i.e. �p0fx ¼ �1) is applied to the left
boundary, so that there is a horizontal throughflow from the left to the right of the
computational model. To compare the resulting computational simulation results
with the analytical solutions, a time-dependent-dimensionless-concentration
boundary condition (i.e. �CðsÞ ¼ expð�p0fx�vfrontsÞ) is applied to the left boundary of
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the computational model. Since the value of the dimensionless pore-fluid pressure
can be chosen arbitrarily for the benchmark problem (Zhao et al. 2008a), it is
assumed to be 100 (i.e. �pð�Lx; sÞ ¼ 100) at the right boundary of the computational
domain.

To consider whether or not a small perturbation affects the morphological
evolution of a planar chemical dissolution-front during its propagation in the fluid-
saturated porous medium, the initial porosity field is randomly perturbed by a small
amount of 1 % of the originally-input initial porosity (i.e. /0 ¼ 0:1) before running
the computational model. Figure 4.3 shows the porosity distribution after the small
perturbation in the computational model. This kind of porosity distribution is more
suitable for simulating the porous rock in nature. The permeability of the porous
medium is calculated using the Carman-Kozeny formula, which has the power of 3
in the power law, while the diffusivity of the solute is calculated using the power
law, which has the power of 2. The mineral dissolution ratio is assumed to be 0.01,
while the dimensionless time-step length is set to be 0.001 in the computation.
To consider the effect of dissolved-mineral dispersion, the dimensionless longi-
tudinal dispersivity is assumed to be 0.2, while the dimensionless transversal
dispersivity is assumed to be 0.02 in the computational model. Using the above
parameters, the critical Zhao number of the chemical dissolution system is
approximately equal to 2.001. Since the Zhao number of the system is smaller than
its critical value, the chemical dissolution system simulated here is in a subcritical
state. The theoretical value for the dimensionless propagation speed of the
chemical dissolution front is approximately equal to 10, which is determined from
Eq. (4.35). To appropriately simulate the propagation of the chemical dissolution
front, the whole computational domain is simulated by 29,601 four-node square
elements of 30,000 nodal points in total, resulting in a uniform mesh size of 5=99
for both D�x and D�y in the computational model.

Fig. 4.3 The initial porosity distribution after the small perturbation in the fluid-saturated porous
medium
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Figures 4.4 and 4.5 show the comparison of the computational simulation
results with analytical solutions for the porosity and dimensionless concentration
of the dissolved mineral in the computational domain at three different time
instants. In these figures, the thick lines are used to represent the computational
simulation results, while the thin lines are used to represent the analytical solu-
tions. Although the initial porosity field after a small perturbation (shown in
Fig. 4.3) is used as an initial porosity condition for the computational model, the
planar chemical dissolution-front remains planar throughout the whole computa-
tional simulation process as a result of the subcritical Zhao number of the chemical
dissolution system. Note that the computational simulation results for both the
porosity and the dimensionless concentration of the dissolved mineral agree very
well with the analytical solutions. This fact indicates that the proposed numerical
procedure is capable of simulating the planar dissolution-front propagation within
the fluid-saturated porous medium. Compared with the theoretical dimensionless
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propagation speed of the planar chemical dissolution-front in the case of the
mineral dissolution ratio approaching zero (i.e. e! 0), the simulated dimen-
sionless propagation speed of the planar chemical dissolution-front in the case of
the mineral dissolution ratio having a finite value (i.e. e ¼ 0:01) is slightly slower
in the computational model, as expected from the previous theoretical analysis.
Since the analytical solutions are derived under the assumption that the mineral
dissolution ratio is an infinitesimal quantity, there is a discrepancy between the
computational model that is used to produce the computational simulation results
and the theoretical model that is used to derive the analytical solutions. Never-
theless, such a discrepancy has only a limited influence on the sharpness of the
chemical dissolution front when it is represented by the porosity. This influence
becomes negligible if the chemical dissolution front is represented by the
dimensionless concentration of the dissolved mineral in the computational model.
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To examine whether the proposed numerical procedure is suitable for simu-
lating the complicated morphological evolution process of a planar chemical
dissolution-front under supercritical Zhao number conditions, the Zhao number
used in the benchmark problem is increased to a value of 10, implying that the
dimensionless pore-fluid pressure gradient (i.e. �p0fx ¼ �10), which is applied to the
left boundary of the computational domain, is changed from -1 into -10 in
the computational model. In this situation, the dimensionless propagation speed of
the corresponding planar chemical dissolution-front is approximately equal to 100.
This indicates that in the case of a chemical dissolution system with a supercritical
Zhao number, the chemical dissolution front propagates faster than it does in the
case of the system with a subcritical Zhao number. Due to the change in the Zhao
number that is used in the benchmark problem, the mineral dissolution ratio needs
to be changed from 0.01 into 0.005, while the dimensionless time-step length is
assumed to be 0.001 in the current computational model. Other parameters are of
exactly the same values as those used in the above benchmark problem. Since the
Zhao number of the chemical dissolution system is greater than its corresponding
critical value (i.e. Zhcritical ¼ 2:001 in this situation), the chemical dissolution
system under consideration is supercritical and therefore, a planar chemical dis-
solution-front can evolve into a complicated morphology during its propagation in
the computational model. The same initial porosity field after the small pertur-
bation as that used in the benchmark problem is employed as the initial porosity
condition for the computational model.

Figure 4.6 shows porosity distributions in the computational model as a result
of the morphological evolution of the chemical dissolution front in the fluid-
saturated porous medium, while Fig. 4.7 shows dimensionless concentration dis-
tributions within the computational domain. Since the small perturbation grows
with time for a supercritical system, the initial planar chemical dissolution-front is
gradually changed into an irregular one after the dimensionless time is greater than
0.07. With an increase in the dimensionless time, there is a significant increase in
the amplitude of the irregular chemical dissolution-front. This indicates that the
chemical dissolution front is morphologically unstable during its propagation
within the computational domain. Note that the chemical dissolution front repre-
sented by the dimensionless concentration of the dissolved mineral is more dif-
fusive than that represented by the porosity. Nevertheless, both the porosity and
the dimensionless concentration of the dissolved mineral have the similar propa-
gation front morphology, even though the location of the maximum value of the
porosity is clearly different from that of the dimensionless concentration along the
chemical dissolution front. The peak value of the porosity is in good correspon-
dence with the trough value of the dimensionless concentration. This demonstrates
that the proposed numerical procedure is also capable of simulating the morpho-
logical evolutions of chemical dissolution fronts in the supercritical chemical
dissolution systems.

At this stage, the proposed numerical procedure can be convincingly used to
investigate how the mineral dissolution ratio affects the morphological evolution
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Fig. 4.6 Porosity distributions due to the morphological evolution of the chemical dissolution
front in the computational model (e ¼ 0:01)
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Fig. 4.7 Dimensionless concentration distributions due to the morphological evolution of the
chemical dissolution front in the computational model (e ¼ 0:01)
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pattern of a planar chemical dissolution-front under supercritical Zhao number
conditions. For this purpose, four different mineral dissolution ratios, namely
e ¼ 0:001, e ¼ 0:005, e ¼ 0:01 and e ¼ 0:02, are used in the corresponding
computational simulations, while other parameters are kept the same as those used
in the previous verification model with the Zhao number of 10. However, to keep
the ratio of the mineral dissolution ratio to the dimensionless time-step length
constant, four different dimensionless time-step lengths, namely D�s ¼ 0:0002,
D�s ¼ 0:001, D�s ¼ 0:002 and D�s ¼ 0:004, are used accordingly in the corre-
sponding computational models.

Figure 4.8 shows the effects of different mineral dissolution ratios on the initi-
ation locations of the unstable chemical dissolution-front in the computational
domain. In this figure, the chemical dissolution front is represented by the porosity,
while the unstable chemical dissolution-front is produced when the shape of the
original planar chemical dissolution-front is firstly changed into different shapes.
Since the unstable chemical dissolution-front does not appear in the whole com-
putational domain when the mineral dissolution ratio is equal to 0.02 (i.e. e ¼ 0:02),
the location of the planar chemical dissolution-front at the last simulation step is
shown in Fig. 4.8. Obviously, with an increase in the mineral dissolution ratio, the
chemical dissolution front becomes more diffusive in the computational domain.
Note that the initiation location of the unstable chemical dissolution-front is
remarkably different for the computational simulation results associated with dif-
ferent mineral-dissolution ratios, indicating that for the computational domain of
finite size, the appearance likelihood of the unstable chemical dissolution-front is
reduced with an increase in the mineral dissolution ratio of the chemical dissolution
system. In the terminology of chemical dissolution-front instability, for a compu-
tational domain of finite size, an increase in the mineral dissolution ratio stabilizes
the chemical dissolution-front instability within the computational domain. The
geological implication of this recognition is that for a given region within the
Earth’s crust, the flow channeling due to a chemical dissolution reaction may occur
when the mineral dissolution ratio of the chemical reaction system is small, but it
cannot take place when the mineral dissolution ratio of the chemical reaction
system is relatively large. This finding may provide some help for better under-
standing certain mineralization patterns within the upper crust of the Earth.

In summary, the related theoretical results reveal that the mineral dissolution
ratio plays an important role in controlling the propagation speed of a planar
chemical dissolution-front in the fluid-saturated porous medium. An increase in the
value of the mineral dissolution ratio can result in a remarkable decrease in the
value of the dimensionless propagation speed of a planar chemical dissolution-
front. On the other hand, the related computational simulation results demonstrate
that the mineral dissolution ratio has a considerable influence on the evolution
pattern of a planar chemical dissolution-front during its propagation in the fluid-
saturated porous medium. An increase in the mineral dissolution ratio can reduce
the likelihood for a planar chemical dissolution-front to evolve from the initial
planar shape into different morphologies within the fluid-saturated porous medium
of finite size.
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Fig. 4.8 Effects of mineral dissolution ratios on the initiation locations of unstable chemical
dissolution-fronts in the computational domain (Porosity)
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Chapter 5
Effects of Solute Dispersion
on Chemical Dissolution-Front Instability
in Fluid-Saturated Porous Media

The instability of a chemical dissolution front is an important scientific problem
associated with reactive transport processes in fluid-saturated porous media
(Chadam et al. 1986, 1988; Ortoleva et al. 1987; Imhoff and Miller 1996; Renard
et al. 1998; Imhoff et al. 2003; Chen and Liu 2002; Chen et al. 2009; Zhao et al.
2008a, b, 2010). This problem has a broad scientific and engineering background
in the fields of geoscience, mining engineering, petroleum engineering and geo-
enviromental engineering. Due to the dissolution of solid minerals, the medium
porosity needs to be considered as a major variable for the instability problem of a
chemical dissolution front. Since both permeability and solute diffusivity are
dependent on the porosity of a porous medium (Bear 1972; Chadam et al. 1986;
Nield and Bejan 1992), a chemical dissolution-front instability problem needs to
be treated as a fully coupled nonlinear problem between porosity evolution, pore-
fluid flow, mass transport and chemical reactions in the fluid-saturated porous
medium. Although considerable progress has been made in the study of reactive
transport problems (Steefel and Lasage 1990, 1994; Yeh and Tripathi 1991;
Raffensperger and Garven 1995; Ormond and Ortoleva 2000; Alt-Epping and
Smith 2001; Zhao et al. 1994, 1998, 2001, 2003, 2005, 2006), theoretical con-
sideration of the effects of solute dispersion on chemical dissolution-front insta-
bility is still limited.

To understand how solute dispersion affects the instability of a chemical dis-
solution front, it is important to establish a theoretical criterion that is closely
associated with the critical condition, which can be used to assess whether or not a
planar chemical dissolution-front becomes unstable in the nonlinear reactive
transport system. Toward this end, scientific principles are used for describing
porosity evolution, pore-fluid flow, mass transport and chemical reactions in fluid-
saturated porous media. Since analytical solutions can be used to investigate the
general behavior of the effects of solute dispersion on the instability of a chemical
dissolution front during its propagation in the fluid-saturated porous medium, they
may produce general conclusions for a broad range of chemical dissolution-front
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instability problems. On the contrary, since it is often impossible to use numerical
methods to investigate the effects of solute dispersion within the whole parameter
space, numerical solutions can only produce some kind of understanding for a
particular problem. Therefore, in order to draw general conclusions associated
with the effects of solute dispersion on chemical dissolution-front instability in a
fluid-saturated porous medium, analytical solutions, if available, are always
superior to numerical solutions. On the other hand, analytical solutions provide an
important and often unique benchmark solution for verifying numerical methods
and algorithms, which are often used to solve the problems of complicated
geometries. Since numerical methods are of approximate nature inherently, they
must be verified before they are used to solve any new type of scientific and
engineering problem. For this reason, it is necessary to derive analytical solutions
for the propagation of a planar chemical dissolution-front in a benchmark problem,
the geometry of which can be accurately simulated using numerical methods such
as the finite element method (Zienkiewicz 1977; Lewis and Schrefler 1998) and the
finite difference method (Zhao et al. 1994).

In terms of the theoretical analysis of chemical dissolution-front instability in
fluid-saturated porous media when the solute dispersion effect is neglected, a
realistic limit case, in which the mineral dissolution ratio approaches zero, is often
considered to derive analytical solutions (Chadam et al. 1986; Zhao et al. 2008a, b,
2010). In typical rocks, this ratio may be in a range from 10�3 to 10�10 (Chadam
et al. 1986). The related previous theoretical results have demonstrated that: (1)
since fresh pore-fluid flow in the upstream direction of a chemical dissolution front
is the main driving force of the chemical dissolution system, the growth rate of the
perturbed chemical dissolution-front under supercritical states is strongly depen-
dent on the fresh pore-fluid flow that can be further represented by the pressure
gradient of the pore-fluid. (2) Although porosity has a step change at a chemical
dissolution front, both the pore-fluid pressure and the solute concentration vary
continuously at the chemical dissolution front. By following similar procedures to
those used by Chadam et al. (1986), Imhoff and Miller (1996) conducted a theo-
retical analysis for understanding the dissolution of the nonaqueous phase liquid
(NAPL) trapped at residual saturation within the pore space of a porous medium.
In their theoretical analysis, the porosity that is used as an independent variable by
Chadam et al. (1986) is replaced by the NAPL saturation, while the scalar of
diffusivity is replaced by the second-order dispersion tensor. However, their
analytical results derived in the limit case (Imhoff and Miller 1996) are ques-
tionable because they are independent of the main driving force of the chemical
dissolution system. Thus, it is necessary to rederive analytical solutions, in the
limit case of the mineral dissolution ratio approaching zero and when solute dis-
persion is considered as the second-order tensor, for the instability of chemical
dissolution fronts in fluid-saturated porous media.
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5.1 Mathematical Model for Chemical Dissolution-Front
Instability Problems in Fluid-Saturated Porous Media
Including Solute Dispersion Effects

The mathematical model of a chemical dissolution-front instability problem in a
fluid-saturated porous medium including solute dispersion effects can be estab-
lished by considering both the related chemical reaction kinetics and the mass
conservation of the pore-fluid and dissolved minerals (i.e. solutes hereafter) in the
fluid-saturated porous medium. For a fluid-saturated porous medium, Darcy’s law
is often used to describe pore-fluid flow, while Fick’s law and the related chemical
reaction kinetics (Steefel and Lasaga 1994) are commonly used to describe
reactive mass transport phenomena. If the pore-fluid (i.e. water in this investiga-
tion) and solid phase are incompressible, the governing equations of the coupled
nonlinear problem between porosity evolution, pore-fluid flow and reactive single-
solute transport in the fluid-saturated (rigid) porous medium including solute
dispersion effects can be expressed as follows:

o/
ot
�r � ½wð/Þrp� ¼ 0; ð5:1Þ

o

ot
ð/CÞ � r � ½/Dð/Þ � rC þ Cwð/Þrp�

þ qskEchemical

�Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0;

ð5:2Þ

o/
ot
þ kEchemical

�Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0; ð5:3Þ

wð/Þ ¼ kð/Þ
l

; ð5:4Þ

where p and C are the pore-fluid pressure and the concentration of the solute; Ceq

is the equilibrium concentration of the solute; l is the dynamic viscosity of the
pore-fluid; / is the porosity of the porous medium; /f is the final (i.e. maximum)
porosity of the porous medium after the completion of dissolvable mineral dis-
solution; Dð/Þ is the general dispersion tensor of the solute; kð/Þ is the perme-
ability of the porous medium; �Vp is the average volume of the dissolvable grain; �Ap

is the average surface area of the dissolvable grain; kEchemical is the comprehensive
rate constant of the chemical reaction (as defined in Eq. (2.15) previously); qs is
the molar density (i.e. moles per volume) of the dissolvable grains.

Note that since the solute equilibrium concentration of a dissolvable mineral is
much smaller than the molar density of the dissolvable mineral in a mineral
dissolution system, the mineral dissolution ratio, which is defined as the ratio of
the solute equilibrium concentration to the molar density of the dissolvable
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mineral (Zhao et al. 2010), may be in a range of 10�3–10�10 for typical rocks
(Chadam et al. 1986). This means that compared with the pore-fluid flow process,
the mineral dissolution is a much slower process so that the porosity variation term
due to the mineral dissolution can be several orders of magnitude smaller than the
pore-fluid velocity variation term in the mass conservation equation of the pore-
fluid. In such a case, the porosity variation term due to the mineral dissolution can
be neglected in the mass conservation equation of the pore-fluid (i.e. Eq. (5.1)).
However, since the mass variation term associated with the porosity change due to
the mineral dissolution may have the similar order of magnitude as other mass
transport terms in the mass conservation equation of a solute, it needs to be
considered in the mass conservation equation of the solute (i.e. Eq. (5.2)). This
recognition can be further confirmed later through deriving the dimensionless
governing equations of the mineral dissolution system.

As the general dispersion tensor is of the second-order for a two-dimensional
problem, it is usually defined by considering solute diffusion, longitudinal and
transversal dispersion in a fluid-saturated porous medium (Scheidegger 1961; Bear
1972; Holzbecher 1998).

Dð/Þ ¼ Dij

� �
¼ Dð/Þ þ aT�uAð Þdij þ ðaL � aTÞ

uiuj

�uA

� �
; ð5:5Þ

where Dð/Þ is the diffusivity of the solute; aT and aL are the transversal and
longitudinal dispersivities of the solute; �uA is the absolute magnitude of the mean
averaged linear velocity; ui is the averaged linear velocity of the pore-fluid in the xi

direction; and dij (i = 1, 2 and j = 1, 2 for a two-dimensional problem) is the
Kronecker delta.

Based on Darcy’s law, the averaged linear velocity vector of the pore-fluid can
be expressed as follows:

~ulinear ¼
u1

u2

� �
¼ ~u

/
¼ � kð/Þ

/l
rp; ð5:6Þ

where~u is the Darcy velocity vector of the pore-fluid; l is the dynamic viscosity of
the pore-fluid; / is the porosity of the porous medium; and kð/Þ is the perme-
ability of the porous medium.

If the porous medium is comprised of sphere particles, then the shape factor
which is defined as the ratio of the average volume to the average surface area (i.e.
�Vp

�
�Ap) of the soluble grain can be expressed as (Zhao et al. 2008b):

�Vp

�Ap
¼ ð

ffiffiffiffiffiffiffiffi
1

36p
3

r

Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f � /Þ

Dp

3

s

¼ asphere

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f � /Þ

Dp

3

s

; ð5:7Þ
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where asphere ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=ð36pÞ3

p
is the shape coefficient of the spherical grains; Dp is the

density of the soluble grains, which is defined as the number of the soluble gains
per unit medium volume.

Since the solute diffusivity is considered as a function of porosity in the
chemical dissolution-front instability problem, a common phenomenological
relation can be used for describing this function (Bear 1972; Chadam et al. 1986).

Dð/Þ ¼ D0/
q 3

2
� q� 5

2

� �
; ð5:8Þ

where D0 is the chemical species diffusivity in pure water.
To consider the permeability change caused by a change in porosity, the Car-

man-Kozeny law can be used to express the relationship between permeability and
porosity (Scheidegger 1974; Nield and Bejan 1992) as follows:

kð/Þ ¼ k0ð1� /0Þ2/3

/3
0ð1� /Þ2

; ð5:9Þ

where /0 and k0 are the initial reference porosity and permeability of the porous
medium, respectively.

Substituting Eq. (5.7) into Eqs. (5.2) and (5.3) yields the following equations:

o

ot
ð/CÞ � r � ½/Dð/Þ � rC þ Cwð/Þrp�

þ qskEchemical

ffiffiffiffiffiffi
Dp

3
p

asphere
ð/f � /Þ

2
3ðC � CeqÞ ¼ 0;

ð5:10Þ

o/
ot
þ kEchemical

ffiffiffiffiffiffi
Dp

3
p

asphere
ð/f � /Þ

2
3ðC � CeqÞ ¼ 0; ð5:11Þ

To close the definition of the problem, boundary conditions need to be pro-
vided. If the solute is initially in an equilibrium state (i.e. at t = 0 and x 6¼ �1)
within the whole system except for x approaching negative infinity and the fresh
pore-fluid (i.e. C ¼ 0) is injected at the location of x approaching negative infinity,
the following boundary conditions can be used:

lim
x!�1

C ¼ 0; lim
x!�1

op

ox
¼ p0fx upstream boundaryð Þ; ð5:12Þ

lim
x!1

C ¼ Ceq; lim
x!1

op

ox
¼ p00x downstream boundaryð Þ; ð5:13Þ

where p0fx is the pore-fluid pressure gradient as x approaches negative infinity in the
upstream of the pore-fluid flow; p00x is the unknown pore-fluid pressure gradient as
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x approaches positive infinity in the downstream of the pore-fluid flow. Since p0fx
drives the pore-fluid flow continuously along the positive x direction, it has a
negative algebraic value (i.e. p0fx\0) in this analysis.

The initial condition for this problem is: /ðx; 0Þ ¼ /0 expect at the negative
infinity, where lim

�x!�1
/ðx; 0Þ ¼ /f . Note that /0 is the initial porosity of the porous

medium.

5.2 Theoretical Consideration of the Effects of Solute
Dispersion on Chemical Dissolution-Front Instability
in Two-Dimensional Fluid-Saturated Porous Media

A typical theoretical problem involving the propagation of a planar chemical
dissolution-front in a full plane, which comprises a fluid-saturated homogeneous
porous medium, is considered in this theoretical investigation. For this problem,
the pore-fluid flow is only in the x direction when the planar chemical dissolution-
front is in a stable state, while it remains dominant in the x direction even when the
planar chemical dissolution-front is at the early stages of an unstable state. In the
former case, the pore-fluid velocity is exactly equal to zero in the y direction,
whereas in the latter case, the pore-fluid velocity in the y direction is relatively
small to that in the x direction so that it can be neglected, from the theoretical
analysis point of view.

5.2.1 Derivation of Dimensionless Governing Equations
for the Theoretical Problem

If the x and y directions are used to replace x1 and x2 symbolically, then the general
dispersion tensor expressed in Eq. (5.5) can be simplified for this theoretical
problem as follows:

Dð/Þ ¼ Dð/ÞIþ Ddispersionð/Þ ¼ Dð/ÞIþ aL uxj j 0
0 aT uxj j

ffi �
; ð5:14Þ

where I is a unit second-order tensor (i.e. a 2 by 2 unit matrix); ux is the averaged
linear velocity of the pore-fluid in the x direction; Ddispersionð/Þ is the second-order
tensor due to pure dispersion only.

Equation (5.14) clearly indicates that the main difference between this inves-
tigation and previous theoretical studies is that the second-order tensor due to pure
dispersion is considered here, but it was neglected in the previous theoretical
studies (Chadam et al. 1986; Zhao et al. 2008a, b).
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Considering Eqs. (5.4), (5.6) and (5.14) simultaneously yields the following
expression:

Ddispersionð/Þ ¼
aLwð/Þ

/
op
ox

�� �� 0

0 aTwð/Þ
/

op
ox

�� ��

" #

: ð5:15Þ

This enables Eq. (5.10) to be written in the following form:

o

ot
ð/CÞ � r � / Dð/ÞIþ Ddispersionð/Þ


 �
� rC þ Cwð/Þrp

� �

þ qskEchemical

ffiffiffiffiffiffi
Dp

3
p

asphere
ð/f � /Þ

2
3ðC � CeqÞ ¼ 0:

ð5:16Þ

To translate the dimensional governing equations of the problem (i.e.
Eqs. (5.1), (5.11) and (5.16)) into dimensionless ones, the following dimensionless
quantities are used in the theoretical analysis:

�x ¼ x

L�
; �y ¼ y

L�
; �C ¼ C

Ceq
; �p ¼ p

p�
;

�aL ¼
aL

L�
; �aT ¼

aT

L�
; s ¼ t

t�
e; e ¼ Ceq

qs
\\1;

ð5:17Þ

where s is a slow dimensionless time to describe the slowness of the chemical
dissolution that takes place in the chemical dissolution system; e is the mineral
dissolution ratio of the chemical dissolution system. Other characteristic param-
eters used in Eq. (5.17) can be expressed as follows:

t� ¼ asphere

kEchemicalCeq
ffiffiffiffiffiffi
Dp

3
p ; L� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þt�

q
; p� ¼

/f Dð/f Þ
wð/f Þ

;

D�ð/Þ ¼ /Dð/Þ
/f Dð/f Þ

; w�ð/Þ ¼ wð/Þ
wð/f Þ

:

ð5:18Þ

Inserting Eqs. (5.17) and (5.18) into Eqs. (5.1), (5.11) and (5.16) yields the
following dimensionless equations:

e
o/
os
�r � ½w�ð/Þr�p� ¼ 0; ð5:19Þ

e
o

os
ð/�CÞ � r � D�ð/ÞIþ D�dispersionð/Þ

h i
� r�C þ �Cw�ð/Þr�p

n o
� o/

os
¼ 0;

ð5:20Þ
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e
o/
os
þ ð/f � /Þ

2
3ð�C � 1Þ ¼ 0; ð5:21Þ

where D�dispersionð/Þ is the dimensionless second-order tensor due to pure
dispersion.

D�dispersionð/Þ ¼
�aLw

�ð/Þ o�p
o�x

�� �� 0

0 �aTw�ð/Þ o�p
o�x

�� ��

" #

: ð5:22Þ

As discussed previously, Eq. (5.19) clearly demonstrates that the porosity
variation term due to the mineral dissolution is several orders of magnitude smaller
than the pore-fluid velocity variation term so that it can be neglected in the mass
conservation equation of the pore-fluid, while Eq. (5.20) indicates that the mass
variation term associated with the porosity change due to the mineral dissolution
may have the similar order of magnitude as other mass transport terms so that it
needs to be considered in the mass conservation equation of the solute.

Using the above dimensionless quantities (as defined in Eqs. (5.17) and (5.18)),
the boundary conditions for this theoretical problem can be expressed in the
dimensionless form as follows:

lim
�x!1

�C ¼ 1; lim
�x!1

o�p

o�x
¼ �p00x downstream boundaryð Þ; ð5:23Þ

lim
�x!�1

�C ¼ 0; lim
�x!�1

o�p

o�x
¼ �p0fx upstream boundaryð Þ: ð5:24Þ

Similarly, the initial condition for this problem is: /ð�x; 0Þ ¼ /0 expect at the
negative infinity, where lim

�x!�1
/ð�x; 0Þ ¼ /f .

5.2.2 Derivation of Base Solutions for the Dimensionless
Governing Equations of the Theoretical Problem
in the Limit Case of the Mineral Dissolution Ratio
Approaching Zero

In the limit case of the mineral dissolution ratio (i.e. e) approaching zero,
Eqs. (5.19–5.21) degenerate to the following governing equations for the mineral
dissolution system:

r � ½w�ð/Þr�p� ¼ 0; ð5:25Þ
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r � D�ð/ÞIþ D�dispersionð/Þ
h i

� r�C þ �Cw�ð/Þr�p
n o

� o/
os
¼ 0; ð5:26Þ

ð/f � /Þ
2
3ð�C � 1Þ ¼ 0: ð5:27Þ

In this limit case, Eq. (5.25) clearly indicates that the mass conservation
equation of the pore-fluid is indeed independent of the porosity change due to the
mineral dissolution, but Eq. (5.26) demonstrates that the mass conservation
equation of the solute is dependent on the porosity change due to the mineral
dissolution. Because of this difference, the interface condition for the mass flux of
the pore-fluid is different from that for the mass flux of the solute at the chemical
dissolution front. To keep consistence with Eq. (5.25), the porosity change due to
the mineral dissolution should be neglected in the process of deriving the interface
condition for the mass flux of the pore-fluid. However, to keep consistence with
Eq. (5.26), the porosity change due to the mineral dissolution needs to be con-
sidered in the process of deriving the interface condition for the mass flux of the
solute.

Equation (5.27) requires that �C ¼ 1 in the undissolved region and / ¼ /f in the
completely-dissolved region of the dissolvable mineral. Thus a planar chemical
dissolution-front divides the problem domain into two regions, an upstream region
and a downstream region, relative to the propagation location of the planar
chemical dissolution-front. Across the planar chemical dissolution-front, the
porosity undergoes a step jump from its initial value to its final value because the
chemical reaction rate is considered to be finite in this investigation. As a result,
this planar chemical dissolution-front propagation problem can be considered as a
Stefan moving boundary problem (Chadam et al. 1986; Zhao et al. 2008a). In this
limit case, the corresponding dimensionless governing equations of the problem in
both the downstream region and the upstream region can be expressed as follows:

�C ¼ 1; r2�p ¼ 0; / ¼ /0 in the downstream regionð Þ; ð5:28Þ

r � Iþ o�p

o�x

����

�����D
�
dispersion

� �
� r�C

ffi �
þ �Cr�p

� �
¼ 0; r2�p ¼ 0; / ¼ /f

in the upstream regionð Þ;
ð5:29Þ

where

�D
�
dispersion ¼

�aL 0
0 �aT

ffi �
: ð5:30Þ

Because o�p=o�x\0 for the theoretical problem considered here, we can sub-
stitute o�p=o�xj j ¼ �o�p=o�x in Eq. (5.29) and obtain the following equation:
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r � Iþ o�p

o�x

����

�����D
�
dispersion

� �
� r�C

ffi �
þ �Cr�p

� �
¼ 0; r2�p ¼ 0; / ¼ /f

in the upstream regionð Þ;
ð5:31Þ

Since the chemical reaction rate is finite, the solute concentration decreases
gradually from its equilibrium value at the step porosity front to zero at somewhere
in the upstream region. The physical implication for this is that even though the
dissolvable mineral is completely dissolved, it takes some time for the fresh pore-
fluid flow to dilute the solution in the upstream region. This is the reason why there
is not a step change in the solute concentration across the chemical dissolution
front. If the planar chemical dissolution-front is denoted by Sð�x; sÞ ¼ 0, then the
dimensionless pressure, dimensionless solute concentration and the mass fluxes of
both the solute and the pore-fluid should be continuous on Sð�x; sÞ ¼ 0. This leads
to the following interface conditions for this planar chemical dissolution-front
propagation problem:

lim
S!0�

�C ¼ lim
S!0þ

�C; lim
S!0�

�p ¼ lim
S!0þ

�p; ð5:32Þ

lim
S!0�
ð1� �aL�p0fxÞ

o�C

o�n
¼ �vfrontð/f � /0Þ; lim

S!0�

o�p

o�n
¼ wð/0Þ

wð/f Þ
lim

S!0þ

o�p

o�n
ð5:33Þ

where �n ¼ n=L�; n is the normal vector of the propagating planar chemical dis-
solution-front; �vfront is the dimensionless propagation speed of the planar chemical
dissolution-front.

The first expression in Eq. (5.33) describes the mass flux continuity (conser-
vation) of the solute arising from the propagating planar chemical dissolution-
front, while the second expression in Eq. (5.33) describes the pore-fluid flow
continuity as a result of the propagating planar chemical dissolution-front.
Although the second expression can be straightforwardly derived by considering
the Darcy velocity continuity of the pore-fluid, it may be helpful to explain how
the first expression in Eq. (5.33) is derived. For this purpose, the interface con-
dition due to the mass flux continuity of the solute is firstly derived in a dimen-
sional form below.

As shown in Fig. 5.1, a planar chemical dissolution-front is propagating from
position 1 at time t1 to position 2 at time t2. The dimensional propagation speed of
the planar chemical dissolution-front is vfront. On the left side of the planar
chemical dissolution-front (i.e. S! 0�) at t1, the mass flux of the solute can be
expressed as follows:

Fleft ¼ � lim
S!0�

/f Dð/f Þ � rC þ Cwð/f Þrp

 �

: ð5:34Þ

Similarly, on the right side of the planar chemical dissolution-front (i.e.
S! 0þ) at t2, the mass flux of the solute can be expressed in the following form:
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Fright ¼ � lim
S!0þ

/0Dð/0Þ � rC þ Cwð/0Þrp½ �: ð5:35Þ

As mentioned previously, the contribution of the porosity change associated
with the chemical dissolution to the mass flux of the solute needs to be considered.
When the planar chemical dissolution-front propagates from position 1 to position
2, the net change in the mass flux of the solute due to the porosity change asso-
ciated with the chemical dissolution can be expressed as follows:

Fnet ¼ vfrontð/f � /0Þqs; ð5:36Þ

where qs is the molar density (i.e. moles per volume) of the dissolvable grains.
From the mass conservation condition at the chemical dissolution front, the

following expression exists mathematically:

Fright � Fleft ¼ Fnet: ð5:37Þ

Substituting Eqs. (5.34)–(5.36) into Eq. (5.37) yields the following equation:

� lim
S!0þ

/0Dð/0Þ � rC þ Cwð/0Þrp½ � þ lim
S!0�

/f Dð/f Þ � rC þ Cwð/f Þrp

 �

¼ vfrontð/f � /0Þqs:

ð5:38Þ

As indicated by the second expression in Eq. (5.33), the following expression
also exists:

lim
S!0þ

Cwð/0Þrp½ � ¼ lim
S!0�

Cwð/f Þrp

 �

: ð5:39Þ

Since the solute concentration is constant in the downstream direction of the
chemical dissolution front, the concentration gradient of the solute at S! 0þ is
identical to zero. As a result, Eq. (5.38) can be rewritten as follows:

W

0

y

Inflow

x

Position 1 
at t1 

Position 2 
at t2 

n

Fig. 5.1 Derivation of the interface condition of a propagating planar chemical dissolution-front
in a fluid-saturated porous medium
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lim
S!0�

/f Dð/f Þ � rC

 �

¼ vfrontð/f � /0Þqs: ð5:40Þ

Clearly, Eq. (5.40) is the dimensional expression for the mass flux continuity
condition of the solute at the chemical dissolution interface between the dissolved
and undissolved regions in the fluid-saturated porous medium.

Considering the one-dimensional nature of the planar chemical dissolution-
front propagation under subcritical conditions, Eq. (5.40) can be further reduced to
the following form:

lim
S!0�

/f Dð/f Þ � aLwð/f Þ
op

on

ffi �
oC

on
¼ vfrontð/f � /0Þqs: ð5:41Þ

Based on the dimensionless quantities defined in Eqs. (5.17) and (5.18), the
dimensionless propagation speed of the planar chemical dissolution-front can be
express as follows:

�vfront ¼
vfront

v�front

; v�front ¼
eL�

t�
: ð5:42Þ

If the related dimensionless quantities are substituted into Eq. (5.41), then we
can obtain the first expression in Eq. (5.33).

Now let us explain how the second expression in Eq. (5.33) is derived. Since
the contribution of the porosity change associated with the chemical dissolution to
the mass flux of the pore-fluid should be neglected during the porosity jump at the
interface (as demonstrated by Eq. (5.25)), there is not any pore-fluid production/
consumption during this jump. Thus the pore-fluid flow continuity condition
requires that the outflow flux of the pore-fluid on the right side of the interface (at
t2) be equal to the inflow flux of the pore-fluid on the left side of the interface (at
t1). Although the averaged linear velocity is different at the left and right sides of
the interface, the Darcy velocity is exactly the same because it is equal to the
product of the averaged linear velocity and porosity. According to Darcy’s law, the
inflow flux of the pore-fluid on the left side of the interface (at t1) for the problem
of unit thickness in the direction particular to the xy plane (shown in Fig. 5.1) can
be expressed as follows:

Inflow ¼ � lim
S!0�

kð/f Þ
l

op

on
W ¼ � lim

S!0�

kð/f Þp�

lL�
o�p

o�n
W ¼ � lim

S!0�

wð/f Þp�

L�
o�p

o�n
W ;

ð5:43Þ

where W is the width of the interface (as shown in Fig. 5.1).
Similarly, the outflow flux of the pore-fluid on the right side of the interface

(at t2) is:
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Outflow ¼ � lim
S!0þ

kð/0Þ
l

op

on
W ¼ � lim

S!0þ

kð/0Þp�
lL�

o�p

o�n
W ¼ � lim

S!0þ

wð/0Þp�
L�

o�p

o�n
W ð5:44Þ

If the equality condition between the inflow and outflow fluxes of the pore-fluid
is considered, then the second expression in Eq. (5.33) can be obtained.

Both expressions in Eq. (5.33) were also derived independently for the chem-
ical dissolution-front propagation problem in a fluid-saturated porous medium by
using the method of matched asymptotic expansions in a purely mathematical
manner (Chadam et al. 1986). Nevertheless, Eq. (5.33) is only valid for the limit
case when the mineral dissolution ratio (i.e. e) approaches zero. For a general case
where the contribution of the porosity change associated with the chemical dis-
solution to the mass flux of the pore-fluid cannot be neglected during the porosity
jump in the interface, the second expression of Eq. (5.33) is invalid so that a new
expression needs to be derived, but this is beyond the scope of the theoretical
analysis carried out in this investigation.

When the planar chemical dissolution-front is in a stable state, base solutions for this
theoretical problem can be derived from Eqs. (5.28) to (5.31) with the related boundary
and interface conditions (i.e. Eqs. (5.23), (5.24), (5.32) and (5.33)) as follows:

�CðnÞ ¼ 1; �pðnÞ ¼ �p00xnþ �pC1; / ¼ /0 in the downstream regionð Þ; ð5:45Þ

�CðnÞ ¼ exp �
�p0fx

1� �aL�p0fx
n

 !

; �pðnÞ ¼ �p0fxnþ �pC2; / ¼ /f

in the upstream regionð Þ;
ð5:46Þ

where �pC1 and �pC2 are two constants to be determined. For example, �pC1 can be
determined by setting the dimensionless pressure �pðnÞ to be a constant at a pre-
scribed location of the downstream region, while �pC2 can be determined using the
pressure continuity condition at the interface between the upstream and the
downstream regions. Other parameters are defined below (Zhao et al. 2008a, b):

n ¼ �x� �vfronts; �p00x ¼
wð/f Þ
wð/0Þ

�p0fx: ð5:47Þ

Considering Eqs. (5.33) and (5.46) yields the following expression for the
dimensionless propagation speed of the planar chemical dissolution-front:

�vfront ¼ �
�p0fx

/f � /0
: ð5:48Þ

Equation (5.48) clearly indicates that, compared with the previous studies
without including the solute dispersion effect (Zhao et al. 2008a, b), the consider-
ation of solution dispersion does not affect the dimensionless propagation speed of a
planar chemical dissolution-front for this theoretical problem.
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5.2.3 Derivation of the Critical Condition for Unstable
Chemical Dissolution-Fronts in Two-Dimensional
Fluid-Saturated Porous Media Including Solute
Dispersion Effects

To theoretically determine the critical condition under which a planar chemical
dissolution-front in the fluid-saturated porous medium can become unstable, a
small time-dependent perturbation is added on the planar chemical dissolution-
front. As a result, the total solutions of the system are equal to the sum of the base
and perturbed solutions as follows:

Sðn; �y; sÞ ¼ n� d expð�xsÞ cosðmyÞ; ð5:49Þ

�ptotalðn; �y; sÞ ¼ �pðn; sÞ þ d p̂ðnÞ expð�xsÞ cosðmyÞ; ð5:50Þ

�Ctotalðn; �y; sÞ ¼ �Cðn; sÞ þ d ĈðnÞ expð�xsÞ cosðmyÞ; ð5:51Þ

where �x is the dimensionless growth rate of the perturbation; �m is the dimen-
sionless wavenumber of the perturbation; d is the amplitude of the perturbation and
d\\1 by the definition of the conventional linear stability analysis.

Since Sðn; �y; sÞ is a function of coordinates n and �y, the following derivatives
exist mathematically (Chadam et al. 1986; Zhao et al. 2008b):

o

on

� �

n

¼ oS

on
o

oS
¼ o

on

� �

S

;
o

o�y

� �

n

¼ oS

o�y

o

oS
þ o

o�y

� �

S

¼ oS

o�y

o

on

� �

S

þ o

o�y

� �

S

;

ð5:52Þ

o2

on2

� �

n

¼ o2

on2

� �

S

;
o2

o�y2

� �

n

¼ o2S

o�y2

o

on
þ oS

o�y

� �2
o2

on2 þ 2
oS

o�y

o2

ono�y
þ o2

o�y2

� �

S

:

ð5:53Þ

Based on the fact that the total solutions (that are expressed in Eqs. (5.50) and
(5.51)) must satisfy the governing equations (that are expressed in Eqs. (5.28) and
(5.31)), we can derive the first-order perturbation equations of the chemical dis-
solution system. As a result, the critical condition, which is used to examine
whether or not a planar chemical dissolution-front becomes unstable in the fluid-
saturated porous medium, can be determined mathematically. With consideration
of Eq. (5.53), the first-order perturbation equations of the chemical dissolution
system can be expressed as

Ĉ ¼ 0;
o2p̂

on2 � �m2p̂þ �m2�p00x ¼ 0 in the downstream regionð Þ; ð5:54Þ
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1� �aL�p0fx

� � o2Ĉ

on2 þ �p0fx
oĈ

on
� 1� �aT�p0fx

� �
�m2Ĉ �

1� �aT�p0fx

� �
�m2�p0fx

1� �aL�p0fx
exp �

�p0fx
1� �aL�p0fx

n

 !

�
�p0fx

1� �aL�p0fx
1þ

�aL�p0fx
1� �aL�p0fx

 !

exp �
�p0fx

1� �aL�p0fx
n

 !
op̂

on
þ

�aL�p0fx
1� �aL�p0fx

exp �
�p0fx

1� �aL�p0fx
n

 !
o2p̂

on2 ¼ 0 ;

o2p̂

on2 � �m2p̂þ �m2�p0fx ¼ 0 in the upstream regionð Þ;

ð5:55Þ

Since the dispersion tensor is a function of perturbed dimensionless pore-fluid
pressure (i.e. p̂ðnÞ), the first-order perturbation equations when solute dispersion is
considered as the second-order tensor are different from those when it is consid-
ered as the scalar of a constant (representing the solute diffusivity only) (Chadam
et al. 1986). Obviously, consideration of the dependence of the dispersion tensor
on the perturbed dimensionless pore-fluid pressure results in much complicated
perturbation equations, so that special mathematical treatments must be used to
derive the corresponding analytical solutions.

The corresponding boundary conditions for the first-order perturbation problem
are:

Ĉ ¼ 0; lim
x!1

op̂

on
¼ 0 downstream boundaryð Þ; ð5:56Þ

lim
x!�1

Ĉ ¼ 0; lim
x!�1

op̂

on
¼ 0 upstream boundaryð Þ: ð5:57Þ

Similarly, the interface conditions for this first-order perturbation problem can
be expressed as follows:

Ĉ ¼ 0; lim
S!0�

p̂ ¼ lim
S!0þ

p̂; ð5:58Þ

lim
S!0�

1� �aL�p0fx

� � oĈ

o�n
þ

�aL�p0fx
1� �aL�p0fx

op̂

o�n

" #

¼ �xð/f � /0Þ;

lim
S!0�

op̂

o�n
¼ wð/0Þ

wð/f Þ
lim

S!0þ

op̂

o�n
:

ð5:59Þ

Solving Eqs. (5.54) and (5.55) with the boundary and interface conditions (i.e.
Eqs. (5.56)–(5.59)) yields the following analytical solutions:

Ĉ ¼ 0; p̂ðnÞ ¼ �p00x 1� 1� b
1þ b

exp � �mj jnð Þ
ffi �

in the downstream regionð Þ;

ð5:60Þ

5.2 Theoretical Consideration of the Effects of Solute Dispersion 107



ĈðnÞ ¼ �
�p0fx

1� �aL�p0fx
exp �

�p0fx
1� �aL�p0fx

n

 !

�
1þ bð Þ þ 1

1��aL�p0fx
� �aL �mj j

� �
1� bð Þ

1þ b
expðrnÞ

8
<

:

9
=

;

�
�p0fx

1� �aL�p0fx

1
1� �aL�p0fx

� �aL �mj j
 !

1� b
1þ b

exp �mj j �
�p0fx

1� �aL�p0fx

 !

n

" #( )

;

p̂ðnÞ ¼ �p0fx 1þ 1� b
1þ b

expð �mj jnÞ
ffi �

in the upstream regionð Þ;

ð5:61Þ

where

b ¼ wð/0Þ
wð/f Þ

¼ kð/0Þ
kð/f Þ

; ð5:62Þ

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�p0fx

1��aL�p0fx

� �2
þ 4�m2 1��aT �p0fxð Þ

1��aL�p0fx

r

� �p0fx
1��aL�p0fx

2
: ð5:63Þ

Inserting Eq. (5.61) into Eq. (5.59) yields the following equation for the
dimensionless growth rate of the small perturbation:

�x ¼
�p0fx

ð1þ bÞð/f � /0Þ
1þ bð Þ�p0fx
1� �aL�p0fx

þ 1þ bð Þ þ 1
1� �aL�p0fx

� �aL �mj j
 !

1� bð Þ
" #

r

( )

�
�p0fx

ð1þ bÞð/f � /0Þ
�mj j �

�p0fx
1� �aL�p0fx

� �aL �m2 1� �aL�p0fx

� �
 !

ð1� bÞ
1� �aL�p0fx

" #

:

ð5:64Þ

If �aL ¼ 0 and �aT ¼ 0, Eq. (5.64) can degenerate to the previous form obtained
when the dispersion effect is neglected (Zhao et al. 2008a, b). Since �p0fx\0 when
the pore-fluid flow is along the positive x direction, it is useful to define that
Zh ¼ ��p0fx in the theoretical analysis.

Letting �x ¼ 0 and �mj j ¼ 1 yields the following equation for the critical Zhao
number of the theoretical system.

1þ bð Þ þ 1
1þ �aLZhcritical

� �aL

� �
1� bð Þ

ffi �
r1 �

1þ bð ÞZhcritical

1þ �aLZhcritical

� 1þ Zhcritical

1þ �aLZhcritical
� �aL 1þ �aLZhcriticalð Þ

� �
ð1� bÞ

1þ �aLZhcritical

ffi �
¼ 0

ð5:65Þ
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where

r1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zhcritical

1þ�aLZhcritical

� �2
þ 4 1þ�aT Zhcriticalð Þ

1þ�aLZhcritical

r

þ Zhcritical
1þ�aLZhcritical

2
: ð5:66Þ

Physically, �x ¼ 0 means that the dimensionless growth rate of the perturbation
is zero so that the perturbation does not grow in the system, while �mj j ¼ 1 means
that the dimensional wavelength (i.e. k) of the perturbation has the same order of
magnitude as the intrinsic characteristic length (i.e. L� in Eq. (5.18)) of the
chemical dissolution system because �mj j ¼ 2pL�=k (Zhao et al. 2008a).

Since ð1þ �aLZhcriticalÞ[ 0, Eq. (5.65) can be rewritten into the following form:

1þ bð Þ 1þ �aLZhcriticalð Þ þ 1� �aL 1þ �aLZhcriticalð Þ½ � 1� bð Þf gr1 � 1þ bð ÞZhcritical

� 1þ Zhcritical

1þ �aLZhcritical
� �aL 1þ �aLZhcriticalð Þ

� �
ð1� bÞ ¼ 0: ð5:67Þ

For the case of �aL ¼ �aT , Eq. (5.67) can be further simplified so that an explicit
theoretical formula for the critical Zhao number can be obtained. For this case,
Eq. (5.67) can be expressed as follows:

1þ �aLZhcriticalð Þ þ 1� �aL 1þ �aLZhcriticalð Þ½ �Rf gr1 � Zhcritical

� 1þ Zhcritical

1þ �aLZhcritical
� �aL 1þ �aLZhcriticalð Þ

� �
R ¼ 0:

ð5:68Þ

where

R ¼ 1� b
1þ b

: ð5:69Þ

Substituting Eq. (5.66) into Eq. (5.68) yields the following equation:

2R 1� �aL 1þ �aLZhcriticalð Þ½ � þ 1þ �aLRð Þ þ R

1þ �aLZhcritical

ffi �
Zhcritical

� �2

� 1þ �aLZhcriticalð Þ þ 1� �aL 1þ �aLZhcriticalð Þ½ �Rf g2 Zhcritical

1þ �aLZhcritical

� �2

þ 4

" #

¼ 0:

ð5:70Þ
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After some mathematical manipulations, Eq. (5.70) can be rewritten as follows:

R2�aL

1þ �aLZhcritical
þ 2�a3

LR� �a2
LRþ �aLR� �a3

LR2 � �a2
L

� �
Zh2

critical

þ R2

1þ �aLZhcritical
þ R� 3�aLRþ 4�a2

LR� �a2
LR2 � 2�aL

ffi �
Zhcritical

þ 2�aLR� 2R� 1ð Þ ¼ 0:

ð5:71Þ

Finally, the characteristic equation for the critical Zhao number in the case of
�aL ¼ �aT is expressed as the following standard third-power equation:

AZh3
critical þ BZh2

critical þ CZhcritical þ D ¼ 0; ð5:72Þ

where

A ¼ ��a3
LRþ 2�a4

LRþ �a2
LR� �a4

LR2 � �a3
L; ð5:73Þ

B ¼ 2�aLR� 4�a2
LRþ 6�a3

LR� 2�a3
LR2 þ �aLR2 � 3�a2

L; ð5:74Þ

C ¼ �5�aLRþ 6�a2
LR� �a2

LR2 � 3�aL þ R2 þ R; ð5:75Þ

D ¼ 2�aLR� 2R� 1: ð5:76Þ

It is obvious that if �aL ¼ 0, then two constants A and B are equal to zero, so that
Eq. (5.72) degenerates to the first-power equation with the following solution:

Zhcritical ¼
ð3� bÞð1þ bÞ

2ð1� bÞ : ð5:77Þ

This solution is identical to the previous theoretical results when the solute
dispersion effect is neglected in the chemical dissolution system (Zhao et al.
2008a, b).

Based on the previous study, the dimensionless Zhao number is defined as
follows (Zhao et al. 2009):

Zh ¼ �
kð/f Þp0fx

l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þ

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
asphere

kEchemicalCeq
ffiffiffiffiffiffi
Dp

3
p

s

: ð5:78Þ

If Zh\Zhcritical, then the chemical dissolution system is subcritical, while if
Zh [ Zhcritical, then the chemical dissolution system is supercritical. When
Zh ¼ Zhcritical, the chemical dissolution system is in a critical state. By using this
criterion, the instability of chemical dissolution fronts in fluid-saturated porous
media can be assessed.
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5.2.4 Theoretical Understanding of the Effects of Solute
Dispersion on Chemical Dissolution-Front Instability
in Two-Dimensional Fluid-Saturated Porous Media

To theoretically understand how solution dispersion affects the chemical
dissolution-front instability in a fluid-saturated porous medium, the critical Zhao
numbers associated with different dimensionless solute-dispersion coefficients are
evaluated from the above characteristic equation (i.e. Eq. (5.67)). Figure 5.2
shows the distributions of the critical Zhao number due to different solute dis-
persion ratios. These results are obtained when /0 ¼ 0:1 and /f ¼ 0:2. In this
figure, the solute dispersion ratio (as represented by �aL=�aT ) is defined as the ratio
of the dimensionless longitudinal dispersivity (as represented by �aL) to the
dimensionless transverse dispersivity (as represented by �aT ). It is obvious that with
an increase in the dimensionless longitudinal dispersivity, �aL, the critical Zhao
number can increase significantly, especially for the smaller solute-dispersion
ratios such as �aL=�aT ¼ 1 and �aL=�aT ¼ 2. For a given dimensionless longitudinal
dispersivity, the critical Zhao number also increases significantly with an increase
in the solute dispersion ratio, �aL=�aT . This indicates that an increase in either the
longitudinal dispersivity or the dispersion ratio stabilizes the chemical dissolution
front so that it becomes more difficult for a planar chemical dissolution-front to
evolve into different morphologies.

The effect of the final porosity value on chemical dissolution-front instability
can be also investigated using the present theoretical results. For this purpose, the
solute dispersion ratio is set to be unity (i.e. �aL=�aT ¼ 1). Consequently, Eq. (5.72)
can be used to calculate the corresponding critical Zhao numbers. Figure 5.3
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different dispersion ratios
ð/0 ¼ 0:1; /f ¼ 0:2Þ

5.2 Theoretical Consideration of the Effects of Solute Dispersion 111



shows the distributions of the critical Zhao numbers due to different final
porosities. To produce these results, the initial porosity is set to be 0.1 (i.e.
/0 ¼ 0:1), while three different final porosities, namely /f = 0.15, 0.2 and 0.3, are
used in the corresponding calculations. Clearly, with an increase in the final
porosity value, the critical Zhao number decreases dramatically. This implies that
an increase in the final porosity value destabilizes the chemical dissolution front so
that it becomes easier for a planar chemical dissolution-front to evolve into dif-
ferent morphologies.

5.3 Application of the Present Theoretical Solutions

The ultimate goal of developing numerical methods is to solve complicated and
complex problems in nature. Due to the approximate nature of a numerical method,
it is desirable to validate it using existing data obtained from either field mea-
surements or laboratory experiments. However, since such data are usually lacking
or very limited for mineralization related instability problems (Chen et al. 2009), it
is common practice, as the first step, to verify a numerical method using analytical
solutions for benchmark problems. Since the main purpose of this investigation is to
deal with theoretical aspects of the effects of solute dispersion on chemical dis-
solution-front instability problems, generic models can be used to illustrate the
possible applications of the present theoretical solutions. Nevertheless, it is useful,
in the future, to conduct some field measurements and laboratory experiments for
the chemical dissolution-front instability problems in fluid-saturated porous rocks
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so that the present theoretical solutions can be used to assess chemical dissolution-
front instability in real geological and geochemical systems.

As the first step of application, the present theoretical solutions expressed by
Eqs. (5.45) and (5.46) in the case of subcritical Zhao numbers are used as
benchmark solutions for verifying numerical methods that can be employed to
simulate the complicated morphological evolution process of a planar chemical
dissolution-front in the case of the chemical dissolution system becoming super-
critical. For this purpose, Eqs. (5.19)–(5.21) are solved using a combination of the
finite element and finite difference methods. This means that the finite element
method is used to discretize the geometrical shape of the problem domain, while
the finite difference method is used to discretize the dimensionless time. Since the
governing equations of the problem (described by Eqs. (5.19)–(5.21)) when solute
dispersion is considered as the second-order tensor are similar to those when the
solute dispersion effect is neglected, the numerical method and algorithm used in
the previous study (Zhao et al. 2008b) can be employed here to solve the current
problem with an appropriate modification to the solute dispersion term. The main
purpose of this section is to demonstrate how the present theoretical solutions with
consideration of solute dispersion effects can be used as benchmark solutions for
verifying the proposed numerical procedure which is a combination of the finite
element and finite difference methods (Zhao et al. 2008a). After the proposed
numerical procedure is verified, it is used to simulate the complicated morpho-
logical evolution process of a planar chemical dissolution-front in the case of the
chemical dissolution system becoming supercritical.

Figure 5.4 shows the geometry and boundary conditions of the proposed
benchmark problem, for which the dimensionless pore-fluid pressure gradient (i.e.
�p0fx ¼ �1) is applied to the left boundary, implying that the corresponding Zhao
number of the system is equal to unity. As a result of applying this dimensionless
pore-fluid pressure gradient to the left boundary, there is a horizontal throughflow
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Fig. 5.4 Geometry and boundary conditions of the chemical dissolution problem in a fluid-
saturated porous medium
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from the left to the right of the computational model. Since the computational
domain of the benchmark problem is of finite size, a time-dependent-dimension-

less-concentration boundary condition (i.e. �CðsÞ ¼ exp½ð�p0fx�vfrontsÞ
.
ð1� �aL�p0fxÞ�)

needs to be applied to the left boundary, so that numerical solutions can be
compared with analytical solutions expressed by Eqs. (5.45) and (5.46). The
dimensionless height and width of the computational model are 5 and 15,
respectively. Except for the left boundary, the initial porosity of the porous
medium is 0.1, while the initial dimensionless concentration is unity within the
computational domain. The final porosity with a value of 0.2 is applied to the left
boundary of the computational domain. As the value of the dimensionless pore-
fluid pressure can be chosen arbitrarily, it is assumed to be 100 (i.e.
�pð�Lx; sÞ ¼ 100) at the right boundary of the computational domain. To consider
whether or not a small perturbation affects the morphology of a planar chemical
dissolution-front during its propagation in the fluid-saturated porous medium, the
initial porosity field is randomly perturbed by a small amount of 1 % of the
originally-input initial porosity (i.e. /0 ¼ 0:1) before running the computational
model. The permeability of the porous medium is calculated using the Carman-
Kozeny formula, which has the power of 3 in the power law. The diffusivity of the
solute is calculated using the power law, which has the power of 2. Both the top
and the bottom boundaries are assumed to be impermeable for the solute and pore-
fluid. The mineral dissolution ratio is assumed to be 0.001, while the dimen-
sionless time-step length is set to be 0.001 in the computation. For the purpose of
considering the effect of solute dispersion, the dimensionless longitudinal dis-
persivity is 0.2, while the dimensionless transversal dispersivity is 0.02 in the
computational model. Using the above parameters, the critical Zhao number of the
system is approximately equal to 1.68, as obtained previously in the theoretical
analysis. Since the Zhao number of the system is smaller than its critical value, the
chemical dissolution system considered here is in a subcritical state, implying that
a planar chemical dissolution-front remains planar during its propagation within
the chemical dissolution system. The theoretical value for the dimensionless
propagation speed of the chemical dissolution front is equal to 10, which is
determined using Eq. (5.48). To appropriately simulate the propagation of the
chemical dissolution front, the whole computational domain is simulated by 29601
four-node square elements of 30000 nodal points in total.

Figures 5.5 and 5.6 show the comparison of the numerical results with ana-
lytical solutions for the porosity and dimensionless concentration in the compu-
tational domain at three different time instants, namely s ¼ 0:45, 0.75 and 10.5,
respectively. In these two figures, thick lines are used to represent the numerical
results, while thin lines are used to represent the analytical solutions. Although a
small perturbation is applied to the initial porosity field before running the com-
putational model, the planar chemical dissolution-front remains planar throughout
the whole numerical simulation process because the Zhao number of the chemical
dissolution system under consideration is subcritical. Obviously, the numerical
results for both the porosity and the dimensionless concentration agree well with
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the analytical solutions, especially at the early stages of the computational simu-
lation. This fact indicates that the proposed numerical procedure, which comprises
a combination of the finite element and finite difference methods, is capable of
simulating the planar dissolution-front propagation within the fluid-saturated
porous medium. Since a finite value for the mineral dissolution ratio is used in the
computational model, there is a discrepancy between the computational model
used to produce the numerical results and the theoretical model used to derive the
analytical solutions. As mentioned previously, the analytical solutions are derived
under the assumption that the mineral dissolution ratio is an infinitesimal quantity,
so that the chemical dissolution problem in the fluid-saturated porous medium can
be treated as a steady-state boundary value problem, from the mathematical point
of view. Due to this discrepancy, both the sharpness and the propagation speed of
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the chemical dissolution front obtained from the computational model differ
slightly from those obtained from the theoretical analysis. To reduce this dis-
crepancy, the value of the mineral dissolution ratio should be used as small as
possible in the computational model.

For the purpose of investigating how a planar chemical dissolution-front can
evolve into different morphologies when the chemical dissolution system becomes
supercritical, the proposed numerical procedure is used to simulate the morpho-
logical evolution of the planar chemical dissolution-front in the fluid-saturated
porous medium with a supercritical Zhao number. For this purpose, a dimen-
sionless pore-fluid pressure gradient (i.e. �p0fx ¼ �10), which corresponds to a Zhao
number of 10, is applied to the left boundary of the computational domain. In this
case, the dimensionless propagation speed of the corresponding planar chemical
dissolution-front is equal to 100, so that the chemical dissolution front propagates
faster than it does when the Zhao number is subcritical, just as what is considered
in the previous benchmark problem. Despite this change, the mineral dissolution
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Fig. 5.7 Porosity distributions due to the morphological evolution of the chemical dissolution
front in the fluid-saturated porous medium
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Fig. 5.8 Dimensionless concentration distributions due to the morphological evolution of the
chemical dissolution front in the fluid-saturated porous medium

118 5 Effects of Solute Dispersion on Chemical Dissolution-Front



ratio remains 0.001, while the dimensionless time-step length is assumed to be
0.0002 in the computational model. The values of other parameters are exactly
the same as those used in the above benchmark problem. Since the Zhao number of
the chemical dissolution system is greater than its corresponding critical value (i.e.
Zhcritical ¼ 1:68 for this application example), the chemical dissolution system
considered here is supercritical so that a planar chemical dissolution-front should
evolve into a complicated morphology during its propagation in the computational
model. The same small perturbation as used in the benchmark problem is applied
to the initial porosity field of the computational domain before running the cor-
responding computational model.

Figure 5.7 shows porosity distributions arising from the morphological evolution
of the chemical dissolution front in the fluid-saturated porous medium, while Fig. 5.8
shows dimensionless concentration distributions arising from the morphological
evolution of the chemical dissolution front within the computational domain. It is
noted that since the small perturbation grows with time for a supercritical system, the
initial planar chemical dissolution-front evolves gradually into an irregular one after
the dimensionless time is greater than 0.07. With the increase of the dimensionless
time, the amplitude of the resulting irregular chemical dissolution-front increases
significantly, indicating that the chemical dissolution front is morphologically
unstable during its propagation within the computational domain. Although both the
porosity and the dimensionless concentration have similar propagation front, the
distribution of their maximum values along the chemical dissolution front is dif-
ferent. The peak value of the porosity is in good correspondence with the trough value
of the dimensionless concentration as a result of the chemical dissolution of the
dissolvable mineral in the solid matrix of the porous medium.

In summary, the present theoretical results clearly demonstrated that: (1) the
propagation speed of a planar chemical dissolution-front in the case of considering
solute dispersion effects is exactly the same as that when solute dispersion effects
are neglected. This indicates that solute dispersion does not affect the propagation
speed of the planar chemical dissolution-front in a fluid-saturated porous medium.
(2) The consideration of solute dispersion can cause a significant increase in the
critical Zhao number, which is used to judge whether or not a planar chemical
dissolution-front may become unstable in the fluid-saturated porous medium. This
means that the consideration of solute dispersion can stabilize a planar chemical
dissolution-front because an increase in the critical Zhao number reduces the
likelihood of the planar chemical dissolution-front instability in a fluid-saturated
porous medium. (3) For both a given solute dispersion ratio and a given longi-
tudinal dispersivity, an increase in the final porosity value destabilizes the
chemical dissolution front so that it becomes easier for a planar chemical disso-
lution-front to evolve into different morphologies. In addition, the present results
can be used as benchmark solutions for verifying numerical methods employed to
simulate the detailed morphological evolution processes of chemical dissolution
fronts in two-dimensional fluid-saturated porous media.
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Chapter 6
Effects of Medium Permeability
Anisotropy on Chemical Dissolution-Front
Instability in Fluid-Saturated
Porous Media

In the previous studies, mathematical analyses were conducted to establish a theo-
retical criterion, which is used to judge whether or not a planar chemical dissolution-
front can become unstable during its propagation in the fluid-saturated porous
medium (Chadam et al. 1986, 1988; Zhao et al. 2008a, 2009). The established
theoretical criterion consists of a comparison between the Zhao number and the
critical Zhao number of the chemical dissolution system under consideration (Zhao
et al. 2008a, 2009). The Zhao number is a dimensionless number that can be used to
represent the three major controlling mechanisms, namely pore-fluid flow, mass
transport and chemical reactions, simultaneously taking place in a chemical disso-
lution system, while the critical Zhao number is a special value of the Zhao number,
at which the chemical dissolution system becomes neutrally unstable. Thus, if the
Zhao number is smaller than the corresponding critical Zhao number, then the
chemical dissolution system is in a stable state. If the Zhao number is greater than the
corresponding critical Zhao number, then the chemical dissolution system is in an
unstable state. Due to this key role played by the critical Zhao number, it is natural to
turn the study of different factors, including mineral dissolution ratios, solute (or
mechanical) dispersion, medium/pore-fluid compressibility and reactive surface
areas of particles, on the chemical dissolution-front instability into the study of these
factors on the critical Zhao number of the chemical dissolution system (Zhao et al.
2008b, 2010a, b, 2012a, b). Generally, if a particular factor can result in an increase
in the critical Zhao number of a chemical dissolution system, then this factor can
stabilize the chemical dissolution system so that it reduces the likelihood of the
chemical dissolution-front instability in the chemical dissolution system. On the
contrary, if a particular factor can result in a decrease in the critical Zhao number of a
chemical dissolution system, then this factor can destabilize the chemical dissolution
system so that it increases the likelihood of the chemical dissolution-front instability
in the chemical dissolution system.

Despite of the fact that mathematical analyses were conducted to investigate how
several factors, such as mineral dissolution ratios, solute (or mechanical) dispersion,
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medium/pore-fluid compressibility and reactive surface areas of particles, can affect
the instability of chemical dissolution fronts in fluid-saturated porous media, it is very
difficult, if not impossible, to mathematically describe the detailed morphological
evolution processes of chemical dissolution fronts in a supercritical chemical disso-
lution system, in which the Zhao number of the chemical dissolution system is greater
than the corresponding critical Zhao number. As a complementary way, computa-
tional simulation methods, such as a combination of the finite element method and
finite difference method (Zienkiewicz 1977; Lewis and Schrefler 1998; Zhao et al.
2004, 2009), are commonly used to simulate the detailed morphological evolution
processes of chemical dissolution fronts in the supercritical chemical dissolution
system (Ortoleva et al. 1987; Renard et al. 1998; Ormond and Ortoleva 2000; Chen
and Liu 2002, 2004; Chen et al. 2009; Zhao et al. 2008a, 2009). Although considerable
progress has been made in the study of chemical dissolution-front instability problems
(Chadam et al. 1986, 1988; Zhao et al. 2008a, 2009, 2010b, 2012a), theoretical
consideration of the effect of medium permeability anisotropy on the chemical dis-
solution-front instability is only available very recently (Zhao et al. 2013).

Medium permeability anisotropic phenomena may be encountered in some nat-
ural systems. For example, in sedimentary basins, the vertical permeability of the
porous rock can be smaller than the horizontal one as a result of gravity compaction
in the vertical direction. More importantly, from the theoretical point of view, a
multiply layered porous medium, in which each layer is viewed as an isotropic
material, can be approximately treated as an equivalent anisotropic porous medium.
With a horizontally layered porous medium taken as an example, the horizontal
permeability of the equivalent anisotropic porous medium can be determined by the
pore-fluid flow equity condition, which requires that the total pore-fluid flow of the
equivalent anisotropic porous medium in the horizontal direction be equal to the sum
of the horizontal pore-fluid flow in every layer of the layered porous medium (Freeze
and Cherry 1979). In an isothermal case, in which the dynamic viscosity of the pore-
fluid can be treated as a constant, the horizontal permeability of the equivalent
anisotropic porous medium can be evaluated using the following formula:

kH�equivalent ¼
PN

i¼1 kihi

H
; ð6:1Þ

where ki and hi are the horizontal permeability and thickness of layer i; H is the
total thickness of the layered porous medium and N is the total number of layers in
the layered porous medium.

Similarly, the vertical permeability of the equivalent anisotropic porous med-
ium can be determined by considering the pore-fluid pressure difference equity
condition between the equivalent anisotropic porous medium and the layered
porous medium as follows:

kV�equivalent ¼
H

PN
i¼1

hi
ki

: ð6:2Þ
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This indicates that since the layered porous medium can be approximately
treated as an anisotropic porous medium, the study of the chemical dissolution-
front instability problem in an anisotropic porous medium is not only of theoretical
significance, but also of certain practical application backgrounds.

6.1 Mathematical Governing Equations
for Chemical Dissolution-Front Instability Problems
in Fluid-Saturated Porous Media Including Medium
Anisotropy Effects

From the previous studies (Chadam et al. 1986; Zhao et al. 2008a, 2009), a
chemical dissolution-front instability problem can be treated as a coupled non-
linear problem between porosity evolution, pore-fluid flow and reactive (single-
solute) transport in the fluid-saturated (rigid) porous medium. As a result, the
governing equations and related expressions for the chemical dissolution-front
instability problem in a two-dimensional fluid-saturated porous medium including
medium anisotropy effects can be expressed as follows:

o/
ot
�r � ½wð/Þ � rp� ¼ 0; ð6:3Þ

o

ot
ð/CÞ � r � ½/Dð/Þ � rC þ Cwð/Þ � rp� þ qskEchemical

�Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0;

ð6:4Þ

o/
ot
þ kEchemical

�Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0; ð6:5Þ
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3

75; ð6:7Þ

where p and C are the pore-fluid pressure and the concentration of the solute (i.e.
the dissolvable mineral here); Ceq is the equilibrium concentration of the solute
with units of moles per unit pore-fluid volume; l is the dynamic viscosity of the
pore-fluid; / is the porosity of the porous medium; /f is the final (i.e. maximum)
porosity of the porous medium after the completion of dissolvable mineral dis-
solution; Dð/Þ is the general dispersion tensor of the solute (Scheidegger 1961;
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Bear 1972; Holzbecher 1998); aT and aL are the transversal and longitudinal
dispersivities of the solute; Dð/Þ is the molecular diffusivity of the solute; kxxð/Þ,
kxyð/Þ, kyxð/Þ and kyyð/Þ are the components of the permeability tensor of the
porous medium; �Vp is the average volume of the dissolvable grain; �Ap is the
average surface area of the dissolvable grain; kEchemical is the comprehensive rate
constant of the chemical reaction (as defined in Eq. (2.15) previously); qs is the
molar density (i.e. moles per unit volume) of the dissolvable grains; vx and vy are
the averaged linear velocity components of the pore-fluid flow in the x and
y directions respectively.

Based on Darcy’s law, the averaged linear velocity vector of the pore-fluid can
be expressed as follows:

~ulinear ¼
vx

vy

� �
¼ ~u

/
¼ �

kxxð/Þ
/l

kxyð/Þ
/l

kyxð/Þ
/l

kyyð/Þ
/l

" #
op
ox
op
oy

( )

; ð6:8Þ

where~ulinear is the averaged linear velocity vector of the pore-fluid;~u is the Darcy
velocity vector of the pore-fluid.

Note that the ratio of the average volume to the average surface area (i.e.
�Vp

�
�Ap) of the soluble grain can be used to represent the soluble grain shape, so that

it is called the shape factor of the soluble grain. If the porous medium is comprised
of sphere particles, then the corresponding shape factor of the soluble grain can be
expressed as (Zhao et al. 2008b):

�Vp

�Ap
¼

ffiffiffiffiffiffiffiffi
1

36p
3

r ! ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f � /Þ

Dp

3

s

¼ asph

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f � /Þ

Dp

3

s

; ð6:9Þ

where asph ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=ð36pÞ3

p
is the shape coefficient of the spherical grains; Dp is the

density of the soluble grains, which is defined as the number of the soluble gains
per unit medium volume.

Since the solute diffusivity is considered as a function of porosity in the
chemical dissolution-front instability problem, a common phenomenological
relation can be used for describing this function (Chadam et al. 1986) as follows:.

Dð/Þ ¼ D0/
q 3

2
� q� 5

2

� �
; ð6:10Þ

where D0 is the chemical species diffusivity in pure water.
Although q ¼ 0 is often used in many applications, without loss of generality,

we keep q as a parameter in the following theoretical analysis, so that more general
situations could be considered for the solute diffusivity in the fluid-saturated
porous medium.
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To consider the permeability change caused by a change in porosity, the Car-
man-Kozeny law can be used to express the relationship between permeability and
porosity (Scheidegger 1974; Nield and Bejan 1992) as follows:

kxxð/Þ ¼
kxx0ð1� /0Þ2/3

/3
0ð1� /Þ2

;kyyð/Þ ¼
kyy0ð1� /0Þ2/3

/3
0ð1� /Þ2

;

kxyð/Þ ¼
kxy0ð1� /0Þ

2/3

/3
0ð1� /Þ2

;kyxð/Þ ¼
kyx0ð1� /0Þ

2/3

/3
0ð1� /Þ2

;

ð6:11Þ

where /0 is the initial reference porosity of the porous medium; kxx0, kxy0, kyx0 and
kyy0 are the components of the corresponding initial permeability tensor of the
porous medium, respectively.

Substituting Eq. (6.9) into Eqs. (6.4) and (6.5) yields the following equations:

o

ot
ð/CÞ � r � ½/Dð/Þ � rC þ Cwð/Þ � rp� þ qskEchemical

ffiffiffiffiffiffi
Dp

3
p
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2
3ðC � CeqÞ ¼ 0;

ð6:12Þ
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ot
þ kEchemical

ffiffiffiffiffiffi
Dp

3
p

asph
ð/f � /Þ

2
3ðC � CeqÞ ¼ 0: ð6:13Þ

To close the definition of the problem, boundary conditions need to be pro-
vided. If the solute is initially in an equilibrium state (i.e. at t = 0 and x 6¼ �1)
within the whole system except for x approaching negative infinity and the fresh
pore-fluid (i.e. C ¼ 0) is injected at the location of x approaching negative infinity,
the following boundary conditions can be obtained:

lim
x!�1

Cðx; tÞ ¼ 0; lim
x!�1

opðx; tÞ
ox

¼ p0fx upstream boundaryð Þ; ð6:14Þ

lim
x!1

Cðx; tÞ ¼ Ceq; lim
x!1

opðx; tÞ
ox

¼ p00x downstream boundaryð Þ; ð6:15Þ

where p0fx is the pore-fluid pressure gradient as x approaches negative infinity in the
upstream of the pore-fluid flow; p00x is the unknown pore-fluid pressure gradient as
x approaches positive infinity in the downstream of the pore-fluid flow. Since p0fx
drives the pore-fluid flow continuously along the positive x direction, it has a
negative algebraic value (i.e. p0fx\0) in this study. This means that for the sake of
facilitating the forthcoming mathematical deductions, we assume the porous
medium to be an infinite porous medium in the theoretical analysis.

The initial condition for this theoretical problem is: /ðx; 0Þ ¼ /0 expect at the
negative infinity, where lim�x!�1 /ðx; 0Þ ¼ /f . Note that /0 is the initial porosity
of the porous medium.

6.1 Mathematical Governing Equations for Chemical Dissolution-Front Instability 127



6.2 Theoretical Analyses of Medium Permeability
Anisotropy Effects

For a two-dimensional porous medium, the medium anisotropy can generally lead to
a second-order permeability tensor of non-zero off-diagonal components in an
arbitrary rectangular coordinate system. However, it has been demonstrated that
through using the appropriate rectangular coordinate system transformation, it is
possible to enable all the non-zero off-diagonal components of the second-order
permeability tensor to be zero, resulting in a diagonal second-order permeability
tensor. For this diagonal second-order permeability tensor, it has two principal
permeability directions that are parallel to a specific rectangular coordinate system.
This means that if the rectangular coordinate system is chosen in such a way that its
two coordinate axes (i.e. the x and y axes) are parallel to the two principal perme-
ability directions of a second-order permeability tensor, all the non-zero off-diagonal
components of the second-order permeability tensor can be equal to zero. For this
reason, Eq. (6.6) can be rewritten for an orthotropic porous medium as follows:

wð/Þ ¼ wxxð/Þ 0
0 wyyð/Þ

� 	
¼

kxxð/Þ
l 0

0 kyyð/Þ
l

" #

: ð6:16Þ

To facilitate the mathematical deductions and analyses, a typical theoretical
problem involving the propagation of a planar chemical dissolution-front in a full
plane, which comprises a fluid-saturated orthotropic and homogeneous porous
medium, is considered in this theoretical investigation. For this problem, the pore-
fluid flow is only in the x direction when the planar chemical dissolution-front is in
a stable state, while it remains dominant in the x direction even when the planar
chemical dissolution-front is at the early stages of an unstable state. In the former
case, the pore-fluid velocity is exactly equal to zero in the y direction, whereas in
the latter case, the pore-fluid velocity in the y direction is relatively small to that in
the x direction so that it can be neglected, from the theoretical analysis point of
view (Zhao et al. 2010b). Consequently, the second-order dispersion tensor for the
orthotropic porous medium can be expressed in the following form:

Dð/Þ ¼ Dð/ÞIþ Ddisperð/Þ ¼ Dð/ÞIþ aL vxj j 0
0 aT vxj j

� 	
; ð6:17Þ

where I is a unit second-order tensor (i.e. a 2 by 2 unit matrix); vx is the averaged
linear velocity of the pore-fluid in the x direction; Ddisperð/Þ is the second-order
tensor due to pure dispersion only.

Note that physically, Eqs. (6.16) and (6.17) can be used to represent the
behaviour of an orthotropic porous material, such as a layered porous medium. The
layered sedimentary rock (e.g. shale) is a typical example of the orthotropic porous
material.
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Considering Eqs. (6.8) and (6.17) simultaneously yields the following
expression:

Ddisperð/Þ ¼
aLkxxð/Þ

/l
op
ox

ffiffi ffiffi 0

0 aT kxxð/Þ
/l

op
ox

ffiffi ffiffi

" #

: ð6:18Þ

6.2.1 Derivation of Dimensionless Governing Equations

Substituting Eq. (6.17) into Eq. (6.12) yields the following equation:

o

ot
ð/CÞ � r � / Dð/ÞIþ Ddisperð/Þ

� �
� rC þ Cwð/Þ � rp


 �

þ qskEchemical

ffiffiffiffiffiffi
Dp

3
p

asph
ð/f � /Þ

2
3ðC � CeqÞ ¼ 0: ð6:19Þ

To translate the dimensional governing equations of the problem (i.e. Eqs. (6.3),
(6.13) and (6.19)) into dimensionless ones, the following dimensionless quantities
are used in the theoretical analysis:

�x ¼ x

L�
; �y ¼ y

L�
; �C ¼ C

Ceq
; �p ¼ p

p�
; ð6:20Þ

�aL ¼
aL

L�
; �aT ¼

aT

L�
; s ¼ t

t�
e; e ¼ Ceq

qs
\\1; ð6:21Þ

where e is the mineral dissolution ratio of the chemical dissolution system; s is a
dimensionless time that is defined to be directly proportional to the mineral dis-
solution ratio and therefore, is generally much less than one due to the relative
slowness of the chemical reaction. For example, in typical rocks, the mineral
dissolution ratio that is used to describe the relative slowness of the chemical
reaction may range from 10�3 to 10�10 (Chadam et al. 1986). Other characteristic
parameters used in Eqs. (6.20) and (6.21) can be expressed as follows:

t� ¼ asph

kEchemicalCeq
ffiffiffiffiffiffi
Dp

3
p ; L� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þt�

q
; p� ¼

/f Dð/f Þ
wxxð/f Þ

; ð6:22Þ

D�ð/Þ ¼ /Dð/Þ
/f Dð/f Þ

; w�ð/Þ ¼ wð/Þ
wxxð/f Þ

: ð6:23Þ

Inserting Eqs. (6.20)–(6.23) into Eqs. (6.3), (6.13) and (6.19) yields the
following dimensionless equations:

6.2 Theoretical Analyses of Medium Permeability Anisotropy Effects 129



e
o/
os
�r � ½w�ð/Þ � r�p� ¼ 0; ð6:24Þ

e
o

os
ð/�CÞ � r � D�ð/ÞIþ D�disperð/Þ

h i
� r�C þ �Cw�ð/Þ � r�p

n o
� o/

os
¼ 0;

ð6:25Þ

e
o/
os
þ ð/f � /Þ

2
3ð�C � 1Þ ¼ 0; ð6:26Þ

where D�disperð/Þ is the dimensionless second-order tensor due to pure dispersion;
w�ð/Þ is the dimensionless second-order tensor of the orthotropic porous medium.
They can be expressed as follows:

D�disperð/Þ ¼
�aLw

�
xxð/Þ

o�p
o�x

ffiffi ffiffi 0

0 �aTw�xxð/Þ
o�p
o�x

ffiffi ffiffi

" #

; ð6:27Þ

w�ð/Þ ¼ w�xxð/Þ 0
0 w�yyð/Þ

� 	
¼

kxxð/Þ
kxxð/f Þ

0

0 kyyð/Þ
kxxð/f Þ

2

4

3

5: ð6:28Þ

Using the above dimensionless quantities (as defined in Eqs. (6.20) and (6.21)),
the boundary conditions for this theoretical problem can be expressed in the
following dimensionless form:

lim
�x!1

�Cð�x; sÞ ¼ 1; lim
�x!1

o�pð�x; sÞ
o�x

¼ �p00x downstream boundaryð Þ; ð6:29Þ

lim
�x!�1

�Cð�x; sÞ ¼ 0; lim
�x!�1

o�pð�x; sÞ
o�x

¼ �p0fx upstream boundaryð Þ: ð6:30Þ

In this case, the initial condition for this theoretical problem is: /ð�x; 0Þ ¼ /0

expect at the negative infinity, where lim�x!�1 /ð�x; 0Þ ¼ /f .

6.2.2 Derivation of Base Solutions for the Dimensionless
Governing Equations of the Theoretical Problem
Including the Consideration of Medium Orthotropic
Effects (in the Case of e! 0)

In the limit case of the mineral dissolution ratio (i.e. e) approaching zero,
Eqs. (6.24)–(6.26) degenerate to the following governing equations for the
chemical dissolution system:
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r � ½w�ð/Þ � r�p� ¼ 0; ð6:31Þ

r � D�ð/ÞIþ D�disperð/Þ
h i

� r�C þ �Cw�ð/Þ � r�p
n o

� o/
os
¼ 0; ð6:32Þ

ð/f � /Þ
2
3ð�C � 1Þ ¼ 0: ð6:33Þ

From the mathematical point of view, Eq. (6.33) requires that �C ¼ 1 in the
undissolved region and / ¼ /f in the completely-dissolved region of the dis-
solvable mineral. This means that a planar chemical dissolution-front divides the
problem domain into two regions: an upstream region and a downstream region,
relative to the propagation location of the planar chemical dissolution-front.
Across the planar chemical dissolution-front, the porosity undergoes a step jump
from its initial value into its final value. As a result, the corresponding dimen-
sionless governing equations of the problem in both the downstream region and the
upstream region can be expressed as follows:

�C ¼ 1; r � ½w�ð/Þ � r�p� ¼ 0; / ¼ /0 in the downstream regionð Þ; ð6:34Þ

r � I� o�p

o�x
�D
�
disper

� �
� r�C

� 	
þ �Cw�ð/Þ � r�p

� �
¼ 0; r � ½w�ð/Þ � r�p� ¼ 0; / ¼ /f

in the upstream regionð Þ;
ð6:35Þ

where

�D
�
disper ¼

�aL 0
0 �aT

� 	
; w�ð/Þ ¼ 1 0

0 k

� 	
¼

1 0
0

kyyð/f Þ
kxxð/f Þ

� 	
: ð6:36Þ

It needs to be pointed out that since o�p=o�x\0 for the theoretical problem
considered in this study, the expression of o�p=o�xj j ¼ �o�p=o�x is used to derive
Eq. (6.35). In addition, the expression of k ¼ kyyð/0Þ

�
kxxð/0Þ ¼ kyyð/f Þ

�
kxxð/f Þ

is used in the process of deriving Eq. (6.34).
If the planar chemical dissolution-front is denoted by Sð�x; sÞ ¼ 0, then the

dimensionless pore-fluid pressure, dimensionless solute concentration and the
mass fluxes of both the solute and the pore-fluid should be continuous on
Sð�x; sÞ ¼ 0. This leads to the following interface conditions for this planar
chemical dissolution-front propagation problem (Chadam et al. 1986; Zhao et al.
2008a, 2009):

lim
S!0�

�C ¼ lim
S!0þ

�C; lim
S!0�

�p ¼ lim
S!0þ

�p; ð6:37Þ
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lim
S!0�
ð1� �aL�p0fxÞ

o�C

o�n
¼ �vfrontð/f � /0Þ; lim

S!0�

o�p

o�n
¼ wxxð/0Þ

wxxð/f Þ
lim

S!0þ

o�p

o�n
; ð6:38Þ

where �n ¼ n=L�; n is the normal vector of the propagating planar chemical dis-
solution-front; �vfront is the dimensionless propagation speed of the planar chemical
dissolution-front.

When the planar chemical dissolution-front is in a stable state, it remains planar
shape during propagation in the fluid-saturated porous medium, indicating that the
pore-fluid flow is independent of the �y coordinate in the theoretical problem under
consideration (Zhao et al. 2008a, 2009). In this case, the corresponding base
solutions for this theoretical problem can be derived from Eqs. (6.34) and (6.35)
with the related boundary and interface conditions (i.e. Eqs. (6.29), (6.30), (6.37)
and (6.38)) as follows:

�CðnÞ ¼ 1; �pðnÞ ¼ �p00xnþ �pC1; / ¼ /0 in the downstream regionð Þ; ð6:39Þ

�CðnÞ ¼ exp �
�p0fx

1� �aL�p0fx
n

 !

; �pðnÞ ¼ �p0fxnþ �pC2; / ¼ /f

in the upstream regionð Þ;
ð6:40Þ

where �pC1 and �pC2 are two constants to be determined. Other parameters are
defined below (Zhao et al. 2008a, b):

n ¼ �x� �vfronts; �p00x ¼
wxxð/f Þ
wxxð/0Þ

�p0fx: ð6:41Þ

Considering Eqs. (6.38) and (6.40) yields the following expression for the
dimensionless propagation speed of the planar chemical dissolution-front:

�vfront ¼ �
�p0fx

/f � /0
: ð6:42Þ

Equation (6.42) clearly indicates that, compared with the previous studies
without including the medium permeability anisotropy effect (Zhao et al. 2008a, b),
the consideration of medium permeability anisotropy does not affect the dimen-
sionless propagation speed of a planar chemical dissolution-front for this theo-
retical problem.
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6.2.3 Derivation of the Critical Condition for Unstable
Chemical Dissolution-Fronts in Two-Dimensional
Fluid-Saturated Porous Media Including Medium
Orthotropic Effects (in the Case of e! 0)

In the limit case of the mineral dissolution ratio (i.e. e) approaching zero, the linear
stability analysis can be conducted to theoretically determine the critical condition,
which is used to judge whether a planar chemical dissolution-front in the fluid-
saturated porous medium can become unstable (Zhao et al. 2008a, 2009). Toward
this end, a small time-dependent perturbation is added on the planar chemical
dissolution-front, so that the total solutions of the system are equal to the sum of
the base and perturbed solutions as follows:

Sðn; �y; sÞ ¼ n� d expð�xsÞ cosðmyÞ; ð6:43Þ

�ptotalðn; �y; sÞ ¼ �pðn; sÞ þ d p̂ðnÞ expð�xsÞ cosðmyÞ; ð6:44Þ

�Ctotalðn; �y; sÞ ¼ �Cðn; sÞ þ d ĈðnÞ expð�xsÞ cosðmyÞ; ð6:45Þ

where �x is the dimensionless growth rate of the perturbation; �m is the dimen-
sionless wavenumber of the perturbation; d is the amplitude of the perturbation and
d\\1 by the definition of the conventional linear stability analysis.

Since Sðn; �y; sÞ is a function of coordinates n and �y, the following derivatives
exist mathematically (Chadam et al. 1986; Zhao et al. 2008a, 2009):
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� �
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ð6:46Þ

o2

on2

� �

n

¼ o2

on2

� �

S

;
o2

o�y2

� �

n

¼ o2S
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þ oS

o�y
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o2

on2 þ 2
oS

o�y

o2

ono�y
þ o2

o�y2

� �

S

:

ð6:47Þ

Based on the fact that the total solutions must satisfy the governing equations,
the first-order perturbation equations of the chemical dissolution system under
consideration can be derived and expressed as

Ĉ ¼ 0;
o2p̂

on2 � k�m2p̂þ k�m2�p00x ¼ 0 in the downstream regionð Þ; ð6:48Þ
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on2 � k�m2p̂þ k�m2�p0fx ¼ 0 in the upstream regionð Þ ð6:49Þ

In the process of deriving the first-order perturbation equation for the chemical
dissolution-front instability problem, the following expression has been considered:
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ð6:50Þ

From the first expression of Eq. (6.41), the following expression is used to
derive the first-order perturbation equations:

o

on
¼ o

o�x
: ð6:51Þ

Substituting Eqs. (6.44) and (6.45) into the first term on the right-hand side of
Eq. (6.50) and considering o2�p

�
ðo�x2Þ ¼ 0 simultaneously yield the following

equation:
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o�x2
d expð�xsÞ cosðmyÞ

� �aL
op̂

o�x

o2 �C

o�x2
d expð�x sÞ cosðmyÞ � �aL

op̂

o�x

o2Ĉ
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ð6:52Þ

If the second-order terms due to the perturbation are neglected, then Eq. (6.52)
can be rewritten in the following form:
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ð6:53Þ

Equation (6.53) clearly indicates that in the process of deriving the first-order
perturbation equation for the chemical dissolution-front instability problem when
dispersion is considered as the second-order tensor, the following three first-order
perturbation terms need to be considered:
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ð6:54Þ

Similarly, if Eqs. (6.44) and (6.45) are substituted into the second term on the
right-hand side of Eq. (6.50) with consideration of o2�p

�
ðo�xo�yÞ ¼ 0 and

o�C=o�y ¼ 0, then the following equation can be obtained when the second-order
terms are neglected:
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ð6:55Þ

In this situation, Eq. (6.47) is used to derive the right-hand side of Eq. (6.55).
The corresponding boundary conditions for the first-order perturbation problem

are:

Ĉ ¼ 0; lim
x!1

op̂

on
¼ 0 downstream boundaryð Þ; ð6:56Þ

lim
x!�1

Ĉ ¼ 0; lim
x!�1

op̂

on
¼ 0 upstream boundaryð Þ: ð6:57Þ
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Similarly, the interface conditions for this first-order perturbation problem can
be expressed as follows:

Ĉ ¼ 0; lim
S!0�

p̂ ¼ lim
S!0þ

p̂; ð6:58Þ
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ð6:59Þ

Solving Eqs. (6.48) and (6.49) with the boundary and interface conditions
yields the following analytical solutions:
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where
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; ð6:62Þ
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Inserting Eq. (6.61) into Eq. (6.59) yields the following equation for the
dimensionless growth rate of the small perturbation:

�x ¼
�p0fx

ð1þ bÞð/f � /0Þ
1þ bð Þ�p0fx
1� �aL�p0fx

þ 1þ bð Þ þ 1
1� �aL�p0fx

� �aL �mj j
ffiffiffi
k
p

 !

1� bð Þ
" #

r

( )

�
�p0fx

ð1þ bÞð/f � /0Þ
�mj j

ffiffiffi
k
p
�

�p0fx
1� �aL�p0fx

� �aL �m2k 1� �aL�p0fx

� �
 !

ð1� bÞ
1� �aL�p0fx

" #

:

ð6:64Þ
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If �aL ¼ 0 and �aT ¼ 0, Eq. (6.64) can degenerate to the previous form obtained
when the medium permeability anisotropic effect is neglected (Zhao et al. 2008a,
2009). Since �p0fx\0 when the pore-fluid flow is along the positive x direction, it is
useful to define that Zh ¼ ��p0fx in the theoretical analysis, where Zh is known as
the Zhao number of the chemical dissolution system (Zhao et al. 2009, 2010a, b).

Letting �x ¼ 0 and �mj j ¼ 1 yields the following equation for the critical Zhao
number (i.e. Zhcritical) of the chemical dissolution system under the theoretical
consideration.

1þ bð Þ þ 1
1þ �aLZhcritical

� �aL

ffiffiffi
k
p� �

1� bð Þ
� 	

r1 �
1þ bð ÞZhcritical

1þ �aLZhcritical

�
ffiffiffi
k
p
þ Zhcritical

1þ �aLZhcritical
� �aLk 1þ �aLZhcriticalð Þ

� �
ð1� bÞ

1þ �aLZhcritical

� 	
¼ 0;

ð6:65Þ

where

r1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zhcritical

1þ�aLZhcritical

� �2
þ 4 1þ�aT Zhcriticalð Þ

1þ�aLZhcritical

r

þ Zhcritical
1þ�aLZhcritical

2
: ð6:66Þ

Since ð1þ �aLZhcriticalÞ[ 0, Eq. (6.65) can be rewritten into the following form:

1þ bð Þ 1þ �aLZhcriticalð Þ þ 1� �aL 1þ �aLZhcriticalð Þ
ffiffiffi
k
ph i

1� bð Þ
n o

r1 � 1þ bð ÞZhcritical

�
ffiffiffi
k
p
þ Zhcritical

1þ �aLZhcritical
� �aLk 1þ �aLZhcriticalð Þ

� �
ð1� bÞ ¼ 0:

ð6:67Þ

Although Eq. (6.67) can be solved using the conventional searching method, it
is desirable to explore its explicit solution for the critical Zhao number in some
special cases. For example, in the case of �aL ¼ �aT , Eq. (6.67) can be further
simplified as follows:

1þ �aLZhcriticalð Þ þ 1� �aL 1þ �aLZhcriticalð Þ
ffiffiffi
k
ph i

R
n o

r1 � Zhcritical

�
ffiffiffi
k
p
þ Zhcritical

1þ �aLZhcritical
� �aLk 1þ �aLZhcriticalð Þ

� �
R ¼ 0;

ð6:68Þ

where

R ¼ 1� b
1þ b

: ð6:69Þ
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Substituting Eq. (6.66) into Eq. (6.68) yields the following equation:

2R
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k
p
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h i
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ð6:70Þ

After some mathematical manipulations, Eq. (6.70) can be rewritten as follows:
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ð6:71Þ

Finally, the characteristic equation for the critical Zhao number in the case of
�aL ¼ �aT and k ¼ 1 is expressed as the following standard third-power equation:

AZh3
critical þ BZh2

critical þ CZhcritical þ D ¼ 0; ð6:72Þ

where

A ¼ ��a3
LRþ 2�a4

LRþ �a2
LR� �a4

LR2 � �a3
L; ð6:73Þ

B ¼ 2�aLR� 4�a2
LRþ 6�a3

LR� 2�a3
LR2 þ �aLR2 � 3�a2

L; ð6:74Þ

C ¼ �5�aLRþ 6�a2
LR� �a2

LR2 � 3�aL þ R2 þ R; ð6:75Þ

D ¼ 2�aLR� 2R� 1: ð6:76Þ
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It is obvious that if �aL ¼ �aT ¼ 0, then Eq. (6.71) can be rewritten in the fol-
lowing form:

R2
ffiffiffi
k
p
þ R

ffiffiffi
k
ph i

Zhcritical � 2Rþ 1ð Þ þ R2ðk� 1Þ ¼ 0: ð6:77Þ

Substitution of Eq. (6.69) into Eq. (6.77) yields the following expression:

Zhcritical ¼
ð1þ RÞ2 � R2k
ffiffiffi
k
p

Rð1þ RÞ
¼ ð3� bÞð1þ bÞ

2ð1� bÞ
ffiffiffi
k
p � ð1� kÞð1� bÞ

2b
ffiffiffi
k
p : ð6:78Þ

For an isotropic porous medium, k is equal to unity, so that Eq. (6.78)
degenerates to the following solution:

Zhcritical ¼
ð3� bÞð1þ bÞ

2ð1� bÞ : ð6:79Þ

This solution is identical to the previous theoretical results when the medium
permeability anisotropic effect is neglected in the chemical dissolution system
(Zhao et al. 2008a, 2009), indicating that the above mathematical deduction is
correct.

Based on the previous study, the dimensionless Zhao number is defined as
follows (Zhao et al. 2009):

Zh ¼ �
kxxð/f Þp0fx

l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þ

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
asph

kEchemicalCeq
ffiffiffiffiffiffi
Dp

3
p

s

: ð6:80Þ

Note that if Zh\Zhcritical, then the chemical dissolution system is subcritical,
while if Zh [ Zhcritical, then the chemical dissolution system is supercritical. In the
case of Zh ¼ Zhcritical, the chemical dissolution system is in a critical state. This
means that by using this criterion, the instability of chemical dissolution fronts in
fluid-saturated porous media can be assessed in a theoretical manner.

Although the theoretical analysis is conducted to derive the critical instability
criterion of planar chemical dissolution-fronts in a two-dimensional case, the same
procedure as used in this study can be employed to derive the critical instability
criterion of planar chemical dissolution-fronts in a three-dimensional situation, as
already demonstrated in the previous study (Zhao et al. 2008c). Nevertheless, in
the three-dimensional case, the related theoretical analysis and mathematical
deductions become much more lengthy and tedious.
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6.3 Application of the Present Theoretical Solutions

6.3.1 Theoretical Understanding of the Effects of Medium
Permeability Anisotropy on Chemical Dissolution-
Front Instability in Two-Dimensional Fluid-Saturated
Porous Media

The present theoretical solutions for the critical Zhao numbers can be used to
investigate the effects of medium permeability anisotropy on the chemical disso-
lution-front instability in two-dimensional fluid-saturated porous media. Generally,
the greater the critical Zhao number of a chemical dissolution system, the more
stable the chemical dissolution front in the chemical dissolution system. In the case
of �mj j ¼ 1, which means that the dimensional wavelength (i.e. kwave) of the per-
turbation has the same order of magnitude as the intrinsic characteristic length (i.e.
L� in Eq. (6.22)) of the chemical dissolution system because �mj j ¼ 2pL�=kwave

(Zhao et al. 2008a, 2009), the characteristic equation of the critical Zhao number
(i.e. Eq. (6.65)) indicates that the critical Zhao number of the chemical dissolution
system is a function of b (representing the ratio of the initial principal permeability
to the finial principal permeability in the pore-fluid flow direction), k (representing
the ratio of the principal permeability in the transversal direction to that in the
longitudinal direction that is parallel to the pore-fluid inflow direction), �aL (rep-
resenting the dimensionless longitudinal dispersivity of the solute) and �aT (rep-
resenting the dimensionless transversal dispersivity of the solute). Since b is only
dependent on the initial and finial porosities (see Eqs. (6.11) and (6.62)), it can be
directly replaced by both the initial porosity (i.e. /0) and the finial porosity (i.e.
/f ) of the chemical dissolution system in the following theoretical investigations.

Figure 6.1 shows the variations of the critical Zhao number with the medium
anisotropic permeability factor (represented by k), which is defined as the ratio of
the principal permeability in the transversal direction to that in the longitudinal
direction that is parallel to the pore-fluid inflow direction, due to three different
final porosities (represented by /f ). These results are obtained when /0 ¼ 0:1 and
�aL ¼ �aT ¼ 0:2. It is observed that with an increase in the medium anisotropic
permeability factor (represented by k), the critical Zhao number can decrease
significantly, especially when the medium anisotropic permeability factor is less
than unity. This indicates that if the principal permeability in the transversal
direction, which is perpendicular to the inflow direction, is smaller than that in the
longitudinal direction, which is parallel to the inflow direction, the growth of the
small perturbation is hindered in the transversal direction. As a result, the likeli-
hood of the chemical dissolution-front instability is significantly reduced. Gener-
ally, the smaller the medium anisotropic permeability factor, the greater the critical
Zhao number, implying that it becomes more difficult for the chemical dissolution-
front instability to take place in the chemical dissolution system. On the other
hand, for a given medium anisotropic permeability factor, the critical Zhao number
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also decreases with an increase in the final porosity (i.e. /f ) of the chemical
dissolution system. For instance, in the case of the medium anisotropic perme-
ability factor being equal to 5.0, the corresponding critical Zhao number of the
chemical dissolution system is equal to 0.6697, 0.4485 and 0.4084 when the final
porosity (i.e. /f ) of the chemical dissolution system is equal to 0.2, 0.3 and 0.4
respectively. It can be concluded that a decrease in the medium anisotropic per-
meability factor stabilizes the chemical dissolution front so that it becomes more
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Fig. 6.1 Distributions of the
critical Zhao number due to
different final porosities
ð/0 ¼ 0:1; �aL ¼ �aT ¼ 0:2Þ:
a Entire view; b Zoom-in
view
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difficult for a planar chemical dissolution-front to evolve into different morphol-
ogies in the chemical dissolution system.

The effect of the medium anisotropic dispersivity factor, which is represented by
the ratio of the dimensionless longitudinal dispersivity to the dimensionless trans-
versal dispersivity (i.e. �aL=�aT ), on the chemical dissolution instability can be also
investigated using the present theoretical results. Toward this end, the initial and final
porosities of the chemical dissolution system are assigned to be 0.1 and 0.2
respectively, while the dimensionless longitudinal dispersivity is assigned to be 0.2
(i.e. �aL ¼ 0:2) during the evaluation of the corresponding critical Zhao numbers
using Eq. (6.67), which is derived in the previous section. Figure 6.2 shows the
effects of the medium anisotropic dispersivity factor (represented by �aL=�aT ) on the
distributions of the critical Zhao numbers due to four different medium anisotropic
dispersivity factor, namely �aL=�aT ¼ 1; 2; 5 and 10 respectively. Note that with an
increase in the value of the medium anisotropic dispersivity factor (represented by
�aL=�aT ), the value of the critical Zhao number decreases accordingly. For example, in
the case of the medium anisotropic permeability factor being equal to 0.5 (i.e.
k = 0.5), the corresponding critical Zhao number of the chemical dissolution system
is equal to 4.233, 3.077, 2.622 and 2.496 when the medium anisotropic dispersivity
factor (represented by �aL=�aT ) of the chemical dissolution system is equal to 1, 2, 5
and 10 respectively. This implies that an increase in the value of the medium
anisotropic dispersivity factor destabilizes the chemical dissolution-front so that it
becomes easier for a planar chemical dissolution-front to evolve into different
morphologies in the chemical dissolution system.

6.3.2 Effects of Medium Permeability Anisotropy
on the Morphological Evolution of the Chemical
Dissolution Front in Two-Dimensional
Fluid-Saturated Porous Media

To investigate how the medium permeability anisotropy can affect the morpho-
logical evolution of a planar chemical dissolution-front in a two-dimensional fluid-
saturated porous medium, the existing numerical methods that were used in the
previous studies (Zhao et al. 2008b, 2009) are modified to include the consider-
ation of the medium permeability anisotropy in the computational simulation, so
that Eqs. (6.24)–(6.26) can be solved numerically (Zhao et al. 2013). Figure 6.3
shows the geometry and boundary conditions of the computational domain, for
which the dimensionless pore-pressure gradient (i.e. �p0fx ¼ �10) is applied to the
left boundary, implying that the corresponding Zhao number of the system is equal
to 10. As a result, there is a horizontal throughflow from the left to the right of the
computational model. The dimensionless height and width of the computational
model are 5 and 15, respectively. Since the computational domain is of finite size,
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a time-dependent dimensionless-concentration boundary condition (i.e.
�CðsÞ ¼ exp ð�p0fx�vfrontsÞ

.
ð1� �aL�p0fxÞ

h i
) is applied to the left boundary. Except for

the left boundary, the initial porosity of the porous medium is 0.1, while the initial
dimensionless concentration is unity within the computational domain. The final
porosity with a value of 0.2 is applied to the left boundary of the computational
domain. As the value of the dimensionless pore-fluid pressure can be chosen
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arbitrarily, it is assumed to be 100 (i.e. �pð�Lx; sÞ ¼ 100) at the right boundary of the
computational domain. To consider whether or not a small perturbation affects the
morphological evolution of a planar chemical dissolution-front during its propa-
gation in the fluid-saturated porous medium, the initial porosity field is randomly
perturbed by a small amount of 1 % of the originally-input initial porosity (i.e.
/0 ¼ 0:1) before running the computational model. The dimensionless perme-
ability tensor (involved in Eqs. (6.24) and (6.25)) of the anisotropic porous
medium is calculated using the Carman-Kozeny formula, which has the power of
three in the power law. The diffusivity of the solute is calculated using the power
law, which has the power of two. Both the top and the bottom boundaries are
assumed to be impermeable for the solute and pore-fluid. The mineral dissolution
ratio (i.e. e) of the chemical dissolution system is assumed to be 0.001, while the
dimensionless time-step length is set to be 0.0002 in the computation. For the
purpose of considering the medium dispersivity anisotropic effect, the dimen-
sionless longitudinal dispersivity is 0.2, while the dimensionless transversal dis-
persivity is 0.02 in the computational model. To appropriately simulate the
propagation of the chemical dissolution-front, the whole computational domain is
simulated by 29,601 four-node square elements of 30,000 nodal points in total.

Figures 6.4 and 6.5 show the effects of the medium anisotropic permeability
ratios (i.e. k) on the morphological evolution of the chemical dissolution-front in
the fluid-saturated porous medium at two different dimensionless time instants,
namely s ¼ 40 and s ¼ 50, respectively. In these two figures, four different values
of the medium anisotropic permeability ratios, namely k ¼ 0:2, 1.0, 5.0 and 10.0,
have been used to show how the medium anisotropic permeability ratio affects the
morphological evolution of the chemical dissolution-front in the fluid-saturated
porous medium. Note that on the basis of the above parameters, the critical Zhao
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( = 5.0)λ

( = 10.0)λ

Fig. 6.4 Effects of medium anisotropic permeability ratios on the morphological evolution of the
chemical dissolution front in the fluid-saturated porous medium ðs ¼ 40Þ
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Fig. 6.5 Effects of medium anisotropic permeability ratios on the morphological evolution of the
chemical dissolution front in the fluid-saturated porous medium ðs ¼ 50Þ
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number of the chemical dissolution system is approximately equal to 4.030, 1.679,
0.549 and 0.460 when the medium anisotropic permeability ratio (i.e. k) is equal to
0.2, 1.0, 5.0 and 10.0 respectively. These critical Zhao number can be obtained
from the theoretical analysis conducted in the previous section of this study. Since
the Zhao number (i.e. Zh = 10) of the simulated chemical dissolution system is
greater than all the corresponding critical values, the chemical dissolution system
considered here is in a supercritical state, implying that a planar chemical disso-
lution-front can evolve into irregular morphologies during its propagation within
the chemical dissolution system. It is observed that the medium anisotropic per-
meability ratios (i.e. k) can have significant effects on the morphological evolution
of the chemical dissolution-front in the computational simulation models. Gen-
erally, when the Zhao number of the chemical dissolution system is greater than its
critical value, the greater the medium anisotropic permeability ratios (i.e. k), the
faster the irregular chemical dissolution front grows. This indicates that since the
same small perturbation is applied to the computational models involving different
medium anisotropic permeability ratios, the dimensionless growth rate of the
applied small perturbation in the chemical dissolution system increases with the
increase of the medium anisotropic permeability ratio in the fluid-saturated porous
medium.

It is interesting to investigate the effects of the medium anisotropic permeability
ratios (i.e. k) on the appearing time of the initial irregular chemical dissolution-
front in the fluid-saturated porous medium including the medium permeability
anisotropy. Figure 6.6 shows the related simulation results in this aspect. It is
noted that the appearing time of the initial irregular chemical dissolution-front is
0.146, 0.06, 0.04 and 0.034 when the medium anisotropic permeability ratio (i.e. k)
is equal to 0.2, 1.0, 5.0 and 10.0 respectively. This means that with the increase of
the medium anisotropic permeability ratio, the appearing time of the initial
irregular chemical dissolution-front decreases accordingly. The reason for this
phenomenon is that as indicated by Eq. (6.43), the amplitude of an irregular
chemical dissolution-front is equal to the product of the applied small perturbation
(i.e. d) and the value of the exponential function, expð�xsÞ, where �x is the
dimensionless growth rate of the perturbation and s is the dimensionless time. For
the given values of both the applied small perturbation (i.e. d) and the amplitude of
an irregular chemical dissolution-front, an increase in the dimensionless growth
rate can result in a decrease in the appearing (dimensionless) time of the initial
irregular chemical dissolution-front. This further demonstrates that the present
theoretical results in this chapter can be used to theoretically understand the
morphological evolution of the chemical dissolution front in the fluid-saturated
porous medium including the medium permeability anisotropic effects.

It needs to be pointed out that since the main purpose of this chapter is to
mathematically derive the critical instability criterion of planar chemical disso-
lution-fronts in a fluid-saturated porous medium, many factors, such as the com-
plicated domain shape, medium heterogeneity, different boundary conditions,
corner effects of an irregular domain and so forth, are not considered in the
numerical simulation. These factors should be considered in the future research.
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Fig. 6.6 Effects of medium anisotropic permeability ratios on the appearing time of the initial
irregular chemical dissolution-front in the fluid-saturated porous medium

148 6 Effects of Medium Permeability Anisotropy on Chemical Dissolution-Front



In summary, the related theoretical and numerical results demonstrated that: (1)
a decrease in the medium anisotropic permeability factor (or ratio), which is
defined as the ratio of the principal permeability in the transversal direction to that
in the longitudinal direction parallel to the pore-fluid inflow direction, can stabilize
the chemical dissolution front so that it becomes more difficult for a planar
chemical dissolution-front to evolve into different morphologies in the chemical
dissolution system; (2) the medium anisotropic permeability ratio can have sig-
nificant effects on the morphological evolution of the chemical dissolution front.
When the Zhao number of the chemical dissolution system is greater than its
critical value, the greater the medium anisotropic permeability ratio, the faster the
irregular chemical dissolution-front grows.
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Chapter 7
Effects of Medium and Pore-Fluid
Compressibility on Chemical
Dissolution-Front Instability
in Fluid-Saturated Porous Media

Both medium and pore-fluid compressibility was neglected in the previous study
of the classical reactive infiltration instability problem within a fluid-saturated
porous medium (Chadam et al. 1986, 1988; Ortoleva et al. 1987). Due to this
simplification, the critical condition, which is used to assess whether or not the
fully-coupled nonlinear system between porosity, pore-fluid pressure and reactive
chemical-species transport within the fluid-saturated porous medium can become
unstable, was rigorously derived in a pure mathematical manner. Since a change in
the pore-fluid pressure of a porous medium causes a change in the effective stress,
which in turn leads to a change in the deformation of the porous medium, a
considerable change in the pore-fluid pressure can cause a considerable change in
the porosity of the porous medium. On the other hand, a pore-fluid pressure change
can also result in a variation of the pore-fluid volume so that it can cause a change
in the density of the pore-fluid. In the case of a small change in the porosity of a
porous medium, the simplification made in the previous study (Chadam et al.
1986, 1988; Ortoleva et al. 1987) may be reasonable for the porous medium
consisting of hard rocks (Steefel and Lasage 1990, 1994; Yeh and Tripathi 1991;
Raffensperger and Garven 1995; Ormond and Ortoleva 2000; Chen and Liu 2002;
Zhao et al. 1997, 1998, 2002, 2007). However, if the porosity change is remarkable
or if the porous medium is comprised of soft materials, the above-mentioned
simplification may be questionable, depending on how medium and pore-fluid
compressibility affects the chemical dissolution-front instability in the fluid-satu-
rated porous medium. For this reason, it is necessary to investigate the effect of
both medium and pore-fluid compressibility on the chemical dissolution-front
propagation within a deformable and fluid-saturated porous medium.

Pore-fluid compressibility is usually considered using the equation of state, in
which the density of pore-fluid is usually expressed as a function of the pore-fluid
pressure, while medium compressibility can be considered in the following two
different approaches. In the first approach, the deformation of a porous medium is
explicitly considered by the displacement variables (Turcotte and Schubert 1982;
Gow et al. 2002; Schaubs and Zhao 2002; Ord et al. 2002), so that the porosity
change caused by a pore-fluid pressure change can be considered by computing the
volumetric strain change in the porous medium (Zhao et al. 2000). On the contrary,
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in the second approach, the porosity change caused by a pore-fluid pressure change
is directly evaluated using the medium compressibility coefficient, which is equal
to the inverse of the bulk modulus of the porous medium, without considering the
medium displacements directly. The main advantage in using the first approach is
that the detailed deformation process including a stress-strain constitutive rela-
tionship in a porous medium can be considered in the analysis, while the main
disadvantage in using the first approach is that due to the use of displacement
variables, the total number of the governing equations of the problem increases
significantly so that it is very difficult to find analytical solutions for the problem.
Since the medium deformation is indirectly considered, the main advantage in
using the second approach is that the total number of the partial differential
equations of the problem can be reduced so that it is possible to derive analytical
solutions for the problem of a simple geometrical domain. Because the major focus
of the chemical dissolution-front instability problem is on the detailed process of
pore-fluid flow and chemical dissolution-front propagation within the fluid-
saturated porous medium, the second approach is more appropriate for conducting
the theoretical analysis of the problem.

7.1 Theoretical Considerations of the Chemical
Dissolution-Front Instability Problem in Deformable
Fluid-Saturated Porous Media

7.1.1 Dimensional and Dimensionless Governing Equations
of the Problem

If pore-fluid compressibility in a deformable and fluid-saturated porous medium is
considered, the governing equations of the coupled nonlinear problem between
porosity, pore-fluid density, pore-fluid flow and reactive multi-chemical-species
transport in the deformable and fluid-saturated porous medium can be expressed as
follows:

o

ot
ðqf /Þ þ r � ðqf /~ulinearÞ ¼ 0; ð7:1Þ

~u ¼ /~ulinear ¼ �
kð/Þ

l
rp; ð7:2Þ

o

ot
ð/CiÞ þ r � ð/Ci~ulinearÞ ¼ r � ½/Dið/ÞrCi� þ Ri i ¼ 1; 2; . . .;Nð Þ; ð7:3Þ

o/
ot
¼ a

op

ot
� DpRp; ð7:4Þ
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oqf

op
¼ qf b; ð7:5Þ

where u
*

linear is the averaged linear velocity vector within the pore space of the
porous medium;~u is the Darcy velocity vector within the porous medium; p and Ci

are the pore-fluid pressure and the concentration (moles per pore-fluid volume) of
chemical species i; l is the dynamic viscosity of the pore-fluid; / is the porosity of
the porous medium; Dið/Þ is the diffusivity of chemical species i; qf is the density
of the pore-fluid; N is the total number of all the chemical species to be considered
in the system; Ri is the source/sink term of chemical species i due to the disso-
lution/precipitation of solid minerals within the system; kð/Þ is the permeability of
the porous medium; Dp is the density of the soluble grains, which is defined as the
number of the soluble gains per unit medium volume; a is the compressibility
coefficient of the porous medium; b is the compressibility coefficient of the pore-
fluid; Rp is the rate of grain-volume change due to a chemical (precipitation)
reaction at the particle level (Zhao et al. 2008).

The first term at the right hand side of Eq. (7.4) represents the contribution of a
pore-fluid pressure change rate to the increase of the porosity change rate, while
the second term at the right hand side of Eq. (7.4) represents the contribution of a
chemical precipitation reaction to the increase of the porosity change rate. Since an
increase in pore-fluid pressure causes a decrease in the effective (compressive)
stress within the solid matrix of a porous medium, it can result in an increase in the
volumetric strain of the solid matrix, indicating an increase in the porosity change
rate. This is the reason why the first term at the right hand side of Eq. (7.4) has a
positive sign. On the other hand, the particle precipitation due to a chemical
precipitation reaction can fill the pore space of the porous medium, so that it
results in a decrease in the porosity change rate. This is the reason why the second
term at the right hand side of Eq. (7.4) has a negative sign.

To consider the variations of both the diffusivity of each chemical species and the
permeability of the porous medium with porosity, the following formulas are com-
monly used in the theoretical investigation of the chemical dissolution-front insta-
bility problem (Bear 1972; Scheidegger 1974; Chadam et al. 1986; Detournay and
Cheng 1993).

Dið/Þ ¼ D0i/
q 3

2
� q� 5

2

� �
; ð7:6Þ

kð/Þ ¼ k0ð1� /0Þ2/3

/3
0ð1� /Þ2

; ð7:7Þ

where D0i is the diffusivity of chemical species i in pure water; /0 and k0 are the
initial reference porosity and permeability of the porous medium, respectively.

The source/sink term of chemical species i due to the dissolution/precipitation of
solid minerals within the system can be expressed as follows (Chadam et al. 1986):
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Ri ¼ �vikchemical
Ap

�Vp
ð/f � /Þ

YN

i¼1

Cvi
i � Keq

 !

; ð7:8Þ

where vi is the stoichiometric coefficient of the ith chemical species; Ap is the
averaged surface area of soluble grains; kchemical and Keq are the rate constant and
equilibrium constant of the chemical reaction respectively; �Vp is the average
volume of each individual soluble grain.

If a single reactive chemical species is considered in the chemical system, then
the above-mentioned governing equations (i.e. Eqs. (7.1)–(7.5)) can be simplified
as follows:

oð/qf Þ
ot

�r � ½qf wð/Þrp� ¼ 0; ð7:9Þ

o

ot
ð/CÞ � r � ½/Dð/ÞrC þ Cwð/Þrp� þ qskEchemical

Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0;

ð7:10Þ

o/
ot
� a

op

ot
þ kEchemical

Ap

�Vp
ð/f � /ÞðC � CeqÞ ¼ 0; ð7:11Þ

oqf

op
¼ qf b; ð7:12Þ

wð/Þ ¼ kð/Þ
l

; ð7:13Þ

where C and Ceq are the concentration and equilibrium concentration of the single
chemical species; kEchemical is the comprehensive rate constant of the chemical
reaction (as defined in Eq. (2.15) previously); /f is the final (i.e. maximum)
porosity of the porous medium after the completion of dissolvable mineral dis-
solution; qs is the molar density (i.e. moles per unit volume) of the dissolvable
grains. Other quantities in Eqs. (7.9)–(7.13) are of the same meanings as those
defined in Eqs. (7.1)–(7.5) and (7.8).

Obviously, Eq. (7.12) has the following solution:

qf ¼ qref exp½bðp� pref Þ�; ð7:14Þ

where qref is the reference density of the pore-fluid at the prescribed reference
pressure, pref.

It is noted that Eq. (7.14) is suitable for a fully-compressible pore-fluid, the
volume of which approaches zero as the pressure approaches infinity so that the
corresponding density of the pore-fluid approaches infinity. However, for a par-
tially-compressible pore-fluid, there exists a critical compressible pressure, known
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as the up-limit compressible pressure, above which the compressibility of the pore-
fluid is negligible. If the ratio of the minimum limit density at the zero pressure
(i.e. p = 0) to the critical compressible density at the critical compressible pres-
sure (i.e. p = pcritical) is defined as k ¼ qf minimum=qfcritical, then the critical com-
pressible pressure of the pore-fluid can be determined by replacing pref with pcritical

in Eq. (7.14).

pcritical ¼ �
ln k
b
: ð7:15Þ

Thus, for a partially-compressible pore-fluid, Eq. (7.14) needs to be modified as
follows:

qf ¼ qfcritical exp½bðp� pcriticalÞ� ðp� pcriticalÞ; ð7:16Þ

qf ¼ qfcritical ðp [ pcriticalÞ: ð7:17Þ

We consider a special case, in which the solid molar density greatly exceeds the
equilibrium concentration of the chemical species (Phillips 1991; Chadam et al.
1986; Zhao et al. 2008, 2010). For this special case, it is useful to define a small
parameter, known as the mineral dissolution ratio (Zhao et al. 2010), as follows:

e ¼ Ceq

qs
\\1: ð7:18Þ

To facilitate the theoretical analysis, the following dimensionless parameters
and variables are defined:

�x ¼ x

L�
; �y ¼ y

L�
; �z ¼ z

L�
; �C ¼ C

Ceq
; �p ¼ p

p�
; ð7:19Þ

s ¼ t

t�
e; �qf ¼

qf

qref
; �a ¼ ap�; �b ¼ bp�; ð7:20Þ

where s is a slow dimensionless time to describe the slowness of the chemical
dissolution that takes place in the system. Other characteristic parameters used in
Eqs. (7.19) and (7.20) can be expressed as follows:

t� ¼
�Vp

kEchemicalApCeq
; L� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þt�

q
; p� ¼

/f Dð/f Þ
wð/f Þ

; ð7:21Þ

D�ð/Þ ¼ /Dð/Þ
/f Dð/f Þ

; w�ð/Þ ¼ wð/Þ
wð/f Þ

: ð7:22Þ
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Using the related dimensionless quantities and variables, Eqs. (7.14) and (7.9)–
(7.11) can be rewritten in the following dimensionless form:

�qf ¼ exp �bð�p� �pref Þ
� �

; ð7:23Þ

e
oð/�qf Þ

os
�r � ½�qf w

�ð/Þr�p� ¼ 0; ð7:24Þ

e
o

os
ð/�CÞ � r � D�ð/Þr�C þ �Cw�ð/Þr�p½ � � oð/� �a�pÞ

os
¼ 0; ð7:25Þ

e
oð/� �a�pÞ

os
þ ð/f � /Þð�C � 1Þ ¼ 0: ð7:26Þ

Note that if pref ¼ p�, then �pref ¼ 1 in Eq. (7.23). As a result, Eq. (7.23) can be
rewritten as

�qf ¼ exp �bð�p� 1Þ
� �

: ð7:27Þ

If the geometry of the problem domain is an infinite plane, then the boundary
conditions of this special problem can be expressed in the dimensionless form as
follows (Zhao et al. 2008):

lim
�x!1

�C ¼ 1; lim
�x!1

o�p

o�x
¼ �p00x downstream boundaryð Þ; ð7:28Þ

lim
�x!�1

�C ¼ 0; lim
�x!�1

o�p

o�x
¼ �p0fx upstream boundaryð Þ: ð7:29Þ

where �p0fx is the dimensionless pore-fluid pressure gradient as x approaches neg-
ative infinity in the upstream of the pore-fluid flow; �p00x is the unknown dimen-
sionless pore-fluid pressure gradient as x approaches positive infinity in the
downstream of the pore-fluid flow.

In this case, the initial condition for this theoretical problem is: /ð�x; 0Þ ¼ /0

expect at the negative infinity, where lim
�x!�1

/ð�x; 0Þ ¼ /f . Note that /0 is the initial

porosity of the porous medium.
The propagating chemical dissolution-front divides the problem domain into

two regions, an upstream region and a downstream region. Across this propagating
chemical dissolution-front, the porosity undergoes a jump from its initial value
into its final value. This implies that the governing equations of the problem are
different for these two regions. Since there are two kinds of pore-fluid com-
pressibility models, namely a fully-compressible pore-fluid model and a partially-
compressible pore-fluid model, it is necessary to derive the analytical solutions
using these two kinds of pore-fluid compressibility models in this investigation.

156 7 Effects of Medium and Pore-Fluid Compressibility



7.1.2 Analytical Solutions Derived from Using
a Fully-Compressible Pore-Fluid Model

When both pore-fluid and medium compressibilities are considered simultaneously,
it is very difficult, if not impossible, to derive analytical solutions for the problem.
However, if they are considered separately, it is possible to derive some analytical
solutions when pore-fluid compressibility is only considered. For this purpose, a limit
case, in which e approaches zero, is taken into account. In this limit case, the cor-
responding governing equations for the dimensionless variables of the problem in
both the downstream region and the upstream region can be expressed below.

�C ¼ 1; r2�pþ �bðr�p � r�pÞ ¼ 0; / ¼ /0 in the downstream regionð Þ;
ð7:30Þ

r � ðr�C þ �Cr�pÞ ¼ 0; r2�pþ �bðr�p � r�pÞ ¼ 0; / ¼ /f

in the upstream regionð Þ;
ð7:31Þ

If the chemical dissolution front is denoted by Sð�x; sÞ ¼ 0, then the following
interface conditions exist for this propagating chemical dissolution-front problem.

lim
S!0�

�C ¼ lim
S!0þ

�C; lim
S!0�

�p ¼ lim
S!0þ

�p; ð7:32Þ

lim
S!0�

o�C

o�n
¼ �vfrontð/f � /0Þ; lim

S!0�

o�p

o�n
¼ wð/0Þ

wð/f Þ
lim

S!0þ

o�p

o�n
; ð7:33Þ

where �n ¼ n=L�; n is the normal vector of the propagating chemical dissolution-
front.

When a planar dissolution front is under stable conditions, general solutions for
the fully-compressible pore-fluid model can be derived from Eqs. (7.30) and (7.31)
with the related interface and boundary conditions. The resulting general solutions
are expressed as follows:

�CðnÞ ¼ 1; �pðnÞ ¼ 1
�b

ln
wð/f Þ
wð/0Þ

�pC1nþ 1

� �
þ �pC2; / ¼ /0

in the downstream regionð Þ;
ð7:34Þ

�CðnÞ ¼ ð�pC1nþ 1Þ�
1
�b; �pðnÞ ¼ 1

�b
lnð�pC1nþ 1Þ þ �pC2; / ¼ /f

in the upstream regionð Þ;
ð7:35Þ

where �pC1 and �pC2 are two constants to be determined.
Due to the consideration of the fully-compressible pore-fluid, the corresponding

pore-fluid pressure gradient approaches zero, implying that the pore-fluid cannot
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be further injected on the upstream boundary where n approaches negative infinity.
This means that the upstream boundary condition in the case of n approaching
negative infinity cannot be satisfied when the pore-fluid is considered to be fully
compressible. For this reason, it is desirable to examine the effect of the partially-
compressible pore-fluid model on the chemical dissolution-front propagation in a
fluid-saturated porous medium.

7.1.3 Analytical Solutions When the Pore-Fluid
in the Upstream Region Is Incompressible

Although the analytical solution derived from the fully-compressible pore-fluid
model cannot satisfy the upstream boundary condition in the case of n approaching
negative infinity, it may provide some useful information about the pore-fluid
pressure variation within the vicinity region of the chemical dissolution front. For
example, the solution derived from the fully-compressible pore-fluid model indi-
cates that there is a dramatic drop in the pore-fluid pressure within the downstream
region. This dramatic drop can be located near the chemical dissolution front,
while the amount of this drop can approach negative infinity. Because of this
dramatic drop, it may be reasonable to assume that the real pore-fluid in the
upstream region has reached a relatively incompressible state and that the pore-
fluid pressure at the upstream–downstream interface is equal to the critical com-
pressible pressure. It is noted that when the pore-fluid becomes incompressible, the
density of the pore-fluid is kept as a constant in the analysis. As a result, the
corresponding governing equations for the dimensionless variables of the problem
in both the downstream region and the upstream region can be expressed below.

�C ¼ 1; r2�pþ �bðr�p � r�pÞ ¼ 0; / ¼ /0 in the downstream regionð Þ;
ð7:36Þ

r � ðr�C þ �Cr�pÞ ¼ 0; r2�p ¼ 0; / ¼ /f in the upstream regionð Þ: ð7:37Þ

In this case, Eqs. (7.16) and (7.17) can be rewritten in the dimensionless form
as follows:

�qf ¼ �qfcritical exp �bð�p� �pcriticalÞ
� �

ð�p� �pcriticalÞ; ð7:38Þ

�qf ¼ �qfcritical ð�p [ �pcriticalÞ: ð7:39Þ

Similarly, for a planar chemical dissolution-front propagation in the fluid-sat-
urated porous medium under stable conditions, the base solutions for this problem
can be derived from Eqs. (7.36) and (7.37) with the related boundary and interface
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conditions mentioned previously. The resulting base solutions are expressed as
follows:

�CðnÞ ¼ 1; �pðnÞ ¼ 1
�b

lnðE1nþ 1Þ þ E2; / ¼ /0 in the downstream regionð Þ;

ð7:40Þ

�CðnÞ ¼ expð��p0fxnÞ; �pðnÞ ¼ �p0fxnþ �pcritical; / ¼ /f in the upstream regionð Þ;
ð7:41Þ

where E1 and E2 are the following two constants:

E1 ¼
wð/f Þ
wð/0Þ

�b�p0fx; E2 ¼ �pcritical: ð7:42Þ

Other parameters can be defined below (Zhao et al. 2008).

n ¼ �x� �vfronts; �vfront ¼ �
�p0fx

/f � /0
: ð7:43Þ

Mathematically, the stability analysis of the base solutions for the problem can
be carried out using the linear stability theory (Nield and Bejan 1992), so that the
instability of the planar chemical dissolution-front can be investigated (Chadam
et al. 1986; Zhao et al. 2008). For this purpose, a small time-dependent pertur-
bation is added on the planar chemical dissolution-front. Consequently, the total
solution, which is equal to the sum of the base solution and the perturbed solution
of the system, can be expressed in a two-dimensional case as follows:

Sðn;�y; sÞ ¼ n� d expð�xsÞ cosðmyÞ; ð7:44Þ

�ptotalðn;�y; sÞ ¼ �pðn; sÞ þ dp̂ðnÞ expð�xsÞ cosðmyÞ; ð7:45Þ

�Ctotalðn;�y; sÞ ¼ �Cðn; sÞ þ dĈðnÞ expð�xsÞ cosðmyÞ; ð7:46Þ

where �x is the dimensionless growth rate of the perturbation; �m is the dimen-
sionless wavenumber of the perturbation; d is the dimensionless amplitude of the
perturbation and d � 1 by the definition of a linear stability analysis.

Since Sðn;�y; sÞ is a function of coordinates n and �y, the following derivatives
exist mathematically (Zhao et al. 2008).

o

on

� �

n

¼ oS

on
o

oS
¼ o

on

� �

S

;
o

o�y

� �

n

¼ oS

o�y

o

oS
þ o

o�y

� �

S

¼ oS

o�y

o

on

� �

S

þ o

o�y

� �

S

; ð7:47Þ
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o2

on2

� �

n

¼ o2

on2

� �

S

;
o2

o�y2

� �

n

¼ o2S

o�y2

o

on
þ oS

o�y

� �2
o2

on2 þ 2
oS

o�y

o2

ono�y
þ o2

o�y2

� �

S

:

ð7:48Þ

The total solutions expressed in Eqs. (7.45) and (7.46) must satisfy the gov-
erning equations that are expressed in Eqs. (7.36) and (7.37). With consideration
of Eqs. (7.47) and (7.48), the first-order perturbation equations of this chemical
dissolution system can be expressed as

Ĉ ¼ 0;

o2p̂

on2 � �m2p̂þ �m2 o�p

on
þ 2�b

o�p

on
op̂

on
¼ 0 in the downstream regionð Þ;

ð7:49Þ

o2Ĉ

on2 þ �p0fx
oĈ

on
� �m2Ĉ � �m2�p0fx expð��p0fxnÞ � �p0fx expð��p0fxnÞ

op̂

on
¼ 0;

o2p̂

on2 � �m2p̂þ �m2�p0fx ¼ 0 in the upstream regionð Þ:
ð7:50Þ

Note that in the process of deriving Eq. (7.49), the following mathematical
equality is used:

r � r ¼ o

on

� �2

þ oS

o�y

o

on

� �
þ o

o�y

� �2

¼ o

on

� �2

þ o

on

� �2
oS

o�y

� �2

þ2
oS

o�y

o

on

� �
o

o�y

� �
þ o

o�y

� �2

: ð7:51Þ

Since o�p=o�y ¼ 0, only the first term on the right hand side of Eq. (7.51) has a
contribution to the first-order perturbation equation (i.e. Eq. (7.49)) of this system.

The corresponding boundary conditions of the first-order perturbation problem
are:

Ĉ ¼ 0; lim
x!1

op̂

on
¼ 0 downstream boundaryð Þ; ð7:52Þ

lim
x!�1

Ĉ ¼ 0; lim
x!�1

op̂

on
¼ 0; upstream boundaryð Þ: ð7:53Þ

Similarly, the interface conditions for this first-order perturbation problem can
be expressed as follows:

Ĉ ¼ 0; lim
S!0�

p̂ ¼ lim
S!0þ

p̂; ð7:54Þ
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lim
S!0

oĈ

o�n
¼ �xð/f � /0Þ; lim

S!0�

op̂

o�n
¼ wð/0Þ

wð/f Þ
lim

S!0þ

op̂

o�n
: ð7:55Þ

If the pore-fluid is incompressible (i.e. �b ¼ 0), Eq. (7.49) can be straightfor-
wardly degenerated into that derived in the previous study (Zhao et al. 2008), in
which the compressibility of the pore-fluid is neglected. Although the compress-
ibility of pore-fluid can affect the perturbation solution in the downstream region,
it does not affect the critical condition, under which the planar chemical disso-
lution-front becomes unstable. This can be demonstrated below.

Solving Eq. (7.50) with the corresponding boundary and interface conditions
yields the following analytical results:

ĈðnÞ ¼ ��p0fx expð��p0fxnÞ �
2

1þ v
expðrnÞ þ 1� v

1þ v
exp �mj j � �p0fx

	 ffi
n

h i� �
;

p̂ðnÞ ¼ �p0fx 1þ 1� v
1þ v

exp �mj jnð Þ
� �

in the upstream regionð Þ;

ð7:56Þ

where

v ¼ wð/0Þ
wð/f Þ

¼ kð/0Þ
kð/f Þ

; r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�p0fxÞ

2 þ 4m2
q

� �p0fx

2
: ð7:57Þ

Substituting Eq. (7.56) into Eq. (7.55) yields the following equation for the
dimensionless growth rate of the small perturbation.

�xð�mÞ ¼
��p0fx

ð1þ vÞð/f � /0Þ
��p0fx �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�p0fxÞ

2 þ 4�m2
q

þ ð1� vÞ �mj j
� �

: ð7:58Þ

Equation (7.58) clearly indicates that the planar chemical dissolution-front
within the reactive transport system is stable to short wavelength (i.e. the large
dimensionless wavenumber �m) perturbations but it is unstable to long wavelength
(i.e. the small dimensionless wavenumber �m) perturbations.

Letting �xð�mÞ ¼ 0 and �m ¼ 1 yields the following critical condition, which can
be used to examine whether or not the planar chemical dissolution-front within the
reactive transport system becomes unstable.

Zhcritical ¼ ��p0fx





critical

¼ ð3� vÞð1þ vÞ
2ð1� vÞ ; ð7:59Þ

where Zhcritical is the critical Zhao number, which is equal to the negative value of

the dimensionless pore-fluid pressure gradient, �p0fx





critical

, in the far upstream

direction as x approaching negative infinity. Note that the Zhao number is a
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dimensionless number and has the same definition as that used in the previous
study (Zhao et al. 2009).

Zh ¼ ��p0fx ¼
p0fxL�

p�
¼ �

kð/f Þp0fx
l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þ

q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�Vp

kEchemicalApCeq

s

; ð7:60Þ

where Zh is the Zhao number of the chemical dissolution system in a fluid-
saturated porous medium.

7.2 Effects of Pore-Fluid Compressibility on the Evolution
of a Chemical Dissolution Front in Subcritical
Chemical Dissolution Systems

Since the main difference between this study and the previous ones is to consider
pore-fluid compressibility, the numerical procedure proposed in the previous study
can be used to simulate the morphological evolution of a chemical dissolution
front after some appropriate modifications are made. However, it is still desirable
to investigate the effect of pore-fluid compressibility on the base solution (i.e.
trivial solution) of a chemical dissolution system. Note that the base solution is the
only solution for a subcritical chemical-dissolution system, while it is a solution
before the chemical dissolution front becomes unstable for either a critical or a
supercritical chemical-dissolution system. For this purpose, a conceptual model
(shown in Fig. 7.1) is constructed to derive the analytical solution. Because the
geometry of this conceptual model can be exactly simulated using the conven-
tional numerical methods such as the finite element and finite difference methods
(Zienkiewicz 1977; Zhao et al. 1994; Lewis and Schrefler 1998), the analytical
solution derived for this conceptual model can be also used to serve as a bench-
mark solution for verifying numerical methods. In this regard, the conceptual
model under consideration can be viewed as a benchmark problem.

7.2.1 Derivation of Analytical Solutions for the Benchmark
Problem in the Subcritical Chemical Dissolution
System of a Finite Domain

Although the general analytical solution derived from the fully-compressible pore-
fluid model cannot satisfy the boundary condition at the (negative) infinity of an
unbounded domain, it can satisfy the boundary condition at the upstream boundary
of a finite domain. This means that the analytical solution for the conceptual model
(shown in Fig. 7.1) can be derived from the related analytical solution that is
derived from the fully-compressible pore-fluid model as follows:
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�Cð�x; sÞ ¼ 1; �pð�x; sÞ ¼ 1
�b

ln
wð/f Þ
wð/0Þ

ð�x� �vfrontsÞEC1 þ 1

� �
þ EC2;

/ð�x; sÞ ¼ /0 in the downstream regionð Þ;
ð7:61Þ

�Cð�x; sÞ ¼ ð�x� �vfrontsÞEC1 þ 1
� ��1

�b; �pð�x; sÞ ¼ 1
�b

ln ð�x� �vfrontsÞEC1 þ 1
� �

þ EC2;

/ð�x; sÞ ¼ /f in the upstream regionð Þ;
ð7:62Þ

where EC1 and EC1 need to be determined using the related boundary conditions
below.

Using the upstream boundary condition, namely o�p=o�x ¼ �p0fx at �x ¼ 0, the
following equation can be obtained:

�p0fx ¼
EC1

�bð1� �vfontsEC1Þ
: ð7:63Þ

Similarly, using the downstream boundary condition (i.e. �p ¼ �p0 at �x ¼ �Lx)
yields the following equation:

�p0 ¼
1
�b

ln
wð/f Þ
wð/0Þ

�Lx � �vfronts
� �

EC1 þ 1

� �
þ EC2: ð7:64Þ

Solving Eqs. (7.63) and (7.64) yields the solutions for EC1 and EC2.
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Fig. 7.1 Conceptual model of the chemical dissolution problem in a fluid-saturated porous
medium
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EC1 ¼
�b�p0fx

1þ �b�p0fx�vfronts
; ð7:65Þ

EC2 ¼ �
1
�b

ln
wð/f Þ�b�p0fx �Lx � �vfronts

� �

wð/0Þ 1þ �b�p0fx�vfronts
	 ffi þ 1

2

4

3

5þ �p0; ð7:66Þ

where �p0 is the prescribed pressure at the right boundary of the finite domain.
It is interesting to examine the behaviour of the solutions expressed by

Eqs. (7.61) and (7.62) in a limit case when �b approaches zero, namely when the
pore-fluid becomes incompressible. Toward this end, the following mathematical
equities need to be derived.

R ¼
wð/f Þ
wð/0Þ

; ð7:67Þ

lim
�b!0

1
�b

lnðEC1nþ 1Þ ¼ lim
�b!0

1
�b

ln
�b�p0fxnþ 1þ �b�p0fx�vfronts

1þ �b�p0fx�vfronts

¼ lim
�b!0

1þ �b�p0fx�vfronts
	 ffi

�p0fxnþ �p0fx�vfronts
	 ffi

1þ �b�p0fx�vfronts
	 ffih i

1þ �b�p0fxnþ �b�p0fx�vfronts
	 ffi

1þ �b�p0fx�vfronts
	 ffi2

� lim
�b!0

�p0fx�vfronts 1þ �b�p0fxnþ �b�p0fx�vfronts
	 ffi

1þ �b�p0fxnþ �b�p0fx�vfronts
	 ffi

1þ �b�p0fx�vfronts
	 ffi2

¼ �p0fxnþ �p0fx�vfronts� �p0fx�vfronts ¼ �p0fxn;

ð7:68Þ

lim
�b!0
ð�p0 � EC2Þ ¼ lim

�b!0

1
�b

ln
1þ R�b�p0fx �Lx � �vfronts

� �
þ �b�p0fx�vfronts

1þ �b�p0fx�vfronts

¼ lim
�b!0

1þ �b�p0fx�vfronts
	 ffi

R�p0fx �Lx � �vfronts
� �

þ �p0fx�vfronts
h i

1þ �b�p0fx�vfronts
	 ffin o

1þ R�b�p0fx �Lx � �vfronts
� �

þ �b�p0fx�vfronts
	 ffi

1þ �b�p0fx�vfronts
	 ffi2 ;

� lim
�b!0

1þ �b�p0fx�vfronts
	 ffi

�p0fx�vfronts 1þ R�b�p0fx �Lx � �vfronts
� �

þ �b�p0fx�vfronts
h in o

1þ R�b�p0fx �Lx � �vfronts
� �

þ �b�p0fx�vfronts
	 ffi

1þ �b�p0fx�vfronts
	 ffi2

¼ R�p0fx �Lx � �vfronts
� �

þ �p0fx�vfronts� �p0fx�vfronts ¼ R�p0fx �Lx � �vfronts
� �

ð7:69Þ

Substituting Eqs. (7.68) and (7.69) into Eq. (7.61) yields the following
equation:
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�pð�x; sÞ ¼ 1
�b

ln
wð/f Þ
wð/0Þ

ð�x� �vfrontsÞEC1 þ 1

� �
þ EC2

¼
wð/f Þ
wð/0Þ

p0fxð�x� �vfrontsÞ �
wð/f Þ
wð/0Þ

�p0fx �Lx � �vfronts
� �

þ �p0

¼ �
wð/f Þ
wð/0Þ

�p0fx �Lx � �xð Þ þ �p0

¼ ��p0f 0
�Lx � �xð Þ þ �p0;

ð7:70Þ

where �p0f 0 is the dimensionless pressure gradient of the pore-fluid in the down-
stream region of the chemical dissolution system.

Similarly, substituting Eqs. (7.68) and (7.69) into Eq. (7.62) yields the fol-
lowing equations:

�pð�x; sÞ ¼ 1
�b

ln ð�x� �vfrontsÞEC1 þ 1
� �

þ EC2

¼ �p0fxð�x� �vfrontsÞ �
wð/f Þ
wð/0Þ

�p0fx �Lx � �vfronts
� �

þ �p0

¼ �p0fxð�x� �vfrontsÞ � �p0f 0
�Lx � �vfronts
� �

þ �p0;

ð7:71Þ

ln �Cð�x; sÞ ¼ � 1
�b

ln ð�x� �vfrontsÞEC1 þ 1
� �

¼ ��p0fxð�x� �vfrontsÞ: ð7:72Þ

Equation (7.72) can be straightforwardly rewritten into the following form:

�Cð�x; sÞ ¼ exp ��p0fxð�x� �vfrontsÞ
h i

: ð7:73Þ

Thus, when �b approaches zero, Eqs. (7.61) and (7.62) can degenerate to the
following equations:

�Cð�x; sÞ ¼ 1; �pð�x; sÞ ¼ ��p00x
�Lx � �xð Þ þ �p0; /ð�x; sÞ ¼ /0 ð�x [�vfrontsÞ;

ð7:74Þ

�Cð�x; sÞ ¼ exp½��p0fxð�x� �vfrontsÞ�; �pð�x; sÞ ¼ �p0fxð�x� �vfrontsÞ � �p00x
�Lx � �vfronts
� �

þ �p0;

/ð�x; sÞ ¼ /f ð�x��vfrontsÞ:
ð7:75Þ

The solutions expressed in Eqs. (7.74) and (7.75) are exactly the same as the
previous solutions derived for incompressible pore-fluids (Zhao et al. 2008). This
proves that the present solutions for compressible pore-fluids are correctly derived,
so that they can be used to investigate the effect of pore-fluid compressibility on
the base solution (i.e. trivial solution) for the fully-coupled nonlinear problem
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between porosity, pore-fluid pressure, pore-fluid density and reactive chemical-
species transport within a fluid-saturated porous medium.

7.2.2 Evaluation of the Dimensionless Propagating Speed
of the Chemical Dissolution Front Associated
with the Derived Analytical Solutions
for the Benchmark Problem

When the pore-fluid is compressible, the dimensionless propagating speed of the
chemical dissolution front (i.e. �vfront) is unknown. To overcome this difficulty, it is
necessary to divide the total period of the dimensionless time under consideration
into many small time intervals. At each small dimensionless time interval, it is
assumed that the pore-fluid density can be considered to be constant, so that the
dimensionless propagating speed of the chemical dissolution front (i.e. �vfront) in the
case of the pore-fluid being compressible can be determined on the basis of the
analytical solution derived in the previous study (Zhao et al. 2008) or in
Sect. 7.1.2. This is the reason why analytical solutions are derived for a special
case where the pore-fluid density in the upstream region is considered to be
constant. To determine the total traveling distance of a chemical dissolution front
for a given dimensionless time, s ¼ sk, the following expressions are defined:

sk ¼
Xk

i¼1

Dsi k ¼ 1; 2; 3; . . .;Nð Þ; ð7:76Þ

�vfrontðsk�1Þ ¼ �
�p0fxðsk�1Þ
/f � /0

k ¼ 1; 2; 3; . . .;Nð Þ; ð7:77Þ

where �vfrontðsk�1Þ is the dimensionless propagating speed of the chemical disso-
lution front at the beginning of the kth time interval (i.e. Dsk), which is equal to the
corresponding value at the end of the (k-1)th time interval (i.e. Dsk�1).

For a given dimensionless time interval, Dsi, the corresponding increase in the
traveling distance of the chemical dissolution front can be expressed as follows:

D�si ¼ �vfrontðsi�1ÞDsi i ¼ kð Þ; k ¼ 1; 2; 3; . . .;Nð Þ: ð7:78Þ

The total traveling distance of the chemical dissolution front at a given
dimensionless time, s ¼ sk, can be calculated using the following equation:

�sk ¼
Xk

i¼1

D�si ¼
Xk

i¼1

�vfront(si�1ÞDsi ¼�
1

/f � /0

Xk

i¼1

�p0fxðsi�1ÞDsi

k ¼ 1; 2; 3; . . .;Nð Þ;
ð7:79Þ
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where �p0fxðsi�1Þ is the dimensionless pore-fluid pressure gradient at the beginning
of the kth time interval (i.e. Dsk), which is equal to the corresponding value at the
end of the (k-1)th time interval (i.e. Dsk�1).

To determine the term, �p0fxðsk�1Þ, it is necessary to consider a vertical cross-
section in Fig. 7.1. From the mass conservation point of view, the mass flux of
pore-fluid should be identical at any vertical cross-sections in the conceptual
model (Fig. 7.1). This means that the product of the Darcy velocity and pore-fluid
density is equal to the same constant at any vertical cross-sections in the upstream
direction of this model. Since the Darcy velocity is directly proportional to the
pore-fluid pressure gradient, the product of the pore-fluid pressure gradient and
pore-fluid density should be equal to the same constant at any vertical cross-
sections of the same porosity. For this reason, the following equation holds.

�p0fxðsk�1Þ�qf ðsk�1Þ ¼ ð�p0fxÞreferenceð�qf Þreference; ð7:80Þ

where �qf ðsk�1Þ is the dimensionless density of the pore-fluid at the beginning of
the kth time interval (i.e. Dsk), which is equal to the corresponding value at the end
of the (k-1)th time interval (i.e. Dsk�1); ð�p0fxÞreference is the reference dimensionless
pressure gradient of the pore-fluid; ð�qf Þreference is the reference dimensionless
density of the pore-fluid. Both ð�p0fxÞreference and ð�qf Þreference can be determined using
the previous analytical results when the pore-fluid density is considered to be
constant (Zhao et al. 2008). Since ð�qf Þreference is a constant, ð�p0fxÞreference should be
equal to another constant in the upstream direction of the conceptual model, as
discussed in Sect. 7.1.2 as well as in the previous study (Zhao et al. 2008). As
shown in Eq. (7.23), �qf ¼ 1 if the pore-fluid density is considered to be constant.
This leads to the following equation:

�p0fxðsk�1Þ ¼
ð�p0fxÞreference

�qf ðsk�1Þ
k ¼ 1; 2; 3; . . .;Nð Þ: ð7:81Þ

Substituting Eq. (7.81) into Eq. (7.79) yields the following equation for eval-
uating the total travel distance of the chemical dissolution front at the given time,
namely s ¼ sk.

�sk ¼ �vfrontðskÞsk ¼ �
ð�p0fxÞreference

/f � /0

Xk

i¼1

Dsi

�qf ðsk�1Þ
¼ ð�vfrontÞreference

Xk

i¼1

Dsi

�qf ðsk�1Þ
;

ð7:82Þ

where ð�vfrontÞreference is the reference dimensionless propagating speed of the
chemical dissolution front in the fluid-saturated porous medium, which has the
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pore-fluid of a constant density and the same porosity as that when the pore-fluid is
considered to be compressible.

Note that �qf ðsk�1Þ can be actually evaluated at the location of the chemical
dissolution front (i.e. �x� �sk�1) at the end of the (k-1)th time interval (i.e. Dsk�1).
As a result, the term (i.e. �vfronts) in Eqs. (7.61) and (7.62) can be replaced by the
following expression:

�vfronts ¼ �vfrontðskÞsk ¼ ð�vfrontÞreference

Xk

i¼1

Dsi

�qf ðsk�1Þ
k ¼ 1; 2; 3; . . .;Nð Þ: ð7:83Þ

Equation (7.83) clearly indicates that the dimensionless propagating speed of
the chemical dissolution front (i.e. �vfront) in the case of the pore-fluid being
compressible is dependent on the dimensionless density of the pore-fluid. Since the
pore-fluid density is a different constant for a different time interval, the overall
effect of the pore-fluid compressibility on the dimensionless propagating speed of
the chemical dissolution front is considered in the theoretical analysis. In fact,
when the time interval approaches zero, the dimensionless propagating speed of
the chemical dissolution front (i.e. �vfront) in the case of the pore-fluid being
compressible can approach the exact solution. This means that Eq. (7.83) can be
used to compute the analytical solutions for all the compressible pore-fluids in
subcritical chemical dissolution systems. Nevertheless, Eq. (7.83) is not applicable
to critical and supercritical chemical systems, for which analytical solutions are
not available, so that computational methods need to be used for producing
numerical solutions, as discussed later.

Since �qf ðsk�1Þ is a function of the dimensionless pressure of the pore-fluid, it
can be evaluated using Eq. (7.23) as follows:

�qf ðsk�1Þ ¼ exp �b½�pðsk�1Þ � �pref �
� �

k ¼ 1; 2; 3; . . .;Nð Þ; ð7:84Þ

where �pðsk�1Þ is the dimensionless pressure of the pore-fluid at the location of the
chemical dissolution front (i.e. �x� �sk�1) at the end of the (k-1)th time interval (i.e.
Dsk�1).

7.2.3 Effects of Pore-Fluid Compressibility on the Evolution
of a Chemical Dissolution Front in Subcritical
Chemical Dissolution Systems

The present analytical solutions can be used to investigate the effect of pore-fluid
compressibility on the evolutions of chemical dissolution fronts in subcritical sys-
tems. Towards this goal, the following parameters are used in the corresponding
computations. The dimensionless pore-fluid pressure gradient (i.e. �p0fx ¼ �1) is
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applied on the left boundary of the conceptual model, so that there is a horizontal
throughflow from the left to the right of the conceptual model. The initial porosity of
the porous medium is 0.1 (i.e. /0 ¼ 0:1), while the initial dimensionless chemical-
species concentration is one within the computational domain that is defined as the
space occupied by the conceptual model. The final porosity after the depletion of the
soluble mineral is 0.2 (i.e. /f ¼ 0:2). The reference dimensionless density of the
pore-fluid is unity, and the dimensionless pore-fluid pressure is equal to 100 (i.e.
�p0 ¼ 100) at the right boundary of the model. To evaluate the value of the ratio,
wð/f Þ=wð/0Þ, the permeability of the porous medium is calculated using the Car-
man-Kozeny formula, which has the power of 3 in the power law. The dimensionless
time-step length (i.e. the dimensionless time-interval) is set to be a constant of 0.005
in the computation. Note that when pore-fluid is compressible, no criterion is
available for assessing the instability of a chemical dissolution front in the fluid-
saturated porous medium. In this case, the criterion that is derived when pore-fluid is
incompressible can be used, as an approximation, to judge the instability of a
chemical dissolution front in the fluid-saturated porous medium where pore-fluid is
compressible. The critical Zhao number of the chemical dissolution system is equal
to 1.77 when the pore-fluid is incompressible. Since the Zhao number of the system is
equal to unity (i.e. Zh ¼ ��p0fx ¼ 1), which is smaller than its corresponding critical
value, the chemical dissolution system under consideration is subcritical so that a
planar dissolution front remains planar during its propagation within the model.
When the pore-fluid is incompressible, the dimensionless propagating speed of the
chemical dissolution front (i.e. ð�vfrontÞreference) is equal to 10, which can be used in
Eq. (7.83).

Figure 7.2 shows the effects of pore-fluid compressibility on the evolution of
the chemical dissolution front in the subcritical system at two dimensionless time
instants, namely s = 0.04 and s = 0.08 respectively. To produce the analytical
results shown in this figure, four different values of the dimensionless pore-fluid
compressibility coefficient, namely �b ¼ 0, 0.0001, 0.0005 and 0.001, have been
used in the corresponding computations. In the case of �b ¼ 0, the pore-fluid
becomes incompressible, so that Eqs. (7.74) and (7.75) are used, instead of
Eqs. (7.61) and (7.62), which are used for the other three values of the dimen-
sionless pore-fluid compressibility coefficient. Since the mineral dissolution ratio
is equal to zero (i.e. e = 0), sharp chemical dissolution fronts have been obtained
for all the four values of the dimensionless pore-fluid compressibility coefficient. It
is noted that when the value of the dimensionless pore-fluid compressibility
coefficient becomes smaller and smaller, the chemical dissolution front propagates
slower and slower. This indicates that with an increase in pore-fluid compress-
ibility, there is a decrease in the dimensionless propagating speed of the chemical
dissolution front in a subcritical system.

Figure 7.3 shows the effect of pore-fluid compressibility on the distribution of
the dimensionless pore-fluid pressure, while Fig. 7.4 shows the effect of pore-fluid
compressibility on the distribution of the dimensionless pore-fluid density in the
chemical dissolution system. In these two figures, the equal-value lines of either

7.2 Effects of Pore-Fluid Compressibility 169



the dimensionless pore-fluid pressure or the dimensionless pore-fluid density have
been displayed. It is observed that the space between two equal-value lines of the
dimensionless pore-fluid pressure in the upstream direction of the chemical dis-
solution front is smaller than that in the downstream direction of the chemical
dissolution front. This is because that the porosity of the porous medium in the
upstream direction of the chemical dissolution front is greater than that in the

( 0=β , 04.0=τ )                   ( 0=β , 08.0=τ )

( 0001.0=β , 04.0=τ )                                      ( 0001.0=β , 08.0=τ )

( 0005.0=β , 04.0=τ )                                       ( 0005.0=β , 08.0=τ )

( 001.0=β , 04.0=τ )                                       ( 001.0=β , 08.0=τ )

Fig. 7.2 Effects of pore-fluid compressibility on the evolution of the chemical dissolution front
in a subcritical system (Porosity)
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downstream direction of the chemical dissolution front. As a result, the absolute
value of the dimensionless pressure gradient of the pore-fluid in the upstream
direction of the chemical dissolution front is smaller than that in the downstream
direction of the chemical dissolution front. Due to the strong dependence of the
dimensionless pore-fluid pressure, the distribution pattern of the dimensionless
pore-fluid density is exactly the same as that of the dimensionless pore-fluid
pressure for all the four values of the dimensionless pore-fluid compressibility
coefficients under consideration.

( 0001.0=β , 04.0=τ )                                                 ( 0001.0=β , 08.0=τ )

( 0005.0=β , 04.0=τ )                                      ( 0005.0=β , 08.0=τ )

( 001.0=β , 04.0=τ )                                       ( 001.0=β , 08.0=τ )

Fig. 7.3 Effects of pore-fluid compressibility on the distribution of the dimensionless pore-fluid
pressure in a subcritical system
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7.3 Computational Theory for Simulating
the Morphological Evolution of a Chemical Dissolution
Front with the Consideration of Pore-Fluid
and Medium Compressibility

Although analytical solutions have been derived for subcritical chemical disso-
lution systems under some special circumstances, it is very difficult, if not
impossible, to derived any analytical solutions for the morphological evolutions of

( 0001.0=β , 04.0=τ )                                                 ( 0001.0=β , 08.0=τ )

( 0005.0=β , 04.0=τ )                          ( 0005.0=β , 08.0=τ )

( 001.0=β , 04.0=τ )                                       ( 001.0=β , 08.0=τ )

Fig. 7.4 Effects of pore-fluid compressibility on the distribution of the dimensionless pore-fluid
density in a subcritical system
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chemical dissolution fronts in supercritical chemical dissolution systems. As a
result, numerical solutions are alternatively produced in this situation. Since this
study is an extension of the previous work where the pore-fluid is considered to be
incompressible (Zhao et al. 2008), the previously-developed numerical methods
need to be modified to include the consideration of pore-fluid and medium com-
pressibility, so that they can be used to simulate morphological evolution of a
chemical dissolution front in a supercritical chemical dissolution system where
both pore-fluid and medium are compressible. For this purpose, the dimensionless
governing equations of the problem to be solved, which have been derived in
Sect. 7.1, can be summarized as follows:

e
oð/�qf Þ

os
�r � ½�qf w

�ð/Þr�p� ¼ 0; ð7:85Þ

e
o

os
ð/�CÞ � r � D�ð/Þr�C þ �Cw�ð/Þr�p½ � � oð/� �a�pÞ

os
¼ 0; ð7:86Þ

e
oð/� �a�pÞ

os
þ ð/f � /Þð�C � 1Þ ¼ 0; ð7:87Þ

�qf ¼ exp �bð�p� �pref Þ
� �

: ð7:88Þ

Since the pore-fluid density is only dependent on the pore-fluid pressure,
Eq. (7.88) can be directly computed once the pore-fluid pressure is obtained from
solving Eqs. (7.85)–(7.87). The procedure is comprised of two main methods,
namely the finite difference method (Zhao et al. 1994) and finite element method
(Zienkiewicz 1977). By using the finite difference method, Eqs. (7.85)–(7.87) are
firstly turned into finite difference equations for a given time-step in the time
domain. Then, by using the finite element method, the corresponding finite dif-
ference equations are further transformed into finite element equations in the
spatial domain. If the pore-fluid is incompressible, the resulting finite element
equations can be solved using the conventional numerical algorithms (Chadam
et al. 1986; Chen and Liu 2002; Zhao et al. 2008). However, if the pore-fluid is
compressible, as considered in this investigation, the porosity gradient is involved
in the solution process. For the chemical dissolution-front propagation problem
under consideration, the porosity can have a jump at the location of the chemical
dissolution front, from the theoretical point of view. This means that the porosity
gradient is very large or even infinite in the case of the mineral dissolution ratio (e)
approaching zero. Consequently, the conventional numerical algorithms diverge
when they are directly used to solve the resulting finite element equations of a
chemical dissolution problem. To improve the solution convergence, a porosity-
gradient replacement approach, in which the porosity gradient is replaced by the
dimensionless pore-fluid pressure-gradient and dimensionless pore-fluid density-
gradient in a strictly mathematical manner, is proposed (Zhao et al. 2012).
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7.3.1 Derivation of the Finite Difference Equations
of the Problem

For a given dimensionless time-step, sþ Ds, the unknown porosity can be denoted
by /sþDs ¼ /s þ D/sþDs, where /s is the known porosity at the previous time-step
and D/sþDs is the unknown porosity increment at the current time-step. Once
D/sþDs is found, the unknown porosity (i.e. /sþDs) at the current time-step can be
straightforwardly obtained. By using the backward difference scheme, Eq. (7.87)
can be written as follows:

e
Ds
þ 1� �CsþDsð Þ

h i
D/sþDs ¼ ð/f � /sÞ 1� �CsþDsð Þ þ e�a

Ds
ð�psþDs � �psÞ; ð7:89Þ

where �CsþDs is the dimensionless chemical-species concentration at the current
time-step; �psþDs and �ps are the dimensionless pore-fluid pressures at the current
and previous time-steps, respectively; Ds is the dimensionless time increment at
the current time-step.

Mathematically, there exist the following relationships in the finite difference
sense.

e
o /�Cð Þ

os
¼ e

D /sþDs
�CsþDs

� �

Ds
¼ e�CsþDs

D/sþDs

Ds
þ e/sþDs

D �CsþDsð Þ
Ds

; ð7:90Þ

o /� apð Þ
os

¼
D /sþDs � apsþDs

� �

Ds
¼ 1

e
1� �CsþDsð Þð/f � /sþDsÞ; ð7:91Þ

r � D�ð/Þr�C½ � ¼ r � D�ð/sþDsÞr�CsþDs
� �

; ð7:92Þ

r � ½�Cw�ð/Þr�p� ¼ �Cr � w�ð/Þr�p� þ r�p � ½w�ð/Þr�C½ �
¼ �CsþDsr � ½w�ð/sþDsÞr�psþDs� þ r�psþDs � w�ð/sþDsÞr�CsþDs

� �
:

ð7:93Þ

Substituting Eqs. (7.90)–(7.93) into Eq. (7.86) yields the following finite dif-
ference equation:

e
Ds
ð2/sþDs � /sÞ þ

1
e
ð/f � /sþDsÞ � r � ½w�ð/sþDsÞr�psþDs�

� �
�CsþDs

�r � D�ð/sþDsÞr�CsþDs
� �

�r�psþDs � w�ð/sþDsÞr�CsþDs
� �

¼ e
Ds

/sþDs
�Cs þ

1
e
ð/f � /sþDsÞ:

ð7:94Þ

Equation (7.91) can be rewritten in the following discretized form:

174 7 Effects of Medium and Pore-Fluid Compressibility



e
D/sþDs

Ds
¼ 1� �CsþDsð Þð/f � /sþDsÞ þ e�a

D�psþDs

Ds
: ð7:95Þ

Therefore, the following equation exists mathematically:

e
oð/�qf Þ

os
¼ e

D½/sþDsð�qf ÞsþDs�
Ds

¼ eð�qf ÞsþDs
D/sþDs

Ds
þ e/sþDs

D½ð�qf ÞsþDs�
Ds

: ð7:96Þ

Substituting Eq. (7.95) into Eq. (7.96) yields the following equation:

e
oð/�qf Þ

os
¼ ð�qf ÞsþDs 1� �CsþDsð Þð/f � /sþDsÞ

þ e�að�qf ÞsþDs

D�psþDs

Ds
þ e/sþDs

Dð�qf ÞsþDs

Ds
:

ð7:97Þ

Consequently, Eq. (7.85) can be rewritten in the following discretized form:

r � ½�qf w
�ð/Þr�p� ¼ r � ½ð�qf ÞsþDsw

�ð/sþDsÞr�psþDs�

¼ ð�qf ÞsþDs 1� �CsþDsð Þð/f � /sþDsÞ þ e�að�qf ÞsþDs
D�psþDs

Ds
þ e/sþDs

Dð�qf ÞsþDs

Ds
:

ð7:98Þ

Equation (7.98) can be straightforwardly expressed as follows:

e�a
Ds
ð�qf ÞsþDs�psþDs �r � ½ð�qf ÞsþDsw

�ð/sþDsÞr�psþDs�

¼ e�a
Ds
ð�qf ÞsþDs�ps � ð�qf ÞsþDs 1� �CsþDsð Þð/f � /sþDsÞ � e/sþDs

Dð�qf ÞsþDs

Ds
:

ð7:99Þ

To update the density of the pore-fluid, Eq. (7.88) can be also expressed in the
following form:

ð�qf ÞsþDs ¼ exp �bð�psþDs � �pref Þ
� �

: ð7:100Þ

7.3.2 Derivation of the Proposed Porosity-Gradient Replacement
Approach

If the segregated scheme is used, the governing equations of the chemical disso-
lution problem can be solved one by one in a sequential manner. This can avoid to
forming the global matrices of the system so that it can generally cause a sig-
nificant reduction in the requirement for computer memory. To derive the pro-
posed porosity-gradient replacement approach, the corresponding finite difference
equations of the problem can be summarized as follows:
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e
Ds
þ 1� �CsþDsð Þ

h i
D/sþDs ¼ ð/f � /sÞ 1� �CsþDsð Þ þ e�a

Ds
ð�psþDs � �psÞ; ð7:101Þ

e
Ds
ð2/sþDs � /sÞ þ

1
e
ð/f � /sþDsÞ � r � ½w�ð/sþDsÞr�psþDs�

� �
�CsþDs

�r � D�ð/sþDsÞr�CsþDs
� �

� w�ð/sþDsÞ r�psþDs � r�CsþDsð Þ

¼ e
Ds

/sþDs
�Cs þ

1
e
ð/f � /sþDsÞ;

ð7:102Þ

e�a
Ds
ð�qf ÞsþDs�psþDs �r � ½ð�qf ÞsþDsw

�ð/sþDsÞr�psþDs�

¼ e�a
Ds
ð�qf ÞsþDs�ps � ð�qf ÞsþDs 1� �CsþDsð Þð/f � /sþDsÞ � e/sþDs

Dð�qf ÞsþDs

Ds
;

ð7:103Þ

ð�qf ÞsþDs ¼ exp �bð�psþDs � �pref Þ
� �

: ð7:104Þ

Note that since Eqs. (7.101)–(7.104) are a set of fully coupled nonlinear
equations, they need to be solved sequentially and iteratively when the segregated
scheme is used.

From Sect. 7.1, w�ð/Þ and D�ð/Þ can be expressed follows:

D�ð/Þ ¼ /qþ1

/qþ1
f

3
2
� q� 5

2

� �
; ð7:105Þ

w�ð/Þ ¼
ð1� /f Þ2/3

/3
f ð1� /Þ2

: ð7:106Þ

When the finite element method is used to directly solve the difference equa-
tions (i.e. Eqs. (7.101)–(7.103)) of the problem, the porosity gradient must be
involved, as can be demonstrated below.

Mathematically, a variable coefficient term, r � ½w�ð/sþDsÞr�psþDs�, on the left
hand side of Eq. (7.102) can be written in the following form:

r � ½w�ð/sþDsÞr�psþDs� ¼ w�ð/sþDsÞðr � r�psþDsÞ þ rw�ð/sþDsÞ � r�psþDs:

ð7:107Þ

From Eq. (7.106), rw�ð/sþDsÞ can be obtained as follows:

rw�ð/sþDsÞ ¼
2ð1� /f Þ2ð/sþDsÞ2

ð/f Þ3ð1� /sþDsÞ3
r/sþDs: ð7:108Þ
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Equation (7.108) clearly demonstrates that in order to compute rw�ð/sþDsÞ, it
is necessary to evaluate the porosity gradient, r/sþDs. Although a different
porosity-permeability relationship can be used to replace the current porosity-
permeability model, the sharp porosity gradient cannot be avoided unless the
permeability of the porous medium is independent of the porosity. In the case of
dealing with the mineral dissolution problem in an ore forming system, the mineral
dissolution ratio (e) is usually a very small number (Chadam et al. 1986; Zhao
et al. 2008, 2010). This will result in a very sharp chemical dissolution front, so
that the porosity gradient at the location of the chemical dissolution front can be
very large. The previous theoretical study has demonstrated that when the mineral
dissolution ratio (e) approaches zero in a chemical dissolution system of incom-
pressible pore-fluid, there is a porosity discontinuity just at the location of the
chemical dissolution front. This means that the porosity gradient can be very large
at the location of the chemical dissolution front, even when the pore-fluid is
compressible. For this reason, the conventional numerical algorithms may be hard
to converge if they are directly used to solve the resulting finite element equations
derived just from the corresponding finite difference equations (i.e. Eqs. (7.101)–
(7.103)) of a chemical dissolution problem. To improve the convergence speed of
solution, the left hand side of Eq. (7.107) is rewritten in the following form:

r � ½w�ð/sþDsÞr�psþDs� ¼
1

ð�qf ÞsþDs

n
r � ½ð�qf ÞsþDsw

�ð/sþDsÞr�psþDs�

� w�ð/sþDsÞ½r�psþDs � rð�qf ÞsþDs�
o
:

ð7:109Þ

Substituting Eq. (7.98) into Eq. (7.109) yields the following equation:

r � ½w�ð/sþDsÞr�psþDs� ¼ 1� �CsþDsð Þð/f � /sþDsÞ þ e�a
D�psþDs

Ds

þ e/sþDs

Ds

Dð�qf ÞsþDs

ð�qf ÞsþDs

� w�ð/sþDsÞ
ð�qf ÞsþDs

½r�psþDs � rð�qf ÞsþDs�:

ð7:110Þ

Equation (7.110) clearly demonstrates that if the term of its right hand side is
used to replace that of its left hand side, then the porosity gradient computation can
be avoided in the finite difference equations of the chemical dissolution problem
involving compressible pore-fluid. This is the reason why the proposed numerical
treatment is called the porosity gradient replacement approach.

To facilitate the forthcoming derivation of the finite element equations of the
chemical dissolution problem, Eq. (7.110) can be rewritten in the following form:

r � ½w�ð/sþDsÞr�psþDs� ¼ f /sþDs; �CsþDs; ð�qf ÞsþDs; �psþDs; ð�qf Þs; �ps

� �
; ð7:111Þ

where
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f ¼ f /sþDs; �CsþDs; ð�qf ÞsþDs; �psþDs; ð�qf Þs; �ps
� �

¼ 1� �CsþDsð Þð/f � /sþDsÞ þ
e�a
Ds
ð�psþDs � �psÞ

þ e/sþDs

Ds
1�

ð�qf Þs
ð�qf ÞsþDs

 !

� w�ð/sþDsÞ
ð�qf ÞsþDs

½r�psþDs � rð�qf ÞsþDs�:

ð7:112Þ

7.3.3 Derivation of the Finite Element Equations of the Problem

Although the finite element method has been broadly used for solving many
different types of scientific and engineering problems, the finite element equations
related to the chemical dissolution-front propagation problem with compressible
pore-fluid have not been available so far, owing to the high nonlinearity of the
problem. The chemical dissolution-front propagation plays the following two
critical roles: (1) changing flow channels through porosity creation and (2) gen-
erating mass source through chemical dissolution. Even though the finite element
method itself is well known, the finite element equations of the chemical disso-
lution-front propagation problem with compressible pore-fluid are briefly derived
below.

To derive the finite element equations of the problem, three unknown variables
involved in the finite difference equations (i.e. Eqs. (7.101)–(7.103)) are defined as
follows:

U1 ¼ D/sþDs; U2 ¼ �CsþDs; U3 ¼ �psþDs: ð7:113Þ

By using these new definitions, Eqs. (7.101)–(7.103) can be written in the
following forms:

fU1U1 ¼ fC1; ð7:114Þ

fU2U2 � w�ð/sþDsÞðr�psþDs � rU2Þ � r � ½D�ð/sþDsÞrU2� ¼ fC2; ð7:115Þ

fU3aU3 �r � ½fU3brU3� ¼ fC3; ð7:116Þ

where

fU1 ¼ fU1ð�CsþDsÞ ¼
e

Ds
þ 1� �CsþDsð Þ; ð7:117Þ

fC1 ¼ fC1
�CsþDs; �psþDs; �psð Þ ¼ ð/f � /sÞ 1� �CsþDsð Þ þ e�a

Ds
ð�psþDs � �psÞ; ð7:118Þ

fU2 ¼ fU2½/sþDs; �CsþDs; ð�qf ÞsþDs; �psþDs; ð�qf Þs; �ps�

¼ e
Ds
ð2/sþDs � /sÞ þ

1
e
ð/f � /sþDsÞ � f �;

ð7:119Þ
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fC2 ¼ fC2 /sþDs; �C
� �

¼ e
Ds

/sþDs
�Cs þ

1
e
ð/f � /sþDsÞ; ð7:120Þ

fU3a ¼ fU3½ð�qf ÞsþDs� ¼
e�a
Ds
ð�qf ÞsþDs; ð7:121Þ

fU3b ¼ fU3b½/sþDs; ð�qf ÞsþDs� ¼ ð�qf ÞsþDsw
�ð/sþDsÞ; ð7:122Þ

fC3 ¼ fC3 /sþDs; �CsþDs; ð�qf ÞsþDs; ð�qf Þs; �ps
� �

¼ e�a
Ds
ð�qf ÞsþDs�ps � ð�qf ÞsþDs 1� �CsþDsð Þð/f � /sþDsÞ

� e/sþDs

Ds
½ð�qf ÞsþDs � ð�qf Þs�:

ð7:123Þ

Based on the finite element method, the distribution of the above-mentioned
three unknown variables in a finite element can be described as follows:

Ue
1 ¼ ½N�fD1ge; ð7:124Þ

Ue
2 ¼ ½N�fD2ge; ð7:125Þ

Ue
3 ¼ ½N�fD3ge; ð7:126Þ

where Ue
1; Ue

2 and Ue
3 are the distribution fields of the three unknown variables

within the finite element; fD1ge; fD2ge and fD3ge are the corresponding nodal
vectors of the element; [N] is the shape function matrix of the element.

If the finite element under consideration has Q nodes, then the following
expressions exist for this element:

fD1geð ÞT¼ U11 U12 . . . U1Qf g; ð7:127Þ

fD2geð ÞT¼ U21 U22 . . . U2Qf g; ð7:128Þ

fD3geð ÞT¼ U31 U32 . . . U3Qf g; ð7:129Þ

½N� ¼ N1 N2 . . . NQ½ �; ð7:130Þ

where Ni (i = 1, 2, …, Q) is the shape function of node i; U1i, U2i and U3i (i = 1,
2, …, Q) are the nodal values of the unknown variables for the finite element under
consideration.

Using the Galerkin weighted-residual method, Eqs. (7.114)–(7.116) can be
rewritten, at the element level, as follows:
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ZZ

A
½N�T fU1½N� dA

� �
fD1ge ¼

ZZ

A
½N�T fC1 dA; ð7:131Þ

ZZ

A
½N�T fU2½N� dA

� �
fD2ge �

ZZ

A
w�ð/s þ DsÞ½N�Tðr�psþDs � r½N�Þ dA

� �
fD2ge

�
ZZ

A
½N�Tr � (D�ð/sþDsÞr½N� dA

� �
fD2ge ¼

ZZ

A
½N�T fC2 dA;

ð7:132Þ
ZZ

A
½N�T fU3a½N� dA

� �
fD3ge �

ZZ

A
½N�Tr � ðfU3br½N�Þ dA

� �
fD3ge

¼
ZZ

A
½N�T fC3 dA; ð7:133Þ

where A is the area of the element.
Note that the following expressions exist mathematically:

ZZ

A
½N�Tr � ðD�ð/sþDsÞr½N�Þ dA

� �
fD2ge ¼

Z

S

½N�T D�ð/sþDsÞrð½N�fD2geÞ dS

�
ZZ

A
r½N�T � ðD�ð/sþDsÞr½N�Þ dA

� �
fD2ge;

ð7:134Þ
ZZ

A
½N�Tr � ðfU3br½N�Þ dA

� �
fD3ge ¼

Z

S

½N�T fU3brð½N�fD3geÞ dS

�
ZZ

A
r½N�T � ðfU3br½N�Þ dA

� �
fD3ge;

ð7:135Þ

where S is the length of the element boundary.
Substituting Eqs. (7.134) and (7.135) into Eqs. (7.132) and (7.133) yields the

following expressions:

ZZ

A
½N�T fU2½N� dA

� �
fD2ge �

ZZ

A
w�ð/sþDsÞ½N�Tðr�psþDs � r½N�Þ dA

� �
fD2ge

þ
ZZ

A
r½N�T � ðD�ð/sþDsÞr½N�Þ dA

� �
fD2ge

¼
ZZ

A
½N�T fC2 dAþ

Z

S

½N�T D�ð/sþDsÞrð½N�fD2geÞ dS;

ð7:136Þ
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ZZ

A
½N�T fU3a½N� dA

� �
fD3ge þ

ZZ

A
r½N�T � ðfU3br½N�Þ dA

� �
fD3ge

¼
ZZ

A
½N�T fC3 dAþ

Z

S

½N�T fU3brð½N�fD3geÞ dS:
ð7:137Þ

Consideration of Eqs. (7.131), (7.136) and (7.137) leads to the discretized
equations of the single finite element as follows:

½M1�efD1ge ¼ fP1ge; ð7:138Þ

½M2�e � ½H�e þ ½K1�eð ÞfD2ge ¼ fP2ge; ð7:139Þ

½M3�e þ ½K2�eð ÞfD3ge ¼ fP3ge; ð7:140Þ

where ½M1�e; ½M2�e; ½M3�e; ½H�e; ½K1�e and ½K2�e are the property matrices of the
single finite element; fP1ge; fP2ge and fP3ge are the ‘‘load’’ vectors of the single
finite element. These matrices and vectors can be expressed as follows:

½M1�e ¼
ZZ

A
½N�T fU1½N� dA; ð7:141Þ

½M2�e ¼
ZZ

A
½N�T fU2½N� dA; ð7:142Þ

½M3� ¼
ZZ

A
½N�T fU3a½N� dA; ð7:143Þ

½H�e ¼
ZZ

A
w�ð/sþDsÞ½N�Tðr�psþDs � r½N�Þ dA; ð7:144Þ

½K1�e ¼
ZZ

A
r½N�T � ðD�ð/sþDsÞr½N�Þ dA; ð7:145Þ

½K2�e ¼
ZZ

A
r½N�T � ðfU3br½N�Þ dA; ð7:146Þ

fP1ge ¼
ZZ

A
½N�T fC1 dA; ð7:147Þ

fP2ge ¼
ZZ

A
½N�T fC2 dAþ

Z

S

½N�T D�ð/sþDsÞrð½N�fD2geÞ dS

¼
ZZ

A
½N�T fC2 dAþ

Z

S

½N�T D�ð/sþDsÞrð�CsþDsÞe dS;
ð7:148Þ
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fP3ge ¼
ZZ

A
½N�T fC3 dAþ

Z

S

½N�T fU3brð½N�fD3geÞdS

¼
ZZ

A
½N�T fC3dAþ

Z

S

½N�T fU3brð�psþDsÞedS;
ð7:149Þ

where rð�CsþDsÞe and rð�psþDsÞe are the dimensionless chemical-species concen-
tration-gradient and pore-fluid pressure-gradient at the boundary, S, of the finite
element.

Assembling the property matrices and vectors of all the elements in a system
yields the following discretized governing equations of the system:

½M1�fD1g ¼ fP1g; ð7:150Þ

½M2� � ½H� þ ½K1�ð ÞfD2g ¼ fP2g; ð7:151Þ

½M3� þ ½K2�ð ÞfD3g ¼ fP3g; ð7:152Þ

where ½M1�; ½M2�; ½M3�; ½H�; ½K1� and ½K2� are the global property matrices of the
system; fP1g; fP2g and fP3g are the global ‘‘load’’ vectors of the system;
fD1g; fD2g and fD3g are the corresponding global vectors of the system.

As mentioned previously, Eqs. (7.127)–(7.129) are a set of fully coupled
nonlinear equations, so that they need to be solved, both sequentially and itera-
tively, for the porosity, dimensionless chemical-species concentration and
dimensionless pore-fluid pressure at the current time-step. Once the dimensionless
pore-fluid pressure is obtained, Eq. (7.104) can be used to compute the dimen-
sionless pore-fluid density at the current time-step. However, when Eq. (7.127) is
solved for the porosity increment (i.e. D/sþDs) at the current time-step, both the
dimensionless chemical-species concentration and the dimensionless pore-fluid
pressure at the current time-step are not known. Similarly, when Eq. (7.128) is
solved for the chemical-species concentration at the current time-step, both the
dimensionless pore-fluid pressure and the dimensionless pore-fluid density at the
current time-step remain unknown. Even when Eq. (7.129) is solved for the
dimensionless pore-fluid pressure at the current time-step, the dimensionless pore-
fluid density at the current time-step is still not known. This indicates that
Eqs. (7.127)–(7.129) are fully coupled, so that an iteration scheme needs to be
used to solve them sequentially and iteratively. At the first iteration step, both the
dimensionless chemical-species concentration and the dimensionless pore-fluid
pressure at the previous time-step are used as a reasonable guess for them at the
current time-step when Eq. (7.127) is solved for the porosity increment (i.e.
D/sþDs). When D/sþDs is found, the porosity (i.e. /sþDs) at the current time-step
can be straightforwardly obtained. In the similar way, both the dimensionless pore-
fluid pressure and the dimensionless pore-fluid density at the previous time-step
are used as a reasonable guess at the current time-step when Eq. (7.128) is solved
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for the dimensionless chemical-species concentration. Except for the dimension-
less pore-fluid density at the previous time-step being used as a reasonable guess at
the current time-step, the resulting approximate porosity and dimensionless
chemical-species concentration can be used when Eq. (7.129) is solved for the
dimensionless pore-fluid pressure at the current time-step. When the dimensionless
pore-fluid pressure is obtained, Eq. (7.104) can be used to compute the dimen-
sionless pore-fluid density at the current time-step. At the second iteration step, the
same procedure as used in the first iteration step is followed, so that the following
convergence criterion can be established after the second iteration step.

E ¼ Max

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN/

i¼1

/k
i;sþDs � /k�1

i;sþDs

	 ffi2

vuut ;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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ð7:153Þ

where E and �E are the maximum error at the kth iteration step and the allowable
error limit; N/;N�C and N�p are the total numbers of the degree-of-freedom for the
porosity, dimensionless chemical-species concentration and dimensionless pore-
fluid pressure respectively; k is the index number at the current iteration step and
k-1 is the index number at the previous iteration step; /k

i;sþDs;
�Ck

i;sþDs and �pk
i;sþDs

are the porosity, dimensionless chemical-species concentration and dimensionless
pore-fluid pressure of node i at both the current time-step and the current iteration
step; /k

i;sþDs;
�Ck�1

i;sþDs and �pk�1
i;sþDs are the porosity, dimensionless chemical-species

concentration and dimensionless pore-fluid pressure of node i at the current time-
step but at the previous iteration step. It is noted that k� 2 in Eq. (7.153).

The convergence criterion is checked after the second iteration step. If the
convergence criterion is not met, then the iteration is repeated at the current time-
step. Otherwise, the convergent solution is obtained at the current time-step and
the solution procedure goes to the next time-step until the final time-step is
reached.

7.3.4 Verification of the Proposed Numerical Procedure

For the purpose of verifying the proposed porosity-gradient replacement approach
and the related numerical procedure, it is necessary to produce the corresponding
numerical solutions. Towards this goal, the following parameters are used in the
related computations. The dimensionless pore-fluid pressure-gradient applied on
the left boundary is equal to -1 (i.e. �p0fx ¼ �1), implying a horizontal throughflow
from the left to the right of the problem domain. The initial porosity of the porous
medium is 0.1 (i.e. /0 ¼ 0:1), while the initial dimensionless chemical-species
concentration is unity within the problem domain. To reflect the appropriate
boundary condition in the benchmark problem, a time-dependent boundary
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condition of the dimensionless chemical-species concentration (i.e.
�CðsÞ ¼ ð��vfrontsÞEC1 þ 1

� ��1
�b), which can be determined using the analytical

solution expressed in Eq. (7.62), is applied on the left boundary of the problem
domain. The final porosity after the depletion of the soluble mineral is 0.2 (i.e.
/f ¼ 0:2). The dimensionless reference pore-fluid density is unity, and the
dimensionless pore-fluid pressure is equal to 100 (i.e. �p0 ¼ 100) at the right
boundary of the problem domain. The dimensionless compressibility coefficient of
the porous medium is zero (i.e. �a ¼ 0). To evaluate the ratio, wð/f Þ=wð/0Þ, the
permeability of the porous medium is calculated using the Carman-Kozeny for-
mula, which has the power of 3 in the power law. The mineral dissolution ratio is
assumed to be 0.001. The dimensionless time-step length is set to be a constant of
0.005 in the computation. If the pore-fluid is incompressible, the critical Zhao
number of the chemical dissolution system is equal to 1.77 (Zhao et al. 2008).
Since the Zhao number of the system is equal to unity (i.e. Zh ¼ ��p0fx ¼ 1), which
is smaller than its corresponding critical value, the chemical dissolution system
under consideration is subcritical when the compressibility of the pore-fluid is
neglected. To evaluate the dimensionless propagating speed of the chemical dis-
solution front (i.e. �vfront), the reference dimensionless propagating speed is
assumed to be 10 in the computation. Note that this reference dimensionless
propagating speed is determined theoretically when the pore-fluid is assumed to be
incompressible (Zhao et al. 2008, 2009). The problem domain is first simulated
using 19,701 four-node square elements of 20,000 nodal points in total. This
generates a fine mesh that is called the basic mesh in this investigation, unless it is
otherwise clearly stated.

Figures 7.5, 7.6 and 7.7 shows the comparison of the numerical results and
analytical solutions for the porosity, dimensionless chemical-species concentration
and dimensionless pore-fluid pressure evolution of the benchmark problem in the
case of �b ¼ 0:0001 respectively. In these three figures, four dimensionless time
instants, namely s ¼ 0:2; s ¼ 0:4; s ¼ 0:6 and s ¼ 0:8, are used to display the
numerical results (that are represented by thick lines) and the corresponding
analytical solutions (that are represented by thin lines). It is observed that the
numerical results agree well with the corresponding analytical solutions, especially
for the dimensionless chemical-species concentration and dimensionless pore-fluid
pressure (see Figs. 7.6 and 7.7). In the case of obtaining the analytical solutions,
the mineral dissolution ratio is equal to zero (i.e. e = 0), so that the porosity
gradient at the chemical dissolution front approaches infinity. However, in the case
of obtaining the numerical results, the mineral dissolution ratio is equal to 0.001
(i.e. e = 0.001), so that the porosity gradients at the chemical dissolution fronts
can reach very large values for the chemical dissolution-front propagation problem
under consideration. This is the reason why there is a small difference between the
theoretically-predicted chemical dissolution front (represented by porosity) and the
numerically-simulated one. Nevertheless, compared with the related analytical
solutions, the maximum relative error of the numerical results for both the
dimensionless chemical-species concentration and the dimensionless pore-fluid
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Fig. 7.5 Comparisons of numerical and analytical solutions for porosity evolution in the
benchmark problem ð�b ¼ 0:0001Þ

10
0 xD

im
en

si
on

le
ss

 c
on

ce
nt

ra
tio

n

0

1.0

10
0 xD
im

en
si

on
le

ss
 c

on
ce

nt
ra

tio
n

0

1.0

10
0 xD

im
en

si
on

le
ss

 c
on

ce
nt

ra
tio

n

0

1.0

10
0 xD

im
en

si
on

le
ss

 c
on

ce
nt

ra
tio

n

0

1.0

)2.0( =τ )4.0( =τ

)6.0( =τ )8.0( =τ

Fig. 7.6 Comparisons of numerical and analytical solutions for dimensionless chemical-species
concentration evolution in the benchmark problem ð�b ¼ 0:0001Þ
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pressure is smaller than 3 %. This indicates that even though the porosity gradient
at the chemical dissolution front is very large, the proposed porosity-gradient
replacement approach and the related numerical procedure can be used to produce
both correct and accurate numerical results for solving the coupled nonlinear
problem between porosity, pore-fluid density, pore-fluid flow and reactive chem-
ical-species transport in the fluid-saturated porous medium with the consideration
of pore-fluid compressibility.

Figures 7.8 and 7.9 shows the comparison of the numerical results and ana-
lytical solutions for the porosity and dimensionless chemical-species evolution of
the benchmark problem when the dimensionless pore-fluid compressibility coef-
ficient (i.e. �b) is increased from 0.0001 to 0.0005. In these two figures, thick lines
are used to represent numerical simulation results, while thin lines are used to
represent the corresponding analytical solutions at four different time instants.
Again, the numerical results agree well with the corresponding analytical solu-
tions. This further indicates that both correct and accurate numerical results can be
obtained from using the proposed porosity-gradient replacement approach and the
related numerical procedure to simulate chemical dissolution-front propagation
problems in fluid-saturated porous media including pore-fluid compressibility.

To investigate the solution convergence with mesh sizes, other three meshes of
80000, 5000 and 1250 nodes have been respectively used to simulate the bench-
mark problem. This means that four different meshes are used in this investigation.
If mesh 1, 2, 3 and 4 is used to represent the mesh of 1250, 5000, 20000 and 80000
nodes respectively, then one element of mesh 1 is divided into four smaller

D
im

en
si

on
le

ss
 p

re
ss

ur
e

180

10
100 x

2.0=τ
x0

D
im

en
si

on
le

ss
 p

re
ss

ur
e

180

100
10

160

D
im

en
si

on
le

ss
pr

es
su

re

180

10
100 x

D
im

en
si

on
le

ss
 p

re
ss

ur
e

180

10
100 x

150

130

4.0=τ

6.0=τ 8.0=τ

Fig. 7.7 Comparisons of numerical and analytical solutions for dimensionless pore-fluid
pressure evolution in the benchmark problem ð�b ¼ 0:0001Þ
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elements to form mesh 2. The same division rule has been applied not only
between meshes 2 and 3 but between meshes 3 and 4 as well. This means that from
mesh 1 to mesh 4, the mesh becomes finer and finer so that the element sizes
become smaller and smaller. Figure 7.10 shows the effect of mesh sizes on the
solution convergence for the porosity evolution in the benchmark problem due to
two different values of the dimensionless pore-fluid compressibility, namely �b ¼
0:0001 and �b ¼ 0:001. In this figure, the blue thin line represents the analytical
solution, while the black, red, green and blue thick lines represent the numerical
solutions obtained from mesh 4, 3, 2 and 1 respectively. It is observed that with the
decrease of the mesh size, the numerical solution gradually converge to the ana-
lytical solution. Since the black thick line is almost overlapped with the red thick
line, it is indicated that the mesh of 20,000 nodes (i.e. the basic mesh) is fine
enough if the proposed porosity-gradient replacement approach is used to simulate
the benchmark problem. For the purpose of comparing the solution convergence of
the proposed porosity-gradient replacement approach with that of the previous
method, the conventional finite element method (Zhao et al. 2008) and mesh 2 are
used to simulate the same benchmark problem in the case of �b ¼ 0:001. The
yellow thick line (in Fig. 7.10) shows the related numerical results obtained from
the conventional finite element method. Since the green thick line is considerably
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Fig. 7.8 Comparisons of numerical and analytical solutions for porosity evolution in the
benchmark problem ð�b ¼ 0:0005Þ
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close to the analytical solution than the yellow thick line, it is indicated that the
solution convergence of the proposed porosity-gradient replacement approach is
faster than that of the conventional finite element method if the same mesh is used.

7.4 Effect of Pore-Fluid Compressibility
on the Morphological Evolution of a Chemical
Dissolution Front in the Supercritical Chemical
Dissolution System

To investigate the effect of pore-fluid compressibility on the evolution of chemical
dissolution fronts in a supercritical system, the conceptual model (shown in
Fig. 7.1) without considering medium compressibility is simulated using 19,701
four-node rectangular elements of 20,000 nodal points in total. The following
parameters are used in the resulting computational model. The dimensionless pore-
fluid pressure gradient (i.e. �p0fx ¼ �10) is applied at the left boundary, implying
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Fig. 7.9 Comparisons of numerical and analytical solutions for dimensionless chemical-species
concentration evolution in the benchmark problem ð�b ¼ 0:0005Þ
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that the Zhao number of the chemical dissolution system is equal to 10. The
reference dimensionless density of the pore-fluid is unity, and the dimensionless
pore-fluid pressure is equal to 100 (i.e. �p0 ¼ 100) at the right boundary of the
model. Both the top and the bottom boundaries are assumed to be impermeable for
the pore-fluid and chemical species. The mineral dissolution ratio is assumed to be
0.001, while the dimensionless time-step length is set to be 0.001 in the compu-
tation. In addition, the dimensionless medium compressibility coefficient is
assumed to be zero. Other parameters are exactly the same as those used in the
verification example of the subcritical Zhao number. Since no criterion is available
for assessing the instability of a chemical dissolution front in the fluid-saturated
porous medium with a compressible pore-fluid, the existing criterion that is
derived when pore-fluid is incompressible can be approximately used to judge the
instability of a chemical dissolution front in the fluid-saturated porous medium
where the pore-fluid is compressible. Using the above-mentioned parameters, the
critical Zhao number of the chemical dissolution system is approximately equal to
1.77 when the pore-fluid is incompressible. Since the dimensionless Zhao number
of the system is greater than its critical value, the chemical dissolution system
under consideration is supercritical so that a planar dissolution front can evolve
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Fig. 7.10 Effect of mesh sizes on the solution convergence for porosity evolution in the
benchmark problem: a �b ¼ 0:0001; b �b ¼ 0:001
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into different morphologies during its propagation within the system. In order to
simulate the instability of the chemical dissolution front, a small perturbation of
1 % initial porosity is randomly added to the initial porosity field in the compu-
tational domain.

Figures 7.11 and 7.12 shows the effect of pore-fluid compressibility on the
evolution of the chemical dissolution front in the supercritical system. To examine
the effect of pore-fluid compressibility on the response of the chemical dissolution
system, four values of the pore-fluid compressibility coefficient, namely �b ¼ 0,
0.0001, 0.0005 and 0.0009, have been used in the corresponding computations.
From these simulation results, it is observed that with a gradual increase in the
value of the pore-fluid compressibility coefficient, the propagating speed of the
chemical dissolution front decreases accordingly. The same phenomenon has been
also observed from the theoretical solutions for a subcritical chemical dissolution
system, which is represented in the previous part of this section. It can be con-
cluded that the propagating speed of a chemical dissolution front in a fluid-satu-
rated porous medium with compressible pore-fluid is smaller than that with
incompressible pore-fluid.

The value of the pore-fluid compressibility coefficient can have a significant
effect on both the occurring time and the amplitude of the unstable irregular
chemical dissolution-front. For instance, the first occurring time of the unstable
irregular chemical dissolution-front is about 0.035, 0.035, 0.06 and 0.08 for �b ¼ 0,
0.0001, 0.0005 and 0.0009 respectively. Note that both the occurring time and the
amplitude of the unstable irregular chemical dissolution-front when �b ¼ 0 is
almost identical to those when �b ¼ 0:0001. This indicates that it is only necessary
to consider the compressibility of pore-fluid when it has a dimensionless com-
pressibility coefficient that is greater than 0.0001. Generally, the smaller the pore-
fluid compressibility, the faster the unstable irregular chemical dissolution-front
grows. This means that the consideration of pore-fluid compressibility stabilizes
the growth of an unstable irregular chemical dissolution-front. In other words, the
consideration of pore-fluid compressibility makes it difficult for an unstable
irregular chemical dissolution-front to grow in a fluid-saturated porous medium.

7.5 Effect of Medium Compressibility
on the Morphological Evolution of a Chemical
Dissolution Front in the Supercritical Chemical
Dissolution System

The same numerical algorithms and procedures as those employed in the previous
section can be used to investigate the effect of medium compressibility on the
morphological evolution of a chemical dissolution front in the fluid-saturated
porous medium of supercritical Zhao numbers. To enable the investigation to be
focused on the effect of medium compressibility, the pore-fluid is considered to be
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( 0=β , 015.0=τ )                                                 ( 0=β , 035.0=τ )

( 0001.0=β , 015.0=τ )                                      ( 0001.0=β , 035.0=τ )
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( 0009.0=β , 015.0=τ )                                       ( 0009.0=β , 035.0=τ )

Fig. 7.11 Effects of pore-fluid compressibility on the evolution of the chemical dissolution front
in a supercritical system (Porosity)
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( 0=β , 06.0=τ )                                                 ( 0=β , 08.0=τ )

( 0001.0=β , 06.0=τ )                                      ( 0001.0=β , 08.0=τ )

( 0005.0=β , 06.0=τ )                                       ( 0005.0=β , 08.0=τ )

( 0009.0=β , 06.0=τ )            ( 0009.0=β , 08.0=τ )

Fig. 7.12 Effects of pore-fluid compressibility on the evolution of the chemical dissolution front
in a supercritical system (Porosity)
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incompressible in this section. Except for the following changes, the same
parameters as those employed in the previous section have been used here. The
dimensionless pore-fluid pressure is zero at the right boundary of the computa-
tional model, while the dimensionless chemical-species concentration is zero at the
left boundary of the computational model. Four values of the dimensionless
medium compressibility coefficient, namely �a ¼ 0; 1	 10�5; 5	 10�5 and
1	 10�4, have been used in the corresponding computational models.

Figures 7.13 and 7.14 shows the effect of medium compressibility on the
evolution of the chemical dissolution front, which is represented by the porosity of
the porous medium, in the supercritical system. From these simulation results, it is
observed that medium compressibility has a little influence on the dimensionless
propagating speed of the chemical dissolution front, although it may remarkably
affect the amplitude of the unstable irregular chemical dissolution-front in the
supercritical chemical dissolution system. With the increase of the dimensionless
time, the amplitude of the resulting irregular chemical dissolution-front increases
significantly, especially for the cases where the medium compressibility coefficient
has smaller values. This demonstrates that the chemical dissolution front is mor-
phologically unstable during its propagation within the computational model.
Generally, the amplitude of the unstable irregular chemical dissolution-front
gradually increases with a gradual decrease in the value of the medium com-
pressible coefficient, indicating that the consideration of medium compressibility
stabilizes the growth of an unstable irregular chemical dissolution-front in a
supercritical chemical dissolution system. In other words, the consideration of
medium compressibility enables an unstable irregular chemical dissolution-front to
grow difficultly in the fluid-saturated porous medium of a supercritical Zhao
number. Since both the occurring time and the amplitude of the unstable irregular
chemical dissolution-front when �a ¼ 0 is almost identical to those when
�a ¼ 1	 10�5, it has been recognized that it is only necessary to consider medium
compressibility for soft materials, rather than for hard rocks, because the latter
may have the dimensionless medium compressibility coefficients that are usually
smaller than the value of 1	 10�5. However, when soft materials are considered,
the first approach (as mentioned in the beginning of this chapter), in which the
detailed deformation process including a stress-strain constitutive relationship in a
porous medium can be considered, may be more appropriate for simulating the
deformation of the porous medium associated with the computational simulation
of chemical dissolution-front instability problems. This issue needs to be further
investigated in a future study.

In summary, the related theoretical and numerical results have demonstrated
that: (1) not only can pore-fluid compressibility affect the propagating speeds of
chemical dissolution fronts in both subcritical and supercritical chemical disso-
lution systems, but also it can affect the growth and amplitudes of irregular
chemical dissolution-fronts in supercritical chemical dissolution systems; (2)
medium compressibility may have a little influence on the propagating speeds of
chemical dissolution fronts, but it can have significant effects on the growth and
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amplitudes of irregular chemical dissolution fronts in supercritical chemical dis-
solution systems; and (3) both medium and pore-fluid compressibility may sta-
bilize irregular chemical dissolution-fronts in supercritical chemical dissolution
systems.

( 0=α , 015.0=τ )                                                 ( 0=α , 035.0=τ )

( 5101 −×=α , 015.0=τ )                                      ( 5101 −×=α , 035.0=τ )

( 5105 −×=α , 015.0=τ )                                       ( 5105 −×=α , 035.0=τ )

( 4101 −×=α , 015.0=τ )                                       ( 4101 −×=α , 035.0=τ )

Fig. 7.13 Effects of medium compressibility on the evolution of the chemical dissolution front
in a supercritical system (Porosity)
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Fig. 7.14 Effects of medium compressibility on the evolution of the chemical dissolution front
in a supercritical system (Porosity)

7.5 Effect of Medium Compressibility 195



References

Bear J (1972) Dynamics of fluids in porous media. American Elsevier Publishing Company, New
York

Chadam J, Hoff D, Merino E, Ortoleva P, Sen A (1986) Reactive infiltration instabilities. IMA J
Appl Math 36:207–221

Chadam J, Ortoleva P, Sen A (1988) A weekly nonlinear stability analysis of the reactive
infiltration interface. IMA J Appl Math 48:1362–1378

Chen JS, Liu CW (2002) Numerical simulation of the evolution of aquifer porosity and species
concentrations during reactive transport. Comput Geosci 28:485–499

Detournay E, Cheng AHD (1993) Fundamentals of poroelasticity, Comprehensive Rock
Engineering. In: Hudson JA, Fairhurst C (eds) Analysis and design methods, vol. 2.
Pergamon Press, New York

Gow P, Upton P, Zhao C, Hill K (2002) Copper-gold mineralization in the New Guinea:
numerical modeling of collision, fluid flow and intrusion-related hydrothermal systems. Aust J
Earth Sci 49:753–771

Lewis RW, Schrefler BA (1998) The finite element method in the static and dynamic deformation
and consolidation of porous media. Wiley, New York

Nield DA, Bejan A (1992) Convection in porous media. Springer-Verlag, New York
Ord A, Hobbs BE, Zhang Y, Broadbent GC, Brown M, Willetts G, Sorjonen-Ward P, Walshe J,

Zhao C (2002) Geodynamic modelling of the century deposit, Mt Isa Province, Queensland.
Aust J Earth Sci 49:1011–1039

Ormond A, Ortoleva P (2000) Numerical modeling of reaction-induced cavities in a porous rock.
J Geophys Res 105:16737–16747

Ortoleva P, Chadam J, Merino E, Sen A (1987) Geochemical self-organization II: the reactive-
infiltration instability. Am J Sci 287:1008–1040

Phillips OM (1991) Flow and reactions in permeable rocks. Cambridge University Press,
Cambridge

Raffensperger JP, Garven G (1995) The formation of unconformity-type uranium ore deposits:
coupled hydrochemical modelling. Am J Sci 295:639–696

Schaubs P, Zhao C (2002) Numerical modelling of gold-deposit formation in the Bendigo-
Ballarat zone, Victoria. Aust J Earth Sci 49:1077–1096

Scheidegger AE (1974) The physics of flow through porous media. University of Toronto Press,
Toronto

Steefel CI, Lasaga AC (1990) Evolution of dissolution patterns: permeability change due to
coupled flow and reaction. In: Melchior DC, Basset RL (eds) Chemical Modeling in Aqueous
Systems II, American Chemistry Society Symposium Series, vol. 416, pp. 213–225

Steefel CI, Lasaga AC (1994) A coupled model for transport of multiple chemical species and
kinetic precipitation/dissolution reactions with application to reactive flow in single phase
hydrothermal systems. Am J Sci 294:529–592

Turcotte DL, Schubert G (1982) Geodynamics: applications of continuum physics to geological
problems. Wiley, New York

Yeh GT, Tripathi VS (1991) A model for simulating transport of reactive multispecies
components: model development and demonstration. Water Resour Res 27:3075–3094

Zhao C, Xu TP, Valliappan S (1994) Numerical modelling of mass transport problems in porous
media: a review. Comput Struct 53:849–860

Zhao C, Mühlhaus HB, Hobbs BE (1997) Finite element analysis of steady-state natural
convection problems in fluid-saturated porous media heated from below. Int J Numer Anal
Meth Geomech 21:863–881

Zhao C, Hobbs BE, Mühlhaus HB (1998) Finite element modelling of temperature gradient
driven rock alteration and mineralization in porous rock masses. Comput Methods Appl Mech
Eng 165:175–187

196 7 Effects of Medium and Pore-Fluid Compressibility



Zhao C, Hobbs BE, Mühlhaus HB, Ord A, Lin G (2000) Numerical modelling of double diffusion
driven reactive flow transport in deformable fluid-saturated porous media with particular
consideration of temperature-dependent chemical reaction rates. Eng Comput 17:367–385

Zhao C, Hobbs BE, Mühlhaus HB, Ord A, Lin G (2002) Analysis of steady-state heat transfer
through mid-crustal vertical cracks with upward throughflow in hydrothermal systems. Int J
Numer Anal Meth Geomech 26:1477–1491

Zhao C, Hobbs BE, Ord A, Hornby P, Peng S, Liu L (2007) Mineral precipitation associated with
vertical fault zones: the interaction of solute advection, diffusion and chemical kinetics.
Geofluids 7:3–18

Zhao C, Hobbs BE, Hornby P, Ord A, Peng S, Liu L (2008) Theoretical and numerical analyses
of chemical-dissolution front instability in fluid-saturated porous rocks. Int J Numer Anal
Meth Geomech 32:1107–1130

Zhao C, Hobbs BE, Ord A (2009) Fundamentals of computational geoscience: numerical
methods and algorithms. Springer, Berlin

Zhao C, Hobbs BE, Ord A, Peng S (2010) Effects of mineral dissolution ratios on chemical-
dissolution front instability in fluid-saturated porous media. Transp Porous Media 82:317–335

Zhao C, Reid LB, Regenauer-Lieb K, Poulet T (2012) A porosity-gradient replacement approach
for computational simulation of chemical-dissolution front propagation in fluid-saturated
porous media including pore-fluid compressibility. Comput Geosci 16:735–755

Zienkiewicz OC (1977) The finite element method. McGraw-Hill, London

References 197



Chapter 8
Computational Simulation
of Three-Dimensional Behaviour
of Chemical Dissolution-Front Instability
in Fluid-Saturated Porous Media

Numerical simulation of chemical dissolution-front instability in fluid-saturated
porous media is an important topic in the field of computational geosciences, which
is a beautiful marriage between the contemporary computational mechanics and
traditional geosciences. If fresh water is injected into a fluid-saturated porous
medium with the solute (i.e. chemical-species) being in an equilibrium state, it can
break the equilibrium state of the solute so that the whole system becomes chem-
ically far from equilibrium. To drive the system towards a new chemical equilibrium
state, the solid part of the solute is dissolved within the porous medium. This process
causes an increase in the porosity of the porous medium. The resulting porosity
increase can cause a corresponding increase in the permeability of the medium so
that the pore-fluid flow can be enhanced within the porous medium. This means that
both permeability and diffusivity are dependent on the porosity of a porous medium
(Bear 1972). When the injected fresh water flow is relatively weak, the chemical
dissolution front is stable so that a planar chemical dissolution-front remains the
planar shape during its propagation within the porous medium. However, when the
injected fresh water flow is strong enough, the chemical dissolution front becomes
unstable. In this case, a planar chemical dissolution-front can be changed into a
complicated and complex morphology during its propagation within the porous
medium. This is the scientific problem, known as the chemical dissolution-front
instability problem in the fluid-saturated porous medium, to be considered in this
investigation. It is noted that there is another mechanism that can also cause pore-
fluid channeling instability due to the rheological asymmetry associated with
compaction and decompaction in ductile rocks (Connolly and Podladchikov 2007).
This instability is closely associated with porosity waves and can be referred to as
the mechanical instability. Owing to a significant mechanism difference between a
chemical dissolution instability problem and a mechanical instability one, this
chapter focuses on the consideration of chemical dissolution instability problems.
However, a possible interaction between these two different mechanisms may need
to be considered in a future investigation.
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In essence, a chemical dissolution-front instability problem in the fluid-satu-
rated porous medium can be considered as a complex-system science problem
because it has the following two fundamental characteristics: an emergence and an
attractor. The emergence describes the sudden change in the behaviour of the
system and can be called the singularity of the system, from the mathematical
point of view. The attractor describes the corresponding new pattern when the
system reaches or passes the emergent point. From the thermodynamics point of
view, an attractor is often called the dissipative structure of the system. There are
many complex-system science problems in nature. For example, convective
instability of pore-fluid flow within the crust of the Earth is a typical problem in
the field of complex system science. For this particular problem, the emergent
point of a system is expressed by the critical Rayleigh number, which is a
dimensionless number to represent both the geometry and the thermodynamic
characteristics of the system, while the attractor of the system is expressed by the
convective flow pattern, which is a direct consequence when the system becomes
critical or supercritical (Phillips 1991; Nield and Bejan 1992; Zhao et al. 1997,
1998, 1999, 2000). A common characteristic of this kind of complex-system
science problem is that although the emergent point of the system may be found
analytically, the attractor of the system needs to be determined using the numerical
method (Zhao et al. 1997, 1998, 1999; Simms and Garven 2004; Yang et al. 2004).
From the complex-system science point of view, the emergent point of a chemical
dissolution-front instability problem in fluid-saturated porous media can be
expressed by the critical value of a dimensionless number. This dimensionless
number, known as the Zhao number, should be capable of representing the geo-
metrical, hydrodynamic, thermodynamic and chemical kinetic characteristics of
the system in a comprehensive manner (Zhao et al. 2009). If the value of the Zhao
number of a reactive transport system with the effect of positive porosity feedback
is less than its corresponding critical value, then the shape of a planar chemical
dissolution-front remains unchanged during the propagation of the chemical dis-
solution-front. However, if the Zhao number of a reactive transport system is
greater than its corresponding critical value, then the shape of a planar chemical
dissolution-front can be changed into a complicated morphology during its
propagation in the reactive transport system, where the effect of positive porosity
feedback plays an important role in the system.

Since the chemical dissolution-front instability problem in fluid-saturated
porous media belongs to a coupled nonlinear problem with some kind of singu-
larity, the solution of the problem losses its uniqueness at the corresponding sin-
gularity point. This poses a challenging issue when a conventional numerical
method is used to solve a chemical dissolution-front instability problem in fluid-
saturated porous media. The reason for this is that when the conventional
numerical method is used to solve the chemical dissolution-front instability
problem of a homogenous domain, the resulting numerical solution cannot switch
automatically from a trivial solution state (e.g. a planar chemical dissolution-front)
into a nontrivial solution state (e.g. a complicated morphological chemical dis-
solution-front). This challenging issue was discussed in detail for the finite element
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simulation of convective instability problems within fluid-saturated porous media
(Zhao et al. 1997). For the numerical simulation of the chemical dissolution-front
instability problem of a homogenous domain, it is common practice to use a planar
chemical dissolution-front with some kind of small perturbation for generating a
chemical dissolution front of complicated morphological shape during the prop-
agation of the perturbed chemical dissolution-front (Chadam et al. 1986, 1988;
Ortoleva et al. 1987; Chen and Liu 2002). In this case, the resulting chemical
dissolution-front may be strongly dependent on the perturbed chemical dissolu-
tion-front. To remove this dependency, an alternative procedure, in which a small
randomly-generated perturbation of porosity is added into the initial porosity of the
whole homogenous domain, is proposed (Zhao et al. 2008a). The maximum value
of the perturbed porosity is assumed to be equal to 1 % the initial porosity of the
whole homogenous domain. In the proposed alternative procedure, no perturbation
is applied to the initial planar chemical dissolution-front, so that the initial
chemical dissolution-front can freely evolve into a chemical dissolution front of
complicated morphological shape during its propagation within the system.

Because the coupling effect of pore-fluid flow and chemical reactions plays an
important role in the process of ore body formation and mineralization (Steefel
and Lasage 1990, 1994; Phillips 1991; Yeh and Tripathi 1991; Raffensperger and
Garven 1995; Xu et al. 1999, 2004; Ormond and Ortoleva 2000; Chen and Liu
2002; Gow et al. 2002; Ord et al. 2002; Schaubs and Zhao 2002; Zhao et al. 1997,
2001), the chemical dissolution-front instability in fluid-saturated porous media
can become one of the potential mechanisms to control ore body formation and
mineralization within the upper crust of the Earth. For example, in some geo-
logical situations associated with decarbonation fronts in contact aureoles
(Heinrich et al. 1995; Ferry 1996), BIF-hosted iron ores (Morris 1980; Klein and
Beukes 1992), roll-front uranium (Wilde and Wall 1987), Irish-style and/or MVT
base metal scenarios (Hitzman 1995; Everett et al. 1999; Garven et al. 1999;
Appold and Garven 2000), permeability-enhancement along dissolution fronts,
potentially with finger-like behaviour, is likely to be important for understanding
the related ore forming mechanisms. Although a considerable amount of research
has been conducted on the instability of chemical dissolution-front propagation
within two-dimensional pore-fluid saturated porous media (Chadam et al. 1986,
1988; Ortoleva et al. 1987; Chen and Liu 2002), limited work has been conducted
to simulate the three-dimensional morphological evolution of a chemical disso-
lution front during its propagation within three-dimensional fluid-saturated
porous media (Zhao et al. 2008b). Since most problems in the real world are three-
dimensional in geometry, understanding of the behaviour of a problem in three-
dimensional cases can usually produce superior insight over two-dimensional
models. Thus, the development of a numerical method for simulating the three-
dimensional morphological evolution of a chemical dissolution front during its
propagation within three-dimensional fluid-saturated porous media becomes one
of the main purposes of this chapter.
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8.1 Governing Equations of the Problem and the Proposed
Numerical Procedure

8.1.1 Governing Equations of the Problem

For a fluid-saturated porous medium, Darcy’s law is often used to describe pore-
fluid flow, while Fick’s law and the related chemical kinetics (Steefel and Lasaga
1994) are commonly used to describe reactive mass transport phenomena. If the
pore-fluid (i.e. water in this investigation) is incompressible, the governing
equations of the coupled nonlinear problem between porosity, pore-fluid flow and
reactive single-chemical-species transport in the fluid-saturated porous medium
can be expressed as follows.

o/
ot
�r � wð/Þrp½ � ¼ 0; ð8:1Þ

o

ot
/Cð Þ � r � /Dð/ÞrC þ Cwð/Þrp½ � þ qskEchemical

�Ap

�Vp
/f � /
� �

C � Ceq

� �
¼ 0;

ð8:2Þ

o/
ot
þ kEchemical

�Ap

�Vp
/f � /
� �

C � Ceq

� �
¼ 0; ð8:3Þ

wð/Þ ¼ kð/Þ
l

; ð8:4Þ

where p and C are the pore-fluid pressure and the concentration of the chemical
species; Ceq is the equilibrium concentration of the chemical species; l is the
dynamic viscosity of the pore-fluid; / is the porosity of the porous medium; /f is
the final (i.e. maximum) porosity of the porous medium after the completion of
soluble mineral dissolution; Dð/Þ is the diffusivity of chemical species; kð/Þ is the
permeability of the porous medium. �Vp is the average volume of a soluble grain;
�Ap is the average surface area of the soluble grain; kEchemical is the comprehensive
rate constant of the chemical reaction (as defined in Eq. (2.15) previously); qs is
the molar density (i.e. moles per volume) of the soluble grains.

The physical meanings of Eqs. (8.1)–(8.3) are as follows: Eq. (8.1) expresses
the mass conservation of the pore-fluid in the system, while Eq. (8.2) expresses the
reactive transport of a chemical species within the system. Equation (8.3) is used
to express the porosity evolution within the system. For the coupled nonlinear
system described by Eqs. (8.1)–(8.3), the chemical species concentration, pore-
fluid pressure and porosity are three basic independent variables to be solved.
Since three independent variables are used to describe three independent equa-
tions, the problem related to this system is well posed so that it can be solved either
analytically or numerically, from the mathematical point of view.
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It is noted that dimensionless variables and governing equations are always
preferred in the study of the problem involved in multiple scales and multiple
processes. The main advantages in using dimensionless variables and governing
equations are as follows: (1) Solutions for dimensionless variables describe the
behaviour of a family of problem rather than that of a particular problem. This
makes the solutions of more general meanings. (2) Dimensionless variables can be
used to measure the relative importance of various terms in governing equations,
so that the dominant physical phenomenon can be identified for the problem. This
provides a clear focus for the effective and efficient modelling of the problem. (3)
Dimensionless equations can result in a significant reduction in the large differ-
ences between orders of magnitude for some terms in the corresponding dimen-
sional equations, just like the partial differential equations that are used to describe
the three-dimensional chemical dissolution-front instability problem in this study.
This generally makes the numerical solution more accurate and stable. For these
reasons, dimensionless variables and governing equations are used in the following
theoretical and numerical analysis.

In the case of the density of a soluble mineral greatly exceeding the equilibrium
concentration of the soluble mineral, a small parameter, known as the mineral
dissolution ratio (Zhao et al. 2008c), can be defined as follows:

e ¼ Ceq

qs
� 1: ð8:5Þ

In this particular situation, Eqs. (8.1)–(8.3) can be rewritten into the following
dimensionless equations.

e
o/
os
�r � �wð/Þr�p

� �
¼ 0; ð8:6Þ
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/�Cð Þ � r � �Dð/Þr�C þ �C�wð/Þr�p

� �
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¼ 0; ð8:7Þ

e
o/
os
þ /f � /
� �

�C � 1ð Þ ¼ 0: ð8:8Þ

Note that in the process of deriving the above three dimensionless equations,
the following dimensionless parameters and variables have been used.

�x ¼ x

L�
; �y ¼ y

L�
; �z ¼ z

L�
; �C ¼ C

Ceq
; �p ¼ p

p�
; �L ¼ L

L�
;

s ¼ t

t�
e; �D /ð Þ ¼ /D /ð Þ

/f D /f

� � ; �w /ð Þ ¼ w /ð Þ
w /f

� �
ð8:9Þ

8.1 Governing Equations of the Problem 203



where s is a slow dimensionless time to describe the slowness of the chemical
dissolution that takes place in the system. Other characteristic parameters used in
Eq. (8.9) can be expressed as follows:

t� ¼
�Vp

kEchemical
�ApCeq

; L� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f D /f

� �
t�

q
; p� ¼

/f D /f

� �

w /f

� � ð8:10Þ

where t� is the characteristic time of the system; L� is the characteristic length of
the system; p� is the characteristic pore-fluid pressure of the system. These
characteristic parameters are used to scale the dimensional partial differential
equations (i.e. Eqs. (8.1)–(8.3)) into the corresponding dimensionless ones
(i.e. Eqs. (8.6)–(8.8)). For this reason, these characteristic parameters are the key
to translate the dimensionless results obtained from using Eqs. (8.6)–(8.8) into the
dimensional results suitable for dealing with the real problem described by
Eqs. (8.1)–(8.3).

8.1.2 The Proposed Numerical Procedure

Generally, there are two kinds of solution methodologies that are commonly used
to solve a set of coupled nonlinear equations, such as those described by
Eqs. (8.6)–(8.8). One is called the fully coupled solver, while another is called the
segregated solver. Since the fully coupled algorithm solves the whole set of
coupled nonlinear equations in a simultaneous manner, it requires the formation of
the global system matrix that includes all the unknown degrees of freedom asso-
ciated with the discretized problem of the system. A large amount of numerical
experience has demonstrated that the fully coupled solver is cost-effective for most
two-dimensional problems. However, for extremely large two-dimensional and
most three-dimensional problems in the real world, the peripheral storage required
for the global matrix of the whole system may exceed the available computer
resources, namely the combination of CPU time and peripheral disk storage. On
the contrary, since the segregated algorithm solves each of the coupled nonlinear
equations of the system separately in a sequential manner, it avoids the direct
formation of the global system matrix that includes all the unknown degrees of
freedom associated with the discretized problem of the system. In the segregated
algorithm, the global system matrix is decomposed into smaller sub-matrices, each
of which is related to the nodal unknowns associated with only one governing
equation of the system. These smaller sub-matrices are then solved in a sequential
manner using either the direct Gaussian elimination scheme or other conjugate
type schemes. Because the storage requirement for the individual sub-matrices is
significantly less than that needed to store the global matrix of the whole system,
the segregated algorithm requires much less computer storage than the fully
coupled algorithm. In particular, the savings in computer storage becomes much
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more significant as the size of the system and the number of the coupled nonlinear
equations involved in the system increases. The previous numerical simulations
have demonstrated that for the reactive transport system of a single chemical-
species, both the fully coupled solver and the segregated solver can produce the
numerical results of the similar accuracy (Fluid Dynamics International 1997).
For the above-mentioned reasons, the segregated algorithm is used to solve the
coupled nonlinear problem between porosity, pore-fluid flow and reactive single-
chemical-species transport in the three-dimensional fluid-saturated porous medium
in this chapter.

To ensure the accuracy of the numerical solution, Eqs. (8.6)–(8.8) need to be
solved in an iterative manner unless a much smaller dimensionless time-step
length is used in the computation. For a given dimensionless time-step, sþ Ds, the
porosity at the current time-step can be denoted by /sþDs ¼ /s þ D/sþDs, where
/s is the porosity at the previous time-step and D/sþDs is the porosity increment at
the current time-step. Using the backward difference scheme, Eq. (8.8) can be
written as follows:

e
Ds
þ 1� �CsþDsð Þ

h i
D/sþDs ¼ /f � /s

� �
1� �CsþDsð Þ; ð8:11Þ

where �CsþDs is the dimensionless chemical-species concentration at the current
time-step; Ds is the dimensionless time increment at the current time-step.

Mathematically, Eq. (8.7) can be expressed, in the finite difference sense, as
follows (Zhao et al. 2008a):
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� �
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ð8:12Þ

Similarly, Eq. (8.6) can be rewritten in the following discretized form:

r � �wð/Þr�p
� �

¼ r � �wð/sþDsÞr�psþDs
� �

¼ 1� �CsþDsð Þ /f � /sþDs

� �
: ð8:13Þ

In order to avoid the nonlinear term of the porosity at the current time-step, the
porosity increment, instead of the porosity itself, is used for the finite difference
discretization of the porosity evolution equation, namely Eq. (8.11). On the other
hand, the dimensionless chemical-species concentration and pore-fluid pressure
are used for the finite difference discretization of both the mass transport equation
and the continuity equation, namely Eqs. (8.12) and (8.13). This means that a
combination of the incremental variable method and the full variable method is
used, in this chapter, to solve the fully coupled nonlinear problem between
porosity, pore-fluid flow and reactive chemical-species transport within fluid-
saturated porous media. After the above-mentioned approximation is used,
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Eqs. (8.11)–(8.13) can be viewed as linear partial differential equations, so that the
finite element method (Zienkiewicz 1977) can be straightforwardly used to
discretize Eqs. (8.11)–(8.13) in space (Zhao et al. 2012).

8.2 Verification of the Proposed Numerical Procedure

Since the proposed numerical procedure in the previous section belongs to a kind
of approximate solution method, its correctness and accuracy need to be assessed
before it can be used to simulate chemical dissolution-front instability problems in
three-dimensional fluid-saturated porous media. For this purpose, a three-dimen-
sional benchmark problem, whose governing equations are exactly the same as
those expressed in Eqs. (8.6)–(8.8), is established on the basis of the rigorous
analytical solution, in which the problem domain is geometrically infinite. To
ensure comparability between a numerical solution and the corresponding ana-
lytical solution, the three-dimensional benchmark problem of a finite computa-
tional domain should be constructed in such a way that the geometry and boundary
conditions of the three-dimensional benchmark problem can be equivalently
considered in both the theoretical analysis, which results in a rigorous analytical
solution, and the numerical simulation, which produces the approximate numerical
solution. For this reason, appropriate boundary conditions have to be applied on
the boundaries of the three-dimensional benchmark problem of a finite computa-
tional domain.

Figure 8.1 shows the geometry of the three-dimensional benchmark problem,
namely a fully coupled nonlinear problem between porosity, pore-fluid flow and
reactive chemical-species transport within a three-dimensional fluid-saturated
porous medium. For this three-dimensional benchmark problem, the dimensionless
pore-fluid pressure-gradient of a negative unit value (i.e. �p0fx ¼ �1) is applied on
the left surface boundary, implying that there is an injected horizontal flow from
the left surface to the right surface of the three-dimensional computational model.
In this case, the Zhao number of the chemical dissolution system is unity. All other
four surface boundaries, namely the front, the back, the top and the bottom surface
boundaries, are assumed to be impermeable for the pore-fluid and chemical spe-
cies, implying that there is no escape of both the pore-fluid and the chemical-
species on these four surface boundaries. Since the final porosity (i.e. /f ) after the
depletion of the soluble mineral is assumed to be 0.2, it can be applied on the left
surface boundary as a boundary condition of the three-dimensional computational
domain. In addition, the dimensionless chemical-species concentration is assumed
to be zero on the left surface boundary, to reflect the depletion of the soluble
mineral on this boundary.

To get the distribution of the dimensionless pore-fluid pressure determined in
the computational model, the dimensionless pore-fluid pressure is assumed to be a
constant of zero on the right surface boundary of the computational model. It must
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be pointed out that since the governing equation for the dimensionless pore-fluid
pressure is a second-order equation (Zhao et al. 2008b), any constant value of the
dimensionless pore-fluid pressure can be prescribed on the right surface boundary.
From the mathematical point of view, the total value of the dimensionless pore-
fluid pressure within the computational model is equal to this constant plus the
computed value of the dimensionless pore-fluid pressure obtained from applying
zero pore-fluid pressure on the right surface boundary of the computational model.
This indicates that the computed dimensionless pore-fluid pressure obtained in this
investigation plus any constant remains the solution for the dimensionless pore-
fluid pressure of the considered problem. Although the prescribed value of the
dimensionless pore-fluid pressure on the right surface boundary affects the com-
puted value of the dimensionless pore-fluid pressure, it dose not affect the values
of the dimensionless pore-fluid pressure-gradient, the porosity and the dimen-
sionless chemical-species concentration within the computational model.

The dimensionless height and width of the three-dimensional computational
model are assumed to be 5, while the dimensionless length of the three-dimen-
sional computational model is assumed to be 10. Except for the left surface
boundary, the initial porosity (i.e. /0) of the porous medium is 0.1, while the initial
dimensionless chemical-species concentration is unity within the three-dimen-
sional computational domain. In order to test the robustness of the proposed
numerical procedure, a small perturbation of 1 % the initial porosity is randomly
added to the initial porosity field in the three-dimensional computational domain,
resulting in a new initial porosity field prior to running the computational model.
This means that the new initial porosity field of the computational model becomes
three-dimensional at the beginning of the numerical simulation. From the geo-
metrical shape and material distribution points of view, the benchmark problem
considered here is three-dimensional, rather than one-dimensional, even though
the input planar chemical dissolution-front remains its planar shape in the case of
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Fig. 8.1 Geometry of the three-dimensional chemical dissolution-front instability problem
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the system being subcritical. The mineral dissolution ratio is assumed to be 0.01,
while the dimensionless time-step length is set to be 0.005 in the computation.

The permeability of the porous medium is calculated using the Carman–Kozeny
formula (Scheidegger 1974; Nield and Bejan 1992), which has the power of 3 in
the power law. The diffusivity of chemical species is calculated using the power
law (Bear 1972), which has the power of 2.

kð/Þ ¼ k0 1� /0ð Þ2/3

/3
0 1� /ð Þ2

; Dð/Þ ¼ D0/
2; ð8:14Þ

where /0 and k0 are the initial reference porosity and permeability of the porous
medium respectively; D0 is the diffusivity of the chemical species in pure water.

Both the dimensional permeability and the dimensional diffusivity are further
translated, in the numerical analysis, into the following dimensionless quantities
using the related expressions in Eq. (8.9).

�wð/Þ ¼ wð/Þ
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¼ kð/Þ
kð/f Þ
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� �2
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/f Dð/f Þ
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/f

 !3

: ð8:15Þ

Because the computational domain of the three-dimensional benchmark prob-
lem is of finite size, the following time-dependent boundary condition of the
dimensionless chemical-species concentration needs to be applied on the left
surface boundary.

�CðsÞ ¼ exp �p0fx�vfronts
	 ffi

; ð8:16Þ

where s is the dimensionless time; �p0fx is the dimensionless pore-fluid pressure-

gradient that is applied on the left surface boundary; �vfront ¼ ��p0fx

.
/f � /0

� �
is

the dimensionless speed of the chemical dissolution-front propagation within the
computational domain of the three-dimensional benchmark problem.

If the dimensionless pore-fluid pressure is prescribed as zero at the right
boundary surface of the three-dimensional benchmark problem, then the analytical
solutions for this benchmark problem can be derived and expressed as follows
(Zhao et al. 2008b):

�C �x; sð Þ ¼ 1; �p �x; sð Þ ¼ �
k /f

� �

k /0ð Þ
�p0fx �Lx � �xð Þ; / �x; sð Þ ¼ /0; �x [�vfronts

� �
;

ð8:17Þ
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�C �x; sð Þ ¼ exp ��p0fxð�x� �vfrontsÞ
h i

; �p �x; sð Þ ¼ �p0fx �x� �vfronts
� �
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k /f

� �

k /0ð Þ
�p0fx �Lx � �vfronts
� �

;

/ �x; sð Þ ¼ /f ; �x��vfronts
� �

;

ð8:18Þ

where /0 and /f are the initial and final porosity of the three-dimensional

benchmark problem; k /0ð Þ and k /f

� �
are the corresponding initial and final

permeability of the three-dimensional computational domain respectively; �Lx is the
dimensionless length of the three-dimensional benchmark problem; Other quan-
tities are of the same meaning as mentioned previously.

For this three-dimensional benchmark problem, it turns out that the critical
Zhao number of the chemical dissolution system can be expressed as follows
(Zhao et al. 2008b):

Zhcritical ¼ ��p0fx

���
critical

¼
ffiffiffi
2
p

3� bð Þ 1þ bð Þ
2 1� bð Þ ; b ¼ w /0ð Þ

w /f

� � ¼ k /0ð Þ
k /f

� � ð8:19Þ

where Zhcritical is the critical Zhao number of the three-dimensional benchmark
problem; w and k have the same meanings as those defined in Eq. (8.4).

Using the dimensionless quantities defined in Eqs. (8.9) and (8.10), the Zhao
number of this three-dimensional benchmark problem can be defined as follows:
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FAdvection ¼ �
k /f
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p0fx

l
representing the solute advectionð Þ; ð8:21Þ
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representing the chemical dissolution kineticsð Þ;
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representing the shape factor of the dissolvable mineralð Þ: ð8:24Þ
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When the characteristic quantities (i.e. t�, L� and p� in Eq. (8.10)) are used, the
dimensional governing equations (i.e. Eqs. (8.1)–(8.3)) in the real time–space
coordinate system have been translated into the dimensionless ones (i.e.
Eqs. (8.6)–(8.8)) in a generalized time–space coordinate system. Since the
generalized time–space coordinate system is an abstract time–space coordinate
system, the physical meaning of the pore-fluid pressure-gradient in the real time–
space coordinate system is totally different from that of the (generalized) dimen-
sionless pore-fluid pressure-gradient in the generalized time–space coordinate
system. As indicated in Eq. (8.20), the (generalized) dimensionless pore-fluid
pressure-gradient is equal to the negative value of the Zhao number, which a
comprehensive dimensionless number to represent the interaction between the
solute advection (represented by the term, FAdvection), the solute diffusion (repre-
sented by the term, FDiffusion), the chemical dissolution kinetics (represented by
the term, FChemical) and the shape factor of the soluble mineral (represented by the
term, FShape) in the reactive transport system.

Using the concept of the Zhao number, a criterion can be established to judge
the instability likelihood of a chemical dissolution front associated with this three-
dimensional benchmark problem. If the Zhao number of a chemical dissolution
system is greater than its corresponding critical value, then the chemical disso-
lution front of the reactive transport system becomes unstable, while if the Zhao
number of a chemical dissolution system is smaller than its corresponding critical
value, then the chemical dissolution front of the reactive transport system is stable.
The case of Zh ¼ Zhcritical represents a situation where the chemical dissolution
front of the reactive transport system is neutrally unstable, implying that the
applied small perturbation can be maintained but it does not grow in the corre-
sponding reactive transport system.

It is noted from Eq. (8.20) that for the reactive transport system considered,
an increase in permeability causes an increase in the Zhao number, implying that
the dissolution-enhanced permeability can destabilize the instability of the
chemical dissolution front. On the contrary, an increase in diffusivity causes a
decrease in the Zhao number, implying that the dissolution-enhanced diffusivity
can stabilize the instability of the chemical dissolution front. Similarly, an
increase in either the equilibrium concentration of the chemical species or the
chemical reaction constant of the dissolution reaction can cause the stabilization
of the chemical dissolution front, for the reactive transport system considered in
this chapter.

The use of Eq. (8.16) as a boundary condition on the left surface boundary of
the three-dimensional benchmark problem ensures that the obtained numerical
solutions can be compared with the analytical solutions expressed in Eqs. (8.17)
and (8.18). According to the above-mentioned parameters, the theoretical value of
the critical Zhao number of the three-dimensional system is equal to 2.501, while
the theoretical value of the corresponding dimensionless speed of the chemical
dissolution-front propagation is equal to 10. Since the Zhao number of the three-
dimensional system is less than its corresponding critical value, the coupled
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nonlinear system considered in this investigation is subcritical so that a planar
chemical dissolution-front remains the planar shape during its propagation within
the three-dimensional system, even though a small perturbation of porosity is
added into the whole computational domain of the coupled nonlinear system.
To appropriately simulate the propagation of the chemical dissolution front, the
whole three-dimensional computational domain is simulated by 57,600 eight-node
brick elements of 63,125 nodal points in total.

Figures 8.2, 8.3 and 8.4 show the comparison of numerical solutions with
analytical ones for the porosity, dimensionless chemical-species concentration
and dimensionless pore-fluid pressure distributions within the three-dimensional
computational domain at three different time instants. In these figures, the left
column shows the numerical results obtained from using the proposed numerical
procedure, while the right column shows the corresponding analytical solutions
obtained from using Eqs. (8.17) and (8.18). It is noted that although a small
perturbation of 1 % the initial porosity is randomly added to the initial porosity
field in the case of the coupled nonlinear system being subcritical, it does not
affect the initial planar shape of the chemical dissolution front during its
propagation within the computational domain of the three-dimensional bench-
mark problem, indicating that the proposed numerical procedure is numerically
stable and robust. Because the numerical solutions agree very well with the
analytical ones, it is demonstrated that the proposed numerical procedure is
capable of simulating the planar chemical dissolution-front propagation within
the three-dimensional fluid-saturated porous medium. Although there are some
smooth effects on the numerically-simulated propagation fronts due to numerical
dispersion, the propagation speed of the numerically-simulated propagation front
is in good coincidence with that of analytically-predicted propagation front. For
this three-dimensional benchmark problem, the overall accuracy of the numer-
ical results is indicated by the dimensionless pore-fluid pressure. The maximum
relative error of the numerically-simulated dimensionless pore-fluid pressure is
3.8, 5.4 and 8.1 % in the case of the dimensionless time being 0.25, 0.5 and
0.75 respectively. It is worth noting that if necessary, this relative error can be
further reduced by taking one of the following measures: (1) using smaller
elements and time-step length; (2) using upwind scheme to reduce the numerical
diffusion near the chemical dissolution front; and (3) developing a stepwise
element to simulate the discontinuity of the chemical dissolution front. Because
the maximum relative error of the numerical solution can be controlled within a
reasonable range, it has quantitatively demonstrated that the proposed numerical
procedure can produce accurate numerical solutions for the planar dissolution-
front propagation problem within a three-dimensional fluid-saturated porous
medium.
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(Numerical, 0. 52=τ )                                                 (Analytical, 0. 52=τ ) 

(Numerical, 0. 05=τ )                                      (Analytical, 0. 05=τ ) 

(Numerical, 0. 57=τ )                                       (Analytical, 0. 57=τ ) 

Fig. 8.2 Comparison of numerical solutions with analytical ones at different time instants
(porosity)
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(Numerical, 0. 52=τ )                                                 (Analytical, 0. 52=τ ) 

(Numerical, 0. 05=τ )                                      (Analytical, 0. 05=τ ) 

(Numerical, 0. 57=τ )                                       (Analytical, 0. 57=τ ) 

Fig. 8.3 Comparison of numerical solutions with analytical ones at different time instants
(dimensionless chemical-species concentration)
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(Numerical, 0. 52=τ )                                                 (Analytical, 0. 52=τ ) 

(Numerical, 0. 05=τ )                                      (Analytical, 0. 05=τ ) 

(Numerical, 0. 57=τ )                                       (Analytical, 0. 57=τ ) 

Fig. 8.4 Comparison of numerical solutions with analytical ones at different time instants
(dimensionless pore-fluid pressure)
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8.3 Morphological Evolution of Three-Dimensional
Chemical-Dissolution Fronts in Fluid-Saturated
Porous Media

After the proposed numerical procedure is verified using the three-dimensional
benchmark problem, it is applied to simulate the morphological evolution of a
three-dimensional chemical dissolution front within a supercritical system, which
has a (generalized) dimensionless pore-fluid pressure-gradient (i.e. �p0fx ¼ �10) on
the left boundary of the three-dimensional computational domain, implying that
the Zhao number of the chemical dissolution system under consideration is equal
to 10. In this case, the dimensionless speed of the chemical dissolution-front
propagation is equal to 100. The mineral dissolution ratio is 0.001, while the
dimensionless time-step length is 0.001 in the computation. The values of other
parameters are exactly the same as those used in the verification example of the
previous section. Since the Zhao number of the chemical dissolution system under
consideration is greater than its corresponding critical value, the initial planar
chemical dissolution-front can evolve into a complicated morphology during
its propagation within the three-dimensional computational domain. In order to
simulate the instability of the chemical dissolution front, a small perturbation of
1 % the initial porosity is randomly added to the initial porosity field in the whole
three-dimensional computational domain.

Figures 8.5 and 8.6 show the porosity and dimensionless chemical-species
concentration distributions associated with the evolution of the chemical disso-
lution front in the three-dimensional fluid-saturated porous medium. It needs to be
pointed out that in order to display the porosity propagation front clearly, both the
constant porosity of 0.2 on the left-hand side of the three-dimensional chemical
dissolution front and the constant porosity of 0.1 on the right-hand side of the
three-dimensional chemical dissolution front are not shown in Fig. 8.5. Similarly,
in order to display the dimensionless chemical-species-concentration propagation
front clearly, both the constant dimensionless chemical-species concentration of
zero on the left-hand side of the three-dimensional chemical dissolution front and
the constant dimensionless chemical-species concentration of 1.0 on the right-hand
side of the three-dimensional chemical dissolution front are not shown in Fig. 8.6.
It is observed that after the dimensionless time is greater than 0.02, the planar
chemical dissolution-front is gradually changed into an irregular three-dimensional
one. With the increase of the dimensionless time, the irregularity of the resulting
three-dimensional chemical dissolution front grows significantly. For example, the
finger-like chemical dissolution front can be clearly generated after the dimen-
sionless time is greater than 0.06. Although both the porosity and the dimen-
sionless chemical-species concentration have the similar three-dimensional
propagation front, the distribution of their maximum values along the chemical
dissolution front is in a complementary manner. This can be observed from the fact
that the peak value of the porosity is in good correspondence with the trough value
of the dimensionless chemical-species concentration in the three-dimensional
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(Numerical, 0. 20=τ )                                                 (Numerical, 0. 40=τ ) 

(Numerical, 0. 50=τ )                                      (Numerical, 0. 60=τ ) 

(Numerical, 0. 70=τ )                                       (Numerical, 0. 80=τ ) 

Fig. 8.5 Porosity distributions due to morphological evolution of the three-dimensional
chemical dissolution front in the fluid-saturated porous medium

216 8 Computational Simulation of Three-Dimensional Behaviour



(Numerical, 0. 20=τ )                                                 (Numerical, 0. 40=τ ) 

(Numerical, 0. 50=τ )                                      (Numerical, 0. 60=τ ) 

(Numerical, 0. 70=τ )                                       (Numerical, 0. 80=τ ) 

Fig. 8.6 Dimensionless concentration distributions due to morphological evolution of the three-
dimensional chemical dissolution front in the fluid-saturated porous medium
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computational domain. In this regard, it can be concluded that the proposed
numerical procedure is capable of simulating the evolution of the three-dimen-
sional chemical dissolution front in a fluid-saturated porous medium in the case of
the coupled nonlinear system becoming supercritical.

(Numerical, 0. 20=τ )                                                 (Numerical, 0. 40=τ ) 

(Numerical, 0. 50=τ )                                      (Numerical, 0. 60=τ ) 

(Numerical, 0. 70=τ )                                       (Numerical, 0. 80=τ ) 

Fig. 8.7 Dimensionless pore-fluid pressure distributions due to morphological evolution of the
three-dimensional chemical dissolution front in the fluid-saturated porous medium
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Except for simulating the evolution patterns of both the porosity and the
dimensionless chemical-species concentration, the dimensionless pore-fluid-
pressure evolution pattern during the propagation of the unstable chemical dis-
solution-front can be also simulated in the three-dimensional computational
model. Figure 8.7 shows the dimensionless pore-fluid-pressure evolution pattern
during the propagation of the chemical dissolution front in the three-dimensional
computational model. It is observed that even though the dimensionless pore-fluid
pressure is continuous, there exists a clear transition for the (generalized)
dimensionless pore-fluid pressure-gradient distribution in the three-dimensional
computational model. This transition takes place just on the three-dimensional
chemical dissolution front (i.e. the three-dimensional porosity propagation front)
in a fluid-saturated porous medium. Because the porosity creation and pore-fluid
flow focusing play an important role in ore body formation and mineralization, the
proposed numerical procedure can be used for simulating the potential physical
and chemical processes, which are closely associated with the generation of giant
ore deposits within the upper crust of the Earth.
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Chapter 9
Fundamental Theory for Nonaqueous-
Phase-Liquid Dissolution-Front Instability
Problems in Fluid-Saturated Porous
Media

The transport of nonaqueous phase liquids (NAPLs) in contaminated subsurface is
an important problem in geoenvironmental engineering (Miller et al. 1990, 1998;
Geller and Hunt 1993; Powers et al. 1994; Imhoff et al. 1994, 1996, 2002; Soerens
et al. 1998; Willson et al. 1999; Seyedabbasi et al. 2008). The nonaqueous phase
liquid that is usually trapped at residual saturation in the pore space of a fluid-
saturated porous medium can become long-term sources of groundwater con-
tamination as a result of its low solubility. Compared with the density of a NAPL
such as trichloroethylene, the equilibrium concentration of the NAPL in the
aqueous phase fluid is much smaller. For instance, the ratio of the equilibrium
concentration to the density of the NAPL can be as small as 8:7� 10�4 (Imhoff
and Miller 1996). This means that it may take a long period of time to dissolve a
NAPL in the aqueous phase fluid, even if the dissolution rate of the NAPL is high.
One of the common techniques used to remove the trapped NAPL from con-
taminated soils is to flush the contaminated soils by fresh water flow.

Iffresh water passes through a fluid-saturated porous medium that is contaminated
by a NAPL, it dilutes the equilibrium concentration of the NAPL so that the solution
of the NAPL is changed from an equilibrium state into a nonequilibrium state. To
maintain the equilibrium state of the solution, the trapped NAPL within the pore
space of the fluid-saturated porous medium is dissolved into the aqueous phase fluid
(i.e. water in this chapter). This indicates that as the first role played in a NAPL
dissolution system, fresh water flow is the trigger to break the initial equilibrium state
of the NAPL dissolution system. Since water flow can transport the dissolved NAPL
from one place to another, the second role of fresh water flow is to maintain solute
advection within the NAPL dissolution system. Thus, solute advection is the first
important mechanism involved in a NAPL dissolution system. Another important
mechanism involved in a NAPL dissolution system is the dissolution reaction of the
NAPL, which can also play two roles in the NAPL dissolution system. Firstly, the
dissolution reaction can cause a reduction in the trapped NAPL so that the NAPL can
be removed from the contaminated porous medium by solute advection. Secondly,
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the dissolution reaction can cause an increase in fluid flow pathways so that the
permeability of the porous medium can be increased as a result of the NAPL dis-
solution. In addition, solute can be transported from a high concentration region to a
low concentration one through solute diffusion/dispersion, which is the third
important mechanism involved in a NAPL dissolution system. Due to the involve-
ment of the above-mentioned mechanisms, a NAPL dissolution problem can be
attributed to a typical reactive mass transport problem with a permeability
enhancement effect. Although considerable progress has been made in the study of
reactive mass transport problems (Steefel and Lasage 1990, 1994; Yeh and Tripathi
1991; Raffensperger and Garven 1995; Schafer et al. 1998a, b; Xu et al. 1999;
Ormond and Ortoleva 2000; Alt-Epping and Smith 2001; Zhao et al. 1998, 2003,
2005, 2006), the theoretical consideration of NAPL dissolution-front instability is
still limited (Zhao et al. 2010b).

For the theoretical analysis of instability problems, it is desirable to establish a
criterion that can be used to assess whether or not the considered system is stable.
Toward this end, a comprehensive dimensionless number is derived to represent the
driving mechanisms and controlling characteristics of a nonlinear dynamic system.
For example, in the case of convective flow instability problems (Nield and Bejan
1992; Zhao et al. 2008a), the Rayleigh number is used to represent the buoyancy that
is the driving force and other controlling characteristics of the system. In the case of
mineral dissolution-front instability problems (Chadam et al. 1986, 1988; Ortoleva
et al. 1987; Imhoff and Miller 1996; Renard et al. 1998; Imhoff et al. 2003; Chen and
Liu 2002; Chen et al. 2009; Zhao et al. 2008b, c, 2009), the Zhao number is used to
represent the pore-fluid flow that is the driving force, and other controlling charac-
teristics such as solute diffusion/dispersion, chemical kinetics and particle shapes of
minerals within the mineral dissolution system. Although Imhoff and Miller (1996)
conducted some theoretical analyses for NAPL-dissolution instability problems, as
indicated by Eqs. (9.32)–(9.34) in their paper (Imhoff and Miller 1996), their ana-
lytical results derived in a limit case as the ratio of the equilibrium concentration to
the density of the NAPL approaches zero are questionable because they are inde-
pendent of the main driving force of the NAPL dissolution system. Thus, it is nec-
essary to redo theoretical analysis, in the limit case and when solute dispersion is
considered as the second-order tensor, for the instability of NAPL dissolution fronts
in fluid-saturated porous media.

9.1 Mathematical Modeling of NAPL Dissolution Problems
in Two-Dimensional Fluid-Saturated Porous Media

To describe NAPL dissolution problems in a two-dimensional fluid-saturated
porous medium, Imhoff and Miller (1996) made the following assumptions: (1)
although NAPLs are mixtures of several species, only a single-species NAPL is
considered; (2) water is negligible in the NAPL; (3) the NAPL is at residual
saturation, existing as discrete ganglia or blobs trapped by capillary forces within
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the porous medium; (4) in the absence of the NAPL, the porous medium is
homogeneous and isotropic; (5) the NAPL is immobile and incompressible; (6)
water is incompressible and the solid matrix of the porous medium is rigid; (7)
two-dimensional flow is in a horizontal plane so that gravity is neglected; and (8)
the aqueous phase moves through the region of the residual NAPL and slowly
dissolves NAPL ganglia. Under these assumptions, considering the mass conser-
vation of the aqueous phase, nonaqueous phase and NAPL species, respectively,
yields the following governing equations:

o

ot
/ 1� Snð Þqa½ � þ r � / 1� Snð Þqava½ � ¼ R; ð9:1Þ

o

ot
/Snqnð Þ ¼ �R; ð9:2Þ

o

ot
/ 1� Snð Þqav½ � þ r � / 1� Snð Þqavva½ � ¼ r � / 1� Snð ÞqaDh � rv½ � þ R;

ð9:3Þ

where / is the porosity; Sn is the NAPL saturation (i.e. the fraction of the void
space occupied by the NAPL); qa and qn are the aqueous phase and nonaqueous
phase densities; R is the mass exchange of the NAPL species from the nonaqueous
phase to the aqueous phase; v is the mass fraction of the NAPL species in the
aqueous phase; Dh is the general dispersion tensor; and va is the averaged linear
(i.e. interstitial) velocity vector of the aqueous phase.

Based on Darcy’s law, the averaged linear velocity vector of the aqueous phase
can be expressed as follows (Bear 1972):

va ¼
�kðSnÞ

/ 1� Snð Þla
rpa; ð9:4Þ

where kðSnÞ is the saturation-dependent permeability of the porous medium to
aqueous phase flow; la is the dynamic viscosity of the aqueous phase; pa is the
aqueous phase pressure.

Imhoff and Miller (1996) proposed to use the following expressions for the
saturation-dependent permeability, the dispersion tensor and the mass exchange of
the NAPL species from the nonaqueous phase to the aqueous phase, respectively:

kðSnÞ ¼ kf
1� Sn � Sai

1� Sai

� �3

; ð9:5Þ

Dh ¼
sDm þ aLva 0

0 sDm þ aT va

� �
; ð9:6Þ

R ¼ K Ceq � C
� �

; ð9:7Þ
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where kf is the intrinsic permeability of the porous medium after the NAPL is
completely dissolved; Sai is the irreducible saturation of the aqueous phase; s is the
tortuosity of the porous medium; Dm is the molecular diffusivity of the NAPL
species in the aqueous phase; aT and aL are the transversal and longitudinal dis-
persivities of the NAPL species in the aqueous phase; va is the amplitude of the
averaged linear velocity vector of the aqueous phase; C is the concentration of the
NAPL species in the bulk aqueous phase (C ¼ qav); Ceq is the equilibrium con-
centration of the NAPL species in the aqueous phase; and K is the mass transfer
rate coefficient as follows:

K ¼ b0Sb1
n ; ð9:8Þ

where b0 is a function of the porous medium, the NAPL, and the velocity, viscosity
and density of the aqueous phase fluid; b1 is a constant (Imhoff and Miller 1996).

Substituting Eqs. (9.4)–(9.7) into (9.1)–(9.3) yields the following governing
equations for the NAPL dissolution system:

/
oSn

ot
¼ �r � kðSnÞ

la
rpa

� �
� K

qa
Ceq � C
� �

; ð9:9Þ

/
oSn

ot
¼ � K

qn
Ceq � C
� �

; ð9:10Þ

/
o

ot
1� Snð ÞC½ � ¼ r � / 1� Snð ÞDh � rC½ � þ r � kðSnÞ

la
Crpa

� �
þ KðCeq � CÞ:

ð9:11Þ

Note that Sn, C and pa are three independent variables in these three equations
so that the NAPL dissolution problem is well posed mathematically.

As the boundary conditions expressed in the work of Imhoff and Miller (1996)
are incorrect for the NAPL dissolution problem of an infinite domain, they need to
be corrected as follows:

lim
x!�1

C ¼ 0; lim
x!�1

opa

ox
¼ p0axf upstream boundaryð Þ; ð9:12Þ

lim
x!1

C ¼ Ceq; lim
x!1

opa

ox
¼ p0ax0 downstream boundaryð Þ; ð9:13Þ

where p0axf is the pressure gradient of the aqueous phase as x approaches negative
infinity in the upstream of the aqueous phase fluid flow; p0ax0 is the unknown
pressure gradient of the aqueous phase fluid as x approaches positive infinity in the
downstream of the aqueous phase fluid flow. Since p0axf drives the aqueous phase
fluid flow continuously along the positive x direction, it has a negative algebraic
value (i.e. p0axf \0) for the problem under consideration.
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The initial condition for this problem is: Snðx; 0Þ ¼ Sn0 expect at the negative
infinity, where lim

x!�1
Snðx; 0Þ ¼ 0. Note that Sn0 is the initial saturation of the NAPL.

9.2 Theoretical Analysis of NAPL Dissolution Induced
Instability Problems in Two-Dimensional
Fluid-Saturated Porous Media

9.2.1 Previous Approach

In the previous approach, Imhoff and Miller (1996) considered a typical theoretical
problem involving the propagation of a planar NAPL dissolution-front in a full
plane (i.e. an infinite domain), which is comprised of a fluid-saturated homoge-
neous porous medium. For this problem, the aqueous phase fluid flow is only in the
x direction when the planar NAPL dissolution-front is in a stable state, while it
remains dominant in the x direction even when the planar NAPL dissolution-front
is at the early stages of an unstable state. In the former case, the aqueous phase
fluid velocity is exactly equal to zero in the y direction, whereas in the latter case,
the aqueous phase fluid velocity in the y direction is relatively small to that in the
x direction so that it can be neglected, from the theoretical analysis point of view.

In the work presented by Imhoff and Miller (1996), the following dimensionless
quantities are used:

�x ¼ x

l�
; �y ¼ �y

l�
; �t ¼ t

t�
; �C ¼ C

Ceq
; �pa ¼

pa

p�a
; ð9:14Þ

�Dh ¼
Dh

DLf
; �kðSnÞ ¼

kðSnÞ
kf

; �K ¼ K

K0
; �qa ¼

qa

qn
; ð9:15Þ

where �x and �y are the dimensionless coordinates; �t is the dimensionless time; �C is
the dimensionless concentration of the NAPL species in the aqueous phase; �pa is
the dimensionless aqueous phase pressure; �Dh is the dimensionless (general)
dispersion tensor; �kðSnÞ is the dimensionless saturation-dependent permeability of
the porous medium to aqueous phase flow; K0 is the value of K at Sn ¼ Sn0; �K is
the dimensionless mass transfer rate coefficient of the NAPL species from the
nonaqueous phase to the aqueous phase; �qa is the dimensionless aqueous phase
density; DLf , l�, t� and p�a are defined as follows:

DLf ¼ sDm þ aLvaf ; ð9:16Þ

l� ¼ DLf

vaf
; ð9:17Þ
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t� ¼ DLf Sn0

ev2
af

; ð9:18Þ

p�a ¼
/DLf la

kf
; ð9:19Þ

where e ¼ Ceq

�
qn; vaf is the final value for the amplitude of the linear averaged

velocity vector of the aqueous phase after the NAPL is completely dissolved from
the porous medium; and other quantities have the same meanings as defined
previously.

Based on Eqs. (9.14), (9.17) and (9.19), the dimensionless pressure gradient of
the aqueous phase in the �x direction can be expressed as follows:

o�pa

o�x
¼ l�

p�a

� �
opa

ox
¼ � 1

p0axf

opa

ox
; ð9:20Þ

where p0axf is the pressure gradient of the aqueous phase after the NAPL is com-
pletely dissolved from the porous medium.

Considering Eq. (9.20) and Darcy’s law yields the following equation:

�va ¼
va

vaf
¼ ��kðSnÞ

1
1� Sn

o�pa

o�x
: ð9:21Þ

Substituting above dimensionless quantities into Eqs. (9.9)–(9.11) yields the
following dimensionless equations:

e
Sn0

oSn

o�t
¼ �r � �kðSnÞr�pa � C

e�K

/�qa
ð1� �CÞ; ð9:22Þ

1
Sn0

oSn

o�t
¼ �C

�K

/
ð1� �CÞ; ð9:23Þ

e
Sn0

o

o�t
1� Snð Þ�C½ � ¼ r � 1� Snð Þ�Dh � r�C½ � þ r � 1� Snð Þ�C�k Snð Þr�pa½ �

� 1
Sn0

oSn

o�t
; ð9:24Þ

where

C ¼ K0DLf

v2
af

: ð9:25Þ

The boundary conditions associated with the above dimensionless quantities
can be expressed as follows:
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lim
�x!�1

�C ¼ 0; lim
�x!�1

o�pa

o�x
¼ �p0axf ¼ �1 upstream boundaryð Þ; ð9:26Þ

lim
�x!1

�C ¼ 1; lim
�x!1

o�pa

o�x
¼ �p0ax0 ¼ �

1
�kðSn0Þ

downstream boundaryð Þ: ð9:27Þ

The use of the above dimensionless quantities implies that in the previous
approach (Imhoff and Miller 1996), the dimensionless pressure gradients of the
aqueous phase are equal to two fixed constants as �x! �1 and �x! þ1. This
may be the first weakness of the previous approach since the main driving force,
namely the dimensionless pressure gradient of the aqueous phase, was not used as
an independent variable in the corresponding theoretical analysis.

Similarly, the corresponding initial condition is: Snð�x; 0Þ ¼ Sn0 expect at the
negative infinity, where lim

�x!�1
Snð�x; 0Þ ¼ 0. Note that Sn0 is the initial saturation of

the NAPL.
In the limit case as e approaches zero, a planar NAPL dissolution-front divides

the problem domain into two regions, an upstream region and a downstream
region, relative to the propagation location of the planar NAPL dissolution-front.
Across the planar NAPL dissolution-front, the NAPL saturation undergoes a step
jump from its initial value into its final value. As a result, the planar NAPL
dissolution-front propagation problem can be treated as a Stefan moving boundary
problem (Chadam et al. 1986; Imhoff and Miller 1996). In this limit case, the
corresponding dimensionless governing equations of the NAPL dissolution prob-
lem in both the downstream region and the upstream region can be expressed as
follows:

�C ¼ 1; r2�pa ¼ 0; Sn ¼ Sn0 in the downstream regionð Þ; ð9:28Þ

r � m

DLf
I� o�pa

o�x
�D
�
dispersion

� �
� r�C

� �
þ �Cr�pa

	 ffi
¼ 0; r2�pa ¼ 0; Sn ¼ 0

in the upstream regionð Þ; ð9:29Þ

where

�D
�
dispersion ¼

�aL 0
0 �aT

� �
; ð9:30Þ

where I is a unit second-order tensor (i.e. a 2 by 2 unit matrix); �aL ¼ aL=l� and
�aT ¼ aT=l�.

If the planar NAPL dissolution-front is denoted by Sð�x; �tÞ ¼ 0, then the
dimensionless pressure, dimensionless NAPL concentration and the mass fluxes of
both the NAPL and the aqueous phase fluid should be continuous on Sð�x; �tÞ ¼ 0.
This leads to the following interface conditions for the planar NAPL dissolution-
front propagation problem:
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lim
S!0�

�C ¼ lim
S!0þ

�C; lim
S!0�

�pa ¼ lim
S!0þ

�pa; ð9:31Þ

lim
S!0�
ðsDm

DLf
� �aL�p0axf Þ

o�C

o�n
¼ �vfrontSn0; lim

S!0�

o�pa

o�n
¼ �kðSn0Þ lim

S!0þ

o�pa

o�n
; ð9:32Þ

where �n ¼ n=l�; n is the normal vector of the propagating planar NAPL
dissolution-front; and �vfront is the dimensionless propagation speed of the planar
NAPL dissolution-front.

When the planar NAPL dissolution-front is in a stable state, base solutions for
this theoretical problem can be expressed as follows:

�CbðnÞ ¼ 1; �pabðnÞ ¼ �p0ax0nþ �paC1; Snb ¼ Sn0 in the downstream regionð Þ;
ð9:33Þ

�CbðnÞ¼ exp �
�p0axf

sDm
DLf
��aL�p0axf

n

 !

¼ exp nð Þ; �pabðnÞ¼�p0axf nþ�paC2; Snb¼0

in the upstream regionð Þ; ð9:34Þ

where �Cb, �pab and Snb are the base solutions for the dimensionless concentration of
the NAPL species in the aqueous phase, the dimensionless aqueous phase pressure
and the saturation of the NAPL, respectively; �paC1 and �paC2 are two constants to be
determined.

n ¼ �x� �vfront�t; �vfront ¼ �
�p0axf

Sno
¼ 1

Sn0
: ð9:35Þ

To determine the critical condition under which a planar NAPL dissolution-front
in the fluid-saturated porous medium can become unstable, a small dimensionless
time-dependent perturbation is added to the planar NAPL dissolution-front. As a
result, the total solutions of the NAPL dissolution system are equal to the sum of the
base and perturbed solutions as follows:

Sðn; �y; �tÞ ¼ n� d expð�x�tÞ cosð�m�yÞ; ð9:36Þ

�patotalðn; �y; �tÞ ¼ �pabðn; �tÞ þ d p̂aðnÞ expð�x�tÞ cosð�m�yÞ; ð9:37Þ

�Ctotalðn; �y; �tÞ ¼ �Cbðn; �tÞ þ d ĈðnÞ expð�x�tÞ cosð�m�yÞ; ð9:38Þ

where �x is the dimensionless growth rate of the perturbation; �m is the dimen-
sionless wavenumber of the perturbation; Ĉ and p̂a are the perturbed solutions for
the dimensionless concentration of the NAPL species in the aqueous phase and the
dimensionless aqueous phase pressure, respectively; d is the amplitude of the
perturbation and d� 1 by the definition of the linear stability analysis.
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Since Sðn; �y; �tÞ is a function of coordinates n and �y, the following derivatives
exist mathematically:

o

on

� �

n

¼ oS

on
o

oS
¼ o

on

� �

S

;
o

o�y

� �

n

¼ oS

o�y

o

oS
þ o

o�y

� �

S

¼ oS

o�y

o

on

� �

S

þ o

o�y

� �

S

;

ð9:39Þ

o2

on2

� �

n

¼ o2

on2

� �

S

;
o2

o�y2

� �

n

¼ o2S

o�y2

o

on
þ oS

o�y

� �2
o2

on2 þ 2
oS

o�y

o2

ono�y
þ o2

o�y2

� �

S

:

ð9:40Þ

Substituting the total solutions into the governing equations (i.e. Eqs. (9.28) and
(9.29)) yields the first-order perturbation equations for the NAPL dissolution
system as follows:

Ĉ ¼ 0;
o2p̂a

on2 � �m2p̂a þ �m2�p0ax0 ¼ 0 in the downstream regionð Þ; ð9:41Þ

o2Ĉ

on2 �
oĈ

on
� K�m2Ĉ þ K�m2 exp nð Þ þ 1� �aLð Þ exp nð Þ op̂a

on
� �aL exp nð Þ o

2p̂a

on2 ¼ 0 ;

o2p̂a

on2 � �m2p̂a þ �m2�p0axf ¼ 0 in the upstream regionð Þ;

ð9:42Þ

where

K ¼
sDm
DLf
þ �aT

sDm
DLf
þ �aL

¼ sDm þ aT vaf

sDm þ aLvaf
: ð9:43Þ

It needs to be pointed out that in the process of deriving the first-order per-
turbation equation for solute transport in the NAPL dissolution system, the fol-
lowing expression has been considered:

r � sDm

DLf
I� o�patotal

o�x
�Ddispersion

� �
� r�Ctotal

� �

¼ o

o�x

sDm

DLf
� �aL

o�patotal

o�x

� �
o�Ctotal

o�x

� �
þ o

o�y

sDm

DLf
� �aT

o�patotal

o�x

� �
o�Ctotal

o�y

� �

¼ sDm

DLf
� �aL

o�patotal

o�x

� �
o2 �Ctotal

o�x2
� �aL

o2�patotal

o�x2

o�Ctotal

o�x

� �

þ sDm

DLf
� �aT

o�patotal

o�x

� �
o2 �Ctotal

o�y2
� �aT

o2�patotal

o�xo�y

o�Ctotal

o�y

� �
:

ð9:44Þ
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For the sake of convenience, the following expression is used to derive the first-
order perturbation equations:

o

on
¼ o

o�x
: ð9:45Þ

Substituting Eqs. (9.37) and (9.38) into the first term on the right-hand side of
Eq. (9.44) and considering o2�pab

�
ðo�x2Þ ¼ 0 simultaneously yield the following

equation:

sDm

DLf
� �aL

o�patotal

o�x

� �
o2 �Ctotal

o�x2
� �aL

o2�patotal

o�x2

o�Ctotal

o�x

¼ sDm

DLf
� �aL

o�pab

o�x

� �
o2 �Cb

o�x2
þ sDm

DLf
� �aL

o�pab

o�x

� �
o2Ĉ

o�x2
d expð�x�tÞ cosð�m�yÞ

� �aL
op̂a

o�x

o2 �Cb

o�x2
d expð�x�tÞ cosð�m�yÞ � �aL

op̂a

o�x

o2Ĉ

o�x2
d expð�x�tÞ cosð�m�yÞ½ �2

� �aL
o2p̂a

o�x2

o�Cb

o�x
d expð�x�tÞ cosð�m�yÞ � �aL

o2p̂a

o�x2

oĈ

o�x
d expð�x�tÞ cosð�m�yÞ½ �2:

ð9:46Þ

If the second-order terms due to the perturbation are neglected, then Eq. (9.46)
can be rewritten in the following form:

sDm

DLf
� �aL

o�patotal

o�x

� �
o2 �Ctotal

o�x2
� �aL

o2�patotal

o�x2

o�Ctotal

o�x

¼ sDm

DLf
� �aL

o�pab

o�x

� �
o2 �Cb

o�x2
þ sDm

DLf
� �aL

o�pab

o�x

� �
o2Ĉ

o�x2
d expð�x�tÞ cosð�m�yÞ

� �aL
op̂a

o�x

o2 �Cb

o�x2
d expð�x�tÞ cosð�m�yÞ � �aL

o2p̂a

o�x2

o�Cb

o�x
d expð�x�tÞ cosð�m�yÞ:

ð9:47Þ

Compared with the previous case when dispersion is considered as the scalar of
a constant (Chadam et al. 1986; Zhao et al. 2008b, c), two new terms, namely

�aL
op̂a

ox

o2Cb

ox2 d expðxtÞ cosðmyÞ and � aL
o2p̂a

ox2

oCb

ox
d expðxtÞ cosðmyÞ;

are added in the process of deriving the first-order perturbation equation for solute
(i.e. NAPL) transport when dispersion is considered as the second-order tensor.

Similarly, if Eqs. (9.37) and (9.38) are substituted into the second term on the
right-hand side of Eq. (9.44) with the consideration of o2�pab

�
ðo�xo�yÞ ¼ 0 and

o�Cb=o�y ¼ 0, then the following equation can be obtained when the second-order
terms are neglected:
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sDm

DLf
� �aT

o�patotal

o�x

� �
o2 �Ctotal

o�y2
� �aT

o2�patotal

o�xo�y

o�Ctotal

o�y

¼ sDm

DLf
� �aT

o�pab

o�x

� �
o2 �Cb

o�y2
þ sDm

DLf
� �aT

o�pab

o�x

� �
o2 Ĉ cosð�m�yÞ
� �

o�y2
d expðx�tÞ:

ð9:48Þ

In this situation, compared with the previous case when dispersion is considered
as the scalar of a constant, no extra term is contributed to the first-order pertur-
bation equation for solute (i.e. NAPL) transport when dispersion is considered as
the second-order tensor.

Since the dispersion tensor is a function of perturbed dimensionless pressure
(i.e. the term related to d p̂aðnÞ expð�x�tÞ cosð�m�yÞ), the first-order perturbation
equations when solute dispersion is considered as the second-order tensor are
different from those when it is considered as the scalar of a constant (Chadam et al.
1986). Obviously, consideration of the dependence of the dispersion tensor on the
perturbed dimensionless pressure results in much more complicated perturbation
equations with two additional terms, so that special mathematical treatments
should be used to derive the corresponding analytical solutions. Due to the neglect
of this fact, the analytical solutions derived by Imhoff and Miller (1996) are
conceptually questionable.

The boundary conditions for the first-order perturbation problem are:

lim
x!1

Ĉ ¼ 0; lim
x!1

op̂a

on
¼ 0 downstream boundaryð Þ; ð9:49Þ

lim
x!�1

Ĉ ¼ 0; lim
x!�1

op̂a

on
¼ 0 upstream boundaryð Þ: ð9:50Þ

Similarly, the interface conditions for this first-order perturbation problem can
be expressed as follows:

lim
S!0�

Ĉ ¼ lim
S!0þ

Ĉ; lim
S!0�

p̂a ¼ lim
S!0þ

p̂a; ð9:51Þ

lim
S!0�

oĈ

on
� aL

op̂a

on

" #

¼ xSn0; lim
S!0�

op̂a

on
¼ kðSn0Þ lim

S!0�

op̂a

on
: ð9:52Þ

Solving Eqs. (9.41) and (9.42) with the boundary and interface conditions (i.e.
Eqs. (9.49)–(9.52)) yields the following analytical solutions:

Ĉ ¼ 0; p̂aðnÞ ¼ p0ax0 1� 1� b
1þ b

expð�mnÞ
� �

in the downstream regionð Þ;

ð9:53Þ
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ĈðnÞ ¼ expðnÞ � ð1þ bÞ þ ð1� aLmÞð1� bÞ
1þ b

expðrnÞ þ ð1� aLmÞ 1� b
1þ b

exp ðmþ 1Þn½ �;

p̂aðnÞ ¼ 1þ 1� b
1þ b

expðmnÞ
� �

in the upstream regionð Þ;

ð9:54Þ

where

b ¼ kðSn0Þ; r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4m2K
p

þ 1
2

: ð9:55Þ

Inserting Eqs. (9.54) into (9.52) yields the following equation for the dimen-
sionless growth rate of the small perturbation:

x ¼ 1
ð1þ bÞSn0

2� 2� aLmð1� bÞ½ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4m2K
p

þ 1
2

þ ðm� aLm2Þð1� bÞ
( )

:

ð9:56Þ

Equation (9.56) indicates that the dimensionless growth rate of the NAPL
dissolution system is not only dependent on the ratio of transverse dispersion to
longitudinal dispersion (i.e. K), but also dependent on the dimensionless longi-
tudinal dispersivity itself (i.e. �aL). This demonstrates that Eq. (9.56) is conceptu-
ally different from the dimensionless growth rate derived by Imhoff and Miller
(1996). Due to this conceptual difference, their model predictions are questionable
so that the critical condition under which a planar NAPL dissolution-front
becomes unstable cannot be appropriately derived. This is another weakness of the
previous approach used by Imhoff and Miller (1996).

9.2.2 Current Approach

To overcome the weaknesses associated with the previous approach, the following
dimensionless quantities are used to derive the dimensionless governing equations
of the NAPL dissolution system:

x ¼ x

L�
; y ¼ y

L�
; C ¼ C

Ceq
; pa ¼

pa

p�a
; ð9:57Þ

aL ¼
aL

L�
; aT ¼

aT

L�
; t ¼ t

t�
e; e ¼ Ceq

qn
� 1 ð9:58Þ
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where

t� ¼ /
b0;

L� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
sDmt�
p

; p�a ¼
/sDm

wðSnf Þ
; ð9:59Þ

Dh ¼
Dh

sDm
; wðSnÞ ¼

wðSnÞ
wðSnf Þ

; wðSnÞ ¼
kðSnÞ
la

; ð9:60Þ

where wðSnf Þ is the value of wðSnÞ at Sn ¼ Snf ; and Snf ¼ 0 is the saturation of the
NAPL after it is completely dissolved in the NAPL dissolution system.

Inserting Eqs. (9.57)–(9.60) into (9.9)–(9.11) yields the following dimension-
less governing equations for the NAPL dissolution system:

oSn

ot
þ Sb1

n ð1� CÞ ¼ 0; ð9:61Þ

e
o

o�t
ð1� SnÞ�C½ � � r � 1� Snð Þ�Dh½ � � r�C þ �C�wðSnÞr�pa

� �
þ oSn

o�t
¼ 0; ð9:62Þ

e
oSn

o�t
þr � ½�wðSnÞr�pa� þ

e
�qa

Sb1
n ð1� �CÞ ¼ 0; ð9:63Þ

where

�Dh ¼
1� �aL

�wðSnÞ
1�Sn

o�pa

o�x 0

0 1� �aT
�wðSnÞ
1�Sn

o�pa

o�x

" #

: ð9:64Þ

The boundary conditions in this case can be expressed in the dimensionless
form as follows:

lim
�x!1

�C ¼ 1; lim
�x!1

o�pa

o�x
¼ �p0ax0 downstream boundaryð Þ; ð9:65Þ

lim
�x!�1

�C ¼ 0; lim
�x!�1

o�pa

o�x
¼ �p0axf upstream boundaryð Þ: ð9:66Þ

In the limit case of e approaching zero, the dimensionless governing equations
of the NAPL dissolution problem in both the downstream region and the upstream
region can be expressed as follows:

�C ¼ 1; r2�pa ¼ 0; Sn ¼ Sn0 in the downstream regionð Þ; ð9:67Þ

r � I� o�pa

o�x
�D
�
dispersion

� �
� r�C

� �
þ �Cr�pa

	 ffi
¼ 0; r2�pa ¼ 0; Sn ¼ 0

in the upstream regionð Þ; ð9:68Þ
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where

�D
�
dispersion ¼

�aL 0
0 �aT

� �
: ð9:69Þ

If the planar NAPL dissolution-front is denoted by Sð�x; �tÞ ¼ 0, then the
dimensionless aqueous phase fluid pressure, dimensionless NAPL concentration
and the mass fluxes of both the NAPL and the aqueous phase fluid should be
continuous on Sð�x; �tÞ ¼ 0. This leads to the following interface conditions for the
planar NAPL dissolution-front propagation problem:

lim
S!0�

�C ¼ lim
S!0þ

�C; lim
S!0�

�pa ¼ lim
S!0þ

�pa; ð9:70Þ

lim
S!0�
ð1� �aL�p0axf Þ

o�C

o�n
¼ �vfrontSn0; lim

S!0�

o�pa

o�n
¼ wðSn0Þ

wðSnf Þ
lim

S!0þ

o�pa

o�n
; ð9:71Þ

where �n ¼ n=L�; n is the normal vector of the propagating planar NAPL
dissolution-front; and �vfront is the dimensionless propagation speed of the planar
NAPL dissolution-front.

Base solutions for this theoretical problem can be expressed as follows:

�CbðnÞ ¼ 1; �pabðnÞ ¼ �p0ax0nþ �paC1; Snb ¼ Sn0 in the downstream regionð Þ;
ð9:72Þ

�CbðnÞ ¼ exp �
�p0axf

1� �aL�p0axf

n

 !

; �pabðnÞ ¼ �p0axf nþ �paC2; Snb ¼ 0

in the upstream regionð Þ;
ð9:73Þ

where �paC1 and �paC2 are two constants.

n ¼ �x� �vfront�t; �p0ax0 ¼
wðSnf Þ
wðSn0Þ

�p0axf ; �vfront ¼ �
�p0axf

Sno
: ð9:74Þ

By following the same procedures as those used in the above linear stability
analysis, the first-order perturbation equations of the NAPL dissolution system can
be expressed as

Ĉ ¼ 0;
o2p̂a

on2 � �m2p̂a þ �m2�p0ax0 ¼ 0 in the downstream regionð Þ; ð9:75Þ
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1� �aL�p0axf

� � o2Ĉ

on2 þ �p0axf

oĈ

on
� 1� �aT�p0axf

� �
�m2Ĉ

�
1� �aT�p0axf

� �
�m2�p0axf

1� �aL�p0axf

exp �
�p0axf

1� �aL�p0axf

n

 !

�
�p0axf

1� �aL�p0axf

1þ
�aL�p0axf

1� �aL�p0axf

 !

exp �
�p0axf

1� �aL�p0axf

n

 !
op̂a

on

þ
�aL�p0axf

1� �aL�p0axf

exp �
�p0axf

1� �aL�p0axf

n

 !
o2p̂a

on2 ¼ 0 ;

o2p̂a

on2 � �m2p̂a þ �m2�p0axf ¼ 0 in the upstream regionð Þ;

ð9:76Þ

Since the dispersion tensor is a function of perturbed dimensionless pressure
(i.e. the term related to d p̂aðnÞ expð�x�tÞ cosð�m�yÞ), the first-order perturbation
equations derived here are different from those derived by Imhoff and Miller
(1996) previously.

Although the corresponding boundary conditions are the same as those
expressed by Eqs. (9.49) and (9.50), the interface conditions for this first-order
perturbation problem can be expressed as follows:

lim
S!0�

Ĉ ¼ lim
S!0þ

Ĉ; lim
S!0�

p̂a ¼ lim
S!0þ

p̂a; ð9:77Þ

lim
S!0�

1� �aL�p0axf

� � oĈ

o�n
þ

�aL�p0axf

1� �aL�p0axf

op̂a

o�n

" #

¼ �xSn0; lim
S!0�

op̂a

o�n
¼ wSn0Þ

wðSnf Þ
lim

S!0þ

op̂a

o�n
:

ð9:78Þ

Solving Eqs. (9.75) and (9.76) with the corresponding boundary and interface
conditions yields the following analytical solutions:

Ĉ ¼ 0; p̂aðnÞ ¼ �p0ax0 1� 1� b
1þ b

exp ��mnð Þ
� �

in the downstream regionð Þ;

ð9:79Þ

ĈðnÞ ¼ �
�p0axf

1� �aL�p0axf

exp �
�p0axf

1� �aL�p0axf

n

 !

�
1þ bð Þ þ 1

1��aL�p0axf
� �aL �m

� �
1� bð Þ

1þ b
expðrnÞ

8
<

:

9
=

;

�
�p0axf

1� �aL�p0axf

1
1� �aL�p0axf

� �aL �m

 !
1� b
1þ b

exp �m�
�p0axf

1� �aL�p0axf

 !

n

" #( )

;
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p̂aðnÞ ¼ �p0axf 1þ 1� b
1þ b

exp �mnð Þ
� �

in the upstream regionð Þ; ð9:80Þ

where

b ¼ wðSn0Þ
wðSnf Þ

¼ kðSn0Þ
kðSnf Þ

; ð9:81Þ

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�p0axf

1��aL�p0axf

� �2
þ 4�m2 1��aT �p0axfð Þ

1��aL�p0axf

r

� �p0axf

1��aL�p0axf

2
: ð9:82Þ

Inserting Eqs. (9.80) into (9.78) yields the following equation for the dimen-
sionless growth rate of the perturbed NAPL dissolution-front:

�x ¼
�p0axf

ð1þ bÞSn0

1þ bð Þ�p0axf

1� �aL�p0axf

þ 1þ bð Þ þ 1
1� �aL�p0axf

� �aL �m

 !

1� bð Þ
" #

r

( )

�
�p0axf

ð1þ bÞSn0
�m�

�p0axf

1� �aL�p0axf

� �aL �m2 1� �aL�p0axf

� �
 !

ð1� bÞ
1� �aL�p0axf

" #

:

ð9:83Þ

Equation (9.83) indicates that the dimensionless growth rate is not only
dependent on the dimensionless wavenumber of the perturbation, but also depen-
dent on the dimensionless pressure gradient of the aqueous phase fluid in the
upstream direction of the NAPL dissolution system. This means that in order to
determine the value of �x, either the dimensionless pressure gradient of the aqueous
phase fluid applied to the upstream of the NAPL dissolution system (�p0axf ) or the
dimensionless wavenumber of the perturbation (�m) may be kept constant. In
the former case, the value of the dimensionless growth rate is positive when the
dimensionless wavenumber of the perturbation is very small. This indicates that if
the dimensionless wavelength of the perturbation is infinite, then the NAPL dis-
solution front is unstable, even if the absolute value of the dimensionless pressure
gradient of the aqueous phase fluid in the upstream direction of the NAPL disso-
lution system is very small. However, to allow a perturbation of infinite dimen-
sionless wavelength to take place, the dimensionless geometrical characteristic
length of a NAPL dissolution system, which is defined as the dimensionless geo-
metrical length of the NAPL dissolution system in the direction perpendicular to the
aqueous phase liquid flow (i.e. �Ly ¼ Ly

�
L�), should be equal to infinity. Therefore,

for the NAPL dissolution system of an infinite domain, the stability of a NAPL
dissolution front can be independent of the value of the dimensionless pressure
gradient of the aqueous phase fluid applied to the upstream of the NAPL dissolution
system (i.e. �p0axf ). This is the situation that was considered by Chadam et al. (1986).
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The dynamics of a NAPL dissolution system in this particular case can be
shown in Fig. 9.1, where Zh ¼ ��p0axf and Zh is called the Zhao number (Zhao et al.
2009). To obtain the numerical results in this figure, the following parameters are
used: the initial saturation (Sn0) of the NAPL is 0.2; the irreducible saturation (Sai)
of the aqueous phase fluid is 0.15; the dimensionless longitudinal dispersivity (�aL)
is 0.2; and the dimensionless transverse dispersivity (�aT ) is 0.02. Since �p0axf \0
when the aqueous phase fluid flow is along the positive x direction, the values of
Zh are positive in the theoretical analysis. It is noted that for a given Zhao number
(i.e. Zh), there is a cutoff dimensionless wavenumber corresponding to the
dimensionless growth rate of zero. This indicates that if the dimensionless
wavenumber of a perturbation in the NAPL dissolution system is greater than this
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Fig. 9.1 Distributions of the
dimensionless growth rate
due to different Zhao
numbers (Sn0 ¼ 0:2,
Sai ¼ 0:15, �aL ¼ 0:2,
�aT ¼ 0:02): a Entire view;
b Zoomed-in view
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cutoff value, then the dimensionless growth rate of the perturbation is less than
zero so that the NAPL dissolution system is in a stable state. Since the value of the
dimensionless growth rate is positive when the dimensionless wavenumber of the
perturbation approaches zero, the NAPL dissolution system is unstable as the
wavelength of the perturbation approaches infinity. As the Zhao number increases,
both the cutoff dimensionless wavenumber and the dimensionless growth rate
within the range of positive values increase significantly. This demonstrates that an
increase in (the magnitude of) the upstream aqueous phase fluid flow can
remarkably destabilize the NAPL dissolution system so that a planar dissolution
front can easily evolve into complicated morphologies.

Since most NAPL dissolution systems in the real world are of finite domains, it
is desirable to investigate the instability of NAPL dissolution fronts in aqueous
phase fluid-saturated porous media of finite domains. If a NAPL dissolution system
has a finite domain, then the dimensionless critical characteristic length (i.e.
�Lcritical) of the NAPL dissolution system can be represented by half the dimen-
sionless wavelength associated with the given dimensionless wavenumber (�m) of a
perturbation. This is the second case that is considered in this chapter. In this
situation, the dimensionless geometrical characteristic length of a NAPL disso-
lution system is equal to the dimensionless critical characteristic length (i.e.
�Ly ¼ �Lcritical) of the NAPL dissolution system, so that half the dimensionless
wavelength of the perturbation can be accommodated within the NAPL dissolution
system of a finite domain. This means that when the dimensionless geometrical
characteristic length (i.e. �Ly) of a NAPL dissolution system is given, the minimum
value for the dimensionless wavenumber (�m) of the perturbation can be determined
from the dimensionless critical characteristic length of the NAPL dissolution
system. Note that this minimum value for the dimensionless wavenumber of the
perturbation corresponds to the maximum value of the dimensionless wavelength
of the perturbation. To enables such a perturbation to grow, there is a requirement
for the injected aqueous phase fluid flow in the upstream direction of the NAPL
dissolution system. In other words, the injected aqueous phase fluid flow must be
strong enough to allow the NAPL dissolution front to become unstable. As a result,
the corresponding minimum absolute value of the dimensionless pressure gradient
of the aqueous phase fluid in the upstream direction of a NAPL dissolution system
can be defined as the critical Zhao number of the NAPL dissolution system having
a finite domain (Zhao et al. 2009).

Figure 9.2 shows the dynamics of a NAPL dissolution system in this particular
situation. To obtain the numerical solutions in this figure, the same basic param-
eters as those used to obtain the numerical results in Fig. 9.1 are employed here for
the initial saturation (Sn0) of the NAPL, the irreducible saturation (Sai) of the
aqueous phase fluid, the dimensionless longitudinal dispersivity (�aL), and the
dimensionless transverse dispersivity (�aT ) in the NAPL dissolution system. For a
given dimensionless wavenumber (i.e. �m), there is a critical Zhao number that
corresponds to a change in the sign of the dimensionless growth rate from negative
to positive. Thus, if the Zhao number of a NAPL dissolution system is greater than
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this critical value, then the dimensionless growth rate of the perturbation is
positive so that the NAPL dissolution system is in an unstable state. Since the
value of the dimensionless growth rate is negative when the Zhao number of a
NAPL dissolution system is less than the critical Zhao number, the NAPL dis-
solution system is stable for the given dimensionless wavenumber (i.e. �m). As the
dimensionless wavenumber increases, both the critical Zhao number and the
dimensionless growth rate within the range of positive values increase dramati-
cally. This indicates that for the NAPL dissolution system of a finite domain, the
dimensionless growth rate associated with a higher Zhao number can be greater
than that associated with the critical Zhao number of the NAPL dissolution system.
As a result, fingering morphologies may become the dominant patterns of NAPL
dissolution fronts in NAPL dissolution systems involving finite domains.
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Since it is the dimensionless pressure gradient (i.e. �p0axf ) of the aqueous phase
fluid (applied to the upstream of the NAPL dissolution system) that forms the
driving force for the NAPL dissolution system of a finite domain, it is reasonable
to take �m as a constant so that the critical condition under which the NAPL
dissolution system becomes unstable can be derived. In the work of Imhoff and
Miller (1996), they set �p0axf ¼ 1 in the process of deriving the critical dimen-
sionless wavenumber of the perturbation, implying that the dimensional pressure
gradient (p0axf ) of the aqueous phase fluid applied to the upstream of the NAPL
dissolution system was treated as a constant, rather than as an independent variable
for the NAPL dissolution system. Thus the Darcy velocity that is equal to the
product of (�kf

�
la) and p0axf was equivalently treated as a constant, rather than an

independent variable.
Letting �x ¼ 0 yields the following characteristic equation for the critical Zhao

number (i.e. Zhcritical) of the NAPL dissolution system having a finite domain.

ð1þ bÞZhcritical

1þ �aLZhcritical
� ð1þ bÞ þ 1

1þ �aLZhcritical
� �aL �m

� �
ð1� bÞ

� �
r1

þ �mþ Zhcritical

1þ �aLZhcritical
� �aL �mð1þ �aLZhcriticalÞ

� �
ð1� bÞ

1þ �aLZhcritical

� �
¼ 0;

ð9:84Þ

where

r1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zhcritical

1þ�aLZhcritical

� �2
þ 4�mð1þ�aLZhcriticalÞ

1þ�aLZhcritical

r

þ Zhcritical
1þ�aLZhcritical

2
: ð9:85Þ

With �m ¼ 1 taken as an example, Eq. (9.84) can be expressed as follows:

ð1þ bÞZhcritical

ð1þ �aLÞZhcritical
� ð1þ bÞ þ 1

ð1þ �aLÞZhcritical
� �aL

� �
ð1� bÞ

� �
r2

þ �mþ Zhcritical

ð1þ �aLÞZhcritical
� �aLð1þ �aLZhcriticalÞ

� �
ð1� bÞ

ð1þ �aLÞZhcritical

� �
¼ 0;

ð9:86Þ

where

r2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zhcritical

1þ�aLZhcritical

� �2
þ 4 1þ�aT Zhcriticalð Þ

1þ�aLZhcritical

r

þ Zhcritical
1þ�aLZhcritical

2
: ð9:87Þ

Physically, �m ¼ 1 means that the dimensional wavelength (i.e. k) of the per-
turbation has the same order of magnitude as the intrinsic characteristic length (L�)
of a NAPL dissolution system because �m ¼ 2pL�=k.
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Since ð1þ �aLZhcriticalÞ[ 0, Eq. (9.86) can be rewritten into the following form:

1þ bð ÞZhcritical � 1þ bð Þ 1þ �aLZhcriticalð Þ þ 1� �aL 1þ �aLZhcriticalð Þ½ � 1� bð Þf gr2

þ 1þ Zhcritical

1þ �aLZhcritical
� �aL 1þ �aLZhcriticalð Þ

� �
ð1� bÞ ¼ 0: ð9:88Þ

If �aL ¼ �aT ¼ 0, then Eq. (9.88) has the following solution:

Zhcritical ¼
ð3� bÞð1þ bÞ

2ð1� bÞ : ð9:89Þ

This solution is identical to the previous theoretical results when the solute
dispersion effect is neglected in the mineral dissolution system (Zhao et al. 2008b, c).

Based on the characteristic quantities expressed in Eq. (9.59) for the NAPL
dissolution system, the dimensionless Zhao number is defined as follows (Zhao
et al. 2009):

Zh ¼ ��p0axf ¼ �
p0axf L

�

p�a
¼ Vaxfffiffiffiffiffiffiffiffiffiffiffiffi

/sDm
p

ffiffiffiffiffi
1
b0

s

¼ FadvectionFdispersionFdissolution; ð9:90Þ

where

Fadvection ¼ Vaxf representing the aqueous phase fluid advectionð Þ; ð9:91Þ

Fdispersion ¼
1
ffiffiffiffiffiffiffiffiffiffiffiffi
/sDm
p representing the NAPL solute diffusion=dispersionð Þ;

ð9:92Þ

Fdissolution ¼
ffiffiffiffiffi
1
b0

s

representing the kinetics of the NAPL dissolutionð Þ; ð9:93Þ

where Vaxf is the Darcy velocity of the aqueous phase fluid after the NAPL is
completely dissolved in the NAPL dissolution system.

Equation (9.90) indicates that the Zhao number is a comprehensive dimen-
sionless number to represent the three major controlling mechanisms simulta-
neously taking place in the NAPL dissolution system. By means of both the Zhao
number and the critical Zhao number, the instability of NAPL dissolution fronts in
fluid-saturated porous media of finite domains can be assessed. If Zh\Zhcritical,
then the NAPL dissolution system is subcritical, while if Zh [ Zhcritical, then the
NAPL dissolution system is supercritical. When Zh ¼ Zhcritical, the NAPL disso-
lution system is in a critical state.
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9.2.3 Theoretical Understanding of the Effects of Solute
Dispersion on NAPL Dissolution-Front Instability
in Two-Dimensional Fluid-Saturated Porous Media

The present theoretical solution can be used to investigate theoretically the effect
of solute dispersion on NAPL dissolution-front instability in a fluid-saturated
porous medium. For this purpose, the critical Zhao numbers associated with dif-
ferent dimensionless solute-dispersion coefficients in the case of �mj j ¼ 1 are
evaluated from the characteristic equation (i.e. Eq. (9.88)). As indicated by

Eqs. (9.5) and (9.81), b ¼ ð1� Sai � Sn0Þ3
.
ð1� SaiÞ3, implying that b is a

function of both the initial saturation (Sn0) of the NAPL and the irreducible sat-
uration (Sai) of the aqueous phase fluid so that the critical Zhao number is a
function of �aL, �aT , Sn0 and Sai. Therefore, for a given set of Sn0 and Sai, the critical
Zhao number is only dependent on �aL and �aT . In the case of Sn0 ¼ 0:2 and
Sai ¼ 0:15, the distributions of the critical Zhao number due to different solute
dispersion ratios are shown in Fig. 9.3, where the solute dispersion ratio (as rep-
resented by �aL=�aT ) is defined as the ratio of the dimensionless longitudinal dis-
persivity (�aL) to the dimensionless transverse dispersivity (�aT ). It is obvious that
with an increase in the dimensionless longitudinal dispersivity, the critical Zhao
number can increase significantly, especially for the smaller solute-dispersion
ratios such as �aL=�aT = 1 and �aL=�aT ¼ 2. For a given dimensionless longitudinal
dispersivity, the critical Zhao number also increases significantly with an increase
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in the solute dispersion ratio, �aL=�aT . This indicates that an increase in either the
longitudinal dispersivity or the dispersion ratio stabilizes the NAPL dissolution
front so that it becomes more difficult for a planar NAPL dissolution-front to
evolve into different morphologies.

9.3 Computational Simulation of NAPL Dissolution-Front
Instability Problems in Two-Dimensional
Fluid-Saturated Porous Media

Although the present theoretical results can be used to assess whether or not a
NAPL dissolution system involving a finite domain is supercritical, it is very
difficult, if not impossible, to simulate the morphological evolution of a NAPL
dissolution front using theoretical methods. For this reason, numerical methods are
often used as a complementary way to simulate the morphological evolutions of
NAPL dissolution fronts in supercritical NAPL dissolution systems involving
finite domains. Since numerical methods are approximate solution methods, they
should be verified using some benchmark problems, the analytical solutions for
which are available for comparison. To verify the accuracy of the computational
simulation, a benchmark problem is constructed from the theoretical analysis
derived under subcritical Zhao numbers in the previous study (Zhao et al. 2009).
As a result, the numerical solution obtained from the benchmark problem can be
compared with the corresponding analytical solution. To further verify whether or
not the proposed numerical procedure can be used to simulate the morphological
evolution of NAPL dissolution fronts in fluid-saturated porous media of super-
critical Zhao numbers, a computational model that was presented by Imhoff et al.
(2002) on the basis of their previous laboratory experiments (Imhoff et al. 1996) is
used in this investigation. Since computational simulation results for the compli-
cated morphological evolution patterns of NAPL dissolution fronts compared well
with those observed from the corresponding laboratory experiments (Imhoff et al.
1996; Miller et al. 1998), this computational model can be used as a typical
representative of the related laboratory experiments. On the other hand, because
both the detailed input parameters and output results of this computational model
are openly available (Imhoff et al. 2002), it can be served as a useful benchmark
problem for verifying numerical procedures that are used to simulate the mor-
phological evolution of NAPL dissolution fronts in fluid-saturated porous media of
supercritical Zhao numbers. For this reason, the proposed numerical procedure
will be verified by comparing the current results with those previously obtained
from the same laboratory experiment-based computational model (Imhoff et al.
2002).

9.2 Theoretical Analysis of NAPL Dissolution Induced Instability Problems 245



9.3.1 Formulation of the Proposed Numerical Procedure
for Simulating the Evolution of NAPL Dissolution
Fronts

The dimensionless governing equations (i.e. Eqs. (9.61)–(9.63)) of a NAPL dis-
solution problem in a two-dimensional fluid-saturated porous medium can be
solved using a combination of the finite element and finite difference methods
(Zhao et al. 2011). Toward this end, the finite element method is used to discretize
the geometrical shape of the problem domain, while the finite difference method is
used to discretize the dimensionless time. Since the dimensionless governing
equations of a NAPL dissolution system are highly nonlinear, the segregated
algorithm, in which Eqs. (9.61)–(9.63) are solved separately in a sequential
manner, is used to derive the formulation of the proposed numerical procedure.

For a given dimensionless time-step, �t þ D�t, the saturation of the NAPL can be
denoted by ðSnÞ�tþD�t ¼ ðSnÞ�t þ ðDSnÞ�tþD�t, where ðSnÞ�t is the saturation of the NAPL
at the previous time-step and ðDSnÞ�tþD�t is the saturation increment of the NAPL at
the current time-step. Since Eq. (9.61) is a nonlinear equation, it can be linearized
using the following Taylor expansion:

ðSnÞb1
�tþD�t ¼ ðSnÞ�t þ ðDSnÞ�tþD�t

� �b1¼ ðSnÞb1
�t þ b1ðSnÞb1�1

�t ðDSnÞ�tþD�t: ð9:94Þ

Using the backward difference scheme, Eq. (9.61) can be written as follows:

1
D�t
ðSnÞ1�b1

�t þ b1ð1� �C�tþD�tÞ
� �

ðDSnÞ�tþD�t ¼ �ðSnÞ�tð1� �C�tþD�tÞ; ð9:95Þ

where �C�tþD�t is the dimensionless concentration of the NAPL at the current time-
step; D�t is the dimensionless time increment at the current time-step.

In the finite difference sense, the following relationships exist:

e
o

o�t
1� Snð Þ�C½ � ¼ e

D 1� ðSnÞ�tþD�t

� �
�C�tþD�t

� �

D�t

¼ �e�C�tþD�t
DðSnÞ�tþD�t

D�t
þ e 1� ðSnÞ�tþD�t

� �D�C�tþD�t

D�t
;

ð9:96Þ

oSn

o�t
¼

DðSnÞ�tþD�t

D�t
¼ �ð1� �C�tþD�tÞðSnÞb1

�tþD�t; ð9:97Þ

r � 1� Snð Þ�Dh½ � � r�C ¼ r � 1� ðSnÞ�tþD�t

� �
�Dhð Þ�tþD�t

� �
� r�C�tþD�t; ð9:98Þ

r � ½�C�wðSnÞr�pa� ¼ �Cr � ½�wðSnÞr�pa� þ r�pa � ½�wðSnÞr�C�
¼ �C�tþD�tr � �w ðSnÞ�tþD�t

� �
rð�paÞ�tþD�t

� �
þrð�paÞ�tþD�t � �w ðSnÞ�tþD�t

� �
r�C�tþD�t

� �
:

ð9:99Þ
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Considering Eqs. (9.96) and (9.97) simultaneously yields the following
equation:

e
o

o�t
1� Snð Þ�C½ � þ oSn

o�t
¼ 1� e�C�tþD�tð Þ

DðSnÞ�tþD�t

D�t
þ e 1� ðSnÞ�tþD�t

� �D�C�tþD�t

D�t
:

ð9:100Þ

Since e is much smaller than one, Eq. (9.100) can be approximately expressed
as follows:

e
o

o�t
1� Snð Þ�C½ � þ oSn

o�t
¼

DðSnÞ�tþD�t

D�t
þ e 1� ðSnÞ�tþD�t

� �D�C�tþD�t

D�t

¼ �ð1� �C�tþD�tÞðSnÞb1
�tþD�t þ e 1� ðSnÞ�tþD�t

� �D�C�tþD�t

D�t
:

ð9:101Þ

Substituting Eqs. (9.98), (9.99) and (9.101) into (9.62) yields the following
finite difference equation:

e
D�t

1� ðSnÞ�tþD�t

� �
þ ðSnÞb1

�tþD�t

n o
�C�tþD�t �r � 1� ðSnÞ�tþD�t

� �
�Dhð Þ�tþD�t

� �
� r�C�tþD�t

�rð�paÞ�tþD�t � �w ðSnÞ�tþD�t

� �
r�C�tþD�t

� �
� �C�tþD�tr � �w ðSnÞ�tþD�t

� �
rð�paÞ�tþD�t

� �

¼ e
D�t

1� ðSnÞ�tþD�t

� �
�C�t þ ðSnÞb1

�tþD�t:

ð9:102Þ

Similarly, Eq. (9.63) can be rewritten in the following discretized form:

r � �wðSnÞr�pa

� �
¼ r � �w ðSnÞ�tþD�t

� �
rð�paÞ�tþD�t

� �
¼ e 1� 1

�qa

� �
ðSnÞb1

�tþD�t 1� �C�tþD�tð Þ:

ð9:103Þ

Substituting Eqs. (9.103) into (9.102) yields the following equation:

e
D�t

1� ðSnÞ�tþD�t

� �
þ ðSnÞb1

�tþD�t

n o
�C�tþD�t �r � 1� ðSnÞ�tþD�t

� �
�Dhð Þ�tþD�t

� �
� r�C�tþD�t

�rð�paÞ�tþD�t � �w ðSnÞ�tþD�t

� �
r�C�tþD�t

� �
� e�C�tþD�t 1� 1

�qa

� �
ðSnÞb1

�tþD�t 1� �C�tþD�tð Þ
	 ffi

¼ e
D�t

1� ðSnÞ�tþD�t

� �
�C�t þ ðSnÞb1

�tþD�t:

ð9:104Þ
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Since e� 1, Eq. (9.104) can be approximately expressed in the following form:

e
D�t

1� ðSnÞ�tþD�t

� �
þ ðSnÞb1

�tþD�t

n o
�C�tþD�t �r � 1� ðSnÞ�tþD�t

� �
�Dhð Þ�tþD�t

� �
� r�C�tþD�t

�rð�paÞ�tþD�t � �w ðSnÞ�tþD�t

� �
r�C�tþD�t

� �
¼ e

D�t
1� ðSnÞ�tþD�t

� �
�C�t þ ðSnÞb1

�tþD�t:

ð9:105Þ

In brief, the dimensionless governing equations (i.e. Eqs. (9.61)–(9.63)) of a
NAPL dissolution system under the condition of e� 1 can be expressed in the
finite difference form as follows:

1
D�t
ðSnÞ1�b1

�t þ b1ð1� �C�tþD�tÞ
� �

ðDSnÞ�tþD�t ¼ �ðSnÞ�tð1� �C�tþD�tÞ; ð9:106Þ

e
D�t

1� ðSnÞ�tþD�t

� �
þ ðSnÞb1

�tþD�t

n o
�C�tþD�t �r � 1� ðSnÞ�tþD�t

� �
�Dhð Þ�tþD�t

� �
� r�C�tþD�t

�rð�paÞ�tþD�t � �w ðSnÞ�tþD�t

� �
r�C�tþD�t

� �
¼ e

D�t
1� ðSnÞ�tþD�t

� �
�C�t þ ðSnÞb1

�tþD�t;

ð9:107Þ

r � �wðSnÞr�pa

� �
¼ r � �w ðSnÞ�tþD�t

� �
rð�paÞ�tþD�t

� �
¼ e 1� 1

�qa

� �
ðSnÞb1

�tþD�t 1� �C�tþD�tð Þ:

ð9:108Þ

Note that Eqs. (9.61)–(9.63) are valid for any values of e, so that if e is close to
unity, they should be used to obtain numerical solutions instead of Eqs. (9.106)–
(9.108). However, the direct use of Eqs. (9.61)–(9.63) may result in more com-
puter efforts, compared with the use of Eqs. (9.106)–(9.108). Since most NAPL
dissolution problems may fall in the range of e� 1 and analytical solutions are
only available in this range, Eqs. (9.106)–(9.108) are used to obtain numerical
solutions in this chapter.

Using both the proposed segregated scheme and the finite element method
(Zienkiewicz 1977; Zhao et al. 2009), Eqs. (9.106)–(9.108) are solved separately
and sequentially for the saturation of the NAPL, the dimensionless concentration
of the NAPL and the dimensionless pressure of the aqueous phase fluid at the
current time-step. To consider the coupling effect between these three equations,
an iteration scheme is also used in the process of finding the numerical solution.
The following convergence criterion needs to be satisfied so that a convergent
solution can be obtained.

E ¼ Max

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XNSn

i¼1

ðSnÞki;�tþD�t � ðSnÞk�1
i;�tþD�t

h i2

vuut ;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN�C

i¼1

�Ck
i;�tþD�t � �Ck�1

i;�tþD�t

� �2

vuut ;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XN�pa

i¼1

ð�paÞki;�tþD�t � ð�paÞk�1
i;�tþD�t

h i2

vuut

0

@

1

A\�E;

ð9:109Þ
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where E and �E are the maximum error at the k-th iteration step and the allowable
error limit; NSn , N�C and N�pa are the total numbers of the degree-of-freedom for the
saturation of the NAPL, the dimensionless concentration of the NAPL in the
aqueous phase fluid and the dimensionless pressure of the aqueous phase fluid,
respectively; k is the index number at the current iteration step and k - 1 is the

index number at the previous iteration step; ðSnÞki;�tþD�t, �Ck
i;�tþD�t and ð�paÞki;�tþD�t are

the saturation of the NAPL, the dimensionless concentration of the NAPL and
the dimensionless pressure of the aqueous phase fluid for node i at both the current

time-step and the current iteration step; ðSnÞk�1
i;�tþD�t, �Ck�1

i;�tþD�t and ð�paÞk�1
i;�tþD�t are the

saturation of the NAPL, the dimensionless concentration of the NAPL and the
dimensionless pressure of the aqueous phase fluid for node i at the current time-
step but at the previous iteration step.

9.3.2 Verification of the Proposed Numerical Procedure
for Simulating the Evolution of NAPL Dissolution
Fronts

Due to inevitable round-off errors in computation and discretization errors in
temporal and spatial variables, it is necessary to verify the proposed numerical
procedure so that meaningful numerical results can be obtained from a discretized
computational model. For this reason two benchmark problems, for which either
the analytical results or previous solutions are available, are considered in this
subsection.

Figure 9.4 shows the geometry and boundary conditions of the first benchmark
problem, in which the dimensionless pressure gradient of the aqueous phase fluid
(i.e. �p0axf ¼ �0:02) is applied to the left boundary. This means that there is a
horizontal throughflow from the left to the right of the computational model. The
dimensionless height and width of the computational model are 200 and 400
respectively. Except for the left boundary, the initial residual saturation of the
NAPL is 0.2, while the initial dimensionless concentration of the NAPL in the
aqueous phase fluid is unity within the computational domain. The final residual
saturation of a value of zero is applied to the left boundary as a boundary condition
of the computational domain. Both the top and the bottom boundaries are assumed
to be impermeable for the NAPL and aqueous phase fluid.

The following parameters are used in the corresponding computations: the
initial saturation (Sn0) of the NAPL is 0.2; the irreducible saturation (Sai) of the
aqueous phase fluid is 0.15; the dimensionless longitudinal dispersivity (�aL) is 0.2;
the dimensionless transverse dispersivity (�aT ) is 0.02; the ratio (e) of the equi-
librium concentration of the NAPL species in the aqueous phase fluid to the
density of the NAPL itself is 0.001; the density ratio (�qa) of the aqueous phase
fluid to the NAPL is 1.0/1.46; the value of b1 is 0.87; and the Zhao number
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(i.e. ��p0axf ¼ 0:02) applied to the left boundary of the NAPL dissolution system is
0.02. Since the critical Zhao number of the system is approximately equal to 0.052,
the NAPL dissolution system considered here is in a subcritical state. In this
case, the corresponding dimensionless propagation speed of the planar NAPL
dissolution-front is 0.1. To appropriately simulate the propagation of the NAPL
dissolution front, the whole computational domain is simulated by 19,701 four-
node square elements of 20,000 nodal points in total. The initial residual saturation
field of the NAPL is randomly perturbed by a small amount of 1 % of the origi-
nally-input saturation of the NAPL (i.e. Sn0 ¼ 0:2) before running the computa-
tional model. This means that the resulting initial residual saturation is of a random
distribution, which has a mean value of the homogeneous residual saturation (i.e.
Sn0 ¼ 0:2) and a variation of 0.002 (i.e. 1 % of Sn0 ¼ 0:2) in the whole compu-
tational domain. The dimensionless time-step length is 20.

Since the computational domain of the benchmark problem is of finite size,
a time-dependent-dimensionless-concentration boundary condition (i.e. �Cð�tÞ ¼
expð�p0axf �vfront�tÞ) needs to be applied to the left boundary so that the numerical
solutions can be compared with the analytical solutions. From the previous study
(Zhao et al. 2009), the analytical solutions for this benchmark problem can be
expressed as follows:

�Cð�x;�tÞ ¼ 1; �pað�x; �tÞ ¼ ��p0ax0ð�Lx � �xÞ þ 100; Snð�x;�tÞ ¼ Sn0 ð�x [�vfront�tÞ;
ð9:110Þ
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�Cð�x;�tÞ¼exp½��p0axf ð�x��vfront�tÞ�; �pað�x;�tÞ ¼ �p0axf ð�x��vfront�tÞ � �p0ax0ð�Lx��vfront�tÞ þ100;

Snð�x;�tÞ¼0 ð�x� �vfront�tÞ: ð9:111Þ

Note that the dimensionless pressure (�pa0) of the aqueous phase fluid on the
downstream boundary is assumed to be 100 in the benchmark problem.

Figure 9.5 shows the comparison of numerical solutions with analytical ones
for the residual saturation of the NAPL and the dimensionless concentration of the
NAPL in the aqueous phase fluid at two different time instants. In this figure, thick
lines show the numerical results, while thin lines show the corresponding ana-
lytical solutions. It can be observed that the overall numerical solutions agree well
with the analytical solutions, except for a smooth effect on the numerically-sim-
ulated propagation front of the NAPL saturation. This fact demonstrates that the
proposed numerical procedure is capable of simulating the planar dissolution-front
propagation within the fluid-saturated porous medium of a finite domain under
subcritical Zhao number conditions. Since a finite value for the ratio (e) of the
equilibrium concentration of the NAPL species in the aqueous phase fluid to the
density of the NAPL itself is used in the computational model, there is a dis-
crepancy between the computational model used to produce the numerical results
and the theoretical model used to derive the analytical solutions. Because of this
discrepancy, both the sharpness and the dimensionless propagation speed of the
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NAPL dissolution front obtained from the computational model differ slightly
from those obtained from the theoretical analysis. To reduce this discrepancy, the
value for the ratio (e) of the equilibrium concentration of the NAPL species in the
aqueous phase fluid to the density of the NAPL itself should be used as small as
possible in the computational model.

As mentioned previously, the second benchmark problem under consideration
is a computational model (as shown in Fig. 9.6) that is based on the laboratory
experiments conducted by Imhoff et al. (1996). Miller et al. (1998) have suc-
cessfully used this computational model to reproduce the same fingering phe-
nomena as those observed in the corresponding laboratory experiments. The two
primary purposes of considering this benchmark problem are: (1) to verify the
proposed numerical procedure when it is used to simulate the morphological
evolution of NAPL dissolution fronts in supercritical systems; and (2) to dem-
onstrate how to use the Zhao number and the critical Zhao number to assess the
instability likelihood of a NAPL dissolution system. In order to establish this
computational model, the data associated with Experiment 13 in the experimental
work of Imhoff et al. (1996) was used so that this computational model has a solid
foundation of experiment results. The NAPL considered in the experiment is
trichloroethylene (i.e. TCE). For the purpose of reproducing this experiment
numerically, Imhoff et al. (2002) used the following parameters in their numerical

experiments: the aqueous solubility (Ceq) of the NAPL is 1:27 kg=m
3; the irre-

ducible saturation (Sai) of the aqueous phase (i.e. water) is 0.104; the molecular
diffusion coefficient (Dm) of the NAPL is 8:4� 10�10 m2=s; the porosity (/) of the
porous medium is 0.355; the permeability (kf ) of the porous medium in the iso-
tropic case is 1:0� 10�12 m2; the initial residual saturation (Sn0) of the NAPL
is 0.14; the dynamic viscosity (la) of the aqueous phase (i.e. water) is

1:0� 10�3ðN � s=m
2Þ; the density (qa) of the aqueous phase (i.e. water) is

1; 000 kg=m
3; the density (qn) of the NAPL is 1; 460 kg=m

3; the ratio (e) of
the aqueous solubility (Ceq) to the density (qn) of the NAPL is 0:87� 10�3;
the Darcy velocity (Vaxf ) of the injected aqueous phase fluid (i.e. water) is
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1:0=86400 m=s ¼ 1:16� 10�5 m=s; the tortuosity (s) of the porous medium is
0.66; the longitudinal and transverse dispersivities (aL and aT ) of the porous
medium are 7:2� 10�4 m and 1:44� 10�4 m, respectively; the geometrical mean
particle diameter (d50) is 3:6� 10�4 m; the length of the model in the injected flow
direction is 0.30 m; and the length in the direction perpendicular to the injected
flow is 1.0 m.

Using the above parameters, the Reynolds number of the NAPL dissolution
system is as follows:

Re ¼ d50qaVaxf

/lað1� Sn0Þ
¼ 3:6� 10�4 � 1000� 1:16� 10�5

0:355� 10�3 � ð1� 0:14Þ ¼ 1:368� 10�2:

ð9:112Þ

When the correlation of Imhoff et al. (1994) is used, both b1 and b0 involved in
the mass transfer rate coefficient (K) can be evaluated using the following
equations:

b1 ¼ 0:87; ð9:113Þ

b0 ¼
186/0:87Re0:71Dm

d2
50

¼ 186� 0:3550:87 � 0:013680:71 � 8:4� 10�10

ð3:6� 10�4Þ2

¼ 2:325� 10�2ð1=sÞ:
ð9:114Þ

Thus the intrinsic characteristic time, length and aqueous pressure of the NAPL
dissolution system can be determined as follows:

t� ¼ /
b0
¼ 0:355

2:325� 10�2
¼ 15:27 s; ð9:115Þ

L� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
sDmt�
p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:66� 8:4� 10�10 � 15:27
p

¼ 9:20� 10�5 m; ð9:116Þ

p�a ¼
/sDm

wðSnf Þ
¼ /sDmla

kf
¼ 0:355� 0:66� 8:4� 10�10 � 10�3

10�12
¼ 0:1968 ðN=m

2Þ:

ð9:117Þ

As stated in a previous publication (Zhao et al. 2010a), both the Zhao number
and its critical value (i.e. the critical Zhao number) of a NAPL dissolution system
are needed to assess the dissolution front instability of the NAPL dissolution
system. If the Zhao number of a NAPL dissolution system is greater than the
corresponding critical Zhao number of the NAPL dissolution system, then
the NAPL dissolution front is unstable in the NAPL dissolution system. From the
previous studies (Zhao et al. 2010a), the Zhao number of the NAPL dissolution
system under consideration is:
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Zh ¼ ��p0axf ¼ �
p0axf L

�

p�a
¼ Vaxfffiffiffiffiffiffiffiffiffiffiffiffi

/sDm
p

ffiffiffiffiffi
1
b0

s

¼ 1:16� 10�5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:355� 0:66� 8:4� 10�10 � 2:352� 10�2
p ¼ 5:392:

ð9:118Þ

To establish a computational model for the NAPL dissolution system under
consideration, other dimensionless quantities can be evaluated as follows:

�Lx ¼
Lx

L�
¼ 0:3

9:2� 10�5
¼ 3260:9; �Ly ¼

Ly

L�
¼ 1:0

9:2� 10�5
¼ 10869:6; ð9:119Þ

�aL ¼
aL

L�
¼ 7:2� 10�4

9:2� 10�5
¼ 7:826; �aT ¼

aT

L�
¼ 1:44� 10�4

9:2� 10�5
¼ 1:5652: ð9:120Þ

The critical Zhao number (i.e. Zhcritical) of the NAPL dissolution system can be
determined from the following characteristic equation:

1þ bð ÞZhcritical

1þ �aLZhcritical
� 1þ bð Þ þ 1

1þ �aLZhcritical
� �aL �m

� �
1� bð Þ

� �
r1

þ �mþ Zhcritical

1þ �aLZhcritical
� �aL �m2 1þ �aLZhcriticalð Þ

� �
ð1� bÞ

1þ �aLZhcritical

� �
¼ 0;

ð9:121Þ

where

r1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Zhcritical

1þ�aLZhcritical

� �2
þ 4�m2 1þ�aT Zhcriticalð Þ

1þ�aLZhcritical

r

þ Zhcritical
1þ�aLZhcritical

2
; ð9:122Þ

b ¼ wðSn0Þ
wðSnf Þ

¼ kðSn0Þ
kðSnf Þ

: ð9:123Þ

Since �m, �aL and �aT are dependent on L�, it is necessary to establish a rela-
tionship between L� and Zhcritical below. Based on the dimensionless quantities
expressed in Eqs. (9.59) and (9.60), the dimensionless Zhao number is defined as
follows:

Zh ¼ ��p0axf ¼ �
p0axf L

�

p�a
¼ Vaxfffiffiffiffiffiffiffiffiffiffiffiffi

/sDm
p

ffiffiffiffiffi
1
b0

s

; ð9:124Þ

where Vaxf is the Darcy velocity of the aqueous phase fluid after the NAPL is
completely dissolved in the NAPL dissolution system.

Equation (9.124) can be straightforwardly rewritten in the following form:
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Vaxf ¼ Zh
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/sDmb0

p
: ð9:125Þ

Using this Equation, the Reynolds number of the NAPL dissolution system can
be expressed as

Re ¼ d50qaZh

lað1� Sn0Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
sDmb0

/

s

: ð9:126Þ

This leads to the following equation:

b0 ¼
186/0:87Dm

d2
50

d50qaZh

lað1� Sn0Þ

ffiffiffiffiffiffiffiffiffi
sDm

/

s !0:71

b0:355
0 : ð9:127Þ

Note that in the critical state, Zh ¼ Zhcritical, so that b0 can be expressed as
follows:

b0 ¼
186/0:87Dm

d2
50

d50qaZhcritical

lað1� Sn0Þ

ffiffiffiffiffiffiffiffiffi
sDm

/

s !0:71
2

4

3

5

1
0:645

	 3301/0:798s0:55D2:1
m

d2
50

qaZhcritical

lað1� Sn0Þ

� �1:1

:

ð9:128Þ

Finally, L� is expressed as a function of b0.

L� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
/sDm

b0

s

: ð9:129Þ

Consideration of Eqs. (9.128) and (9.129) yields the following equation:

Zhcritical ¼
lað1� Sn0Þ

qaDmðL�Þ1:818

d2
50/

0:202s0:45

3301

� � 1
1:1

: ð9:130Þ

For the NAPL dissolution system of a finite domain, the critical geometrical
characteristic length (Ly) of the system should be equal to half the longest
wavelength (k) of the perturbation that can grow in the system, so that the fol-
lowing condition exists:

k
2
¼ Ly: ð9:131Þ
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Since m ¼ 2p=k ¼ p
�

Ly, where m is the wavenumber of the perturbation, the
dimensionless wavenumber of the perturbation can be expressed as follows:

�m ¼ mL� ¼ p
Ly

L� ¼ p
L�y
: ð9:132Þ

Consideration of Eqs. (9.130) and (9.132) simultaneously yields the following
equation:

Zhcritical ¼
lað1� Sn0Þp1:818

qaDmð�mLyÞ1:818

d2
50/

0:202s0:45

3301

� � 1
1:1

: ð9:133Þ

Equation (9.133) indicates that for the NAPL dissolution system of a finite
domain, the critical Zhao number of the system is inversely proportional to the
critical geometrical characteristic length (Ly) of the system. Thus, with an increase
in the critical geometrical characteristic length (Ly) of the system, there is a
decrease in the critical Zhao number of the system. This implies that for the
perturbation of a given wavelength, the NAPL dissolution system becomes more
unstable with the increase of the critical geometrical characteristic length (Ly) of
the system.

Substituting Eq. (9.128) into Eq. (9.124) yields the Zhao number of a NAPL
dissolution system when the correlation of Imhoff et al. (1994) can be used for
describing the mass transfer rate coefficient of the NAPL dissolution system.

Zh ¼ d50Vaxf

57:45/0:899s0:775D1:55
m

lað1� Sn0Þ
qa

� �0:55
( ) 1

1:55

: ð9:134Þ

Again, Eq. (9.134) indicates that the Zhao number of a NAPL dissolution
system is directly proportional to the injected Darcy velocity of the aqueous phase
fluid in the NAPL dissolution system. As a result, with an increase in the injected
Darcy velocity of the aqueous phase fluid in a NAPL dissolution system, there is
an increase in the Zhao number of the NAPL dissolution system. This means that
the NAPL dissolution system becomes more unstable with an increase in the
injected Darcy velocity of the aqueous phase fluid within the NAPL dissolution
system. On the other hand, for a given Zhao number, the injected Darcy velocity of
the aqueous phase fluid within the NAPL dissolution system can be straightfor-
wardly determined from either Eqs. (9.124) or (9.134). Thus, the Zhao number of a
NAPL dissolution system, rather than the injected Darcy velocity of the aqueous
phase fluid within the NAPL dissolution system, is used to investigate three kinds
of potential fingering modes in the next section later.

If Eq. (9.128) is substituted into Eq. (9.129), then L� is expressed as a function
of Zhcritical so that the critical Zhao number of the NAPL dissolution system can be
determined by solving the corresponding characteristic equation (i.e. Eq. (9.121))
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of the system. As a result, the solution for the critical Zhao number of the NAPL
dissolution system is equal to 0.011 approximately. Since the Zhao number of the
NAPL dissolution system is about 5.4 (see Eq. (9.118)), which is much greater
than the critical Zhao number, the system under consideration is in an unstable
state.

Note that although both the NAPL morphological profile evolution and the
NAPL morphological interface roughness evolution can be used to compare the
current simulation results with the previous ones (Imhoff et al. 2002), the former is
adopted in this investigation because it is the NAPL morphological profile evo-
lution that can be used to show the three different kinds of fingering modes, as
demonstrated later in Sect. 9.4. However, for the simulation of NAPL dissolution-
front instability in heterogeneous porous media, the latter may be the best way to
represent the simulation results, since the finger locations are not necessarily in the
same locations for the random heterogeneous porous medium.

Figure 9.7 shows the comparison of the current simulation results with the
previous solutions that can be viewed as a representative of the related laboratory
experimental observations (Imhoff et al. 2002). Note that in this figure, the pre-
vious solutions are presented in a black-white form, so that the color code is only
applicable to the current simulation results. Two cases are considered for com-
parison. In the first case, the longitudinal and transverse dispersivities are 7:2�
10�4 m and 1:44� 10�4 m, while in the second case, both of them are equal to
7:2� 10�4 m. To examine the possible effect of the Darcy velocity on the fin-
gering patterns of the NAPL dissolution front, two different Darcy velocities,
namely 1:16� 10�5 m=s (equivalent to 1 m/day) and 2:52� 10�5 m=s (equivalent
to 2.18 m/day), are used to produce the related simulation results. Since the current
simulation results compare well with the previous solutions, it demonstrates that
the proposed numerical procedure is suitable and useful for simulating the mor-
phological evolution of NAPL dissolution fronts in supercritical systems.

9.4 Three Different Kinds of Modes Associated
with Morphological Evolution of NAPL
Dissolution Fronts in Supercritical Systems

After the proposed numerical procedure is verified through two benchmark
problems, it is used to investigate three potential modes of NAPL dissolution
fronts in the supercritical systems of finite domains. Compared with previous
publications (Miller et al. 1998; Zhao et al. 2010b), this is the major contribution
of this chapter. The geometrical and boundary conditions of the computational
model are the same as those used in the first benchmark problem (see Fig. 9.4). To
examine three different modes of the NAPL dissolution fronts in supercritical
systems, three cases with two different dimensionless wavenumbers, namely 0.005
and 0.001, are considered in the corresponding computations. In the first two cases,
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the dimensionless wavenumber is 0.005, while in the third case, the dimensionless
wavenumber is 0.001. Common parameters used in three cases are as follows: the
initial saturation (Sn0) of the NAPL is 0.2; the irreducible saturation (Sai) of the
aqueous phase fluid is 0.15; the dimensionless longitudinal and transverse dis-
persivities (�aL and �aT ) are 0.2 and 0.02, respectively; the ratio (e) of the equilib-
rium concentration of the NAPL species in the aqueous phase fluid to the density
of the NAPL itself is 0.001; the density ratio (�qa) of the aqueous phase fluid to the
NAPL is 1.0/1.46; the value of b1 is 0.87. To simulate the propagation of NAPL
dissolution fronts appropriately, the whole computational domain is simulated by
99,301 four-node square elements of 100,000 nodal points in total. The initial
residual saturation field of the NAPL is randomly perturbed by a small amount of
1 % of the originally-input saturation of the NAPL (i.e. Sn0 ¼ 0:2) before running
the computational model. This means that the resulting initial residual saturation is
of a random distribution, which has a mean value of the homogeneous residual
saturation (i.e. Sn0 ¼ 0:2) and a variation of 0.002 (i.e. 1 % of Sn0 ¼ 0:2) in the
whole computational domain. Due to the consideration of three different ratios of
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Fig. 9.7 Comparison of current results with the previous ones due to different longitudinal and
transversal dispersivities

258 9 Fundamental Theory for Nonaqueous-Phase-Liquid Dissolution-Front



the Zhao number to the critical Zhao number, three different kinds of modes,
namely the fundamental mode, the fingering mode and the fractal mode, have been
obtained from the corresponding computational models.

9.4.1 The Fundamental Mode

The fundamental mode is obtained in the first case. The characteristic of this case
is that the Zhao number of the NAPL dissolution system is in the lower range of
the supercritical Zhao numbers so that the Zhao number and its critical value have
the same order of magnitude. The Zhao number used in this case is 0.06, while the
critical Zhao number is 0.017. This means that the ratio of the Zhao number to its
critical value is equal to 3.53. The dimensionless lengths of the computational
domain are 628 and 1,570 in the �x and �y directions, respectively. In this case, the
dimensionless time step length is 11.0 in the computational simulation.

Figure 9.8 shows the evolution process of the fundamental mode associated
with the NAPL dissolution front in a lower supercritical Zhao number system. This
mode is characterized by half the longest wavelength of the perturbation that the
computational model can accommodate in the �y direction. Note that the funda-
mental mode of the NAPL dissolution front is similar to that of temperature in a
convective instability system within the crust of the Earth (Nield and Bejan 1992;
Zhao et al. 2008a). Since the Zhao number of the NAPL dissolution system is in
the lower range of supercritical Zhao numbers, the amplitude of the fundamental
mode grows very slowly so that it takes a considerable time for the mode to be
viewed with naked eyes. For example, this mode can be clearly identified after the
dimensionless time is equal to 3850. With an increase in the dimensionless time,
the amplitude of the fundamental mode grows accordingly.

9.4.2 The Fingering Mode

The (normal) fingering mode is obtained in the second case. The characteristic of
this case is that the Zhao number of the NAPL dissolution system is in the middle
range of the supercritical Zhao numbers so that the Zhao number is one order of
magnitude higher than its critical value. The Zhao number used in this case is 0.5,
while the critical Zhao number remains 0.017 because the same dimensionless
wavenumber is used for both the first and the second cases. In this situation, the ratio
of the Zhao number to its critical value is equal to 29.4. The dimensionless lengths of
the computational domain are the same as those used in the first case. In this
situation, the dimensionless time step length is 1.3 in the computational simulation.

Figure 9.9 shows the evolution process of the fingering mode for the NAPL
dissolution front in a moderate supercritical Zhao number system. This kind of
mode is characterized by the pattern of a few fingers in the NAPL dissolution
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system. Since the Zhao number of the NAPL dissolution system is in the middle
range of supercritical Zhao numbers, the length of the fingers (i.e. the amplitude of
the fingering mode) grows relatively faster, compared with that of the fundamental
mode. However, the width of the finger still grows very slowly. This kind of mode
can be clearly observed after the dimensionless time is equal to 260 in Fig. 9.9.
Similarly, with an increase in the dimensionless time, the length of the finger
grows gradually.

( 1100=t ) ( 2200=t )

( 2750=t ) ( 3300=t )

( 3850=t ) ( 4400=t )

( 4950=t ) ( 5500=t )

Fig. 9.8 The evolution processes of the fundamental mode (the first kind of mode) for a NAPL
dissolution front in the supercritical system
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9.4.3 The Fractal Mode

The fractal mode is obtained in the third case. The characteristic of this case is that
the Zhao number of the NAPL dissolution system is in the higher range of the
supercritical Zhao numbers of the system so that the ratio of the Zhao number to its
critical value is at least one order of magnitude higher than that associated with the
second case (i.e. the normal fingering mode case). The Zhao number used in this
case is 1.0, while the critical Zhao number is 3:34� 10�3. This implies that the
ratio of the Zhao number to its critical value is equal to 283.3. The dimensionless

( 130=t ) ( 195=t )

( 260=t ) ( 335=t )

( 390=t ) ( 455=t )

( 520=t ) ( 585=t )

Fig. 9.9 The evolution processes of the fingering mode (the second kind of mode) for a NAPL
dissolution front in the supercritical system
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lengths of the computational domain are 3142 and 4713 in the �x and �y directions,
respectively. In this case, the dimensionless time step length is 1.9 in the com-
putational simulation.

( 95=t ) ( 190=t )

( 285=t ) ( 380=t )

( 475=t ) ( 570=t )

( 760=t ) ( 950=t )

Fig. 9.10 The evolution processes of the fractal mode (the third kind of mode) for a NAPL
dissolution front in the supercritical system
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Figure 9.10 shows the evolution process of the fractal mode associated with the
NAPL dissolution front in a higher supercritical Zhao number system. This kind of
mode has been commonly observed in the previous laboratory experiments and
numerical simulations (Imhoff et al. 1996; Miller et al. 1998). It is characterized by
the fractal pattern consisting of several irregular fingers. As the Zhao number of
the NAPL dissolution system is in the higher range of supercritical Zhao numbers,
the amplitude of the fractal mode grows very fast, compared with that of the
normal fingering mode that is comprised of a few smooth fingers. At the early
stage of the simulation, many small fingers of shorter wavelengths are generated in
the computational model (see �t ¼ 95). As time goes on, these small fingers grow in
length and width, sometimes merging to form longer and wider fingers of irregular
fractal shapes. As shown in Fig. 9.10, this kind of mode can be observed after the
dimensionless time is equal to 190 in the computational simulation.

In summary, a theoretical criterion that can be used to assess the instability of
planar NAPL dissolution-fronts in two-dimensional fluid-saturated porous media
of finite domains has been established. Not only can the present theoretical results
be used for theoretical understanding of the effect of solute dispersion on the
instability of a NAPL dissolution-front in the fluid-saturated porous medium of
either a finite domain or an infinite domain, but also they can be used as bench-
mark solutions for verifying numerical methods employed to simulate detailed
morphological evolution processes of NAPL dissolution fronts in two-dimensional
fluid-saturated porous media. The related simulation results have demonstrated
that: (1) the proposed numerical procedure is useful and applicable for simulating
the morphological evolution of NAPL dissolution fronts in two-dimensional fluid-
saturated porous media of finite domains; (2) if the Zhao number of a NAPL
dissolution system is in the lower range of the supercritical Zhao numbers, the
fundamental mode is predominant; (3) if the Zhao number is in the middle range of
the supercritical Zhao numbers, the (normal) fingering mode is the predominant
pattern of the NAPL dissolution front; and (4) if the Zhao number is in the higher
range of the supercritical Zhao numbers, the fractal mode is predominant for the
NAPL dissolution front.
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Chapter 10
Effects of Domain Shapes and Mesh
Discretization Error on the Morphological
Evolution of Nonaqueous-Phase-Liquid
Dissolution Fronts in Fluid-Saturated
Porous Media

In the field of contaminant hydrology, both land contamination and land reme-
diation problems are often encountered. Land contamination is known as the
distribution of chemical and pollutants on land sites, while land remediation is
known as the cleanup of chemical and pollutants on land sites that causes health
concerns to the humans and the environment. When nonaqueous phase liquids
(NAPLs), such as trichloroethylene, ethylene dibromide, benzene, toluene and so
forth (Miller et al. 1990), are released to groundwater, they can reside in the form
of disconnected ganglia or blobs as residual saturations within the pores of porous
media. This process belongs to the land contamination problem. Some NAPLs
(e.g. trichloroethylene and ethylene dibromide) are heavier than water, but others
(e.g. benzene and toluene) are lighter than water. Although their solubilities in
groundwater are very low, the effect of such NAPLs on the quality of groundwater
resources is severe because of their relatively high toxicity. Thus, it is necessary to
remove such NAPLs from the contaminated land site. This process belongs to the
land remediation problem, which is the main focus of this chapter.

To develop effective and efficient methods for removing the residual NAPLs
from contaminated land sites, the detailed transport mechanism of NAPLs in fluid-
saturated porous media has been studied, both experimentally and analytically,
during the past two decades (Miller et al. 1990, 1998; Geller and Hunt 1993;
Powers et al. 1994; Imhoff et al. 1994, 1996, 2002, 2003a; Soerens et al. 1998;
Willson et al. 1999; Seyedabbasi et al. 2008). Notable achievements from existing
laboratory experiments are as follows: (1) mass transfer rates between a NAPL and
an aqueous phase liquid can be determined in a quantitative manner; (2) the
fingering phenomena of NAPL dissolution fronts have been observed at the lab-
oratory (i.e. centimeter) scale; and (3) the linear stability theory has been
employed to derive the critical condition that can be used to assess the instability
of NAPL dissolution fronts in fluid-saturated porous media. For example, the Zhao
number (Zhao et al. 2010c), which is a comprehensive dimensionless number, was
proposed to represent the three major controlling mechanisms simultaneously
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taking place in a NAPL dissolution system. Based on the linear stability theory, a
NAPL dissolution system may physically have three different kinds of states
(Imhoff and Miller 1996; Zhao et al. 2008c, 2010b). In the supercritical state
NAPL dissolution fingering occurs, but it does not occur in the subcritical state.
The neutral condition (or state) is just the interface between the two. Corre-
spondingly, three kinds of the Zhao numbers, namely the subcritical Zhao number,
the critical Zhao number and the supercritical Zhao number, can be used to rep-
resent these three different kinds of states in the NAPL dissolution system. As a
direct result of these achievements, both mathematical and computational models
(Imhoff and Miller 1996; Miller et al. 1998; Zhao et al. 2010b) were developed to
simulate the morphological evolution of NAPL dissolution fronts in fluid-saturated
porous media. Nevertheless, the existing computational models are mainly limited
to either a square domain or a rectangular domain, so that it is necessary to
investigate the effects of different domain shapes on the morphological evolution
of NAPL dissolution fronts in fluid-saturated porous media.

It needs to be pointed out that NAPL dissolution fingering requires regions of
continuous NAPL saturation distribution (in the form of disconnected ganglia or
blobs as residual within the pores of the porous medium) and has been observed in
experiments with length scales of 7 cm and larger in the mean flow direction
(Imhoff et al. 2003b). This requirement is unlikely to be satisfied for most two-
dimensional experimental systems considered in the laboratory where a small
amount of NAPL is spilled (Chen and Jawitz 2008; DiFilippo et al. 2010).
However, as demonstrated previously (Parker and Park 2004; Christ et al. 2006,
2009; Gerhard et al. 2007), for large NAPL spill sites, continuous regions of
residual NAPL occurred so that the above-mentioned requirement can be met. For
example, in the work of Parker and Park (2004) a NAPL spillage event resulted in
vertical fingers that on average were 30 cm in diameter. These fingers primarily
contained residual NAPL. On the other hand, since most grid blocks used in
current field-scale simulations were on the order of 30–50 cm (in the x and
y dimensions), by necessity NAPL-contaminated grid blocks only represent con-
tinuous regions of NAPL (often residual) that exceed the 7 cm scale. As a result,
these simulations might ignore NAPL dissolution fingering. It is a sub grid-block
process that is not accounted for. The local (grid-block scale) rate of NAPL
dissolution may not be important for many field problems, since the bypassing of
water around NAPL-contaminated zones (Parker and Park 2004) is the slowest
process limiting NAPL dissolution into surrounding groundwater. However, recent
simulations indicate that for some systems local NAPL dissolution rates are
important in heterogeneous media (Maji and Sudicky 2008). For such systems,
NAPL dissolution fingering may be important. Thus, an understanding of NAPL
dissolution fingering may be important for developing innovative remediation
strategies and technologies to some NAPL contaminated groundwater systems.

In addition to NAPL dissolution fingering, preferential flow within NAPL
contaminated zones can be also caused by either medium heterogeneity (Maji and
Sudicky 2008) or variations in NAPL saturation, which in nature are not uniform
in space (Grant and Gerhard 2007; Zhang et al. 2007). Medium heterogeneity
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within NAPL-contaminated zones will result in a variation in aqueous-phase
permeability. Some of this variation is associated with the variation in intrinsic
permeability caused by the medium heterogeneity alone, while some is associated
with the variation in NAPL saturation, which alters the relative permeability.
Nevertheless, the mechanism of the preferential flow caused by NAPL dissolution
fingering is different from that caused by medium heterogeneity. From the physical
point of view, the former is considered as an emerging phenomenon due to the
instability of a nonlinear system (Chadam et al. 1986, 1988; Ortoleva et al. 1987;
Renard et al. 1998; Chen and Liu 2002, 2004; Chen et al. 2009; Zhao et al. 2008a,
b, c, 2009, 2010a), while the latter is considered as the conventional phenomenon
of a nonlinear system (Steefel and Lasaga 1990, 1994; Yeh and Tripathi 1991;
Raffensperger and Garven 1995; Ormond and Ortoleva 2000; Alt-Epping and
Smith 2001; Maji and Sudicky 2008).

Since the domain of a NAPL dissolution system in the real world may have
many different shapes, it is difficult, if not impossible, to use a typical domain
shape to represent all computational domains of NAPL dissolution systems
encountered in the real world. However, for the purpose of investigating the effect
of a domain shape on the interesting features associated with NAPL dissolution
fingering, it is feasible to use a generic model of a specific shape (that is, to some
extent, an artificial system) in the computational simulation, as long as some
fundamental flow characteristics associated with irregular domains can be rea-
sonably reflected in the generic model. On the other hand, due to the versatility and
robustness of computational methods, any complicated domain shapes can be
realistically simulated if their details can be precisely given. Compared with
rectangular and square domains that are widely used in the previous studies
(Imhoff and Miller 1996; Miller et al. 1998; Zhao et al. 2010b), some important
flow characteristics associated with irregular domains are as follows (Zhang et al.
2007; Maji and Sudicky 2008). First, the pore-fluid flow in an irregular domain of
a subcritical Zhao number is multi-directional (i.e. two-dimensional for a two-
dimensional problem domain and three-dimensional for a three-dimensional
problem domain) rather than unidirectional, just as what was observed in a rect-
angular or square domain of a subcritical Zhao. Second, the Darcy velocities of
pore-fluid flow in an irregular domain of a subcritical Zhao number are not con-
stant, but they are constant in a rectangular or square domain of a subcritical Zhao
number. To select the domain shape of a generic model, a trapezoidal domain may
be the reasonable choice from the following three points of view: (1) the above-
mentioned flow characteristics such as the multi-directional flow and non-constant
Darcy velocities can be simulated in a trapezoidal domain of a subcritical Zhao
number; (2) due to the relatively simple shape, it is convenient to carry out a
parameter study and theoretical estimation of mesh discretization error in the
generic model of a trapezoidal domain; (3) the simulations are intended to
investigate NAPL dissolution fingering in hypothetical systems to better under-
stand the fingering process with converging and diverging flow. If complicated
systems are used to represent the real world more realistically, there would be
competing processes (e.g., NAPL dissolution fingering and flow bypass) that

10 Effects of Domain Shapes and Mesh Discretization Error 269



would make it more difficult to understand NAPL dissolution fingering, which is
the focus of this work. For these reasons, different trapezoidal computational
domains are considered, in this chapter, to investigate the effects of domain shapes
on the morphological evolution of NAPL dissolution fronts in two-dimensional
fluid-saturated porous media.

To facilitate mathematical treatments in the process of deriving analytical
solutions, it is commonly assumed that the pore-fluid flow within a two-dimen-
sional fluid-saturated porous medium, which may be considered as an approximate
representation of a horizontal cross-section (plane) in an aquifer, is parallel to the
inflow at the entrance of the analytical domain, so that the second-order dispersion
tensor can be considered as a function of the averaged linear velocity component in
the inflow direction. This assumption may be valid for either a square domain or a
rectangular domain where the inflow is parallel to two lateral boundaries of the
domain. However, when the computational domain of a NAPL dissolution problem
has a complicated shape, the pore-fluid flow in the computational domain is no
longer parallel to the inflow, so that two components of the averaged linear velocity
need to be considered in the second-order dispersion tensor. By using the general
second-order dispersion tensor of two velocity components, it is also possible to
validate the assumption that was used to derive analytical solutions for the NAPL
dissolution problem in the fluid-saturated porous medium of a rectangular domain.

10.1 Governing Equations of NAPL Dissolution Problems
in Two-Dimensional Fluid-Saturated Porous Media

From the previous studies (Imhoff and Miller 1996; Zhao et al. 2010c), a NAPL
dissolution problem can be treated as a mass transport problem. As a result, the
governing equations of the NAPL dissolution problem in a two-dimensional fluid-
saturated porous medium can be expressed as follows:

/
oSn

ot
¼ � K

qn
ðCeq � CÞ; ð10:1Þ

/
o

ot
� ð1� SnÞC½ � ¼ r � /ð1� SnÞDh � rC½ � þ r � kðSnÞ

la
Crpa

� �
þ KðCeq � CÞ;

ð10:2Þ

/
oSn

ot
¼ �r � kðSnÞ

la
rpa

� �
� K

qa
ðCeq � CÞ; ð10:3Þ

where / is the porosity; Sn is the NAPL saturation (i.e. the fraction of the void
space occupied by the NAPL); qa and qn are the aqueous phase and nonaqueous
phase densities; K is the mass transfer rate coefficient to express the exchange of
the NAPL species from the nonaqueous phase to the aqueous phase; C is the solute
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concentration of the NAPL species in the bulk aqueous phase and is equal to the
ratio of the NAPL mass in the solution to the unit volume of the solution; Ceq is
the equilibrium concentration of the NAPL species in the aqueous phase; Dh is the
general dispersion tensor; k(Sn) is the saturation-dependent permeability of the
porous medium to aqueous phase flow; la is the dynamic viscosity of the aqueous
phase; and pa is the aqueous phase pressure.

Note that although many NAPLs at contaminated sites are mixtures of com-
pounds, only a single-species NAPL is considered in this chapter. This means that
the equations used here describe a special class of NAPL spills. As a result, Sn,
C and pa are three independent variables in these three equations. As demonstrated
previously (Imhoff and Miller 1996; Zhao et al. 2010c), Eq. (10.1) represents the
mass conservation of the nonaqueous phase, while Eq. (10.3) represents the mass
conservation of the aqueous phase. Since the nonaqueous phase is assumed to be
immobile, an advective term does not appear in Eq. (10.1). However, since the
aqueous phase is assumed to be mobile, an advective term must appear in
Eq. (10.3). In addition, Eq. (10.2) represents the mass conservation of the NAPL
species in the fluid-saturated porous medium.

Based on Darcy’s law, the averaged linear velocity vector of the aqueous phase
can be expressed as follows (Bear 1972):

va ¼
vax

vay

� �
¼ �kðSnÞ

/ð1� SnÞla
rpa; ð10:4Þ

where va is the averaged linear velocity vector of the aqueous phase; vax and vay

are the averaged linear velocity components in the x and y directions, respectively;
other quantities have the same meanings as defined previously.

The following expressions are used for the saturation-dependent permeability
(Imhoff and Miller 1996; Zhao et al. 2010c) and the dispersion tensor (Scheidegger
1961; Holzbecher 1998), respectively:

kðSnÞ ¼ kf
1� Sn � Sai

1� Sai

� �3

; ð10:5Þ
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2
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3

5; ð10:6Þ

where kf is the intrinsic permeability of the porous medium after the NAPL is
completely dissolved; Sai is the irreducible saturation of the aqueous phase; s is the
tortuosity of the porous medium; Dm is the molecular diffusivity of the NAPL
species in the aqueous phase; aT and aL are the transversal and longitudinal dis-
persivities of the NAPL species in the aqueous phase; and va is the amplitude of
the averaged linear velocity vector (va) of the aqueous phase as follows:
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va ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

ax þ v2
ay

q
: ð10:7Þ

Note that the motivation of choosing a general form of the second-order dis-
persion tensor (expressed in Eq. (10.6)) is to consider the effect of two-dimen-
sional pore-fluid flow on the dispersion in a trapezoidal domain.

The previous experimental results (Imhoff and Miller 1996) indicate that the
mass transfer rate coefficient (K) can be expressed in the following form:

K ¼ b0Sb1
n ; ð10:8Þ

where b0 is a function of the porous medium, the NAPL, and the velocity, vis-
cosity and density of the aqueous phase fluid; b1 is a constant.

If the computational domain of a NAPL dissolution system has a trapezoidal
shape (as shown in Fig. 10.1), which may be considered either as the experimental
specimen used in a laboratory experiment or as the approximate representation of a
pie slice in a horizontal cross-section (plane) for radial flow in an aquifer, then the
boundary conditions of the problem can be expressed as follows:

C ¼ 0; Sn ¼ 0;
opa

ox
¼ p0axf 0 ðx ¼ 0Þ; ð10:9Þ

pa ¼ pa0 ðx ¼ LxÞ; ð10:10Þ

oC

on
¼ 0;

opa

on
¼ 0 at two lateral boundariesð Þ; ð10:11Þ

where Sn0 is the initial saturation of the NAPL; p0axf 0 is the pressure gradient of the
aqueous phase on the upstream boundary; pa0 is the pressure of the aqueous phase
on the downstream boundary; Lx is the length of the problem domain in the
x direction; and n is the normal vector of the lateral boundary. Since p0axf drives the
aqueous phase fluid flow continuously along the positive x direction, it has a
negative algebraic value (i.e. p0axf \0) for the problem under consideration.

Except for the upstream boundary, the initial conditions of the problem for the
rest of the computational domain are as follows:

C ¼ Ceq; Sn ¼ Sn0 ð0\x� LxÞ: ð10:12Þ

Since the use of dimensionless governing equations has some advantages in
dealing with problems of multi-scales and multi-processes (Zhao et al. 2009), it is
useful to transform the above-mentioned governing equations of the problem into
the following dimensionless form:
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oSn

o�t
þ Sb1

n ð1� �CÞ ¼ 0; ð10:13Þ
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where

�Dh ¼
�d11

�d12
�d21

�d22

� �
; ð10:16Þ
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Note that the following dimensionless quantities are used for deriving the above
dimensionless governing equations of the problem:
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Fig. 10.1 Geometry and boundary conditions for the NAPL dissolution problem on the basis of
dimensional quantities
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Lx
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where
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ffiffiffiffiffiffiffiffiffiffiffiffi
sDmt�
p

; p�a ¼
/sDm

wðSnf Þ
; ð10:19Þ

�Dh ¼
Dh

sDm
; �wðSnÞ ¼

wðSnÞ
wðSnf Þ

; wðSnÞ ¼
kðSnÞ
la

; ð10:20Þ

where wðSnf Þ is the value of wðSnÞ at Sn = 0. Physically, the dimensionless time
(i.e. �t) represents some scaling between the real time and intrinsic time (i.e. t*) of
the NAPL dissolution system (Zhao et al. 2010c).

It needs to be pointed out that a small dimensionless quantity (i.e. e) is defined
in Eq. (10.18), for representing the dissolution ratio of the NAPL equilibrium
concentration to the mass density of the NAPL. Since this small dimensionless
quantity, known as the NAPL dissolution ratio, can be used not only to mathe-
matically determine the instability conditions of NAPL dissolution fronts in
supercritical dissolution systems, but also to computationally simplify the
numerical algorithm in the related computational simulation (Zhao et al. 2010a), it
is kept as a parameter for the normalization of time.

Although the NAPL dissolution ratio (i.e. e) is equal to Ce/qn and qn is a
constant, it is the NAPL dissolution ratio (i.e. e), rather than the equilibrium
concentration (i.e. Ce) alone, that can have a significant effect on both the prop-
agation velocity and the morphological shape of a NAPL dissolution front. To
explain this point, it is necessary to briefly review the propagation mechanism of a
NAPL dissolution front in the fluid-saturated porous medium as follows. In a
NAPL dissolution system, the residual NAPL is resided in the form of discon-
nected ganglia or blobs within the pores of the porous medium. The amount of the
residual NAPL per unit pore volume of the porous medium is equal to the product
of the residual saturation (i.e. Sn) and the density of the residual NAPL. To remove
the residual NAPL from the porous medium, the fluid (e.g. water) is injected, with
a given velocity, into the region where the residual NAPL resides. Since the
equilibrium concentration (i.e. Ce) represents the maximum limit that the residual
NAPL can be dissolved in the fluid, the residual NAPL amount carried by the
flowing fluid when it passes the NAPL dissolution front is therefore limited. After
the previous flowing fluid passes the NAPL dissolution front, the fresh flowing
fluid reaches the NAPL dissolution front so that some of the undissolved residual
NAPL at the NAPL dissolution front can be dissolved into the fresh flowing fluid
and carried away from the NAPL dissolution front by the fresh flowing fluid. Such
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processes continue until all the residual NAPL at the NAPL dissolution front is
completely dissolved and carried away by the flowing fluid. At this stage, the
NAPL dissolution front will propagate forwards. This means that in a NAPL
dissolution system, there are two velocities (or speeds): one is the flowing fluid
velocity, another is the propagation velocity of the NAPL dissolution front.
Generally, the propagation velocity of a NAPL dissolution front is slower than that
of the flowing fluid. According to the above analysis, it is recognized that the
propagation velocity of a NAPL dissolution front depends directly on the NAPL
dissolution ratio (i.e. e), which can be used to determine how much flowing fluid
should pass the NAPL dissolution front to enable it to propagate, rather than the
equilibrium concentration (i.e. Ce) alone.

The boundary conditions can be also expressed in the following dimensionless
form:

�C ¼ 0; Sn ¼ 0;
o�pa

o�x
¼ �p0axf 0 ð�x ¼ 0Þ; ð10:21Þ

�pa ¼ �pa0 ð�x ¼ �LxÞ; ð10:22Þ

o�C

o�n
¼ 0;

o�pa

o�n
¼ 0 at two lateral boundariesð Þ; ð10:23Þ

where �p0axf 0 is the dimensionless pressure gradient of the aqueous phase on the
upstream boundary; �pa0 is the dimensionless pressure of the aqueous phase on the
downstream boundary.

Similarly, the initial conditions of the problem can be rewritten in a dimen-
sionless form as follows:

�C ¼ 1; Sn ¼ Sn0 ð0\�x� �LxÞ: ð10:24Þ

Note that Eq. (10.24) assumes a uniform distribution field of residual NAPL
saturation, which may be achieved either in the experimental specimen (of trap-
ezoidal shape) on the laboratory scale or in large NAPL spill sites where the
migration of the spilled NAPL has ceased in the system (Imhoff et al. 2003b;
Gerhard et al. 2007).

To solve the dimensionless governing equations of a NAPL dissolution problem
in a two-dimensional fluid-saturated porous medium, a numerical procedure
consisting of a combination of the finite difference and finite element methods
(Zienkiewicz 1977; Zhao et al. 2009) has been proposed in a previous study (Zhao
et al. 2010a). In the proposed numerical procedure, the finite difference method is
used to discretize time, while the finite element method is used to discretize space.
To ensure the correctness and accuracy of the resulting numerical simulations, the
proposed numerical procedure has been verified by some benchmark problems for
which analytical solutions are available for comparison. Since the dimensionless
governing equations of a NAPL dissolution system are highly nonlinear, the
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segregated algorithm, in which Eqs. (10.13)–(10.15) are solved separately and
iteratively in a sequential manner, was used to derive the formulation of the pro-
posed numerical procedure (Zhao et al. 2011). For the sake of completeness of this
chapter, only the final discretized equations of the NAPL dissolution system are
given below. If readers are interested in the detailed derivation processes of these
equations, please refer to Chap. 9 or a previous publication (Zhao et al. 2011).

By following the numerical procedure used in Chap. 9 or a previous study (Zhao
et al. 2011), the dimensionless governing equations (i.e. Eqs. (10.13)–(10.15)) of a
NAPL dissolution system under the condition of e � 1 can be expressed as follows:

1
D�t
ðSnÞ1�b1

�t þ b1ð1� �C�tþD�tÞ
� �

ðDSnÞ�tþD�t ¼ �ðSnÞ�tð1� �C�tþD�tÞ; ð10:25Þ

e
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½1� ðSnÞ�tþD�t��C�t þ ðSnÞb1

�tþD�t;

ð10:26Þ

r � �wððSnÞ�tþD�tÞrð�paÞ�tþD�t

� �
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�qa

� �
ðSnÞb1

�tþD�tð1� �C�tþD�tÞ; ð10:27Þ

where ðSnÞ�t and ðSnÞ�tþD�t are the saturations of the NAPL at the previous and
current time-steps; ðDSnÞ�tþD�t is the saturation increment of the NAPL at the current
time-step; �C�t and �C�tþD�t are the dimensionless concentrations of the NAPL at the
previous and current time-steps respectively; ð�paÞ�tþD�t is the dimensionless pressure
of the aqueous phase at the current time-step; D�t is the dimensionless time
increment at the current time-step.

It should be pointed out that the main advantages in using dimensionless
variables and governing equations are as follows (Zhao et al. 2008c): (1) solutions
for dimensionless variables describe the behaviour of a family of problems rather
than that of a particular problem. This makes the solutions more generally
applicable. (2) Dimensionless variables can be used to measure the relative
importance of various terms in governing equations, so that the dominant physical
phenomenon can be identified for the problem. This provides a clear focus for the
effective and efficient modelling of the problem. (3) Dimensionless equations can
result in a significant reduction in the large differences between orders of mag-
nitude for some terms in the corresponding dimensional equations, just like the
partial differential equations that are used to describe the NAPL dissolution
instability problem in this chapter. This generally makes the numerical solution
more accurate and stable. For these reasons, dimensionless variables and gov-
erning equations are used in the following computational simulations. Neverthe-
less, the obtained dimensionless solutions can be easily transferred, if necessary,
into dimensional solutions, as demonstrated in a previous study (Zhao et al.
2008c). As a result, the parametric study of a NAPL dissolution system can be
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directly carried out through the related dimensionless solutions. For instance, from
the Zhao number (Zhao et al. 2010c), we can immediately know that an increase in
the Darcy velocity of the dissolved region (i.e. Vaxf) will cause an increase in the
Zhao number of the NAPL dissolution system, so that the NAPL dissolution
system becomes more unstable. On the other hand, an increase in the NAPL
dissolution rate (i.e. b0) will cause a decrease in the Zhao number of the NAPL
dissolution system, so that the NAPL dissolution system becomes more stable.

10.2 Effects of Domain Shapes on the Morphological
Evolution of NAPL Dissolution Fronts
in Supercritical Systems

As mentioned previously, trapezoidal domains can be used to appropriately rep-
resent some fundamental flow characteristics that occur in irregular domains. For
this reason, different trapezoidal computational domains are considered to inves-
tigate the effects of domain shapes on the morphological evolution of NAPL
dissolution fronts in two-dimensional fluid-saturated porous media of supercritical
Zhao numbers (Zhao et al. 2010c). Figure 10.1 shows the geometrical and
boundary conditions for the NAPL dissolution problem of a typical trapezoidal
domain, which is geometrically symmetrical to the x axis. Since the geometrical
shape of such a trapezoidal computational domain can be represented by the
divergent angle (i.e. h) between a horizontal line and a lateral boundary, this angle
is defined as a geometrical parameter in the corresponding computations. Note that
if h is equal to zero, then the trapezoidal shape degenerates to a rectangular one.

Based on the previous experimental measurement results that were calibrated
by several laboratory tests (Imhoff and Miller 1996; Imhoff et al. 1996; Miller
et al. 1998), the following parameters are selectively used in the corresponding
computational models: the initial saturation (Sn0) of the NAPL (i.e. trichloroeth-
ylene (TCE)) is 0.2; the irreducible saturation (Sai) of the aqueous phase fluid is
0.15; the dimensionless longitudinal and transverse dispersivities (�aL and �aT ) are
0.2 and 0.02, respectively; the ratio (e) of the equilibrium concentration of the
NAPL species in the aqueous phase fluid to the density of the NAPL itself is 0.001;
the density ratio (�qa) of the aqueous phase fluid to the NAPL is 1.0/1.46; the value
of b1 is 0.87. Since the dimensionless governing equations (i.e. Eqs. (10.13)–
(10.15)) are used in the numerical simulation, we do not need to use specific values
of the quantities such as b0, medium porosity and tortuosity, molecular diffusivity
of the NAPL and the Darcy flux at the inlet in this investigation. These quantities
are represented by a comprehensive dimensionless number, known as the Zhao
number (Zhao et al. 2012), in the corresponding numerical simulation.

To simulate the propagation of NAPL dissolution fronts appropriately, the finite
element size has been varied to ensure that the numerical dispersion does not affect
the numerical simulation results in a rectangular domain, for which analytical
solutions are available for comparison with the numerical solution. Through the
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mesh size sensitivity analysis, it is confirmed that as long as the finite element size
satisfies the mesh Peclet criterion (Daus et al. 1985), the numerical dispersion can
be minimized in the computational simulation. As a result, the whole computa-
tional domain is simulated by 120,000 four-node quadrilateral elements of 120,701
nodal points in total. For the purpose of investigating the instability of a NAPL
dissolution system, it is common practice to perturb the homogeneous distribution
field of the initial NAPL saturation (Sn0) with a small amount (Zhao et al. 2010c).
If the NAPL dissolution system is in a stable state, then such a small perturbation
does not affect the propagation behaviour of the NAPL dissolution front in the
homogeneous distribution field of the initial NAPL saturation (Sn0), so that an
initial planar NAPL dissolution-front remains the planar shape. However, If the
NAPL dissolution system is in an unstable state, then such a small perturbation can
significantly affect the propagation behaviour of the NAPL dissolution front in the
homogeneous distribution field of the initial NAPL saturation (Sn0), so that an
initial planar NAPL dissolution-front can evolve into different irregular shapes.
For this reason, the initial residual saturation field of the NAPL is randomly
perturbed by a small amount of 1 % of the originally-input saturation of the NAPL
(i.e. Sn0 = 0.2) before running the computational model. This means that the
resulting initial residual saturation is of a random distribution, which has a mean
value of the homogeneous residual saturation (i.e. Sn0 = 0.2) and a variation of
0.002 (i.e. 1 % of Sn0 = 0.2) in the whole computational domain. Thus, the initial
homogeneous distribution field of the NAPL saturation (Sn0) is replaced and
reassigned by a slightly perturbed non-homogeneous distribution field of the
NAPL saturation before running the computational model. Using the characteristic
length (i.e. L*) as the length scaling factor, the dimensionless length (i.e.
�Lx ¼ Lx=L�) of the computational domain is 6284 in the �x direction, while the
dimensionless length (i.e. �Ly1 ¼ Ly1=L�) of the left boundary is fixed to 3142,
2734, 2329 and 2046 in the �y direction, respectively, when four different com-
putational domains, namely h = 0�, 4�,11� and 20�, are used to investigate the
effects of domain shapes on the morphological evolution of NAPL dissolution
fronts in supercritical systems. The Zhao number used for all the four computa-
tional models (at the entrance of the flow) is 1.0, while the dimensionless time-step
length is 3.2. From the previous theoretical study (Zhao et al. 2010c), the critical
Zhao number is 3.34 9 10-3 in the case of h = 0�. As the Zhao number is much
greater than its critical value, it is expected that the NAPL dissolution system
under consideration is in a supercritical state. Although different values of the
Zhao number can have significant effects on the morphological evolution of NAPL
dissolution fronts, this issue is not considered here because it has been addressed in
a rectangular domain (Zhao et al. 2011) and the main focus of this chapter is to
investigate the effect of domain shapes on the morphological evolution of NAPL
dissolution fronts in the fluid-saturated porous medium.

Figures 10.2, 10.3, 10.4 and 10.5 show the effects of domain shapes on the
morphological evolution of NAPL dissolution fronts in the fluid-saturated porous
medium at four different time instants, namely �t ¼ 160; 640; 1120 and 1600,
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respectively. In these figures, the residual saturation of a NAPL is used to represent
the NAPL dissolution front. It is observed that domain shapes can significantly
affect not only the propagating speed of a NAPL dissolution front, but the mor-
phological evolution pattern of the NAPL dissolution front as well. At the early
stage of the computational simulation, the NAPL dissolution front evolves from
the injected planar shape at the left boundary of the computational model into an
irregular shape. For a planar NAPL dissolution-front propagating in an infinite
domain, the previous theoretical analysis demonstrated that the propagating speed
of the planar NAPL dissolution-front is directly proportional to the Darcy velocity
of the aqueous phase fluid within the fluid-saturated porous medium. In the case of
a trapezoidal domain, an increase in the divergent angle (i.e. h) of the trapezoidal

(a) (b)

(c) (d)

Fig. 10.2 Effects of domain shapes on the evolution of NAPL dissolution fronts represented by
residual saturation in the fluid-saturated porous medium (�t ¼ 160): a h ¼ 0; b h ¼ 4�; c h ¼ 11�;
d h ¼ 20�
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domain can lead to an increase in the area (or the length in the two-dimensional
case) of a vertical cross-section that is perpendicular to the inflow direction of the
aqueous phase fluid within the trapezoidal domain. From the mass conservation
point of view, such an increase in the divergent angle of the trapezoidal domain
can cause a decrease in the Darcy velocity of the aqueous phase fluid on the area of
the vertical cross-section within the trapezoidal domain. Thus, with an increase in
the divergent angle of a trapezoidal domain, the propagating speed of a planar
NAPL dissolution-front decreases accordingly within the fluid-saturated porous
medium. Since this theoretical prediction has good agreement with the numerical
results (as shown in Fig. 10.2) at the early stage of the computational simulation, it
has demonstrated that the computational model used in this investigation can

(a) (b)

(c) (d)

Fig. 10.3 Effects of domain shapes on the evolution of NAPL dissolution fronts represented by
residual saturation in the fluid-saturated porous medium (�t ¼ 640): a h ¼ 0; b h ¼ 4�; c h ¼ 11�;
d h ¼ 20�
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produce reliable numerical results for simulating the evolution of a planar NAPL
dissolution-front in the fluid-saturated porous medium of a trapezoidal shape.

However, it is very difficult, if not impossible, to predict theoretically the
propagating speed of an irregular NAPL dissolution-front within the fluid-satu-
rated porous medium of supercritical Zhao numbers. In this situation, the average
Darcy velocity on the area of a vertical cross-section can be used to investigate the
effect of domain shapes on the average propagating speed of the irregular NAPL
dissolution-front. Since the aqueous phase fluid should be conservative on a ver-
tical cross-section perpendicular to the inflow direction of the aqueous phase fluid
within the trapezoidal domain, the average Darcy velocity on this vertical cross-
section can be expressed in the weighted form as follows:

(a) (b)

(c) (d)

Fig. 10.4 Effects of domain shapes on the evolution of NAPL dissolution fronts represented by
residual saturation in the fluid-saturated porous medium (�t ¼ 1120): a h ¼ 0; b h ¼ 4�;
c h ¼ 11�; d h ¼ 20�
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�vDarcy ¼

RþLy
2

�Ly
2

vDarcydy

Ly
; ð10:28Þ

where Ly is the length of the vertical cross-section; vDarcy is the Darcy velocity at a
point of the vertical cross-section; �vDarcy is the average Darcy velocity on the
vertical cross-section.

Based on the average Darcy velocity concept, it is possible to examine how the
domain shape of a computational model affects the average propagating speed of
an irregular NAPL dissolution-front within the fluid-saturated porous medium. For

(a) (b)

(c) (d)

Fig. 10.5 Effects of domain shapes on the evolution of NAPL dissolution fronts represented by
residual saturation in the fluid-saturated porous medium (�t ¼ 1600): a h ¼ 0; b h ¼ 4�;
c h ¼ 11�; d h ¼ 20�
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the given location of a vertical cross-section in a trapezoidal domain, an increase
in the divergent angle of the trapezoidal domain leads to an increase in the length
of the vertical cross-section parallel to the y direction, so that there is a decrease in
the average Darcy velocity on this vertical cross-section in the trapezoidal domain.
Generally, the average propagating speed of an irregular NAPL dissolution-front
decreases gradually as a result of an increase in the divergent angle of the trap-
ezoidal domain. This phenomenon can be observed from the numerical simulation
results shown in Figs. 10.3, 10.4 and 10.5. However, in the case of h = 4�, the
strong mergence of several irregular fingering fronts takes place within the com-
putational domain. Due to this mergence, the fluid flow in the merged fingers of
wider flow channels becomes much stronger than that in the unmerged small
fingers, so that the tip of the dissolution front represented by the strongly merged
finger in the case of h = 4� has propagated faster than that represented by the
weakly merged finger in the rectangular case.

In terms of the morphological evolution pattern of an irregular NAPL dissolution-
front, the domain shape of a computational model can affect the total numbers of
irregular fingers in the fluid-saturated porous medium of supercritical Zhao
numbers. For a given position at the x axis, the trapezoidal domain of a large
divergent angle (i.e. h) can provide more space in the vertical direction, compared
with the trapezoidal domain of a small divergent angle. As a result, the total
number of irregular fingers obtained from the trapezoidal domain of a large
divergent angle is usually greater than that obtained from the trapezoidal domain
of a small divergent angle. For example, in the case of �t ¼ 1600, the total number
of irregular fingers in the rectangular domain is equal to 8, while it is equal to 14 in
the trapezoidal domain with a divergent angle of 20�. Nevertheless, as shown in
Figs. 10.3, 10.4 and 10.5, the irregular fingers in the trapezoidal domain of a small
divergent angle can grow much wider than those in the trapezoidal domain of a
large divergent angle.

Figure 10.6 shows the effects of domain shapes on the distributions of the
NAPL dimensionless concentration in the fluid-saturated porous medium at
�t ¼ 1600. Since the small perturbation grows with time for a supercritical NAPL
dissolution system, the initial planar front of the NAPL dimensionless concen-
tration evolves gradually into an irregular fingering one. With an increase in the
dimensionless time, the amplitude of the irregular fingering NAPL concentration
front increases significantly, indicating that the NAPL concentration front is
morphologically unstable during its propagation within the computational domain.
Compared with the computational simulation results shown in Fig. 10.5, both the
NAPL residual saturation and the NAPL dimensionless concentration have similar
propagation fronts because the dimensionless concentration of the NAPL
approaches zero when the NAPL is completely dissolved in the upstream direction
of the NAPL dissolution front. Once the NAPL is completely dissolved, the NAPL
residual saturation also becomes zero in the upstream direction of the NAPL
dissolution front.

It is interesting to examine NAPL dissolution fingering in a convergent trape-
zoidal domain where the divergent angle (as defined in Fig. 10.1) has a negative
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value for h. Since convergent trapezoidal domains can result in Darcy velocities
increasing with an increase in the distance from the entrance of the injected flow,
they may produce some interesting effects on NAPL dissolution fingering. For this
purpose, a negative value of h (i.e. h = -20�) is used to run the corresponding
computational simulation of NAPL dissolution fingering in a convergent trape-
zoidal domain. Figure 10.7 shows the effects of the convergent domain shape (in
the case of h = -20�) on the evolution of NAPL dissolution fronts (represented by
residual saturation) in the fluid-saturated porous medium at four different time
instants, namely �t ¼ 160, 640, 1120 and 1440, respectively. Compared with the
computational simulation results in the divergent trapezoidal domain of h = 20�
(see Figs. 10.2, 10.3, 10.4 and 10.5), NAPL fingers grow much faster in the
convergent trapezoidal domain of h = -20�. For example, in the case of �t ¼ 1440,

(a) (b)

(c) (d)

Fig. 10.6 Effects of domain shapes on the distributions of the NAPL dimensionless concen-
tration in the fluid-saturated porous medium (�t ¼ 1600): a h ¼ 0; b h ¼ 4�; c h ¼ 11�; d h ¼ 20�
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one major finger has penetrated through the whole domain in the horizontal
direction of the convergent trapezoidal domain in the case of h = -20�, while it
only propagates about one third of the whole domain in the horizontal direction of
the divergent trapezoidal domain in the case of h = 20�. This further demonstrates
that domain shapes can have significant effects on the formation of NAPL

(a) (b)

(c) (d)

Fig. 10.7 Effects of convergent domain shape on the evolution of NAPL dissolution fronts
represented by residual saturation in the fluid-saturated porous medium (h ¼ �20�): a �t ¼ 160;
b �t ¼ 640; c �t ¼ 1120; d �t ¼ 1440
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dissolution fingering in the fluid-saturated porous medium. The implication of this
recognition is that in terms of land remediation, the divergent flow might be more
efficient than the convergent flow because faster finger growth will lead to earlier
breakthrough of clean water, which then will extend the remediation process for
some period. This indicates that from the residual NAPL removal point of view,
flow injection through an injection well might be more efficient than flow pumping
through a pumping well.

Next, the computational model of a rectangular shape (h = 0�) is used to test
the assumption that the second-order dispersion tensor can be treated as a function
of the averaged linear velocity component in the inflow direction because it has
been widely used in the previous theoretical analyses (Chadam et al. 1986; Imhoff
and Miller 1996; Zhao et al. 2008a, b, c). For this purpose, two cases are con-
sidered in the corresponding computations. In the first case (known as the current
dispersion model here), both the horizontal and vertical components of the aver-
aged linear velocity vector are considered in the evaluation of the second-order
dispersion tensor, while in the second case (known as the previous dispersion
model in this investigation), only the horizontal component of the averaged linear
velocity vector is considered in the evaluation of the second-order dispersion
tensor. In this situation, the dimensionless lengths (i.e. �Lx and �Ly1) of the com-
putational domain are 4,713 and 3,142 in the �x and �y directions, while the whole
computational domain is simulated by 99,301 four-node square elements of
100,000 nodal points in total. To eliminate any errors caused by finite element
meshes, the finite element mesh with the same initially-perturbed residual satu-
ration field is used for both the current and previous dispersion models. The
dimensionless time-step length is 1.9 in the computational simulation. Other
parameters used here is exactly the same as those used in the previous computa-
tional models of trapezoidal shapes.

Figure 10.8 shows the comparison of the simulation results for the NAPL residual
saturation from the current dispersion model with those from the previous dispersion
model at four different time instants, namely�t ¼ 190, 380, 570 and 950, respectively.
In this figure, the simulation results shown in the left column are obtained from using
the current dispersion model, while the simulation results shown in the right column
are obtained from using the previous dispersion model. Even though the fluid flow is,
strictly speaking, no longer one-dimensional at the NAPL dissolution front (see
Fig. 10.9), it can be clearly observed (from Fig. 10.8) that the morphological evo-
lution patterns of a NAPL dissolution front predicted from the current dispersion
model is almost the same as those predicted from the previous dispersion model. This
demonstrates that for the NAPL dissolution-front instability problem of a rectan-
gular domain, the previous dispersion model can produce accurate theoretical and
numerical solutions for the prediction of morphological evolution patterns of NAPL
dissolution fronts in fluid-saturated porous media of supercritical Zhao numbers.
Except for remarkable savings in computational efforts, the major benefit of using
the previous dispersion model is that it enables the theoretical analysis of this kind of
instability problems to become possible (Zhao et al. 2010a).
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(Current dispersion model, 190)=t (Previous dispersion model, 190) =t

(Current dispersion model, 380)=t (Previous dispersion model, 380) =t

(Current dispersion model, 570)=t (Previous dispersion model, 570) =t

(Current dispersion model, 950)=t (Previous dispersion model, 950) =t

Fig. 10.8 Comparison of the simulation results from the current dispersion model with those
from the previous dispersion model (NAPL residual saturation)
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It is noted that on the basis of the numerical results shown in Figs. 10.2, 10.3,
10.4 and 10.5, it clearly indicates that the saturation of the NAPL is 0 and 0.2
behind and in front of the NAPL dissolution interface, respectively. This means
that oSn=ot should be equal to zero, leading to either Sn = 0 (behind the NAPL
dissolution interface) or C = Ceq (in front of the NAPL dissolution interface) from
Eqs. (10.1) and (10.3). As a result, the pressure gradient of the aqueous phase fluid
can be equal to a nonzero constant in Eq. (10.3), from the mathematical point of
view. This inference is certainly in good coincidence to the boundary condition,
which states that there exists a pressure gradient of the aqueous phase fluid in the
computational domain between x = 0 and x = Lx.

In summary, the related numerical simulation results have demonstrated that:
(1) domain shapes have a significant effect on both the propagating speed and the
morphological evolution pattern of a NAPL dissolution-front in the fluid-saturated
porous medium; (2) an increase in the divergent angle of a trapezoidal domain can
lead to a decrease in the propagating speed of the NAPL dissolution front; (3) the
morphological evolution pattern of the NAPL dissolution-front in a rectangular
domain is remarkably different from that in a trapezoidal domain of a large
divergent angle; (4) for a rectangular domain, the simplified dispersion model,

( 570=t )

( 950=t )

(a)

(b)

Fig. 10.9 Streamline
distributions in the
rectangular domain at two
time instants: a �t ¼ 570;
b �t ¼ 950
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which is commonly used in the theoretical analysis and numerical simulation, is
valid for solving NAPL dissolution-front instability problems in fluid-saturated
porous media; and (5) compared with diverging flow (when the trapezoidal domain
is inclined outward), converging flow (when the trapezoidal domain is inclined
inward) can enhance the growth of NAPL fingers, indicating that pump-and-treat
systems by extracting contaminated groundwater might enhance NAPL dissolution
fingering and lead to less uniform dissolution fronts.

10.3 Effects of Mesh Discretization Error
on the Morphological Evolution of NAPL Dissolution
Fronts in Supercritical Systems

Compared with the simulation of a rectangular domain, the simulation of a trap-
ezoidal domain may involve the following two effects: (1) since the two neighbour
boundaries are not perpendicular each other, the inflow perpendicular to the
entrance (i.e. one side of the trapezoidal domain) may change the flow direction
just when it passes the entrance of the domain. This phenomenon can be called the
entrance corner effect (or just the corner effect for short). (2) Since irregular
quadrilateral elements, in which two neighbour sides are not perpendicular each
other, must be used to simulate the trapezoidal domain, mesh discretization
including mesh inclination (i.e. grid orientation) is inevitable in the computational
model. This phenomenon can be called the mesh discretization effect. The main
purpose of this section is to investigate both the corner effect and mesh discreti-
zation effect on the morphological evolution of NAPL dissolution fronts in trap-
ezoidal domains consisting of fluid-saturated porous media through conducting
detailed theoretical analysis and running several computational models.

For a rectangular domain, the dimensionless pressure gradient, �p0axf , of the
aqueous phase liquid on a vertical cross-section is constant in the NAPL com-
pletely dissolved region, while for a trapezoidal domain shown in Fig. 10.10, it is a
function of the location of the vertical cross-section in the NAPL completely
dissolved region. From the mass conservation of the aqueous phase liquid, this
function can be determined and expressed in the following form:

�p0axf ¼
�Ly1

�Ly1 þ 2�xtgh
�p0axf 0; ð10:29Þ

where �p0axf 0 is the dimensionless pressure gradient of the aqueous phase on the
upstream boundary; �x is the location of the vertical cross-section in the NAPL
completely dissolved region within the trapezoidal domain.

10.2 Effects of Domain Shapes on the Morphological Evolution 289



10.3.1 The Theoretical Basis of Mesh Discretization Error
Estimation for NAPL Dissolution Problems

10.3.1.1 The Dynamic Behaviour of a NAPL Dissolution System

To facilitate the discussion of the mesh discretization error associated with the
computational simulation results in the forthcoming subsections, it is necessary to
briefly describe the dynamic behaviour of a NAPL dissolution system in a rect-
angular domain. Since the governing equations of a NAPL dissolution problem in
a rectangular domain is exactly the same as those of a NAPL dissolution problem
in a trapezoidal domain, the dynamic behaviour for both the rectangular domain
and the trapezoidal domain should be similar so that the previous theoretical
results from a rectangular domain may have some reference values when the mesh
discretization error associated with the computational simulation results from a
trapezoidal domain are discussed.

For the purpose of describing the dynamic behaviour of a NAPL dissolution
system, the dimensionless Zhao number is defined as follows (Zhao et al. 2010c):

Zh ¼ ��p0axf ¼
Vaxfffiffiffiffiffiffiffiffiffiffiffiffi
/sDm
p

ffiffiffiffiffi
1
b0

s

¼ FadvectionFdispersionFdissolution; ð10:30Þ

where Vaxf is the Darcy velocity of the aqueous phase fluid after the NAPL is
completely dissolved in the NAPL dissolution system; / and s are the porosity and
tortuosity of the porous medium, respectively; Dm is the molecular diffusivity of the
NAPL species in the aqueous phase; b0 is the dissolution rate of the NAPL. It needs
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Fig. 10.10 Geometry and boundary conditions for the NAPL dissolution problem on the basis of
dimensionless quantities
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to be pointed out that in Eq. (10.30), Fadvection = Vaxf, representing the aqueous
phase fluid advection in the NAPL dissolution system; Fdispersion ¼ 1


 ffiffiffiffiffiffiffiffiffiffiffiffi
/sDm
p

,
representing the NAPL solute diffusion/dispersion in the NAPL dissolution system;

and Fdissolution ¼
ffiffiffiffiffiffiffiffiffiffi
1=b0

p
, representing the kinetics of the NAPL dissolution. Thus

the Zhao number is a comprehensive dimensionless number to represent the three
major controlling mechanisms (i.e. advection, dispersion and NAPL dissolution)
simultaneously taking place in the NAPL dissolution system.

When the domain of a NAPL dissolution system is rectangular, then the critical
Zhao number of the system has been mathematically derived in a previous study
(Zhao et al. 2010c) as follows:

Zhcritical ¼
3� kðSn0Þ

kðSnf Þ

	 ffi
1þ kðSn0Þ

kðSnf Þ

	 ffi

2 1� kðSn0Þ
kðSnf Þ

	 ffi ; ð10:31Þ

where Zhcritical is the critical Zhao number of the NAPL dissolution system of a
rectangular shape; k(Sn0) is the saturation-dependent permeability of the porous
medium to aqueous phase flow at Sn = Sn0; k(Snf) is the saturation-dependent
permeability of the porous medium to aqueous phase flow at Sn = Snf; Snf = 0 is
the saturation of the NAPL after it is completely dissolved in the NAPL dissolution
system.

By means of both the Zhao number and the critical Zhao number, the instability
of NAPL dissolution fronts in fluid-saturated porous media of rectangular domains
can be assessed. Note that if the domain of a NAPL dissolution system is of a
rectangular shape, then the Darcy velocity of the aqueous phase fluid after the
NAPL is completely dissolved (i.e. Vaxf) is constant, while if the domain of an
NAPL dissolution system is of a trapezoidal shape, then the Darcy velocity of the
aqueous phase fluid after the NAPL is completely dissolved (i.e. Vaxf) is no longer
constant. In the latter case, the instability criterion derived from the rectangular
shape can be applicable, provided that an appropriate Darcy velocity of the
aqueous phase fluid is selected in the NAPL dissolved region.

It is interesting to note that the Zhao number can be expressed by a combination
of the Peclet number and the Thiele modulus (Hong et al. 1999). If the effective
diffusion/dispersion coefficient is defined as Deffective ¼ /sDm, then the Thiele

modulus of the dissolution system can be expressed as Tm ¼ L�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b0



Deffective

q
,

where L* is the intrinsic characteristic length of the dissolution system. Similarly,
the Peclet number of the dissolution system can be expressed as
Pe ¼ ðVaxf L�Þ



Deffective. Consequently, the Zhao number of the dissolution system

can be expressed as follows:

Zh ¼ Vaxf L�

Deffective

� �
1
L�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Deffective

b0

s !

¼ Pe

Tm
: ð10:32Þ
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This indicates that the Zhao number of a NAPL dissolution system is equal to
the ratio of the Peclet number to the Thiele modulus of the dissolution system.
Clearly, the Peclet number can be only used to describe the interaction between the
advection and diffusion/dispersion processes, while the Thiele modulus can be
only used to describe the interaction between the NAPL dissolution and diffusion/
dispersion processes. On the contrary, the Zhao number can be used to simulta-
neously describe all three processes, namely the advection, NAPL dissolution and
diffusion/dispersion processes, in a NAPL dissolution system. This is the main
reason why the Zhao number needs to be used to describe the overall characteristic
of a NAPL dissolution system.

From the linear stability theory, the NAPL dissolution front can be expressed as
(Zhao et al. 2010c):

Sðn; �y; �tÞ ¼ n� �dA expð�x�tÞ cosð�m�yÞ; ð10:33Þ

where �x is the dimensionless growth rate; dA is the amplitude of an initial small
perturbation; �t is the dimensionless time after the perturbation is applied to the
NAPL dissolution system; �m is the dimensionless wavenumber of the perturbation;
n is the coordinate of the moving coordinate system in the �x direction and can be
expressed as follows:

n ¼ �x� �vfront�t; �vfront ¼ �
�p0axf

Sn0
¼ Zh

Sn0
: ð10:34Þ

Since Eq. (10.34) indicates that the initial planar NAPL dissolution-front is
always represented by n ¼ 0, the amplitude of the finger when a NAPL dissolution
system is in an unstable state (in the case of Zh [ Zhcritical), can be expressed as:

AFinger ¼ dAe�x�t; ð10:35Þ

where AFinger is amplitude of the finger when the NAPL dissolution system is in an
unstable state.

Equation (10.35) clearly indicates that for a given time, the greater the
amplitude of an initial small perturbation, the greater the amplitude of the finger.
Also, for a given small perturbation, the earlier the perturbation is applied to the
NAPL dissolution system, the greater the amplitude of the finger.

10.3.1.2 The Propagation Characteristic of Mesh Discretization Error
and the Concept of Equivalent Initial Perturbation

As demonstrated by the previous study (Zhao et al. 2010c), the basic characteristic
of a NAPL dissolution-front instability problem in a fluid-saturated porous med-
ium is that the NAPL dissolution front divides the whole problem domain into the
following two sub-domains: a NAPL un-dissolved sub-domain (in the downstream
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direction of the NAPL dissolution front) and a NAPL completely-dissolved sub-
domain (in the upstream direction of the NAPL dissolution front). Thus, the
instability of the NAPL dissolution system can only take place on the NAPL
dissolution front. This is the main reason why the instability of the NAPL dis-
solution system is commonly called the NAPL dissolution-front instability prob-
lem. For this reason, the mesh discretization error associated with the NAPL
dissolution-front instability problem can only propagate with the propagation of
the NAPL dissolution front in the fluid-saturated porous medium.

To understand the propagation characteristic of the mesh discretization error
associated with a NAPL dissolution-front instability problem, we consider a
common boundary between several four-node rectangular elements (that are used
to simulate a part of a rectangular domain) and assume that this common boundary
contains N nodal points. For the sake of facilitating the analysis, we can assume
that N = 6, as shown in Fig. 10.11. Suppose the distance between any two adja-
cent nodal points is equal, we can represent this distance by D�x, so that the mesh
discretization error associated with each nodal point is equal and can be expressed
by dd: If the NAPL dissolution front is located at node 1 and the initial dimen-
sionless time is considered as �t0 ¼ 0, then the dimensionless times can be
expressed as �t1; �t2; �t3; �t4 and�t5 when the NAPL dissolution front propagates from
node 1 to nodes 2, 3, 4, 5, and 6 respectively. For a rectangular domain, the

propagation speed (i.e. �vfront ¼ ��p0axf

.
Sn0 ¼ Zh=Sn0) of the NAPL dissolution

front is constant (Zhao et al. 2010c), so that the time period when the NAPL
dissolution front propagates between any two adjacent nodal points is also constant
and can be expressed as D�t. Thus, when the NAPL dissolution front propagates
from node 1 to node 2, the mesh discretization error associated with D�x between
nodes 1 and 2 grows and the resulting error at node 2 can be expressed as follows:

dd2 ¼ dde�x�t1 ¼ dde�xD�t: ð10:36Þ

However, when the NAPL dissolution front propagates from node 2 to node 3,
the total mesh discretization error associated with node 2 is equal to the sum of dd2

and dd (i.e. the mesh discretization error associated with D�x between nodes 2 and 3).

dtotal
d2 ¼ dd2 þ dd ¼ dde�xD�t þ dd ¼ ddð1þ e�xD�tÞ: ð10:37Þ

This means that when the NAPL dissolution front propagates from node 2 to
node 3, the resulting error at node 3 can be expressed as follows:

dd3 ¼ dtotal
d2 e�xD�t ¼ ddð1þ e�xD�tÞe�xD�t ¼ ddðe�xD�t þ e2�xD�tÞ: ð10:38Þ

Similarly, the resulting mesh discretization errors at nodes 4, 5 and 6 can be
expressed in the following equations:
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dd4 ¼ ddðe�xD�t þ e2�xD�t þ e3�xD�tÞ; ð10:39Þ

dd5 ¼ ddðe�xD�t þ e2�xD�t þ e3�xD�t þ e4�xD�tÞ; ð10:40Þ

dd6 ¼ ddðe�xD�t þ e2�xD�t þ e3�xD�t þ e4�xD�t þ e5�xD�tÞ: ð10:41Þ

Generally, when the NAPL dissolution front propagates from node 1 to node N,
the resulting mesh discretization error at node N can be expressed as follows:

ddN ¼ dd

XN�1

i¼1

eðN�iÞ�xD�t ¼ dd
e�xD�tðeðN�1Þ�xD�t � 1Þ

e�xD�t � 1

� �

	 dd
e�xD�tðeðN�1Þ�xD�tÞ

e�xD�t � 1

� �
¼ dd

e�xD�t

e�xD�t � 1

� �
e�x�t ðfor large NÞ

ð10:42Þ

Note that for a fine mesh of finite elements, dd can be controlled to be much less
than unity (i.e. dd � 1), so that ðeðN�1Þ�xD�t � 1Þ should be much greater than unity
when the finger grows to a visible size. As a result, ðeðN�1Þ�xD�t 
 1Þ, so that
ðeðN�1Þ�xD�t � 1Þ 	 eðN�1Þ�xD�t in the process of deriving Eq. (10.42). Thus, when the
NAPL dissolution front propagates from node 1 to node N, the amplitude of the
finger caused by the mesh discretization error (in a rectangular domain) can be
determined by the following equation:

Amesh
Finger ¼ ddN ¼ dd

XN�1

i¼1

eðN�iÞ�xD�t 	 dd
e�xD�t

e�xD�t � 1

� �
e�x�t; ð10:43Þ

where Amesh
Finger is the amplitude of the finger caused by the mesh discretization error

in the NAPL dissolution system of a rectangular domain.
Note that for a NAPL dissolution-front instability problem in a rectangular

domain, the dimensionless growth rate of perturbation can be theoretically
determined as follows (Zhao et al. 2010c):

xΔ×5

5t4t3t00 =t

6542 31

1t 2t

Fig. 10.11 Propagation
characteristic of the mesh
discretization error associated
with a NAPL dissolution
front propagating along the
line containing 6 nodal points
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r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�p0axf

1��aL�p0axf

	 ffi2
þ 4�m2ð1��aT �p0axf Þ

1��aL�p0axf

r

� �p0axf

1��aL�p0axf

2
; ð10:45Þ

where �p0axf is the dimensionless pressure gradient of the aqueous phase liquid on a
vertical cross-section in the NAPL completely dissolved region; Sn0 is the initial
saturation of the NAPL; �aT and �aL are the dimensionless transversal and longi-
tudinal dispersivities of the NAPL species in the aqueous phase; b is the ratio of
the permeability of the NAPL un-dissolved region to that of the NAPL completely-
dissolved region; �m is the dimensionless wavenumber of the perturbation.

Equations (10.43)–(10.45) clearly indicate that if the mesh discretization error
associated with the NAPL dissolution instability system of a rectangular domain is
known, then the amplitude of the finger caused by the mesh discretization error (in
a rectangular domain) can be theoretically determined. Unfortunately, the main
purpose of this study is to find the mesh discretization error associated with the
NAPL dissolution instability system, so that an inverse problem needs to be
solved. This means that if the amplitude of the finger caused by the mesh dis-
cretization error (in a rectangular domain) is numerically evaluated, then the mesh
discretization error associated with the NAPL dissolution instability system of a
rectangular domain can be determined using the following equation:

dd ¼
Amesh

Finger
PN�1

i¼1 eðN�iÞ�xD�t
	 Amesh

Finger

e�xD�t � 1
e�xD�t

� �
e��x�t: ð10:46Þ

Although Eq. (10.46) is not easy to be evaluated, it provides a theoretical basis
for estimating the mesh discretization error associated with the NAPL dissolution
instability system of a rectangular domain.

To solve this inverse problem better, the concept of equivalent initial pertur-
bation associated with the mesh discretization error of a NAPL dissolution system
is presented below. The basic idea behind the concept of equivalent initial per-
turbation associated with the mesh discretization of a NAPL dissolution system is
that the amplitude of the finger caused by the mesh discretization error can be
approximately represented by the following equation:
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Amesh
Finger ¼ dequivalent

d e�x�t; ð10:47Þ

where dequivalent
d is the equivalent initial perturbation associated with the mesh

discretization error of a NAPL dissolution system.
Considering Eqs. (10.43) and (10.47) simultaneously yields the following

equation:

dequivalent
d ¼ dd

e�x�t

XN�1

i¼1

eðN�iÞ�xD�t 	 dd
e�xD�t

e�xD�t � 1

� �
¼ add; a ¼ e�xD�t

e�xD�t � 1
: ð10:48Þ

Equation (10.48) indicates that since �xD�t is a constant (as demonstrated later),
the equivalent initial perturbation associated with the mesh discretization error of a
NAPL dissolution system is also a constant and theoretically computable. Since dd

remains unknown in this equation, Eq. (10.47) is directly used to calculate the
equivalent initial perturbation associated with the mesh discretization error of a
NAPL dissolution system in Sect. 10.3.2. Therefore, Eq. (10.47) may be consid-
ered as the core of the proposed finger-amplitude growing theory associated with
the mesh discretization error in the NAPL dissolution system.

10.3.1.3 The Product of �xD�t Associated with the NAPL Dissolution
System of a Trapezoidal Domain

The proposed propagation theory of mesh discretization error associated with the
NAPL dissolution system of a rectangular domain can be also extended to the
mesh discretization error estimation associated with the NAPL dissolution system
of a trapezoidal domain. For this purpose, we can approximately divide the
trapezoidal domain into a series of rectangular sub-domains. Obviously, if the
number of these rectangular sub-domains approaches infinity, then the shape of
the trapezoidal domain could be accurately represented. This is equivalently to use
the limit concept in mathematics. However, for each rectangular sub-domain of the
same dimensionless width (i.e. D�x) in the horizontal direction, as shown in
Fig. 10.12, the dimensionless pressure gradient, �p0axf , of the aqueous phase liquid
on its left-hand-side vertical boundary, which is assumed to be the current location
of the NAPL dissolution front in the trapezoidal domain, is no longer constant, as
indicated by Eq. (10.29) in the previous section. This means that the propagation

speed (i.e. �vfront ¼ ��p0axf

.
Sn0) of the NAPL dissolution front in each rectangular

sub-domain is also no longer constant. This is one of the main differences between
the NAPL dissolution system of a rectangular domain and that of a trapezoidal
domain.

For the purpose of determining the product of �xD�t associated with the NAPL
dissolution system of a trapezoidal domain, we need to consider a typical rect-
angular sub-domain shown in Fig. 10.12. For this rectangular sub-domain, the time
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period (i.e. D�t), when the NAPL dissolution front propagates from its left-hand-
side vertical boundary to its right-hand-side vertical boundary, can be expressed as
follows:

D�t ¼ D�x

�vfront
¼ �D�xSn0

�p0axf

¼ �ð
�Ly1 þ 2�xtghÞD�xSn0

�Ly1�p0axf 0

: ð10:49Þ

To determine the dimensionless growth rate (i.e. �x) in the typical rectangular
sub-domain shown in Fig. 10.12, we need to use Eq. (10.44) to investigate how the
dimensionless growth rate varies with the dimensionless pressure gradient, �p0axf , of
the aqueous phase liquid on its left-hand-side vertical boundary. Figure 10.13
shows the variation of the dimensionless growth rate with the Zhao number due to
different dimensionless wavenumbers in the NAPL dissolution problem. In this
figure, Zh ¼ ��p0axf by definition. It is obvious that for a given dimensionless
wavenumber, the dimensionless growth rate varies linearly with the Zhao number
of the NAPL dissolution system.

Thus, Eq. (10.44) can be approximately rewritten in the following simplified
form:

�x 	 ��p0axf f ðSn0; �aL; �aT ; bÞ ¼ �
�Ly1

�Ly1 þ 2�xtgh
�p0axf 0f ðSn0; �aL; �aT ; bÞ; ð10:50Þ

where f is a function of Sn0; �aL; �aT and b. This function represents the constant
slope of the straight line. Thus, f ðSn0; �aL; �aT ; bÞ should be independent of the
geometrical shape of the problem domain.

Note that for the NAPL dissolution system of a rectangular domain, the value of
h is equal to zero, so that the product of �xD�t in the case of the NAPL dissolution
front propagating in a rectangular domain can be expressed as follows:
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Fig. 10.12 A typical sub-domain of rectangular shape in the trapezoidal domain
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ð�xD�tÞrectangular ¼ D�xSn0f ðSn0; �aL; �aT ; bÞ: ð10:51Þ

Similarly, considering Eqs. (10.49) and (10.50) simultaneously yields the fol-
lowing product for the NAPL dissolution front propagating in a trapezoidal domain.

ð�xD�tÞtrapezoidal ¼ �
�Ly1

�Ly1 þ 2�xtgh
�p0axf 0f ðSn0; �aL; �aT ; bÞ

� �
� �ð

�Ly1 þ 2�xtghÞD�xSn0

�Ly1�p0axf 0

 !

¼ D�xSn0f ðSn0; �aL; �aT ; bÞ
ð10:52Þ

Equations (10.51) and (10.52) indicate that although both the dimensionless
growth rate (i.e. �x) and the time period (i.e. D�t) when the NAPL dissolution front
propagates the same horizontal distance (i.e. D�x) are totally different, their prod-
ucts are exactly the same for the NAPL dissolution-front propagation in both the
rectangular and trapezoidal domains. When the NAPL dissolution front propagates
through N elements with the equal dimensionless width of D�x, it can be easily
proven that the product of N �xD�t, where N is a positive integer of any value, is also
exactly the same for the NAPL dissolution front propagation in both the rectan-
gular and trapezoidal domains. This theoretical finding demonstrates that if the
horizontal width of the finite elements that is used to simulate a trapezoidal domain
is exactly the same as that is used to simulate a rectangular domain, the mesh
discretization error propagation theory presented for the rectangular domain (in
Sect. 10.3.1.2) can be, in principle, used to estimate the mesh discretization error
associated with the NAPL dissolution-front propagation in the trapezoidal domain.
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Fig. 10.13 Variation of the dimensionless growth rate with the Zhao number due to different
dimensionless wavenumbers in the NAPL dissolution problem
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Thus, Eq. (10.47) is also valid for estimating the mesh discretization error asso-
ciated with the NAPL dissolution-front propagation in the trapezoidal domain.
This is another reason why we consider a trapezoidal domain in this investigation.

10.3.1.4 The Corner Effect at the Entrance of a Trapezoidal Domain

For a trapezoidal domain, as shown in Fig. 10.10, the two neighbour boundaries
are not perpendicular each other, so that the inflow perpendicular to the entrance
(i.e. one side of the trapezoidal domain) may change the flow direction just when it
passes the entrance of the domain. Due to this special kind of shape, the overall
flow pattern turns into a radial flow pattern at some distance away from the
entrance of the flow. This means that such a corner effect can be treated as an
equivalent perturbation that is just applied at the corner points of the flow entrance
in the trapezoidal domain. Following the same procedures as those used in
Sect. 10.3.1.2, the amplitude of the finger caused by the corner effect can be
approximately represented by the following equation:

Acorner
Finger ¼ dequivalent

c e�x�t; ð10:53Þ

where dequivalent
c is the equivalent initial perturbation associated with the corner

effect at the entrance of a NAPL dissolution system; Acorner
Finger is the amplitude of the

finger caused by the corner effect.
As a counterpart of Eq. (10.47), Eq. (10.53) may be considered as the core of

the proposed finger-amplitude growing theory associated with the corner effect in
the NAPL dissolution system of a trapezoidal domain. Consequently, the total
amplitude of the finger (caused by both the corner effect and the mesh discreti-
zation error), which grows at either the top or the bottom boundary of the trape-
zoidal domain, should be equal to the sum of Eqs. (10.47) and (10.53) as follows:

Acornerþmesh
Finger ¼ ðdequivalent

c þ dequivalent
d Þe�x�t: ð10:54Þ

where Acornerþmesh
Finger is the total amplitude of the finger caused by both the corner

effect and the mesh discretization error at either the top or the bottom boundary of
the trapezoidal domain.

10.3.2 Corner and Mesh Discretization Effects
on the Morphological Evolution of NAPL Dissolution
Fronts in Supercritical Systems of Trapezoidal
Domains

As shown in Fig. 10.10 in the previous section, the geometrical shape of a trap-
ezoidal computational domain, which is symmetrical to the �x axis, can be
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represented by the divergent angle (i.e. h) between a horizontal line and the top
boundary. This angle is defined as a geometrical parameter in the corresponding
computations. If h is equal to zero, then the trapezoidal domain degenerates to a
rectangular one.

On the basis of the previous experimental measurement results that were cal-
ibrated by several laboratory tests (Imhoff and Miller 1996; Imhoff et al. 1996;
Miller et al. 1998), the following parameters are selectively used in the corre-
sponding computational models: the initial saturation (Sn0) of the NAPL is 0.2; the
irreducible saturation (Sai) of the aqueous phase fluid is 0.15; the dimensionless
longitudinal and transverse dispersivities (�aL and �aT ) are 0.2 and 0.02, respec-
tively; the ratio (e) of the equilibrium concentration of the NAPL species in the
aqueous phase fluid to the density of the NAPL itself is 0.001; the density ratio
(�qa) of the aqueous phase fluid to the NAPL is 1.0/1.46; the value of b1 is 0.87. To
simulate the propagation of NAPL dissolution fronts appropriately, the whole
computational domain is simulated by 120,000 four-node quadrilateral elements of
120,701 nodal points in total. Figure 10.14 shows the meshes of finite elements
used for modeling both the rectangular domain (i.e. h = 0�) and the trapezoidal
domain (i.e. h = 20�). Note that each element in this figure is further divided into
100 finer elements before the computation.

For the purpose of investigating the instability of a NAPL dissolution system, it
is common practice to perturb the homogeneous distribution field of the initial
NAPL saturation (Sn0) with a small amount (Zhao et al. 2010c). For this reason, the
initial residual saturation field of the NAPL is randomly perturbed by a small
amount of 1 % of the originally-input saturation of the NAPL (i.e. Sn0 = 0.2)
before running the computational model. This means that the initial homogeneous
distribution field of the NAPL saturation (Sn0) is replaced and reassigned by a
slightly perturbed non-homogeneous distribution field of the NAPL saturation
before running the computational model. The dimensionless length (i.e. �Lx) of the
computational domain is 6,284 in the �x direction, while the dimensionless length
(i.e. �Ly1) of the left boundary is fixed to 3,142 and 2,046 in the �y direction for two
different computational domains, namely h = 0� and 20�, respectively. The Zhao
number used for the two computational models (at the entrance of the flow) is 1.0,
while the dimensionless time-step length is 3.2.

10.3.2.1 Corner and No-Flow Boundary Effects of Computational
Domains

Figure 10.15 shows the morphological evolution of NAPL dissolution fronts in
both the rectangular (h = 0�) and the trapezoidal (h = 20�) domains consisting of
the fluid-saturated porous media at two different time instants, namely �t ¼ 160 and
1600, respectively. In this figure, the residual saturation of a NAPL is used to
represent the NAPL dissolution front. It is observed that the NAPL dissolution
front propagates much faster along the top and bottom boundaries, especially in
the trapezoidal domain. This may be caused by both the no-flow boundary and
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corner effects. In the case of a rectangular domain, Kalia and Balakotaiah (2009)
observed the same phenomenon in the numerical simulation of acid dissolution
induced wormhole formation in carbonates. Regarding the physical reason to cause
this phenomenon, they made the following explanation: ‘‘When no-flow bound-
aries are present in a system, an inconsistency may occur at these boundaries
because of Darcy’s law. As the fluid is injected in the medium, it is transported in
both the axial and transverse directions. Darcy’s law allows for streamwise or axial
flow at the boundaries although the transverse velocity component is zero because
of the boundary conditions. This leads to a deflection of the fluid carried by the

(a)

(b)

Fig. 10.14 Finite element meshes used for simulating the NAPL dissolution problem:
a Rectangular domain; b Trapezoidal domain
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perpendicular velocity component at the boundaries to the axial direction resulting
in a velocity slip. This leads to more fluid going to the boundaries and in turn
resulting in relatively higher dissolution at the boundaries.’’ Thus, the no-flow
boundary effect is not a numerical artifact and has previously been mentioned for
the viscous fingering phenomenon where a less viscous fluid displaces a more
viscous one (Morris and Ball 1990; Yang and Yortsos 1998). Although this
explanation may be valid for the flow in a rectangular domain, it cannot be used to
explain why the NAPL dissolution front propagates much faster along the top and
bottom boundaries in the trapezoidal domain (i.e. h = 20�). Nevertheless, this
phenomenon can be better explained using the proposed finger-amplitude growing
theory associated with the corner effect at the entrance of a trapezoidal domain (in
Sect. 10.3.1.4). In the case of the rectangular domain (where no corner effect
exists) and �t ¼ 1600 (in Fig. 10.15), the amplitude of the finger at either the top or
the bottom boundary is of the same order of magnitude as that of the finger within
the interior of the rectangular domain. However, in the case of the trapezoidal
domain (where there exists the corner effect) and �t ¼ 1600 (in Fig. 10.15), the
amplitude of the finger at either the top or the bottom boundary is much greater
than that of the finger within the interior of the trapezoidal domain. This dem-
onstrated that the proposed finger-amplitude growing theory associated with the
corner effect at the entrance of a trapezoidal domain is useful for correctly
explaining why the finger at either the top or the bottom boundary grows much
faster than that within the interior of the trapezoidal domain.

10.3.2.2 Mesh Discretization Effects of Computational Domains

When the finite element and finite difference methods are used to solve the NAPL
dissolution problem in a fluid-saturated porous medium, the continuum domain of
the problem needs to be discretized into many elements, so that the dimensionless
governing equations (i.e. the partial differential equations) of the system can be
approximately represented by a set of algebraic equations. This discretization
process will cause the mesh discretization error, which may result in numerical
diffusion during the numerical computation. Compared with the use of rectangular
and square elements in the simulation of a rectangular domain, the use of general
quadrilateral elements in the simulation of a trapezoidal domain can cause extra
mesh discretization error (or extra numerical diffusion) due to the involvement of
mesh inclination (i.e. grid orientation). For this reason, the total diffusion/disper-
sion tensor of the computational model for simulating the NAPL dissolution
problem in a trapezoidal domain is equal to the sum of the physical diffusion/
dispersion tensor and the numerical diffusion/dispersion tensor. Since the
numerical diffusion/dispersion tensor is caused by the mesh discretization error, it
is desirable to reduce the numerical diffusion/dispersion tensor so that the com-
putational simulation result can converge to the physical solution.

To examine the effect of numerical diffusion/dispersion due to mesh discreti-
zation error on the computational simulation of a NAPL dissolution problem in a
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trapezoidal domain, it is necessary to understand the constituents of the physical
diffusion/dispersion tensor in a NAPL dissolution system. For this purpose, the
physical diffusion/dispersion tensor in the NAPL dissolution system can be
expressed in the following dimensional form:

(a) (b)

(c) (d)

Fig. 10.15 Effects of corner and no-flow boundary on the evolution of NAPL dissolution fronts
in the fluid-saturated porous medium (Supercritical system): a h ¼ 0;�t ¼ 160; b h ¼ 20�;
�t ¼ 160; c h ¼ 0;�t ¼ 1600; d h ¼ 20�;�t ¼ 1600
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where s is the tortuosity of the porous medium; Dm is the molecular diffusivity of
the NAPL species in the aqueous phase; vax and vay are the averaged linear velocity
components in the x and y directions, respectively; aT and aL are the transversal
and longitudinal dispersivities of the NAPL species in the aqueous phase; va is the
amplitude of the averaged linear velocity vector of the aqueous phase as follows:

va ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v2

ax þ v2
ay

q
: ð10:56Þ

Equation (10.55) indicates that the total physical diffusion/dispersion tensor in a
NAPL dissolution system can be divided into two parts: an isotropic part (i.e. Dh1)
and an anisotropic part (i.e. Dh2). Since the anisotropic part is directly proportional
to the flow velocity, it can only vanish when there is no flow in the system.
Otherwise, both the isotropic part and the anisotropic part of the total physical
diffusion/dispersion tensor will exist in the NAPL dissolution system, no matter
whether the problem domain is rectangular or trapezoidal. This means that even
though mesh discretization error in a trapezoidal domain might cause an aniso-
tropic numerical diffusion/dispersion tensor, the computational simulation results
should converge to the physical solution, as long as the anisotropic numerical
diffusion/dispersion tensor due to mesh discretization is much smaller than the
total physical diffusion/dispersion tensor in the NAPL dissolution system.
Although it is very difficult, if not impossible, to quantitatively evaluate the
anisotropic numerical diffusion/dispersion tensor associated with mesh discreti-
zation error, it is possible to qualitatively judge its effect on the computational
simulation through comparing the simulation results with the theoretical expec-
tations, as discussed later.

In the computational simulation, the mesh discretization error decreases with the
decrease of the grid size, so that numerical diffusion/dispersion can be minimized
by choosing the grid size appropriately (Zhao et al. 2011). When the numerical
results, which are obtained from the mesh of a given grid size, agree well with the
corresponding analytical solutions and experimental results, the numerical diffu-
sion/dispersion is considered to be minimum, compared with the physical diffusion/
dispersion of the problem. To examine mesh discretization effects on the numerical
results, we have simulated a subcritical NAPL dissolution system in the trapezoidal
domain. In this case, the Zhao number used for the computational model (at the
entrance of the flow) is reduced from 1.0 to 0.01, while the dimensionless time-step
length is increased from 3.2 to 32. Figure 10.16 shows the corresponding compu-
tational simulation results. As expected theoretically (Tan and Homsy 1987), the
NAPL dissolution front converges to the arc shape, which is controlled by the
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dynamic behaviour of the subcritical NAPL dissolution system. This is clearly
evidenced in the computational simulation results. Since the numerical results have
good agreement with the related theoretical expectation for the subcritical NAPL
dissolution systems of trapezoidal domains, it can be concluded that the mesh
discretization effect is negligible in the computational simulations of subcritical

(a) (b)

(c) (d)

Fig. 10.16 The evolution of NAPL dissolution fronts in the trapezoidal domain consisting of the
fluid-saturated porous medium (Subcritical system): a h ¼ 20�;�t ¼ 320; b h ¼ 20�;�t ¼ 1600;
c h ¼ 20�;�t ¼ 3200; d h ¼ 20�;�t ¼ 4800
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NAPL dissolution systems. This means that the computational model used in this
investigation can produce reliable numerical results for simulating subcritical
NAPL dissolution systems in the trapezoidal domain consisting of a fluid-saturated
porous medium. However, to examine whether the computational model used in
this investigation is suitable for simulating the supercritical NAPL dissolution
system of a trapezoidal domain, it is necessary to estimate the mesh discretization
error of the supercritical NAPL dissolution system through using both the proposed
propagation theory of mesh discretization error and the proposed finger-amplitude
growing theory associated with the mesh discretization error in the NAPL disso-
lution system of a trapezoidal domain.

10.3.2.3 Approximate Estimation of the Mesh Discretization Error

In terms of estimating the discretization error of a numerical method, it is common
practice to compare the numerical solution with the corresponding analytical
solution (if any) or benchmark solution that is obtained using a very fine mesh
(Zhao and Steven 1996a, b, c). Unfortunately, such practice works well for sub-
critical NAPL dissolution systems, but does not work for supercritical NAPL
dissolution systems. This is because in the latter case, the related analytical
solution is not available at all. In addition, the related benchmark solution of a
supercritical NAPL dissolution system is hardly to be obtained for the following
two main reasons: (1) the numerical solution of a supercritical NAPL dissolution
system is strongly dependent on the perturbation applied to the system; and (2) any
two different meshes (i.e. a coarse mesh and a fine mesh) of a system will result in
different perturbations so that their numerical solutions lose the common ground
for comparison. To overcome this difficulty, it is necessary to find a new way to
approximately estimate the mesh discretization error of a supercritical NAPL
dissolution system in this study.

Based on the proposed finger-amplitude growing theory associated with the
mesh discretization error in the NAPL dissolution system of a trapezoidal domain,
it is possible to approximately estimate the discretization error of the system
through using Eq. (10.47) that is presented in the previous section. The specific
procedure associated with the approximate estimation of the discretization error
can be divided into the following three steps. The first step is to determine the
dimensionless growth rate of the supercritical NAPL dissolution system. This can
be done through considering the amplitudes of the fingers at two early computa-
tional simulation steps. For example, if the amplitudes of the finger are A1Finger ¼
dAe�x�t1 and A2Finger ¼ dAe�x�t2 at �t ¼ �t1 and �t ¼ �t2 respectively, then the ratio of these
two amplitudes can be expressed as follows:

R1 ¼
A2Finger

A1Finger
¼ e�xð�t2��t1Þ: ð10:57Þ
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From Eq. (10.57), the dimensionless growth rate of the supercritical NAPL
dissolution system can be obtained as follows:

�x ¼ ln R1

�t2 ��t1
: ð10:58Þ

The second step is to determine the amplitude ratio of the equivalent initial
perturbation (due to the discretization error) to the total initial perturbation in the
supercritical NAPL dissolution system. In this situation, the discretization error is
viewed as an equivalent initial perturbation, which can be determined from the
computational simulation results of a supercritical NAPL dissolution system in
which no any other initial perturbation is applied. On the other hand, the total
initial perturbation, which is the sum of the equivalent initial perturbation (due to
the discretization error) and the applied initial perturbation (due to some physical
considerations), can be determined from the computational simulation results of a
supercritical NAPL dissolution system in which an initial perturbation (due to
some physical considerations) is applied. If the amplitudes of the fingers are
A1Finger ¼ dA1e�x�t1 (at �t ¼ �t1) for the supercritical NAPL dissolution system without
any other initial perturbation applied and A2Finger ¼ dA2e�x�t2 (at �t ¼ �t2) for the
supercritical NAPL dissolution system with an initial perturbation applied, then
the amplitude ratio of the equivalent initial perturbation (due to the discretization
error) to the total initial perturbation can be evaluated under the condition of
A1Finger ¼ A2Finger . This can result in the following formula:

R2 ¼
dA1

dA2
¼ e�xð�t2��t1Þ; ð10:59Þ

where dA1 is the amplitude of the equivalent initial perturbation due to the dis-
cretization error; dA2 is the amplitude of the total initial perturbation.

The third step is to determine the amplitude of the equivalent initial pertur-
bation due to the discretization error in the supercritical NAPL dissolution system.
Since the initially applied perturbation is known, it can be represented by dAinitial,
so that dA2 ¼ dAinitial þ dA1. With consideration of Eq. (10.59), this leads to the
following formula for evaluating dA1:

dA1 ¼
R2

1� R2
dAinitial: ð10:60Þ

Based on the proposed procedure above, we have rerun the previously-used
computational model of the supercritical NAPL dissolution system in the trape-
zoidal domain by setting the applied initial perturbation to be zero. Figure 10.17
shows the related computational simulation results, from which it can be observed
that due to the dynamic behaviour of the supercritical NAPL dissolution system,
the fingering phenomenon indeed takes place in the trapezoidal domain. This
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indicates that the mesh discretization error, although it may be very small, can
serve as a kind of small perturbation to trigger the fingering growth during the
computational simulation of a supercritical NAPL dissolution system in the
trapezoidal domain consisting of a fluid-saturated porous medium.

(a) (b)

(c)
(d)

Fig. 10.17 The evolution of NAPL dissolution fronts in the trapezoidal domain consisting of
fluid-saturated porous medium (Without applying initial perturbation): a h ¼ 20�;�t ¼ 160;
b h ¼ 20�;�t ¼ 320; c h ¼ 20�;�t ¼ 640; d h ¼ 20�;�t ¼ 1600

308 10 Effects of Domain Shapes and Mesh Discretization Error



With two sets of computational simulation results of the supercritical NAPL
dissolution system at hand, namely one obtained from the simulation with
including an initial small perturbation and the other obtained from the simulation
without including an initial small perturbation, it is possible to estimate the
amplitude of the equivalent initial perturbation due to the discretization error in
the supercritical NAPL dissolution system. As shown in Fig. 10.18, the ratio of the
finger amplitude at �t ¼ 160 to that at �t ¼ 128 is equal to about 2.0 when the initial
small perturbation, which has an amplitude of 0.002 (i.e. 0.01 Sn0 as mentioned
previously), is applied to the computational model of the NAPL dissolution sys-
tem. This results in a dimensionless growth rate of 0.02166 (from Eq. (10.58)) for
the NAPL dissolution system. On the other hand, the finger amplitude at �t ¼ 224
when the initial small perturbation is not applied to the computational model is
almost equal to that at �t ¼ 160 when the initial small perturbation is applied to the
computational model. From Eq. (10.59), this leads to a value of about 0.25 for R2.
Finally, substituting the value of R2 into Eq. (10.60) yields a value of 0.00067 for
the amplitude of the equivalent initial perturbation (i.e. dA1) due to the discreti-
zation error. Since dA1 is smaller than 0.002 (i.e. dAinitial = 0.002), it is demon-
strated that the effect of the total discretization error of the computational model is
negligible in the computational simulations, compared with that of the initial small
perturbation applied to the computational model. This also demonstrated that the
proposed finger-amplitude growing theory associated with the mesh discretization
error in the NAPL dissolution system of a trapezoidal domain in this study is
useful for quantitatively assessing the correctness of computational simulations of
NAPL dissolution-front instability problems in trapezoidal domains. If the
amplitude of the equivalent initial perturbation due to the numerical discretization
error is significantly smaller than the amplitude of the fingers generated by the
numerical simulations of interest in the same geometry of the same finite element
mesh, then one may safely neglect the numerical discretization effects on the
numerical simulations of supercritical NAPL dissolution systems.

In summary, the propagation theory of the mesh discretization error associated
with a NAPL dissolution system is first presented for a rectangular domain and
then extended to a trapezoidal domain. This leads to the establishment of the
finger-amplitude growing theory that is associated with both the corner effect and
the mesh discretization effect in the NAPL dissolution systems of trapezoidal
domains. This theory can be used to make the approximate error estimation of the
corresponding computational simulation results. The related theoretical analysis
and numerical results have demonstrated that: (1) both the corner effect and the
mesh discretization effect can be quantitatively viewed as a kind of small per-
turbation so that they can have some considerable effects on the computational
results of supercritical NAPL dissolution systems; (2) the proposed finger-ampli-
tude growing theory associated with the corner effect at the entrance of a trape-
zoidal domain is useful for correctly explaining why the finger at either the top or
the bottom boundary grows much faster than that within the interior of the trap-
ezoidal domain; (3) the proposed finger-amplitude growing theory associated with
the mesh discretization error in the NAPL dissolution system of a trapezoidal
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(a)

(b)

( o20=θ , 128=t )  ( o20=θ , 160=t ) 

(With applying initial perturbation, 160=t ) (Without applying initial perturbation, 224=t ) 

Fig. 10.18 Determination of the growth rate and equivalent initial perturbation in the
supercritical NAPL dissolution system: a Determination of the growth rate; b Determination
of the equivalent initial perturbation amplitude
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domain can be used for quantitatively assessing the correctness of computational
simulations of NAPL dissolution-front instability problems in trapezoidal
domains, so that we can ensure that the computational simulation results are
controlled by the physics of the NAPL dissolution system, rather than by the
numerical artifacts.
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Chapter 11
Fundamental Theory
for Acidization Dissolution-Front
Instability in Fluid-Saturated
Carbonate Rocks

Instability of acidization dissolution fronts in carbonate rocks is an important
mechanism of the karst formation that is commonly observed in nature. This
mechanism has been successfully used to increase the oil production in petroleum
industry through injecting hydrochloric acid into carbonate rocks in the surroundings
of drilling wells (Fredd and Fogler 1998; Golfier et al. 2002; Panga et al. 2005; Kalia
and Balakotaiah 2007, 2009; Cohen et al. 2008). Due to the rapid rates of acidization
dissolution, the dissolution front may become unstable under certain conditions, so
that preferential flow channels such as wormholes can be generated. Generally, the
acidization dissolution process of carbonate rocks involves the following three steps:
(1) the acid is transported by diffusion and advection to the solid particle surfaces of
the porous rock; (2) the chemical dissolution reaction takes place at the solid particle
surfaces of the porous rock; and (3) the products of the chemical dissolution reaction
are transported away from the solid particle surfaces of the porous rock. This means
that the pore-fluid flow, which transports both the acid to and the chemical product
away from the solid particle surfaces of the porous rock through advection, plays a
critical role in the acidization dissolution process of carbonate rocks.

Under the stimulus of developing a new technology to increase oil production
from carbonate reservoirs, a large amount of experimental and theoretical research
has been carried out to investigate the effects of various factors, such as the acid
injecting rate, acid volume, rock permeability, reaction kinetics and so forth, on the
formation of the wormholes (Fredd and Fogler 1998; Golfier et al. 2002; Panga
et al. 2005; Kalia and Balakotaiah 2007, 2009; Cohen et al. 2008). The existing
experimental results have displayed the following five possible dissolution struc-
tures: the face or compact structure, the conical wormhole structure, the dominant
wormhole structure, the ramified wormhole structure and the uniform dissolution
structure. Although the instability phenomena of acidization dissolution fronts in
carbonate rocks have been observed in many laboratory experiments and compu-
tational simulations (Golfier et al. 2002; Panga et al. 2005; Kalia and Balakotaiah
2007, 2009; Cohen et al. 2008), a theoretical criterion, which can be used to assess
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the onset of acidization dissolution-front instability, is still lacking. Since the
laboratory experiments were conducted using carbonate rocks of remarkable het-
erogeneity, it is difficult to distinguish whether the wormhole structure is caused
either by the rock heterogeneity or by the instability of the acidization dissolution
front. It needs to be pointed out that the rock heterogeneity reflects some geo-
metrical characteristic of a system, while the instability of the acidization disso-
lution front reflects the overall dynamic characteristic of the system. From the linear
stability theory, the system under consideration should be ideally comprised of a
homogeneous porous medium with a small perturbation, namely a carbonate rock
of slight heterogeneity, for dealing with the instability of acidization dissolution
fronts in fluid-saturated carbonate rocks.

In terms of the stability analysis of acidization dissolution fronts in fluid-saturated
porous rocks, the current status of theoretical study is that in order to avoid
mathematical difficulties, the porosity of the rock is assumed to be constant during
the acidization dissolution reaction, but the permeability of the rock is allowed to
have a significant change (Sherwood 1987; Hinch and Bhatt 1990). Due to this
assumption, the related theoretical results may be valid for fluid-saturated sand-
stones, but are definitely not valid for fluid-saturated carbonate rocks. In the case of
considering the acidization dissolution of fluid-saturated sandstones, Sherwood
(1987), Hinch and Bhatt (1990) assumed that the rock itself does not dissolve, and
the injected acid can only etch clays and other particles that may block the pore
throats. As a result, the porosity of the sandstone varies little, but the permeability of
the sandstone may be increased by perhaps an order of magnitude. However, when
the acidization dissolution of a fluid-saturated carbonate rock is considered, the rock
itself can be completely dissolved, resulting in no resistance to pore-fluid flow. This
means that both the porosity and permeability of the carbonate rock can have a
dramatic change during the acidization dissolution. For this reason, the existing
theoretical results obtained by Sherwood (1987), Hinch and Bhatt (1990) are not
suitable for describing the dynamic behavior associated with the propagation of
acidization dissolution fronts in a fluid-saturated carbonate rock, to say nothing of
providing a theoretical criterion that can be used to assess the instability of acidi-
zation dissolution fronts in the fluid-saturated carbonate rock.

When the chemical dissolution rate is very slow and the mineral dissolution
ratio is small enough, a considerable amount of theoretical research and compu-
tational simulation have been conducted to investigate the instability of chemical
dissolution fronts in fluid-saturated porous media (Chadam et al. 1986, 1988;
Ortoleva et al. 1987; Ormond and Ortoleva 2000; Chen and Liu 2002, 2004; Zhao
et al. 2008; Chen et al. 2009; Szymczak and Ladd 2009). In particular, Zhao et al.
(2009) have proposed a comprehensive dimensionless number, known as the Zhao
number, to represent the dynamic characteristic of the chemical dissolution system
that is comprised of a fluid-saturated porous medium. Using the proposed Zhao
number and its critical value, a theoretical criterion is derived for assessing the
instability of chemical dissolution fronts in fluid-saturated porous media (Zhao
et al. 2008). Although the acidization dissolution of a carbonate rock can be
viewed as a special kind of chemical dissolution problem in the fluid-saturated
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porous medium, there exist some significant differences between the acidization
dissolution problem and the slow-rate chemical dissolution problem. First, for the
acidization dissolution problem, the reactant (i.e. acid) concentration is assumed to
be constant in the upstream direction of the dissolution front, while for the slow-
rate chemical dissolution problem, the dissolved mineral concentration is assumed
to be constant in the downstream direction of the dissolution front. Second, the
reactant (i.e. acid) concentration in the downstream direction of the dissolution
front is assumed to be zero for the acidization dissolution problem, while the
dissolved mineral concentration in the upstream direction of the dissolution front is
assumed to be zero for the slow-rate chemical dissolution problem. Despite these
differences, similar mathematical methods can be used to conduct the theoretical
analysis for both the acidization dissolution problem and the slow-rate chemical
dissolution problem because they have similar mathematical models.

11.1 Mathematical Analysis of the Acidization Dissolution
Problem

To facilitate the mathematical analysis of the acidization dissolution-front insta-
bility in a fluid-saturated carbonate rock, the Darcy scale mathematical model
(Golfier et al. 2002) is used with the following assumptions: (1) Darcy’s law can be
used to describe pore-fluid flow in the carbonate rock, even the carbonate rock is
completely dissolved; (2) the acidization of the carbonate rock is a fast process; (3)
the pore-fluid is incompressible; (4) the Carman-Kozeny law (Detournay and Cheng
1993; Scheidegger 1974; Nield and Bejan 1992) can be used to express the rela-
tionship between the porosity and permeability of the carbonate rock; (5) the
propagation speed of the acidization dissolution front is much slower than the Darcy
velocity of the pore-fluid flow; (6) the mass exchange between the acid and car-
bonate rock during acidization dissolution is proportional to both the acid con-
centration and the difference between the porosity and its final value of the carbonate
rock, so that the acidization dissolution stops when either the acid is completely
depleted (i.e. the acid concentration is zero) or the carbonate rock is completely
dissolved (i.e. the porosity is equal to the final porosity). Under these assumptions,
the governing equations and related formulas of the acidization dissolution-front
instability problem in a fluid-saturated carbonate rock can be written as follows:

~u ¼ � kð/Þ
l
rp; ð11:1Þ

o/
ot
þr �~u ¼ 0; ð11:2Þ

o

ot
ð/CÞ þ r � ½C~u� ¼ r � ½/DrC� � a0ð/f � /ÞC; ð11:3Þ
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o/
ot
¼ va0

qs
ð/f � /ÞC; ð11:4Þ

a ¼ a0ð/f � /Þ; ð11:5Þ

where ~u is the Darcy velocity vector within the carbonate rock; p and C are the
pore-fluid pressure and the acid concentration (with a unit of moles per pore-fluid
volume); l is the dynamic viscosity of the pore-fluid; / is the porosity of the
carbonate rock; D is the effective diffusivity/dispersivity of the acid; k(/) is
the permeability of the porous medium; v is the stoichiometric coefficient of the
carbonate rock; a is the mass exchange rate between the acid and the carbonate
rock; qs is the molar density (i.e. moles per volume) of the carbonate rock; /f is the
final (i.e. maximum) porosity when the carbonate rock is completely dissolved.

Equation (11.5) indicates that the mass exchange rate between the acid and the
carbonate rock is directly proportional to both the porosity of the carbonate rock
and the mass exchange rate coefficient (i.e. a0) between the acid and the carbonate
rock. Once the carbonate rock is completely dissolved, the porosity of the car-
bonate rock is equal to its final porosity (i.e. /f), so that the mass exchange rate
between the acid and the carbonate rock is equal to zero. This implies that the
dissolution reaction can be automatically stopped in the region where the car-
bonate rock is completely dissolved.

If the acid reacts with the carbonate (e.g. calcite or dolomite), then the corre-
sponding acidization dissolution can be expressed as follows:

CaCO3 þ 2Hþ ! Ca2þ þ H2Oþ CO2;

CaMgðCO3Þ2 þ 4Hþ ! Ca2þ þMg2þ þ 2H2Oþ 2CO2: ð11:6Þ

Equation (11.6) indicates that one mole acid can dissolve 0.5 mol calcite, so
that the stoichiometric coefficient of the dissolved calcite is 0.5. Similarly, since
one mole acid can dissolve 0.25 mol dolomite, the stoichiometric coefficient of the
dissolved dolomite is 0.25. Suppose the weight density of the carbonate rock is
2700 kg/m3, the molar density of calcite is about 27 mol/l, while the molar density
of dolomite is about 14.7 mol/l.

To consider the permeability change caused by a change in porosity, the
Carman-Kozeny law (Detournay and Cheng 1993; Scheidegger 1974; Nield and
Bejan 1992) is used to calculate permeability k, for a given porosity /.

kð/Þ ¼ k0ð1� /0Þ2/3

/3
0ð1� /Þ2

; ð11:7Þ

where /0 and k0 are the initial reference porosity and permeability of the carbonate
rock respectively.
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Mathematically, the governing equations and related formulas of the acidization
dissolution-front instability problem in a fluid-saturated carbonate rock can be
rewritten into the following form:

o/
ot
�r � ½wð/Þrp� ¼ 0; ð11:8Þ

o

ot
ð/CÞ � r � ½Cwð/Þrp� � r � ½/DrC� þ a0ð/f � /ÞC ¼ 0; ð11:9Þ

o/
ot
� va0

qs
ð/f � /ÞC ¼ 0; ð11:10Þ

wð/Þ ¼ kð/Þ
l

: ð11:11Þ

11.1.1 Determination of the Propagation Speed
of the Acidization Dissolution Front
in a Fluid-Saturated Carbonate Rock

When a planar acidization dissolution-front is considered to propagate in the full
space, analytical solutions can be obtained for both the propagation speed of the
acidization dissolution front and the downstream pressure gradient of the pore-fluid
in the fluid-saturated carbonate rock. In this special case, a planar dissolution front
is assumed to propagate in the positive x direction, so that all quantities are inde-
pendent of the transverse coordinates y and z. For this reason, Eqs. (11.8)–(11.10)
can be rewritten as follows:

o/
ot
� o

ox
½wð/Þ op

ox
� ¼ 0; ð11:12Þ

o

ot
ð/CÞ � o

ox
½/D

oC

ox
þ Cwð/Þ op

ox
� þ a0ð/f � /ÞC ¼ 0; ð11:13Þ

o/
ot
� va0

qs
ð/f � /ÞC ¼ 0: ð11:14Þ

If the acid is injected at the location of x approaching negative infinity, then the
boundary conditions of the problem can be expressed as
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lim
x!�1

C ¼ C0; lim
x!�1

op

ox
¼ p0fx upstream boundaryð Þ; ð11:15Þ

lim
x!1

C ¼ 0; lim
x!1

op

ox
¼ p00x downstream boundaryð Þ; ð11:16Þ

where C0 is the injected acid concentration in the carbonate rock; p0fx is the pore-
fluid pressure gradient as x approaching negative infinity in the upstream of the
pore-fluid flow; p00x is the unknown pore-fluid pressure gradient as x approaching
positive infinity in the downstream of the pore-fluid flow. Because p0fx drives the
pore-fluid flow continuously along the positive x direction, it has a negative
algebraic value (i.e. p0fx\0) in the mathematical analysis.

The initial condition for this problem is: /(x, 0) = /0 expect at the negative
infinity, where lim�x!�1 /ðx; 0Þ ¼ /f . Note that /0 is the initial porosity of the
carbonate rock.

To transform a moving boundary problem of the acidization dissolution front
(in an x – t coordinate system) into a steady-state boundary problem of the aci-
dization dissolution front (in a n - t coordinate system), the following coordinate
mapping can be used.

n ¼ x� vfrontt; ð11:17Þ

where vfront is the propagation speed of the planar acidization dissolution-front in
the fluid-saturated carbonate rock.

From the mathematical point of view, the following relationships exist between
the partial derivatives with respect to n and t and those with respect to x and
t (Turcotte and Schubert 1982):

o

ot

� �

n

¼ o

ot

� �

x

þ o

ox

ox

ot
¼ o

ot

� �

x

þvfront
o

ox
;

o

on

� �

t

¼ o

ox

� �

t

; ð11:18Þ

where derivatives are taken with x or t held constant as appropriate.
When Eq. (11.17) is considered, the following relationship exists:

un ¼ ux � vfront; un ¼
on
ot
; ux ¼

ox

ot
ð11:19Þ

where un is the relative velocity to the n - t coordinate system; ux is the absolute
velocity in the x - t coordinate system; vfront is the moving velocity of the n - t
coordinate system relative to the x - t coordinate system (i.e. the convected
velocity of the n - t coordinate system).

Since Darcy’s law is valid in both the x - t coordinate system and the n - t
coordinate system, Eq. (11.19) can be further expressed as follows:
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� kð/Þ
l

op

on
¼ � kð/Þ

l
op

ox
� vfront;

op

on
¼ op

ox
þ l

kð/Þ vfront; ð11:20Þ

where qp/qn is the pore-fluid pressure gradient in the n - t coordinate system; qp/
qx is the pore-fluid pressure gradient in the x - t coordinate system.

Equation (11.20) indicates that the pore-fluid pressure gradient measured in the
n - t coordinate system is different from that in the x - t coordinate system as a
result of the motion of the n - t coordinate system. This means that the pore-fluid
pressure measured in the n - t coordinate system is different from that in the x - t
coordinate system unless the convected motion of the n - t coordinate system is
slow enough. However, both the pore-fluid pressure gradient and the Darcy
velocity are transformed from the n - t coordinate system into the x - t coordi-
nate system using the following formulas:

op

ox
¼ op

on
� l

kð/Þ vfront; ux ¼ un þ vfront: ð11:21Þ

This means that if the Darcy velocity, pore-fluid pressure and its gradient in the
x - t coordinate system are of interest, ux and qp/qx can be directly used to replace
un and qp/qn when the theoretical analysis is conducted in the n - t coordinate
system, so that the results in the x - t coordinate system can be obtained without a
need to carry out the transformation expressed in Eq. (11.21). For this reason,
(q/qn)t = (q/qx)t is used in the following theoretical analysis.

Since the transformed acidization-dissolution system in the n - t coordinate
system is in a steady state, the following equation can be derived from Eq. (11.18):

o

ot

� �

x

¼ �vfront
o

on
;

o

on

� �

t

¼ o

ox

� �

t

: ð11:22Þ

Substituting Eq. (11.22) into Eqs. (11.12)–(11.14) yields the following
equations:

o

on
½wð/Þ op

on
þ vfront/� ¼ 0; ð11:23Þ

o

on
½/D

oC

on
þ Cwð/Þ op

on
þ vfrontðC þ

qs

v
Þ/� ¼ 0; ð11:24Þ

vfront
o/
on
þ va0

qs
ð/f � /ÞC ¼ 0: ð11:25Þ

Integrating Eqs. (11.23) and (11.24) from negative infinity to positive infinity
and using the boundary conditions (i.e. Eqs. (11.15) and (11.16)) yield the fol-
lowing equations:
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C0wð/f Þp0fx þ vfront/f ðC0 þ
qs

v
Þ � vfront/0

qs

v
¼ 0; ð11:26Þ

wð/0Þp00x þ vfront/0 � wð/f Þp0fx � vfront/f ¼ 0: ð11:27Þ

Solving Eqs. (11.26) and (11.27) simultaneously results in the following ana-
lytical solutions:

vfront ¼
�wð/f Þp0fxC0

/f C0 þ ð/f � /0Þ qs
v

¼ �wð/0Þp00xC0

/0C0 þ ð/f � /0Þ qs
v

¼ u0xC0

/0C0 þ ð/f � /0Þ qs
v

;

ð11:28Þ

p00x ¼
wð/f Þ½/0C0 þ ð/f � /0Þ qs

v �
wð/0Þ½/f C0 þ ð/f � /0Þ qs

v �
p0fx; ð11:29Þ

where u0x is the Darcy velocity in the far downstream of the pore-fluid flow as
x approaching positive infinity. Using Darcy’s law, u0x can be expressed as

u0x ¼
/0C0 þ ð/f � /0Þ qs

v

/f C0 þ ð/f � /0Þ qs
v

ufx; ð11:30Þ

where ufx is the Darcy velocity in the far upstream of the pore-fluid flow as
x approaching negative infinity.

11.1.2 Instability Analysis of the Acidization Dissolution
Front in a Fluid-Saturated Carbonate Rock

To facilitate the theoretical analysis, Eqs. (11.8)–(11.10) are changed into the
following dimensionless equations:

o/
o�t
�r � ½w�ð/Þr�p� ¼ 0; ð11:31Þ

o

o�t
ð/�CÞ � r � ½D�ð/Þr�C þ �Cw�ð/Þr�p� þ o/

eo�t
¼ 0; ð11:32Þ

o/
o�t
� ð/f � /Þ�C ¼ 0; ð11:33Þ

where
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�x ¼ x

L�
; �y ¼ y

L�
; �C ¼ C

C0
; �p ¼ p

p�
; �~u ¼ ~u

u�
; �t ¼ t

t�
ð11:34Þ

t� ¼ qs

a0vC0
; L� ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
/f Dt�

q
; p� ¼

/f D

wð/f Þ
; u� ¼

/f D

L�
;

e ¼ vC0

qs
; D�ð/Þ ¼ /D

/f D
; w�ð/Þ ¼ wð/Þ

wð/f Þ
: ð11:35Þ

Note that e is the mineral dissolution ratio of a carbonate rock. It is directly
proportional to the ratio of the molar concentration of the consumed acid to the
molar density of the dissolved carbonate rock during the acidization dissolution. If
the acid concentration is 1 mol/l, then the mineral dissolution ratio of calcite (i.e.
CaCO3) is about 0.019, while the mineral dissolution ratio of dolomite (i.e.
CaMg(CO3)2) is about 0.017. However, if the pH value of the solution is equal to 4
(in the case of a weak acid), then the mineral dissolution ratios of calcite and
dolomite are 0.19 9 10-5 and 0.17 9 10-5 respectively. Since the geometrical
domain shape of the theoretical acidization dissolution problem is a full space, L*,
t* and p* can be defined as the intrinsic length, time and pore-fluid pressure of the
acidization dissolution problem.

The corresponding boundary conditions can be expressed in a dimensionless
form as follows:

lim
�x!�1

�C ¼ 1; lim
�x!�1

o�p

o�x
¼ �p0fx upstream boundaryð Þ; ð11:36Þ

lim
�x!1

�C ¼ 0; lim
�x!1

o�p

o�x
¼ �p00x; downstream boundaryð Þ: ð11:37Þ

In this case, the initial condition for this theoretical problem is: /ð�x; 0Þ ¼ /0

expect at the negative infinity, where lim�x!�1 /ð�x; 0Þ ¼ /f .
The acidization dissolution front divides the problem domain into two regions,

an upstream region and a downstream region, relative to the acidization dissolution
front. Across this front, the porosity undergoes a jump from its initial value into its
final value. Thus, the acidization dissolution-front propagation problem can be
considered as a Stefan moving boundary problem. This means that the dimen-
sionless governing equations of the acidization dissolution-front propagation
problem in both the upstream region and the downstream region can be expressed
in the following forms:

/f �vfront
o�C

o�x
þr � ðr�C þ �Cr�pÞ ¼ 0; r2�p ¼ 0; / ¼ /f

in the upstream regionð Þ;
ð11:38Þ
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�C ¼ 0; r2 �p ¼ 0; / ¼ /0 in the downstream regionð Þ: ð11:39Þ

If the acidization dissolution front is denoted by Sð�x; �tÞ ¼ 0, then the dimen-
sionless pore-fluid pressure, acid concentration and mass fluxes of both the acid
and the pore-fluid should be continuous on Sð�x; �tÞ ¼ 0. This leads to the following
interface conditions for this moving dissolution front problem.

lim
S!0�

�C ¼ lim
S!0þ

�C; lim
S!0�

�p ¼ lim
S!0þ

�p ð11:40Þ

lim
S!0�

o�C

o�n
¼ ��vfront

e
ð/f � /0Þ; lim

S!0�

o�p

o�n
¼ wð/0Þ

wð/f Þ
lim

S!0þ

o�p

o�n
� �vfrontð/f � /0Þ;

ð11:41Þ

where �n is the dimensionless unit normal vector of the moving dissolution front.
Note that since the propagation speed of the acidization dissolution front is

usually much slower than the Darcy velocity of the pore-fluid flow, the term,
�vfrontð/f � /0Þ, can be neglected from Eq. (11.41) hereafter. When the planar
acidization dissolution-front is under stable conditions, the base solutions for the
acidization dissolution problem can be derived from Eqs. (11.38) and (11.39) with
the related boundary conditions (i.e. Eqs. (11.36) and (11.37)) and interface
conditions (i.e. Eqs. (11.40) and (11.41)). As a result, the following base solutions
are obtained.

�CðnÞ ¼ 1� exp½�ð�p0fx þ /f �vfrontÞn�; �pðnÞ ¼ �p0fxnþ �pC2

/ ¼ /f in the upstream regionð Þ; ð11:42Þ

�CðnÞ ¼ 0; �pðnÞ ¼ �p00xnþ �pC1; / ¼ /0; in the downstream regionð Þ;
ð11:43Þ

where �pC1 and �pC2 are two constants to be determined. For example, �pC1 can be
determined by setting the dimensionless pore-fluid pressure �pðnÞ to be a constant at
a prescribed location of the downstream region, while �pC2 can be determined using
the pore-fluid pressure continuity condition at the interface between the upstream
and downstream regions.

Substituting Eq. (11.42) into Eq. (11.41) yields the following equation:

�vfront ¼ �
e�p0fx

e/f þ ð/f � /0Þ
: ð11:44Þ

If the related dimensionless quantities are used, Eq. (11.28) can be changed into
the dimensionless form, in which the dimensionless propagation speed of the
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acidization dissolution front is exactly the same as that expressed in Eq. (11.44).
This can demonstrates that the above mathematical deduction is correct.

Next, the linear stability analysis (Chadam et al. 1986, 1988; Zhao et al. 2008)
is conducted to derive the critical condition, under which the acidization disso-
lution front becomes unstable during its propagation. For this purpose, a small
time-dependent perturbation is added on the planar acidization dissolution-front,
so that the total solution of the acidization dissolution system is equal to the sum of
the base solution and the perturbed solution of the system.

Sðn; �y; �tÞ ¼ n� d expð�x �tÞ cosðmyÞ; ð11:45Þ

�ptotalðn; �y; �tÞ ¼ �pðn; �tÞ þ dp̂ðnÞ expð�x �tÞ cosðm�yÞ; ð11:46Þ

�Ctotalðn; �y; �tÞ ¼ �Cðn; �tÞ þ dĈðnÞ expð�x �tÞ cosðm�yÞ; ð11:47Þ

where �x is the dimensionless growth rate of the small perturbation; �m is the
dimensionless wavenumber of the small perturbation; d is the amplitude of the
small perturbation and d\\ 1 by the definition of a linear stability analysis.

Because Sðn; �y; �tÞ is a function of coordinates n and �y, the following derivatives
exist mathematically:

o

on

� �

n

¼ oS

on
o

oS
¼ o

on

� �

S

; ð11:48Þ

o

o�y

� �

n

¼ oS

o�y

o

oS
þ o

o�y

� �

S

¼ oS

o�y

o

on

� �

S

þ o

o�y

� �

S

; ð11:49Þ

o2

on2

� �

n

¼ o2

on2

� �

S

; ð11:50Þ

o2

o�y2

� �

n

¼ o2S

o�y2

o

on
þ oS

o�y

� �2
o2

on2 þ 2
oS

o�y

o2

ono�y
þ o2

o�y2

� �

S

: ð11:51Þ

Substituting Eqs. (11.46)–(11.51) into Eqs. (11.38) and (11.39) yields the first-
order perturbation equations of the acidization dissolution system as follows:

Ĉ ¼ 0;
o2p̂

on2 � �m2p̂þ �m2 �p00x ¼ 0 in the downstream regionð Þ; ð11:52Þ
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o2Ĉ

on2 þ ð/f �vfront þ �p0fxÞ
oĈ

on
� �m2Ĉ þ �m2ð/f �vfront þ �p0fxÞ exp½�ð/f �vfront þ �p0fxÞn�

þ ð/f �vfront þ �p0fxÞ exp½�ð/f �vfront þ �p0fxÞn�
op̂

on
¼ 0;

o2p̂

on2 � �m2p̂þ �m2�p0fx ¼ 0 in the upstream regionð Þ:

ð11:53Þ

The corresponding boundary conditions of the first-order perturbation problem
are:

Ĉ ¼ 0; lim
x!1

op̂

on
¼ 0 downstream boundaryð Þ; ð11:54Þ

lim
x!�1

Ĉ ¼ 0; lim
x!�1

op̂

on
¼ 0; upstream boundaryð Þ: ð11:55Þ

The interface conditions for this first-order perturbation problem can be
expressed as follows:

Ĉ ¼ 0; lim
S!0�

p̂ ¼ lim
S!0þ

p̂ ð11:56Þ

lim
S!0�

oĈ

o�n
¼ �x

e
ð/f � /0Þ; lim

S!0�

op̂

o�n
¼ wð/0Þ

wð/f Þ
lim

S!0þ

op̂

o�n
: ð11:57Þ

Solving Eqs. (11.52) and (11.53) with the boundary and interface conditions
(i.e. Eqs. (11.54)–(11.57)) yields the following analytical results:

Ĉ ¼ 0; p̂ðnÞ ¼ �p00x½1�
1� b
1þ b

expð��mnÞ�; in the downstream regionð Þ;

ð11:58Þ

ĈðnÞ ¼ ð/f �vfront þ �p0fxÞfexp½�ð/f �vfront þ �p0fxÞn� �
ð1þ bÞ/f �vfront þ 2�p0fx
ð/f �vfront þ �p0fxÞð1þ bÞ expðrnÞg

þ 1� b
1þ b

�p0fx expf½�m� ð/f �vfront þ �p0fxÞ�ng;

p̂ðnÞ ¼ �p0fx½1þ
1� b
1þ b

expð�mnÞ� in the upstream regionð Þ; ð11:59Þ

where
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b ¼ wð/0Þ
wð/f Þ

¼ kð/0Þ
kð/f Þ

¼ /0

/f

 !3
1� /f

1� /0

� �2

; ð11:60Þ

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f �vfront þ �p0fxÞ

2 þ 4�m2
q

� ð/f �vfront þ �p0fxÞ
2

: ð11:61Þ

The characteristic equation for the dimensionless growth rate of the perturbed
acidization dissolution system can be derived from the consideration of both
Eqs. (11.57) and (11.59). This yields the following equation for the first-order
derivative of the dimensionless concentration of the acid:

oĈ

on

����
n¼0

¼� 1
ð1þ bÞ fð/f �vfront þ �p0fxÞ

2ð1þ bÞ þ ½ð1þ bÞ/f �vfront þ 2�p0fx�r

� ð1� bÞ�p0fx½�m� ð/f �vfront þ �p0fxÞ�g

¼ � 1
ð1þ bÞ f½2�p0fx þ ð1þ bÞ/f �vfront�rþ 2ð�p0fxÞ

2 þ ð1þ bÞð/f �vfrontÞ2

� ½ð1� bÞ�m� ð3þ bÞ/f �vfront��p0fxg:
ð11:62Þ

To reflect the overall dynamic characteristic of an acidization dissolution sys-
tem, a dimensionless number, known as the Zhao number, can be defined as
follows:

Zh ¼ �p0fx ¼ �
p0fxL�

p�
¼ �

kð/f ÞL�p0fx
/f lD

¼ vflowffiffiffiffiffiffiffiffiffi
/f D

p
ffiffiffiffiffiffiffiffiffiffiffiffi

qs

a0vC0

r
: ð11:63Þ

The physical meaning of each term in the Zhao number can be explained using
the following equation:

Zh ¼ FAdvectionFDiffusionFChemical; ð11:64Þ

where FAdvection is a term to represent the solute advection; FDiffusion is a term to
represent the solute diffusion/dispersion; FChemical is a term to represent the
chemical kinetics of the dissolution reaction. They can be expressed as follows:

FAdvection ¼ vflow; ð11:65Þ

FDiffusion ¼
1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
/f Dð/f Þ

q ð11:66Þ
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FChemical ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

qs

a0vC0

r
: ð11:67Þ

Equation (11.64) clearly indicates that the Zhao number is a comprehensive
dimensionless number, which can be used to simultaneously represent the inter-
action between the advection, diffusion/dispersion and chemical kinetics in the
acidization dissolution system. This means that the Zhao number and its critical
value can be used to assess the instability of the acidization dissolution front in a
fluid-saturated carbonate rock. For this reason, the main purpose of this section is
to derive the critical Zhao number of the acidization dissolution system. Toward
this end, the dimensionless growth rate of the perturbed acidization dissolution
system can be expressed as follows:

�xð�mÞ ¼ e
ð1þ bÞð/f � /0Þ

f½ð1þ bÞ/f �vfront � 2Zh�rþ 2Zh2 þ ð1þ bÞð/f �vfrontÞ2

þ ½ð1� bÞ�m� ð3þ bÞ/f �vfront�Zhg:
ð11:68Þ

Letting �xð�mÞ ¼ 0 yields the following characteristic equation for the critical
Zhao number of the acidization dissolution system:

½ð1þ bÞ/f �vfront � 2Zhcritical�r1 þ 2ðZhcriticalÞ2 þ ð1þ bÞð/f �vfrontÞ2

þ½ð1� bÞ�m� ð3þ bÞ/f �vfront�Zhcritical ¼ 0;
ð11:69Þ

where

r1 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f �vfront � ZhcriticalÞ2 þ 4�m2

q
� ð/f �vfront � ZhcriticalÞ

2
; ð11:70Þ

/f �vfront ¼
e/f Zhcritical

e/f þ ð/f � /0Þ
¼ RZhcritical; R ¼

e/f

ð1þ eÞ/f � /0
: ð11:71Þ

To facilitate the solution of Eq. (11.69), it can be rewritten as follows:

½ð1þ bÞ/f �vfront � 2Zhcritical�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f �vfront � ZhcriticalÞ2 þ 4�m2

q

2

¼ ½ð1þ bÞ/f �vfront � 2Zhcritical�
/f �vfront � Zhcritical

2
� 2ðZhcriticalÞ2 � ð1þ bÞð/f �vfrontÞ2 � ½ð1� bÞ�m� ð3þ bÞ/f �vfront�Zhcritical:

ð11:72Þ
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After some mathematical manipulations are made, Eq. (11.72) can be written in
the following form:

½ð1þ bÞ/f �vfront � 2Zhcritical�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð/f �vfront � ZhcriticalÞ2 þ 4�m2

q

¼ �2ðZhcriticalÞ2 � ½2ð1� bÞ�m� ð3þ bÞ/f �vfront�Zhcritical � ð1þ bÞð/f �vfrontÞ2:
ð11:73Þ

The square of the left hand side of Eq. (11.73) leads to the following equation:

½ð1þ bÞ/f �vfront � 2Zhcritical�2½ð/f �vfront � ZhcriticalÞ2 þ 4�m2�
¼ 4ðZhcriticalÞ4 � 4ð3þ bÞ/f �vfrontðZhcriticalÞ3

þ f½12þ 8bþ ð1þ bÞ2�ð/f �vfrontÞ2 þ 16m2gðZhcriticalÞ2

� f½4ð1þ bÞ þ 2ð1þ bÞ2�ð/f �vfrontÞ3 þ 16ð1þ bÞ�m2/f �vfrontgZhcritical

þ ð1þ bÞ2ð/f �vfrontÞ4 þ 4ð1þ bÞ2 �m2ð/f �vfrontÞ2:
ð11:74Þ

Similarly, the square of the right hand side of Eq. (11.73) yields the following
equation:

f�2ðZhcriticalÞ2 � ½2ð1� bÞ�m� ð3þ bÞ/f �vfront�Zhcritical � ð1þ bÞð/f �vfrontÞ2g2

¼ 4ðZhcriticalÞ4 þ 4½2ð1� bÞ�m� ð3þ bÞ/f �vfront�ðZhcriticalÞ3

þ f4ð1� bÞ2 �m2 � 4ð1� bÞð3þ bÞ�m /f �vfrontgðZhcriticalÞ2

þ f½ð3þ bÞ2 þ 4ð1þ bÞ�ð/f �vfrontÞ2gðZhcriticalÞ2

þ ½4ð1� b2Þ�mð/f �vfrontÞ2 � 2ð3þ bÞð1þ bÞð/f �vfrontÞ3�Zhcritical

þ ð1þ bÞ2ð/f �vfrontÞ4

ð11:75Þ

Using the equating condition between Eqs. (11.74) and (11.75) leads to the
standard third-power algebraic equation as follows:

a1Zh3
critical þ b1Zh2

critical þ c1Zhcritical þ d1 ¼ 0; ð11:76Þ

where

a1 ¼ 8ð1� bÞ�m; ð11:77Þ

b1 ¼ �4ð1� bÞð3þ bÞ�m/f �vfront � ð12þ 8b� 4b2Þ�m2; ð11:78Þ
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c1 ¼ 4ð1� bÞð1þ bÞ�mð/f �vfrontÞ2 þ 16ð1þ bÞ�m2/f �vfront ð11:79Þ

d1 ¼ �4ð1þ bÞ2 �m2ð/f �vfrontÞ2: ð11:80Þ

To further reduce the power of the algebraic equation, Eq. (11.71) is used to
replace the related terms in Eq. (11.76). As a result, the following standard linear
equation is obtained:

a2Zhcritical þ b2 ¼ 0; ð11:81Þ

where

a2 ¼ 8ð1� bÞ�m� 4ð1� bÞð3þ bÞ�mRþ 4ð1� b2Þ�mR2; ð11:82Þ

b2 ¼ �4ð3� bÞð1þ bÞ�m2 þ 16ð1þ bÞ�m2R� 4ð1þ bÞ2 �m2R2: ð11:83Þ

Since Eq. (11.81) is the standard linear algebraic equation, its analytical solu-
tion for the critical Zhao number of the acidization dissolution system can be
obtained in an explicit manner.

Zhcritical ¼
½ð3� bÞð1þ bÞ � 4ð1þ bÞRþ ð1þ bÞ2R2��m

2ð1� bÞ � ð1� bÞð3þ bÞRþ ð1� b2ÞR2
: ð11:84Þ

If the mineral dissolution ratio of a carbonate rock (i.e. e) is very small, then the
value of R is very small. In the limit case of R approaching zero, Eq. (11.84)
approaches the following equation (for �m ¼ 1):

Zhcritical ¼
ð3� bÞð1þ bÞ

2ð1� bÞ : ð11:85Þ

Since Eq. (11.85) is exactly the same as the previous theoretical solution for the
chemical dissolution of a much smaller mineral dissolution ratio (Zhao et al.
2008), it can be further demonstrated that the mathematical deduction carried out
in this study is correct.

Using Eqs. (11.63) and (11.84), a theoretical criterion can be established to
judge the instability of an acidization dissolution front in the fluid-saturated car-
bonate rock. If Zh [ Zhcritical, then the acidization dissolution front in the fluid-
saturated carbonate rock becomes unstable, while if Zh \ Zhcritical, then the aci-
dization dissolution front in the fluid-saturated carbonate rock is stable. If
Zh = Zhcritical, then the acidization dissolution front in the fluid-saturated car-
bonate rock is neutrally unstable.
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11.2 Theoretical Understanding of Some Fundamental
Characteristics of Acidization Dissolution-Front
Instability Problems

The proposed theory in this study can be used to understand the following fun-
damental characteristics of acidization dissolution-front instability problems in
fluid-saturated carbonate rocks: (1) both the intrinsic time and length scales of an
acidization dissolution system; (2) the asymptotic behavior of an acidization dis-
solution system under two limit conditions; (3) effects of several factors on the
critical Zhao number of an acidization dissolution system; (4) effects of several
factors on the propagation speed of an acidization dissolution front in fluid-satu-
rated carbonate rocks.

11.2.1 The Intrinsic Time and Length Scales
of an Acidization Dissolution System

The derived intrinsic time and length of an acidization dissolution system can be
used to determine the time scale at which a dissolution front can be formed and the
length scale at which the instability of the acidization dissolution front can be
initiated. Since the intrinsic time (i.e. t* = 1/a0e)) is inversely proportional to both
the mass exchange rate coefficient (i.e. a0) and the mineral dissolution ratio (i.e. e),
the time scale at which a dissolution front can be formed should be equal to the
intrinsic time of the acidization dissolution system. For an acidization dissolution
system used to increase the oil production in petroleum engineering (Golfier et al.
2002), a0 and e can be assumed to be 10 (1/s) and 0.1 approximately, resulting in
the intrinsic time of one second for the acidization dissolution system. However,
for an acidization dissolution system involved in the generation of the karst for-
mation, a0 and e may be assumed to be 1 9 10-3 and 1 9 10-5 (1/s) approxi-
mately, resulting in the intrinsic time of 1 9 108 s for the acidization dissolution
system. The intrinsic length of an acidization dissolution system can be determined
using the following equation:

L� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
/f Dt�

q
¼

ffiffiffiffiffiffiffiffiffi
/f D

a0e

s

; ð11:86Þ

where D is the effective diffusivity/dispersivity of the acid; t* is the intrinsic time
of the acidization dissolution system; a0 is the mass exchange rate coefficient; e is
the mineral dissolution ratio; uf is the final (i.e. maximum) porosity when the
carbonate rock is completely dissolved.

If /f = 1 and D = 1 9 10-9 m2/s, which are the same as those used in the
previous numerical simulation of an experiment (Golfier et al. 2002), the intrinsic
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length of the acidization dissolution system, which is commonly used to increase
the oil production in petroleum engineering, is about 3.16 9 10-5 m, while the
intrinsic length of the acidization dissolution system involved in the generation of
the karst formation is about 3.16 9 10-1 m. This means that the instability of the
acidization dissolution front can occur at the pore scale for the acidization dis-
solution system that is used to increase the oil production in petroleum engi-
neering, while it can occur at the meter scale for the acidization dissolution system
involved in the generation of the karst formation. To ensure the occurrence of the
instability, the length in the perpendicular direction of the dissolution front
propagation should be large enough to accommodate a single wavelength of the
fundamental mode. This implies that the length scale at which the instability of the
acidization dissolution front can be initiated should be equal to 2pL*. It is inter-
esting to note that for a very fast dissolution reaction, if a0 is assumed to be
1 9 109(1/s) in the acidization dissolution system (with e = 0.1), then the intrinsic
length of the acidization dissolution system is decreased to about 3.16 9 10-9 m,
indicating that the instability of the acidization dissolution front can take place at
the nanometer scale. The understanding of the intrinsic length scale of an acidi-
zation dissolution problem is important for the computational simulation of the
problem. To capture the fundamental characteristics of an acidization dissolution
system, the mesh sizes should not be larger than the intrinsic length of the system
if the finite element method is used to simulate the instability of the acidization
dissolution front in fluid-saturated carbonate rocks.

11.2.2 The Asymptotic Behavior of an Acidization
Dissolution System under Two Limit Conditions

Equation (11.84) indicates that the critical Zhao number of an acidization disso-
lution system is a function of b, R and �m, where b is dependent on both the initial
and final porosities of the acidization dissolution system (see Eq. (11.60)) and R is
dependent on the mineral dissolution ratio (i.e. e), the initial porosity and the final
porosity of the acidization dissolution system (see Eq. (11.71)). This means that
for a given acidization dissolution system, the critical Zhao number is a positive
finite number. On the other hand, from Eq. (11.63), the Zhao number of the
acidization dissolution system can be rewritten in the following form:

Zh ¼ vflowffiffiffiffiffiffiffiffiffi
/f D

p
ffiffiffiffiffiffiffi
1

a0e

r

: ð11:87Þ

Since vflow, D and /f are all positive finite numbers, it is possible to theo-
retically investigate the asymptotic behaviors of the acidization dissolution
system in the following two limit cases. In the first limit case, the mass exchange
rate coefficient (i.e. a0) is a constant but the mineral dissolution ratio (i.e. e)
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approaches zero, so that the Zhao number of the acidization dissolution system
tends to infinity. This indicates that the acidization dissolution front is always
unstable in the first limit case. On contrary, in the second limit case, the mineral
dissolution ratio (i.e. e) is a constant but the mass exchange rate coefficient (i.e.
a0) approaches infinity, so that the Zhao number of the acidization dissolution
system tends to zero. This means that the acidization dissolution front is always
stable unless the critical Zhao number of the system is equal to zero, which
requires that the dimensionless wavenumber (i.e. �m) be zero in the acidization
dissolution system. The implication of the second limit case is that if the aci-
dization dissolution reaction takes place instantaneously, the acidization disso-
lution front may become stabilized in the acidization dissolution system.

11.2.3 Effects of Several Factors on the Critical Zhao
Number of an Acidization Dissolution System

From the theoretical analysis in this study, the critical Zhao number (see
Eq. (11.84)) of an acidization dissolution system can be expressed as a function of
the dimensionless wavenumber (i.e. �m), the mineral dissolution ratio (i.e. e), the
initial porosity (i.e. /0) and the final porosity (i.e. /f) of the acidization dissolution
system. Since the critical Zhao number is directly proportional to the dimen-
sionless wavenumber, it is only necessary to investigate how other three factors,
namely the mineral dissolution ratio (i.e. e), the initial porosity (i.e. /0) and the
final porosity (i.e. /f), affect the critical Zhao number of the acidization dissolution
system. For this purpose, the dimensionless wavenumber is assumed to be unity in
the following analysis.

Figure 11.1 shows the variation of the critical Zhao number, which is marked as
Zh_Critical, with the mineral dissolution ratio due to different initial and final
porosities. In Fig. 11.1a, the initial porosity is fixed to be 0.1 (i.e. /0 = 0.1), so
that the effect of both the mineral dissolution ratio and the final porosity on the
critical Zhao number can be investigated, while in Fig. 11.1b, the final porosity is
fixed to be 0.5 (i.e. /f = 0.5), so as to investigate the effect of both the mineral
dissolution ratio and the initial porosity on the critical Zhao number of the aci-
dization dissolution system. It can be observed from Fig. 11.1a, b that with the
increase of the mineral dissolution ratio, the critical Zhao number of the acidi-
zation dissolution system increases gradually. This implies that the increase of the
mineral dissolution ratio can stabilize the acidization dissolution front in fluid-
saturated carbonate rocks. For a given mineral dissolution ratio in Fig. 11.1a, it is
noted that the critical Zhao number of the acidization dissolution system decreases
with the increase of the final porosity, which is marked as /f in this figure.
However, for a given mineral dissolution ratio in Fig. 11.1b, the critical Zhao
number of the acidization dissolution system increases with the increase of the
initial porosity, which is marked as /0 in this figure. This means that the increase
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of the final porosity of the carbonate rock can destabilize the acidization disso-
lution front, while the increase of the initial porosity can stabilize the acidization
dissolution front in fluid-saturated carbonate rocks.
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11.2.4 Effects of Several Factors on the Propagation Speed
of an Acidization Dissolution Front

The proposed theory indicates that the following four factors can affect the
dimensionless propagation speed of an acidization dissolution front in fluid-satu-
rated carbonate rocks: (1) the mineral dissolution ratio (i.e. e); (2) the initial
porosity (i.e. /0); (3) the final porosity (i.e. /f); and (4) the Zhao number (i.e. Zh)
of the acidization dissolution system. Since the dimensionless propagation speed
of an acidization dissolution front is directly proportional to the Zhao number of
the acidization dissolution system, only two special values of the Zhao number,
namely Zh = Zhcritical and Zh = /f, are considered to investigate the effects of the
other three factors on the dimensionless propagation speed of an acidization dis-
solution front in fluid-saturated carbonate rocks.

Figure 11.2 shows the variation of the dimensionless propagation speed of the
acidization dissolution front with the mineral dissolution ratio due to different
initial and final porosities in the case of Zh = Zhcritical. The general variation
trend is that with the increase of the mineral dissolution ratio, the dimensionless
propagation speed of the acidization dissolution front increases remarkably. This
indicates that with the increase of the mineral dissolution ratio, the acidization
dissolution front propagates faster in the acidization dissolution system. For a
given mineral dissolution ratio in the case of the initial porosity being equal to
0.1 (see Fig. 11.2a), an increase in the final porosity can result in a decrease in
the dimensionless propagation speed of the acidization dissolution front. How-
ever, for a given mineral dissolution ratio in the case of the final porosity being
equal to 0.5 (see Fig. 11.2b), an increase in the initial porosity can result in an
increase in the dimensionless propagation speed of the acidization dissolution
front. This means that the increase of the initial porosity can enable the acidi-
zation dissolution front to propagate faster, while the increase of the final
porosity can enable the acidization dissolution front to propagate slower in the
acidization dissolution system.

During the theoretical analysis in this study, a coefficient (namely R) is intro-
duced to facilitate the mathematical deduction. The physical meaning of this
coefficient is that it represents the dimensionless propagation speed of the acidi-
zation dissolution front in the special case of Zh = /f. Figure 11.3 shows the
variation of the dimensionless propagation speed of the acidization dissolution
front with the mineral dissolution ratio due to different initial and final porosities in
this special case. Compared with the results shown in Fig. 11.2, it is noted that the
general trends of the effects of the mineral dissolution ratio, initial porosity and
final porosity on the dimensionless propagation speed of the acidization dissolu-
tion front in the case of Zh = /f (see Fig. 11.3) are very similar to those in the case
of Zh = Zhcritical (see Fig. 11.2), although the specific values of the dimensionless
propagation speed are different in these two cases.
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11.3 Application of the Proposed Theory

To demonstrate how to use the proposed theoretical criterion to assess the insta-
bility of an acidization dissolution front propagating in fluid-saturated carbonate
rocks, it is necessary to obtain the laboratory experimental data or field observation
information. In terms of the experimental data available, Golfier et al. (2002)
conducted a series of laboratory experiments to simulate the instability phenomena
of an acidization dissolution front at the centimeter length scale. In particular, they
used the numerical method to reproduce the instability phenomena observed
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during the laboratory experiments, so that both the simulation results and the
detailed data were presented in their paper (Golfier et al. 2002). This means that
their results and data can be employed to illustrate how to use the proposed
theoretical criterion to assess the instability of an acidization dissolution front
when it propagates in fluid-saturated carbonate rocks.

Figures 11.4 and 11.5 show the simulated experimental sample and the related
simulation results in the work of Golfier et al. (2002). To identify the different
modes of the acidization dissolution front, it is useful to introduce the previous
conclusions that were drawn from the study on the evolution of NAPL dissolution
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fronts in fluid-saturated porous media (Zhao et al. 2011). If the Zhao number of a
dissolution system is of the same order of magnitude as the critical Zhao number
of the system, then the fundamental mode is predominant. If the Zhao number is
one order of magnitude higher than the critical Zhao number, then the (normal)
fingering mode is the predominant pattern of the dissolution front. If the Zhao
number is two orders of magnitude higher than the critical Zhao number, then the
fractal mode is predominant for the dissolution front. Compared with the previous
results of Zhao et al. (2011), the acidization dissolution fronts shown in
Fig. 11.4a–c are very similar to the fundamental mode, the (normal) fingering
mode and the fractal mode observed in the NAPL dissolution front propagation
system respectively.
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Fig. 11.4 The simulated sample in the paper of Golfier et al. (2002)

Fig. 11.5 The simulation results in the paper of Golfier et al. (2002): a Pe = 8.32 9 10-4;
b Pe = 4.14 9 10-3; c Pe = 1.66; d Pe = 83.2; e Pe = 832
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The conventional numerical procedures based on the finite element and/or finite
difference methods performed well for dealing with dispersion-dominated trans-
port problems (in the small Peclet number cases), but suffered from excessive
artificial oscillation when they are applied to the simulation of advection-domi-
nated transport problems (in the large Peclet number cases). To overcome this
difficulty, a time-splitting method, which splits the mass transport equation into a
hyperbolic part (consisting of advective terms) and an elliptic part (consisting of
diffusive/dispersive terms), was used to obtain numerical results in the paper of
Golfier et al. (2002). A scheme proposed by Takacs (1985) is employed for solving
the hyperbolic part so as to reduce the numerical (i.e. artificial) diffusion/disper-
sion. This scheme is a TVD (total variation diminishing), oscillation-free and
unconditional stable scheme. The elliptic part is solved using the conventional
implicit discretization scheme. The basic property of the TVD scheme is that the
total variation of the numerical solution does not increase during the solution
process (Gottlieb and Shu 1998). By using the above-mentioned time-splitting
method, it is possible to dealing with advection-dominated transport problems (in
the very large Peclet number cases), such as those considered in the paper of
Golfier et al. (2002).

The following parameters were used in the paper of Golfier et al. (2002): the
concentration of injected acid is 150 kg/m3; the density of the carbonate rock is
2700 kg/m3; the initial and final porosities are 0.38 and 1.0 respectively; the
effective diffusivity/dispersivity of the acid is 1 9 10-9 m2/s; the dynamic vis-
cosity of the pore-fluid is 1 9 10-3 (Pa � s); the mass exchange rate coefficient is
10 (1/s); the permeability of the carbonate rock is 1 9 10-11 m2; the stoichi-
ometric coefficient of the carbonate rock in terms of the weight density (i.e. weight
per volume) is 1.37; the width and height of the simulated sample are 5 and 10 cm
respectively.

To assess the instability of an acidization dissolution front, it is necessary to
evaluate both the Zhao number and the critical Zhao number of the acidization
dissolution system. Firstly, we explain how to evaluate the critical Zhao number
of the acidization dissolution system. Based on the above parameters, the min-
eral dissolution ratio of the acidization dissolution system can be evaluated as
follows:

e ¼ vC0

qs
¼ 1:37� 150

2700
� 0:076: ð11:88Þ

This can result in the following intrinsic time of the acidization dissolution
system:

t� ¼ 1
a0e
¼ 1

10� 0:076
� 1:316ðsÞ: ð11:89Þ
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Similarly, the intrinsic length of the acidization system can be determined
below:

L� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
/f Dt�

q
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1:0� 10�9 � 1:316
p

� 3:628� 10�5ðmÞ: ð11:90Þ

To determine the dimensionless wavenumber of the acidization dissolution
system, it is necessary to evaluate the dimensionless width of the acidization
dissolution system as follows:

�Ly ¼
Ly

L�
¼ 0:05

3:628� 10�5
� 1378: ð11:91Þ

This leads to the following dimensionless wavenumber of the acidization dis-
solution system:

�m ¼ 2p
�Ly
¼ 2� 3:142

1378
� 4:56� 10�3: ð11:92Þ

In the case of /f = 1.0,

b ¼ 0 from Equation 11:60ð Þð Þ; ð11:93Þ

R ¼ e
ð1þ eÞ � /0

¼ 0:076
1:076� 0:38

� 0:11 from Equation 11:70ð Þð Þ: ð11:94Þ

Consequently, the critical Zhao number of the acidization dissolution system
can be determined as follows:

Zhcritical ¼
ð3� 4Rþ R2Þ�m

2� Rþ R2
¼ ð3� 4� 0:11þ 0:112Þ � 4:56� 10�3

2� 0:11þ 0:112

� 6:17� 10�3: ð11:95Þ

Next, we explain how to evaluate the Zhao number of the acidization disso-
lution system. For this purpose, it is necessary to obtain the Darcy velocity used in
the paper of Golfier et al. (2002). However, Golfier et al. (2002) did not directly
give the Darcy velocity, but gave the Peclet number instead of the Darcy velocity.

In the case of evaluating the Peclet number, they used l ¼
ffiffiffiffi
K
p
¼

ffiffiffiffiffiffiffiffiffiffiffi
10�11
p

�
3:16� 10�6ð mÞ and D = 1 9 10-9 (m2/s) in their paper. This means that the
Darcy velocity used in the paper of Golfier et al. (2002) can be evaluated using the
following formula:

vflow ¼
PeD

l
¼ 10�9Pe

3:16� 10�6
� 3:16� 10�4Peðm/sÞ; ð11:96Þ

where Pe is the Peclet number used in the paper of Golfier et al. (2002).
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When Pe = 8.32 9 10-4, 4.14 9 10-3, 1.66, 83.2 and 832, the corresponding
values of the Darcy velocity are 2.63 9 10-7, 1.31 9 10-6, 5.25 9 10-4,
2.63 9 10-2 and 26.3 m/s respectively.

Finally, the Zhao number of the acidization dissolution system can be deter-
mined as follows:

Zh ¼ vflowffiffiffiffiffiffiffiffiffi
/f D

p
ffiffiffiffiffiffiffi
1

a0e

r

¼ vflow

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

1:0� 10�9 � 10� 0:076

r

� 3:63� 104vflow:

ð11:97Þ

From Eq. (11.97), the Zhao number of the acidization dissolution system is
9.55 9 10-3, 4.76 9 10-2, 1.91 9 10, 9.55 9 102 and 9.55 9 103 for
Pe = 8.32 9 10-4, 4.14 9 10-3, 1.66, 83.2 and 832 respectively. Since all the
Zhao numbers are greater than the corresponding critical Zhao number (i.e.
Zhcritical & 6.17 9 10-3), the acidization dissolution fronts considered in all the
five cases in the paper of Golfier et al. (2002) are unstable. This demonstrates that
the proposed instability theory can be used to identify the fundamental mode and
other modes of the acidization dissolution front in the fluid-saturated carbonate
rock.

In summary, the proposed theory includes two fundamental concepts, namely
the intrinsic time and length of an acidization dissolution system, and a theoretical
criterion that involves the comparison of the Zhao number and its critical value of
the acidization dissolution system. The intrinsic time is used to determine the time
scale at which the acidization dissolution front is formed, while the intrinsic length
is used to determine the length scale at which the instability of the acidization
dissolution front can be initiated. Under the assumption that the acidization dis-
solution reaction is a fast process, the critical Zhao number, which is used to assess
the instability likelihood of an acidization dissolution front propagating in fluid-
saturated carbonate rocks, has been derived in a strictly mathematical manner.
Based on the proposed instability theory of a propagating acidization dissolution
front, it has been theoretically recognized that: (1) the increase of the mineral
dissolution ratio can stabilize the acidization dissolution front in fluid-saturated
carbonate rocks; (2) the increase of the final porosity of the carbonate rock can
destabilize the acidization dissolution front, while the increase of the initial
porosity can stabilize the acidization dissolution front in fluid-saturated carbonate
rocks; (3) the increase of the mineral dissolution ratio can cause an increase in the
dimensionless propagation speed of the acidization dissolution front; and (4) the
increase of the initial porosity can enable the acidization dissolution front to
propagate faster, while the increase of the final porosity can enable the acidization
dissolution front to propagate slower in the acidization dissolution system. In
addition, an application example has been employed to illustrate how to use the
proposed theory to assess the instability likelihood of an acidization dissolution
front in the fluid-saturated carbonate rock.
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Summary Statements

Physical and chemical dissolution-front instability problems exist ubiquitously in
many scientific and engineering fields. In geoenvironmental engineering, the
remediation of contaminated sites using fresh water to flush the contaminated soils
involves propagation of the dissolved contaminant front in the water-saturated
porous medium. In mineral mining engineering, the extraction of minerals in the
deep Earth using the in-situ leaching technique may result in propagation of the
dissolved mineral front in the fluid-saturated porous medium. In petroleum industry,
the secondary recovery of oil by acidifying the oil field to uniformly increase
porosity and hence the yield of oil is associated with propagation of the acid-
dissolved material front in porous rocks. Thus, a systematical study on the dynamic
mechanisms of physical and chemical dissolution-front instability phenomena is
beneficial not only for understanding ore forming mechanisms, which are imperative
to develop advanced techniques for exploring new ore deposits in the deep Earth, but
also for understanding dissolved contaminant transport, which is important to
develop innovative techniques for rehabilitating contaminated soils. Toward this
end, both theoretical analyses and computational simulations have been extensively
carried out in such a systematical study. As a result, the following conclusions have
been drawn from the research work reported in the monograph.

(1) To solve chemical dissolution-front propagation problems, it is necessary to
deal with a coupled system between porosity, pore-fluid pressure and
reactive chemical-species transport in fluid-saturated porous media. Due to
the morphological instability of a chemical dissolution front, this problem
needs to be solved mathematically and numerically. Mathematical methods
are used to establish a theoretical criterion for assessing whether or not a
chemical dissolution system under consideration is in a critical or
supercritical state. A segregated algorithm based on a combination of the
finite element and finite difference methods has been proposed for
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simulating the morphological evolution of chemical dissolution fronts in
chemical dissolution systems of critical and supercritical Zhao numbers.
A set of analytical solutions have been derived for a benchmark problem to
verify the proposed numerical procedure. Not only can the derived
analytical solutions be used to verify any numerical method before it is
used to solve this kind of chemical dissolution-front propagation problem,
but also they can be used to understand the fundamental mechanisms behind
the morphological instability of a chemical dissolution front during its
propagation within fluid-saturated porous media of critical and supercritical
Zhao numbers. The related numerical results have demonstrated that the
proposed segregated algorithm and related numerical procedure are useful
for and capable of simulating the morphological instability of chemical
dissolution fronts within fluid-saturated porous media.

(2) The related theoretical and numerical results from investigating the effects
of particle reactive surface areas have demonstrated that: first, since the
shape coefficient of spherical grains is greater than that of cubic grains, the
chemical dissolution system consisting of spherical grains is more unstable
than that consisting of cubic grains; second, the instability likelihood of a
natural porous medium, which is comprised of irregular grains, is smaller
than that of an idealized porous medium, which is comprised of regular
spherical grains; third, reactive surface areas associated with different
particle shapes can have a significant influence on the morphological
evolution of an unstable chemical-dissolution front within the fluid-
saturated porous medium.

(3) The related theoretical results from investigating the effects of mineral
dissolution ratios have revealed that the mineral dissolution ratio plays an
important role in controlling the propagation speed of a planar chemical
dissolution-front in the fluid-saturated porous medium. An increase in the
value of the mineral dissolution ratio can result in a remarkable decrease in
the value of the dimensionless propagation speed of a planar chemical
dissolution-front. On the other hand, the related computational simulation
results have demonstrated that the mineral dissolution ratio has a considerable
influence on the evolution pattern of a planar chemical dissolution-front
during its propagation in the fluid-saturated porous medium. An increase in
the mineral dissolution ratio can reduce the likelihood for a planar chemical
dissolution-front to evolve from the initial planar shape into different
morphologies within the fluid-saturated porous medium of finite size.

(4) The theoretical results from examining the effects of solute dispersion have
led to the following findings. First, the propagation speed of a planar
chemical dissolution-front in the case of considering solute dispersion
effects is exactly the same as that when solute dispersion effects are
neglected. This indicates that solute dispersion does not affect the
propagation speed of the planar chemical dissolution-front in a fluid-
saturated porous medium. Second, consideration of solute dispersion can
cause a significant increase in the critical Zhao number, which is used to
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judge whether or not a planar chemical dissolution-front may become
unstable in the fluid-saturated porous medium. This means that the
consideration of solute dispersion can stabilize a planar chemical
dissolution-front because an increase in the critical Zhao number reduces
the likelihood of the planar chemical dissolution-front instability in a fluid-
saturated porous medium. Third, for both a given solute dispersion ratio and
a given longitudinal dispersivity, an increase in the final porosity value
destabilizes the chemical dissolution-front so that it becomes easier for a
planar chemical dissolution-front to evolve into different morphologies. In
addition, the present results can be used as benchmark solutions for
verifying numerical methods employed to simulate detailed morphological
evolution processes of chemical dissolution fronts in two-dimensional fluid-
saturated porous media.

(5) The related theoretical and numerical results from investigating the effects
of medium permeability anisotropy have clearly demonstrated that a
decrease in the medium anisotropic permeability factor (or ratio), which is
defined as the ratio of the principal permeability in the transversal direction
to that in the longitudinal direction parallel to the pore-fluid inflow
direction, can stabilize the chemical dissolution front so that it becomes
more difficult for a planar chemical dissolution-front to evolve into different
morphologies in the chemical dissolution system. On the other hand, the
medium anisotropic permeability ratio can have significant effects on the
morphological evolution of the chemical dissolution front. When the Zhao
number of the chemical dissolution system is greater than its critical value,
the greater the medium anisotropic permeability ratio, the faster the
irregular chemical dissolution-front grows.

(6) The related theoretical and numerical results from examining the effects of
pore-fluid and medium compressibility have led to the following findings.
First, not only can pore-fluid compressibility affect the propagation speeds
of chemical dissolution fronts in both subcritical and supercritical chemical
dissolution systems, but also it can affect the growth and amplitudes of
irregular chemical dissolution fronts in supercritical chemical dissolution
systems. Second, medium compressibility may have a little influence on the
propagation speeds of chemical dissolution fronts, but it can have significant
effects on the growth and amplitudes of irregular chemical dissolution-
fronts in supercritical chemical dissolution systems. Third, both medium
and pore-fluid compressibility may stabilize irregular chemical dissolution-
fronts in supercritical chemical dissolution systems.

(7) To simulate the chemical dissolution-front evolution in a three-dimensional
fluid-saturated porous medium, a combined numerical procedure consisting
of the finite difference and finite element methods has been proposed. Since
the problem belongs to a complex system science problem, a small
randomly-generated perturbation of porosity is added into the initial
porosity of a three-dimensional homogeneous domain to trigger the
instability of a planar chemical dissolution-front during its propagation
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within the fluid-saturated porous medium. To test the correctness and
accuracy of the proposed numerical procedure, a three-dimensional
benchmark problem has been constructed and the related analytical
solution has been derived. This enables the proposed numerical procedure
to be used for simulating the morphological evolution of a three-
dimensional chemical dissolution-front from a stable, planar state into an
unstable, fingering state. The related numerical results have demonstrated
that the proposed numerical procedure is useful for and capable of
simulating the morphological evolution of a three-dimensional chemical
dissolution-front within the fluid-saturated porous medium.

(8) A theoretical criterion for assessing the instability of planar NAPL
dissolution-fronts in two-dimensional fluid-saturated porous media of
finite domains has been established. Not only can the present theoretical
results be used for theoretical understanding of the effect of solute
dispersion on the instability of a NAPL dissolution front in the fluid-
saturated porous medium of either a finite domain or an infinite domain, but
also they can be used as benchmark solutions for verifying numerical
methods employed to simulate the detailed morphological evolution
processes of NAPL dissolution fronts in two-dimensional fluid-saturated
porous media. The related simulation results have revealed that: (i) the
proposed numerical procedure is useful and applicable for simulating the
morphological evolution of NAPL dissolution fronts in two-dimensional
fluid-saturated porous media of finite domains; (ii) if the Zhao number of a
NAPL dissolution system is in the lower range of the supercritical Zhao
numbers, the fundamental mode is predominant; (iii) if the Zhao number is
in the middle range of the supercritical Zhao numbers, the (normal)
fingering mode is the predominant pattern of the NAPL dissolution front;
and (iv) if the Zhao number is in the higher range of the supercritical Zhao
numbers, the fractal mode is predominant for the NAPL dissolution front.

(9) The related numerical simulation results from investigating the effects of
domain shapes have demonstrated that: (i) domain shapes have a significant
effect on both the propagation speed and the morphological evolution
pattern of a NAPL dissolution front in the fluid-saturated porous medium;
(ii) an increase in the divergent angle of a trapezoidal domain can lead to a
decrease in the propagation speed of the NAPL dissolution front; (iii) the
morphological evolution pattern of the NAPL dissolution front in a
rectangular domain is remarkably different from that in a trapezoidal
domain of a large divergent angle; (iv) for a rectangular domain, the
simplified dispersion model, which is commonly used in the theoretical
analysis and numerical simulation, is valid for solving NAPL dissolution
instability problems in fluid-saturated porous media; and (v) compared with
diverging flow (when the trapezoidal domain is inclined outward),
converging flow (when the trapezoidal domain is inclined inward) can
enhance the growth of NAPL fingers, indicating that pump-and-treat
systems by extracting contaminated groundwater might enhance NAPL
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dissolution fingering and lead to less uniform dissolution fronts.
(10) The propagation theory of mesh discretization errors associated with a

NAPL dissolution system is first presented for a rectangular domain and
then extended to a trapezoidal domain. This leads to the establishment of the
finger-amplitude growing theory associated with both the corner effect and
the mesh discretization effect in the NAPL dissolution systems of
trapezoidal domains. This theory can be used to make the approximate
error estimation of the corresponding computational simulation results. The
related theoretical analysis and numerical results have demonstrated that: (i)
both the corner effect and the mesh discretization effect can be
quantitatively viewed as a kind of small perturbation so that they can
have some considerable effects on the computational results of supercritical
NAPL dissolution systems; (ii) the proposed finger-amplitude growing
theory associated with the corner effect at the entrance of a trapezoidal
domain is useful for correctly explaining why the finger at either the top or
the bottom boundary grows much faster than that within the interior of the
trapezoidal domain; and (iii) the proposed finger-amplitude growing theory
associated with the mesh discretization error in the NAPL dissolution
system of a trapezoidal domain can be used for quantitatively assessing the
correctness of computational simulations of NAPL dissolution-front
instability problems in trapezoidal domains, so that it can be ensured that
the computational simulation results are controlled by the physics of the
NAPL dissolution system, rather than by the numerical artifacts.

(11) The intrinsic time is used to determine the time scale at which the
acidization dissolution front is formed, while the intrinsic length is used to
determine the length scale at which the instability of the acidization
dissolution front can be initiated. Under the assumption that the acidization
dissolution reaction is a fast process, the critical Zhao number, which is
used to assess the instability likelihood of an acidization dissolution-front
propagation in fluid-saturated carbonate rocks, has been derived in a strictly
mathematical manner. Based on the proposed instability theory of a
propagating acidization dissolution front, it has been theoretically
recognized that: (i) the increase of the mineral dissolution ratio can
stabilize the acidization dissolution front in fluid-saturated carbonate rocks;
(ii) the increase of the final porosity of the carbonate rock can destabilize the
acidization dissolution front, while the increase of the initial porosity can
stabilize the acidization dissolution front in fluid-saturated carbonate rocks;
(iii) the increase of the mineral dissolution ratio can cause an increase in the
dimensionless propagation speed of the acidization dissolution front; and
(iv) the increase of the initial porosity can enable the acidization dissolution
front to propagate faster, while the increase of the final porosity can enable
the acidization dissolution front to propagate slower in the acidization
dissolution system.
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(12) At the end of this monograph, it needs to be pointed out that there remains
much to be done in this particular research field. For instance, only physical
and chemical dissolution fronts of planar shapes are treated theoretically in
this field. Physical and chemical dissolution fronts of other different shapes,
such as circular, cylindrical and spherical shapes, have not been
theoretically considered so far. In addition, temperature effects in non-
isothermal dissolution systems have also neglected in the current research.
To solve energy shortage problems facing the mankind, physical and
chemical dissolution-front instability phenomena should be employed to
develop advanced and innovative techniques for extracting unconventional
hydrocarbons, such as gas hydrates, heavy oil, and shale oil/gas, from the
reservoirs that are comprised of low porosity rocks.
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