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Preface

The development of environmentally compatible energy technologies has been
accelerated in response to the growing concern of the impacts from climate
change. Wind energy is rapidly emerging as a low carbon, resource efficient, cost-
effective sustainable technology in the world. Due to the demand of higher power
production installations with less environmental impacts, the continuous increase
of the size of wind turbines and the recently developed offshore (floating) tech-
nologies have led to new challenges in the wind turbine systems.

Wind turbines are complex systems with large flexible structures that work
under very turbulent and unpredictable environmental conditions for a variable
electrical grid. The maximization of wind energy conversion systems, load
reduction strategies, mechanical fatigue minimization problems, costs per kilowatt
hour reduction strategies, reliability matters, stability problems, and availability
(sustainability) aspects demand the use of advanced (multivariable and multi-
objective) cooperative control systems to regulate variables such as pitch, torque,
power, rotor speed, power factors of every wind turbine, etc. Meanwhile, the
purpose of wind turbine monitoring and fault diagnosis systems is to detect and
locate degradations and failures in the operation of wind turbine components as
early as possible, so that maintenance operations can be performed in due time
(e.g., during time periods with low wind speed). Therefore, the number of costly
corrective maintenance actions can be reduced and consequently the loss of wind
power production due to maintenance operations is minimized.

This book is mainly research-oriented, covers, and advances the current state-
of-the-art of aforementioned subjects. It provides new understanding, methodol-
ogies, and algorithms of control and monitoring, and computer tools for modeling
and simulation, along with several illustrative examples and practical case studies,
and therefore includes extensive application features not found in solely academic
textbooks. This book is primarily intended for researchers and postgraduates in the
field of wind turbines, wind energy, and various disciplines ranging from elec-
trical, mechanical to control engineering, and graduate and senior undergraduate
students in engineering wishing to expand their knowledge of wind energy sys-
tems. The practicing engineers of wind technology will also benefit from the
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comprehensive coverage of all topics of this book for acquiring new knowledge on
wind turbine systems.

This book is divided into five main parts: Power Converter Systems (Chaps.
1–3); Control (Chaps. 4–7); Monitoring and Fault Diagnosis (Chaps. 8–11);
Vibration Mitigation (Chaps. 12–13); and Test-Bench for Research/Education
(Chaps. 14–15).

Chapter 1 studies the variable speed permanent-magnetic synchronous gener-
ator with power electronic converters. The proposed supervisory reactive power
control scheme can be applied to larger wind farms and network configurations.
Chapter 2 proposes a higher-order sliding mode control strategy for the doubly-fed
induction generators-based wind turbines. Simulations using the NREL FAST
code have shown its effectiveness and attractiveness in terms of robustness (fault
ride-through capability enhancement) and sensorless control. Chapter 3 deals with
the problem of grid integration of the wind energy conversion systems by opti-
mizing the power delivered to the grid in order to provide the voltage support
ancillary service at the point of common coupling. Maximum power point tracking
control algorithms are proposed for the variable speed wind energy conversion
systems. Chapter 4 presents a robust pitch control design for variable speed wind
turbines operating along the entire wind speed range. H‘ and advanced antiwindup
techniques are used to provide a high performance control solution for both low
wind and high wind operating modes with optimum performance in the transition
zone. Chapter 5 proposes a unified design procedure for different multivariable
robust controllers. The designed feedback control strategies can reduce the wind
effect in structural modes and consequently mitigate the fatigue loads in the wind
turbine. Chapter 6 presents an individual pitch static output feedback controller for
an offshore floating wind turbine system. By properly designing a constrained
control gain matrix, the proposed control strategy is robust and fault tolerant to the
pitch sensor failure. Chapter 7 focuses on investigations of different aspects related
to a fault tolerant control approach to sustainable wind turbine systems. Fault
tolerant control strategies based on the Takagi-Sugeno fuzzy framework are pre-
sented for offshore wind turbines. Chapter 8 studies the problem of the ice
accumulation monitoring and active de-icing control of wind turbine blades. An
optical ice sensing method is proposed for the direct detection of ice on the blade.
An aero/thermodynamic model is developed to predict the heat flux locally needed
for de-icing under variable atmospheric conditions. Chapter 9 provides a structural
health monitoring solution for wind turbine blades. A fatigue damage detection
system is developed by using high-spatial-resolution differential pulse-width pair
Brillouin optical time-domain analysis sensing system. Chapter 10 presents new
methods of single sensor based monitoring, and redundant sensors based fault
detection/isolation, in which the analytical redundancy for sensor fault detection/
isolation is considered and a decision system based on a recursive statistical
change detection/isolation algorithm is used. Chapter 11 studies the structural
loading effects of various pitch system faults in an offshore floating wind turbine.
The considered faults include the bias and gain errors in pitch sensor measure-
ments, the performance degradation of the pitch actuator, in addition to the
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actuator stuck and actuator runaway faults. Chapter 12 deals with the problem of
vibration mitigation of wind turbine towers. Tuned mass damper and tuned liquid
column damper are used to reduce the resonant tower vibrations induced by the
soil-structure interaction and eventual seismic excitation, and thus to improve the
fatigue life of wind turbines. Chapter 13 proposes the use of magnetorheological
dampers to control the structural response of wind turbines. Based on the smart
base restraint (a combination of the smooth hinge, elastic springs and magneto-
rheological dampers), a semiactive control algorithm commands instantaneously
the magnetorheological dampers during the motion, making them modulating the
reactive force as needed to achieve the performance goals. Chapter 14 presents a
new low-cost, flexible test-bench wind farm for advanced research and education
in optimum wind turbine, which is useful for making experimental validation of
wind farm design, modeling, estimation and multiloop cooperative control.
Chapter 15 illustrates how to set up an inexpensive but effective hard-
ware-in-the-loop platform for the test of wind turbine controllers.

Finally, we would like to express our deep gratitude to all authors for their high-
quality contributions, and to all reviewers and managing personal of Springer for
their interest and enthusiasm throughout the editing process of this book.

Girona, Spain Ningsu Luo
Barcelona, Spain Yolanda Vidal

Leonardo Acho
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Part I
Power Converter Systems



Chapter 1
Modeling and Control of PMSG-Based
Variable-Speed Wind Turbine

Hee-Sang Ko

Abstract This chapter presents a control scheme of a variable-speed wind turbine
with a permanent-magnet synchronous-generator (PMSG) and full-scale back-to-
back voltage source converter. A comprehensive dynamical model of the PMSG wind
turbine and its control scheme is presented. The control scheme comprises both the
wind-turbine control itself and the power-converter control. In addition, since the
PMSG wind turbine is able to support actively the grid due to its capability to control
independently active and reactive power production to the imposed set-values with
taking into account its operating state and limits, this chapter presents the supervisory
reactive-power control scheme in order to regulate/contribute the voltage at a remote
location. The ability of the control scheme is assessed and discussed by means of
simulations, based on a candidate site of the offshore wind farm in Jeju, Korea.

Keywords Permanent-magnetic synchronous generator � Wind turbine � Wind
farm � Variable speed � Voltage control � Point- of-common coupling

Nomenclature

PMSG Permanent magnetic synchronous generator
TR Transformer
TL Transmission line
Ca Cable
IB Infinite bus
VSC Voltage source converter
PCC Point-of-common coupling
WT Wind turbine
Sub-script: 1–5 Bus number
v, i Voltage, current

H.-S. Ko (&)
Wind Energy Laboratory, Korea Institute of Energy Research, Daejeon, Korea
e-mail: heesangko@kier.re.kr

� Springer International Publishing Switzerland 2014
N. Luo et al. (eds.), Wind Turbine Control and Monitoring,
Advances in Industrial Control, DOI 10.1007/978-3-319-08413-8_1
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Sub-scripts: d, q Direct, quadratic axis in synchronous reference frame
R, L, C Resistance, inductance, capacitance
xe Stator electrical angular speed of PMSG
xb Base angular speed in rad/sec
xr Generator rotational speed of PMSG
Ls Stator leakage inductance of PMSG
wm Exciter flux of PMSG
w Flux leakage of PMSG
Pset

g Set-value for active power of grid-side controller of VSC
Qset

g Set-value for reactive power of grid-side controller of VSC
Qset

s Set-value for reactive power of generator-side controller of
VSC

Sub-script: s Stator quantity of PMSG and/or generator-side quantity of
generator-side controller of VSC

Sub-script: g Grid-side quantity of grid-side controller of VSC
Sub-script: b Base quantity for per-unit
Sub-script: filt Filter quantity of RL-filter
Sub-script: dc Dc-link quantity of VSC
kp; ki Proportional and integral gain of PI controller

1.1 Introduction

Variable-speed power generation enables the operation of the turbine at its max-
imum power coefficient over a wide range of wind speeds, obtaining a larger
energy capture from the wind with a power converter which allows variable-speed
operation. One of the problems associated with variable-speed wind systems today
is the presence of the gearbox coupling the wind turbine (WT) to the generator.
This mechanical element suffers from considerable faults and increases mainte-
nance expenses. To improve reliability of the WT and reduce maintenance
expenses the gearbox should be eliminated.

Megawatt (MW) class wind turbines equipped with a permanent-magnetic
synchronous generator (PMSG) have been announced by Siemens Power Gener-
ation and GE Energy. In this concept, the PMSG can be directly driven or can have
smaller gearboxes or even gearless and is connected to the ac power grid through
the power converter. Use of the power converter is essential because it allows the
linkage of the generator operating at variable speed to the ac power grid at a fixed
electrical frequency. The converter rating must be similar to or even larger than the
rated power of the generator. Permanent-magnet excitation allows to use a smaller
pole pitch than do conventional generators, so these machines can be designed to
rotate at rated speeds of 20–200 rpm, depending on the generator rated power [1].

4 H.-S. Ko



However, the electromagnetic construction of the PMSG is more complex than
in the case of conventional WT concepts such as fixed-speed with squirrel
induction generators and variable-speed with doubly-fed induction generators, etc.
Also, the reduced gear ratio may require an increase in the number of generator
pole pairs, which complicates the generator construction [1–8].

MW class WTs have been commissioned in large (offshore) wind farms con-
nected directly to transmission networks. However, increased wind power gener-
ation has influenced the overall power system operation and planning in terms of
power quality, security, stability, and voltage control [9–14]. The local power flow
pattern and the system’s dynamic characteristics change when large WTs are
connected to the utility grid [15]. Thus, compliance with the grid codes of national
Transmission System Operators (TSOs) becomes an important issue [16].

Therefore, the interaction between WFs and power systems is a research topic
that needs more attention. To get a better understanding of how the control systems
of the individual WTs and WFs influence each other, modeling and simulation are
essential. To investigate the interaction between controllers of WTs or WFs and
the controllers of the grid is considered a challenge. With more advanced control
algorithms, WTs and WFs can provide ancillary services to the grid, e.g., by
providing reactive power or participate in voltage/frequency control. To study the
impacts of these advanced control strategies on a system level, more modeling
efforts are required.

Therefore, this chapter presents the detail system modeling and the control
design of a PMSG-based-WT. Also, alternative design and/or control solutions are
proposed to improve the voltage control at a required location such as a point-
of-common coupling (PCC).

This chapter is organized as follows: The detail dynamic model including voltage
source converter (VSC) control design is presented in Sect. 1.2; in Sect. 1.3, the
supervisory reactive-power control scheme is proposed; case studies are carried out
in Sect. 1.4; and conclusions are drawn in Sect. 1.5.

1.2 Dynamic Model of PMSG-WT-Based Power Systems

The system considered in this chapter is shown in Fig. 1.1. The WF consists of
5 units of WT. Each WT is equipped with a 0.69/22.9 kV step-up transformer
(TR). The WF is connected to the grid using a 2 km submarine cable (Ca) and a
14 km overhead transmission line (TL). The considered operating condition is as
follows: the WF supplies 7 MW of active power and 0.3 MVar of reactive power
to the local load, which consumes 8 MW and 1.9 MVar. The remaining active
power comes through the 154 kV utility grid, which is represented by an infinite
bus.

Although the fundamental principle of a WT is straightforward, modern WTs
are complex systems. The design and optimization of the WT’s blades, drive train,

1 Modeling and Control of PMSG-Based Variable-Speed Wind Turbine 5



and tower require extensive knowledge of aerodynamics, mechanical and struc-
tural engineering, control and protection of electrical subsystems, etc.

The details of the WT considered in the model are shown in Fig. 1.2. The WT
consists of the following components: a three-bladed rotor with the corresponding
pitch controller [17]; a PMSG with two converters, a dc-link capacitor, a grid filter;
and converter controllers.

The generator parameters of a 2 MW PMSG-WT can be found in [1]. The
electrical part of the overall system is modeled using the dq-synchronous reference
frame [18, 19] representation of the individual components. Wherein, the d-axis is
assumed to be aligned to the stator flux, and the current coming out of the machine
is considered positive. The PMSG controllers utilize the concept of disconnection
of the active and reactive power controls by transformation of the machine
parameters into the dq-reference frame and by separating forming of the stator
voltages. Then, the active power can be controlled by influencing the d-axis
component of the stator current while the reactive power can be controlled by
influencing the q-axis components of the stator current. The system parameters and
control gains, etc., are summarized in the Appendix.

Local load

3
4

(PCC) 5
TR: Transformer
TL: Transmission line    
Ca: Cable    
IB: Infinite bus
PCC: point-of-common coupling

2kmCa

14km

TL

22.9
/154kV

TR IB

PMSG-WT1

TR

1

2

0.69
/22.9kV

PMSG-WT2

TR

1

2

0.69
/22.9kV

...
PMSG-WT5

TR

1

2

0.69
/22.9kV

Fig. 1.1 Grid-connected wind turbine system

PMSG

1Wind
speed
vwt

ωt

Pm
Ps

vdq,s vdq,g
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Rotor blade

& pitch control

Generator-side
converter

Grid-side
converter

DC-link
Filter

VSC 
controller
(Fig. 4)

Drive train

Fig. 1.2 Permanent-magnetic synchronous generator wind turbine (PMSG-WT)
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1.2.1 Permanent-Magnetic Synchronous-Generator

The PMSG was represented by the following equations [1] :

1
xb

dwds

dt
¼ vds1 þ Rsids þ xewqs

1
xb

dwqs

dt
¼ vqs1 þ Rsiqs � xewds

ð1:1Þ

with

wds ¼ �Ldsids � wm; wqs ¼ �Lqsiqs ð1:2Þ

where v is the voltage, R is the resistance, i is the current, xe is the stator electrical
angular speed, xb is the base angular speed in rad/sec, Ls is the stator leakage
inductance, wm is the exciter flux of the PMSG, and w is the flux linkage. The
subscripts d and q indicate the direct and quadrature axis components, respec-
tively. The subscripts s and 1 indicate stator quantities and bus 1 shown in Fig. 1.1,
respectively. The electrical active and reactive power delivered by the stator are
given by

Ps ¼ vds1ids þ vqs1iqs; Qs ¼ vds1iqs � vqs1ids ð1:3Þ

The mathematical model of a TL, a TR, a cable, and a load can be obtained
from the description of the R, L, C segment [20] into the dq-synchronous reference
frame. The equations of the TL, the TR, the cable, and the RL load are given in
Eqs. 1.4–1.7 based on Fig. 1.3 where superscripts s and e stand for the sending-
end and the receiving-end.

ωeLidl

vq

++

_ _

iq

iqc

iql R

C

L

ωeCvdωeCvd

iqc
C

iq

vq

++

_ _

vd

id

idc
C

idl R LωeLiql

ωeCvq ωeCvq

idc
C

id

vd

e

e

e

e

e

e

e

s

s

s

s

s

s

s

s e

Fig. 1.3 Lumped-parameter p equivalent-circuit description in the dq-domain
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1.2.2 Transmission Line

LTL

xb

didl

dt
¼ vd4 � vd3 � RTLidl þ xeLTLiql

LTL

xb

diql

dt
¼ vq4 � vq3 � RTLiql � xeLTLidl

CTL

xb

dvd3

dt
¼ is

dc þ xeCTLvq1;
CTL

xb

dvq3

dt
¼ is

qc � xeCTLvd3

CTL

xb

dvd4

dt
¼ iedc þ xeCTLvq4;

CTL

xb

dvq4

dt
¼ ieqc � xeCTLvd4

ð1:4Þ

1.2.3 Transformer

Ltr

xb

didl

dt
¼ vd2 � vd1 � Rtridl þ xeLtriql

Ltr

xb

diql

dt
¼ vq2 � vq1 � Rtriql � xeLtridl

Co

xb

dvd1

dt
¼ idl þ xeCovq1;

Co

xb

dvq1

dt
¼ iql � xeCovd1

ð1:5Þ

1.2.4 Cable

Lca

xb

didl

dt
¼ vd3 � vd2 � Rcaidl þ xeLcaiql

Lca

xb

diql

dt
¼ vq3 � vq2 � Rcaiql � xeLcaidl

Cca

xb

dvd2

dt
¼ is

dc þ xeCcavq2;
Cca

xb

dvq2

dt
¼ isqc � xeCcavd2

ð1:6Þ

1.2.5 RL Load

The RL load in the dq-domain can be described as

Lload

xb

didL

dt
¼ vd4 � RloadidL þ xeLloadiqL

Lload

xb

diqL

dt
¼ vq4 � RloadiqL � xeLloadidL

Co

xb

dvd4

dt
¼ idL þ xeCovq4;

Co

xb

dvq4

dt
¼ iqL � xeCovd4

ð1:7Þ
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As shown in Fig. 1.2, the grid-side converter is connected to the grid through
the filter. The voltage equations for the RL-filter in the dq–synchronous reference
frame can be derived as shown in Sect. 2.6.

1.2.6 RL-Filter on the Grid-Side Converter

Lfilt

xb

didg

dt
¼ vd1 � Rfiltidg þ xeLfiltiqg

Lfilt

xb

diqg

dt
¼ vq1 � Rfiltiqg � xeLfiltidg

ð1:8Þ

where subscript filt stands for filter.

1.2.7 Voltage Source Converter Controller

Figure 1.4 presents the detailed block diagram of the VSC controller depicting the
respective input and output variables. Here, Pset

g is the set-value for the active
power for the WT terminal. The value of Pset

g is determined from the WT energy-
harvesting characteristic as shown in Fig. 1.5, which is represented here as a
lookup table Pset

g ðxrÞdetermined in terms of generator rotational-speed xr. Since
variable-speed WTs are traditionally operated in PFC mode to achieve the unity
power factor at the terminal of the WT, the reactive power set-point Qset

g is set to
zero.

The VSC control module consists of the generator-side, the dc-link, and the
grid-side converter controller. These controllers utilize proportional-integral (PI)
controllers. These PI controllers are tuned using the Nyquist constraint technique
to deal with model uncertainties [21, 22]. Each of the controllers is briefly
described below.

Generator-side
controller

DC-link
controller

Grid-side
controller

Pg
set

Qs
set

Pg Qs idq,s ψdq,sωe

Ps

vdc vdc

vdc
ref vdq,g

Ps
set

idq,g Lfilterωe

idq,g
set

Qg
set

vdq,s vdq,g

Fig. 1.4 Block diagram of the VSC controller showing the input/output variables
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A. Generator-side converter controller: Fig. 1.6 shows a block diagram of the
generator-side converter controller module, which includes four internal PI
controllers, PI1 through PI4. The controller is implemented as two branches,
one for the active power (PI1 and PI2) and one for the reactive power (PI3 and
PI4) with the corresponding de-coupling terms between the d and q axes,
respectively.

The transfer function from the stator voltage to the stator current is approxi-
mated as

IdsðsÞ
V 0dsðsÞ

IqsðsÞ
V 0qsðsÞ

� �T

¼
1

Rs þ s Lds=xbð Þ
1

Rs þ s Lqs

�
xb

� �
� �T

ð1:9Þ

Similarly, the transfer function from the stator current to reactive and active
power is approximated as

PsðsÞ
IdsðsÞ

QgðsÞ
IqsðsÞ

� �T

¼ Rs þ s Lds
xb

Rs þ s
Lqs

xb

� �T

ð1:10Þ

Then, Eq. 1.9 is used to tune PI2 and PI4, and Eq. 1.10 is used to tune PI1 and
PI3.
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Fig. 1.5 WT maximum
energy-harvesting curve

Qs
set

Pg
set

Qs

Pg

ids
set

iqs
set

ids

iqs

vds

vqs

vds*

vqs*

ωeψds

vds

vqs

vdc

PI3

PI1

PI4

PI2

+

+
+

+ + +

__

_

_

_

ωeψqs

-

-

+

Fig. 1.6 Block diagram of
the generator-side converter
controller
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B. Grid-side converter controller: Fig. 1.7 shows a block diagram of the grid-side
converter controller module, which also includes two internal PI controllers PI5
and PI6, with corresponding de-coupling terms between the d and q axes.

The voltage equation for the grid-side converter RL-filter can be expressed as

Lfilt

xb

� �
didg

dt
¼ vd1 � Rfiltidg þ xeLfiltidg

Lfilt

xb

� �
diqg

dt
¼ vq1 � Rfiltiqg � xeLfiltidg

ð1:11Þ

from which the transfer function from the filter voltage to current is

Idg sð Þ
Vd1 sð Þ

Iqg sð Þ
Vq1 sð Þ

� �T

¼

1
Rfilt þ s Lfilt=xbð Þ

1
Rfilt þ s Lfilt=xbð Þ

� �T
ð1:12Þ

The inputs to the grid-side controller are the set-values for the currents, which
flows to the grid through the VSC. The set-values of the input currents are cal-
culated by the active and reactive power commands Pset

s and Qset
g as follows:

iset
qg

iset
dg

" #
¼

vq1 vd1

�vd1 vq1

" #�1 Pset
s

Qset
g

" #
ð1:13Þ

where Pset
s and Qset

g are the set-points of the active and reactive power commands.

The value for Pset
s is provided by the dc-link controller, which determines the flow

of active power and regulates the dc-link voltage by driving it to a constant
reference value.

C. DC-link dynamic model and its controller: The capacitor in the dc-link is an
energy storage device. Neglecting losses, the time derivative of the energy in
this capacitor depends on the difference in the power delivered to the grid filter,

iqg
set

iqg ωeLfiltidg

vqg vqg*
vqgPI6

vdc

+++ _

idg
set

idg ωeLfiltiqg

vdg vdg*
vdgPI5

++ _ _

-

-

Fig. 1.7 Block diagram of
the grid-side converter
controller
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Pg, and the power provided by the stator circuit of the PMSG, Ps, which can be
expressed as

1
2

Cdc

xb

dv2
dc

dt
¼ Pg � Ps ð1:14Þ

The dc-link controller regulates the capacitor voltage by driving it to the ref-
erence value vref

dc , and outputs the set point for the active power Pset
s needed in

Eq. 1.13. Figure 1.8 shows the dc-link model with its controller PI7. The set point
for the output active power by Pset

s ¼ vdciset
dc;s.

1.3 The Supervisory Reactive Power Control

The purpose of the proposed supervisory reactive power control is to regulate the
voltage at the specified remote PCC (see Fig. 1.1) by adjusting the reactive power
produced by the grid-side converter, taking into account its operating state and
limits. As shown in Fig. 1.9, the control objective is to utilize Qj from the grid-side
VSC to control the voltage at the PCC to the predefined value by the reactive
power set-point control signal Qset

j .

_
+

idc,s
setvdc

ref 
PI7 Ps

 set

sCdc

2ωb
+_

Ps

Pg

vdc
2

X=

X

vdc

Fig. 1.8 DC-link model and its controller

Controller

Eq. 15

Pj, Qj Qj
set

PMSG-WTjWTj

vpcc
set

vpcc
+ _

Qpcc

Fig. 1.9 Schematic diagram of the supervisory reactive power control
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When controlling WT, it is important that the operating limit of WT is not
exceeded. The reactive power required from an individual grid-side converter of
the VSC can be computed as

Qset
j ¼ min Qmax

j ;
Qmax

j

Qmax
1 þ���þQmax

5
DQpcc

n o
ð1:15Þ

where j ¼ 1; � � � ; 5; Qmax
j is the maximum reactive power (limit) that the jth grid-

side converter can provide, and DQpcc is the total reactive power required to
support the voltage at the PCC.

Figure 1.10 shows the active- and the reactive-power operating limits, wherein
it is assumed that the grid-side converter should not exceed its apparent power
limit Smax

j depicted by the half-circle. Suppose that at a given time each grid-side
converter is delivering the active power denoted herein by Pj. Then, in addition to
the active power, the converter can supply or absorb a maximum of Qmax

j of the
reactive power. Therefore, the reactive power available from the grid-side con-
verter lies within the limits �Qmax

j ; þQmax
j

	 

, which are operating-condition

dependent.
Thus, the maximum available reactive power from the each grid-side converter

can be expressed as

Qmax
j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Smax

j

� 2
�P2

j

r
ð1:16Þ

where it is assumed that the nominal apparent power of the each converter is Smax
j ,

defined here as the WT rating. Based on Fig. 1.10, it also follows that
�Smax

j �Pj� Smax
j . Thus, the maximum reactive power set-point of Qset

j (see
Fig. 1.4) can be determined by Eqs. 1.15–1.16.

Finally, a PI controller is designed for a controller shown in Fig. 1.9. The PI
gains are summarized in the Appendix. Since limiting control action should be
implemented together with the integrator-anti-windup scheme that would stop
integrating the error when the limit is being reached, a PI controller with the

Pj

P(pu)

Q(pu)

Pmax

_Qmax +Qmax_Qj
max +Qj

max

Absorb reactive power Supply reactive power

Sj
max

Fig. 1.10 VSC active and
reactive power operating
limits
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proposed distributed anti-windup is implemented in Matlab/Simulink [18] as
shown in Fig. 1.11 for case studies.

The attractive features of the supervisory reactive-power control scheme can be
summarized as follows: it does not require installation of additional compensating
devices, voltage regulation is achieved by controlling the available reactive power
that can be produced by each WT, dynamically changing operating state and limits
of each WT are taken into account, the supervisory control action stops auto-
matically for each individual WT whenever its limits have been reached, and the
scheme is very general and is readily extendible to multiple variable-speed WTs.

1.4 Case Studies

The system depicted in Fig. 1.1 was implemented in detail using the Matlab/
Simulink [23]. Computer studies considering the wind-speed variations, the local-
load variations, and the voltage sag due to the fault were conducted to compare the
dynamic responses of the system with different controls. In comparison, Mode 1
indicates the PFC-mode operation of the WT, which Qset

g is set to zero. As the

proposed operation, Mode 2 actively utilizes Qset
g for voltage control at the PCC.

1.4.1 Wind-Speed Variation

In this study, the wind speeds shown in Fig. 1.12 were considered for the WT.
Figure 1.13 shows the voltage at the PCC, predicted by the model with different
controls, respectively. As shown in Fig. 1.13, Mode 1 operation caused the voltage
deviation about 3 %, which is much higher than the permissible voltage range of
HV power system network ± 2 %, while Mode 2 operation achieved the voltage
regulation at the PCC. Figure 1.14 shows the measured data of the active power

u=   Qpcc

vpcc
set

vpcc

Qj
set

Qj
max

ki kp

1
s ki

kp

Eq. 15

anti-windup
gain

Σ

Σ

Fig. 1.11 Implementation of
PI controller with the
distributed anti-windup
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and reactive power from the WF to the PCC (see Fig. 1.1). The reactive power
contribution from the WTs is the difference between Mode 1 and Mode 2.

1.4.2 Local-Load Variation

For this study, the local-load impedance is decreased by 20 % with wind speed
12 m/s. The comparison of the voltage transients observed at the PCC is shown in
Fig. 1.15. As can be noticed, when Mode 1 was in operation, the load impedance
changes resulted in a noticeable drop in the bus voltage by 4.5 % which does not
satisfy the permissible voltage range ±2 %. When the WT operated in Mode 2, the
voltage recovery to its predefined value was achieved. Thus, the performance in
Mode 2 operation has been significantly improved at the PCC from Mode 1
operation. Figure 1.16 shows the measured data of the active power and the
reactive power from the WF to the PCC. The reactive power contribution from the
WTs is the difference between Mode 2 and Mode 1.

1.4.3 Voltage Sag in the Infinite Bus

To emulate this scenario, it is assumed that there was a fault at t ¼ 0:5sin the
network that caused a 10 % voltage drop at the infinite bus. The wind speed is also
12 m/s. As can be noted in Fig. 1.17, Mode 1 operation showed the significant
voltage drop by 14.5 %, while Mode 2 operation resulted in the voltage recovery
to its predefined voltage at the PCC. Figure 1.18 shows the measured data of the
active and reactive power from WF to the PCC.
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Fig. 1.15 Voltage observed
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1.4.4 Fault-Ride Through Study

A three-phase symmetrical fault was assumed in the middle of TL with wind speed
12 m/s. To emulate this fault scenario, the fault was assumed at t = 0.2 s and was
subsequently cleared at t = 0.36 s by restoring the initial TL impedance. As can
be noted in Fig. 1.19, the fault resulted in significant voltage swings that can
undesirably interfere with the protection circuitry and possibly trip the WT. From
this point of view, it is desirable to minimize and/or suppress the voltage swings.
During the fault, the voltage drop has been slightly improved in Mode 2. After the
fault was cleared, faster voltage recovery to reach to its predefined voltage at the

Active power from WF to PCC(pu)

3.4

1.2

1.2 1.4 1.6 1.8

0.8

0.8

0.6

0.6

0.4

0.4

0.2
0

0 2
-0.2

-0.2

1

1

3.45

3.5

3.55

3.6

3.65

Reactive power from WF to PCC(pu)

Mode1

Time(sec)

Mode2

Fig. 1.16 Active and
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PCC was noticed in Mode 2. Figure 1.20 shows the measured data of the active
power and the reactive power from the WF to the PCC. The reactive power
contribution from the WTs is the difference between Mode 2 and Mode 1.
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1.5 Conclusion

The chapter presented the modeling and the control design of the variable-speed
WT with a permanent-magnet synchronous generator. A comprehensive dynamic
simulation model was presented and implemented in Matlab/Simulink. The control
scheme facilitates independent control of the active and reactive power to the
imposed set values at variable speed. Moreover, the supervisory reactive-power
control scheme, developed for voltage control at a remote location, takes into
account the power generated by the wind turbine and ensures that the local
operating limits are not exceeded. The information passed to the supervisory
control module is used to calculate the reactive power required from the grid-side
converter to achieve the voltage control objective at the PCC. The supervisory
reactive-power control scheme can be general and is readily extendible to multiple
variable-speed wind turbines, and is also beneficial and cost-effective, compared to
installation of auxiliary devices, which are required when the voltage control
scheme such as power factor control is applied for voltage regulation at the PCC.
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Appendix

Base values

Sb ¼ 2MVA;b¼ 690V; xb ¼ 2pf ðrad= secÞ;¼ 60Hz;

Vdc ¼ 800V, Zb ¼ Vb

. ffiffiffi
3
p� .

ib;b¼ Zb=xb; Cb ¼ 1= Zbxbð Þ;

Tb ¼ Sb=xb; Jb ¼ Sb

�
x2

b

� �
; idc ¼ Sb=Vdc;

Zdc ¼ Vdc=idc; Ldc ¼ Zdc=xb; Cdc ¼ 1= Zdcxbð Þ

Infinite bus voltage and maximum operating limit of VSC (pu)

vdq;IB ¼ 1:15 0:5½ �; Smax ¼ 1

Line parameter (pu)

RTL ¼ 0:0059; LTL ¼ 0:1132; CTL ¼ 0:025; Rca ¼ 0:006;

Lca ¼ 0:003; Cca ¼ 0:042; Rfilt ¼ 0:014; Lfilt ¼ 0:175;

Rtr1 ¼ 0:0003; Ltr1 ¼ 0:001; Rtr2 ¼ 0:0005; Ltr2 ¼ 0:004

PMSG (pu)

Rs ¼ 0:042; Lds ¼ 1:05; Lqs ¼ 0:75; wm ¼ 1:16

Controller gains (pu)

A. Generator-side converter:
Controllers PI1 and PI3: kp ¼ 0:2952; ki ¼ 12:4832
Controllers PI2 and PI4: kp ¼ 21:5; ki ¼ 11:5

B. Grid-side converter:
Controllers PI5 and PI6: kp ¼ 0:7147; ki ¼ 7:1515

DC link module: vref
dc ¼ 1:16; Cdc ¼ 0:1; kp ¼ 0:9544; ki ¼ 7:8175

C. Reactive power controllers: kp ¼ 0:001; ki ¼ 120

Future Work

This work provides a feasibility study for dynamic modeling and voltage control
for wind farm based on simulation. This work will be applied to a demonstration
project in order to validate the dynamic modeling and also voltage control and
expand its application.
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Chapter 2
High-Order Sliding Mode Control
of DFIG-Based Wind Turbines

Mohamed Benbouzid

Abstract Actually, variable speed wind turbines are continuously increasing their
market share, since it is possible to track the changes in wind speed by adapting
shaft speed, and thus maintaining optimal power generation. The more variable
speed wind turbines are investigated, the more it becomes obvious that their
behavior is significantly affected by the used control strategy. Typically, they use
aerodynamic controls in combination with power electronics to regulate torque,
speed, and power. The aerodynamic control systems, usually variable-pitch blades
or trailing-edge devices, are expensive and complex, especially for larger turbines.
This situation provides a motivation to consider alternative control approaches.
This chapter deals, therefore, with high-order sliding mode control of doubly-fed
induction generator-based wind turbines. This kind of control strategy presents
attractive features such as chattering-free behavior (no extra mechanical stress),
finite reaching time, and robustness with respect to external disturbances (grid
faults) and unmodeled dynamics (generator and turbine). High-sliding mode
control appropriateness will be highlighted in terms of sensorless control and
enhanced fault-ride through capabilities. Simulations using the NREL FAST code
will be shown for validation purposes.

Keywords Wind turbine � Doubly-fed induction generator � High-order sliding
modes � High-gain observer � Control � Sensorless control

Nomenclature

WT Wind turbine
DFIG Doubly-fed induction generator
HOSM High-order sliding mode
MPPT Maximum power point tracking
FRT Fault ride-through
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LVRT Low-voltage ride-through
v Wind speed (m/sec)
q Air density (kg/m3)
R Rotor radius (m)
Pa Aerodynamic power (W)
Ta Aerodynamic torque (Nm)
k Tip speed ratio (TSR)
Cp(k) Power coefficient
b Pitch angle
xmr WT rotor speed (rad/sec)
xmg Generator speed (rad/sec)
Tg Generator electromagnetic torque (Nm)
Jt Turbine total inertia (kg m2)
Kt Turbine total external damping (Nm/rad sec)
d, q Synchronous reference frame index
s, (r) Stator (rotor) index
V (I) Voltage (Current)
P (Q) Active (Reactive) power
/ Flux
Tem Electromagnetic torque
R Resistance
L (M) Inductance (Mutual inductance)
r Leakage coefficient
xr (xs) Angular speed (Synchronous speed)
s Slip
p Pole pair number

2.1 Introduction

Actually, variable speed wind turbines are continuously increasing their market
share, since it is possible to track the changes in wind speed by adapting shaft
speed, and thus maintaining optimal power generation. The more variable speed
wind turbines are investigated, the more it becomes obvious that their behavior is
significantly affected by the used control strategy. Typically, they use aerodynamic
controls in combination with power electronics to regulate torque, speed, and
power. The aerodynamic control systems, usually variable-pitch blades or trailing-
edge devices, are expensive and complex, especially for larger turbines [1]. This
situation provides a motivation to consider alternative control approaches [2].

The main control objective of variable speed wind turbines is power extraction
maximization. To reach this goal the turbine tip speed ratio should be maintained at its
optimum value despite wind variations. Nevertheless, control is not always aimed at
capturing as much energy as possible. In fact, in above-rated wind speed, the captured
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power needs to be limited. Although there are both mechanical and electrical con-
straints, the more severe ones are commonly on the generator and the converter. Hence,
regulation of the power produced by the generator is usually intended, and this is the
main objective of this chapter for a DFIG (Doubly-Fed Induction Generator)-based
WT (Wind Turbine) using a second order sliding mode controller [3]. In particular,
three control aspects will be presented: (1) A high-gain observer to estimate the
aerodynamic torque [4]; (2) A high-order sliding mode speed observer [5]; (3) Fault-
ride trough performance using high-order sliding mode control [6].

Simulations using the NREL FAST code will be shown for validation purposes.

2.2 The Wind Turbine Modeling

The global scheme for a grid-connected wind turbine is given in Fig. 2.1.

2.2.1 Turbine Model

The turbine modeling is inspired from [7]. In this case, the aerodynamic power Pa

captured by the wind turbine is given by

Pa ¼
1
2

pqR2Cp kð Þv3 ð2:1Þ

where the tip speed ratio is given by

k ¼ Rxmr

v
ð2:2Þ

and where xmr is the wind turbine rotor speed, q is the air density, R is the rotor
radius, Cp is the power coefficient, and v is the wind speed.

The Cp - k characteristics, for different values of the pitch angle b, are illus-
trated in Fig. 2.2. This figure indicates that there is one specific k at which the
turbine is most efficient. Normally, a variable speed wind turbine follows the Cpmax

to capture the maximum power up to the rated speed by varying the rotor speed to
keep the system at kopt. Then it operates at the rated power with power regulation
during high wind periods by active control of the blade pitch angle or passive
regulation based on aerodynamic stall.

The rotor power (aerodynamic power) is also defined by

Pa ¼ xmrTa ð2:3Þ

where Ta is the aerodynamic torque.
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As is in [7], the following simplified model is adopted for the turbine (drive
train) for control purposes.

Jt _xmr ¼ Ta � Ktxmr � Tg ð2:4Þ

Where Jt is the turbine total inertia, Kt is the turbine total external damping, and
Tg is the generator electromagnetic torque.

2.2.2 Generator Model

The WT adopted generator is the DFIG (Fig. 2.3). DFIG-based WT will offer
several advantages including variable speed operation (±33 % around the syn-
chronous speed), and four-quadrant active and reactive power capabilities. Such
system also results in lower converter costs (typically 25 % of total system power)
and lower power losses compared to a system based on a fully fed synchronous
generator with full-rated converter. Moreover, the generator is robust and requires
little maintenance [8].

WT Aerodynamics

Gearbox DFIG & Converters

Grid connection

Wind

WT Aerodynamics

Gearbox DFIG & Converters

Grid connection

Wind

Fig. 2.1 Wind turbine global scheme

Fig. 2.2 Wind turbine power
coefficient
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The control system is usually defined in the synchronous d - q frame fixed to
either the stator voltage or the stator flux. For the proposed control strategy, the
generator dynamic model written in a synchronously rotating frame d - q is given
by Eq. (2.5).

Vsd ¼ RsIsd þ d/sd

dt � xs/sq

Vsq ¼ RsIsq þ
d/sq

dt þ xs/sd

Vrd ¼ RrIrd þ d/rd

dt � xr/rq

Vrq ¼ RrIrq þ
d/rq

dt þ xr/rd

/sd ¼ LsIsd þMIrd

/sq ¼ LsIsq þMIrq

/rd ¼ LrIrd þMIsd

/rq ¼ LrIrq þMIsq

Tem ¼ pM IrdIsq � IrqIsd

� �

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð2:5Þ

where V is the voltage, I is the current, / is the flux, xs is the synchronous, xr is
the angular speed, R is the resistance, L is the inductance, M is the mutual
inductance, Tem is the electromagnetic torque, and p is the pole pair number.

For simplification purposes, the q-axis is aligned with the stator voltage and the
stator resistance is neglected. These will lead to Eq. (2.6).

Gear

Pitch
Drive

Brake

DFIG

Frequency
Converter

Wind Turbine
Control

Main Circuit Breaker

Medium Voltage Switchgear

Line Coupling
Transformer

Gear

Pitch
Drive

Brake

DFIG

Frequency
Converter

Wind Turbine
Control

Main Circuit Breaker

Medium Voltage Switchgear

Line Coupling
Transformer

Fig. 2.3 Schematic diagram of a DFIG-based wind turbine
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dIrd

dt ¼ 1
rLr

Vrd � RrIrd þ sxsrLrIrq � M
Ls

d/sd

dt

� �
dIrq

dt ¼ 1
rLr

Vrq � RrIrq � sxsrLrIrd � sxs
M
Ls

/sd

� �
Tem ¼ �p M

Ls
/sdIrq

8>><
>>:

ð2:6Þ

where r is the leakage coefficient (r = 1 - M2/LsLr).

2.3 Control of the DFIG-Based Wind Turbine

2.3.1 Problem Formulation

Wind turbines are designed to produce electrical energy as cheaply as possible.
Therefore, they are generally designed so that they yield maximum output at wind
speeds around 15 m/sec. In case of stronger winds, it is necessary to waste part of
the excess energy of the wind in order to avoid damaging the wind turbine. All
wind turbines are therefore designed with some sort of power control. This stan-
dard control law keeps the turbine operating at the peak of its Cp curve.

Tref ¼ kx2; with k ¼ 1
2

pqR5 Cpmax

k3
opt

ð2:7Þ

There is a significant problem with this standard control. Indeed, wind speed
fluctuations force the turbine to operate off the peak of its Cp curve much of the
time. Tight tracking Cpmax would lead to high mechanical stress and transfer
aerodynamic fluctuations into the power system. This, however, will result in less
energy capture.

To effectively extract wind power while at the same time maintaining safe
operation, the wind turbine should be driven according to the following three
fundamental operating regions associated with wind speed, maximum allowable
rotor speed, and rated power. The three distinct regions are shown by Fig. 2.4,
where vrmax is the wind speed at which the maximum allowable rotor speed is
reached, while vcut-off is the furling wind speed at which the turbine needs to be
shut down for protection. In practice, there are three possible regions of turbine
operation, namely, the high-, constant- and low-speed regions. High speed oper-
ation (III) is frequently bounded by the power limit of the machine while speed
constraints apply in the constant-speed region. Conversely, regulation in the low-
speed region (I) is usually not restricted by speed constraints. However, the system
has nonlinear non-minimum phase dynamics in this region. This adverse behavior
is an obstacle to perform the regulation task [9].

A common practice in addressing DFIG control problem is to use a linearization
approach [10–12]. However, due to the stochastic operating conditions and the
inevitable uncertainties inherent in DFIG-based wind turbines, much of these control
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methods come at the price of poor system performance and low reliability. Hence, the
need for nonlinear and robust control to take into account these control problems.
Although many modern techniques can be used for this purpose [13], sliding mode
control has proved to be especially appropriate for nonlinear systems, presenting
robust features with respect to system parameter uncertainties and external distur-
bances. For wind turbine control, sliding mode should provide a suitable compromise
between conversion efficiency and torque oscillation smoothing [7, 14, 15].

Sliding mode control copes with system uncertainty keeping a properly chosen
constraint by means of high-frequency control switching. Featuring robustness and
high accuracy, the standard (first-order) sliding mode usage is, however, restricted
due to the chattering effect caused by the control switching, and the equality of the
constraint relative degree to 1. High-order sliding mode approach suggests treating
the chattering effect using a time derivative of control as a new control, thus
integrating the switching [16].

2.3.2 High-Order Sliding Modes Control Design

As the chattering phenomenon is the major drawback of practical implementation
of sliding mode control, the most efficient ways to cope with this problem is higher
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Fig. 2.4 Wind turbine control regions
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order sliding mode. This technique generalizes the basic sliding mode idea by
acting on the higher order time derivatives of the sliding manifold, instead of
influencing the first time derivative as it is the case in the standard (first order)
sliding mode. This operational feature allows mitigating the chattering effect,
keeping the main properties of the original approach [16].

The DFIG stator-side reactive power is given by

Qs ¼
3
2

VsqIsd � VsdIsq

� �
ð2:8Þ

For a decoupled control, a d - q reference frame attached to the stator flux was
used. Therefore, setting the stator flux vector aligned with the d-axis, the reactive
power can be expressed as

Qs ¼
3
2

Vs

Ls
/s �MIrdð Þ ð2:9Þ

Setting the reactive power to zero will, therefore, lead to the rotor reference
current.

Ird ref ¼
Vs

xsM
ð2:10Þ

The DFIG-based WT control objective is to optimize the wind energy capture
by tracking the optimal torque Tref (Eq. 2.7). This control objective can be for-
mulated by the following tracking errors.

eIrd
¼Ird � Ird ref

eTem
¼Tem � Tref

(
ð2:11Þ

Then we will have

_eIrd
¼ 1

rLr
Vrd � RrIrd þ sxsLrrIrq �

M

Ls

d/sd

dt

� �
� _Ird ref

_eTem
¼� p

M

rLsLr
/s Vrq � RrIrq � sxsLrrIrd � sxs

M

Ls
/sd

� �
� _Tref

8>>><
>>>:

ð2:12Þ

If we define the functions G1 and G2 as follows

G1 ¼ 1
rLr

sxsrLrIrq � M
Ls

d/sd

dt � RrIrd

� �
� _Ird ref

G2 ¼ �p M
rLsLr

/s �RrIrq � sxsrLrIrd � sxs
M
Ls

/sd

� �
� _Tref

8<
: ð2:13Þ
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Thus, we have

€eIrd ¼ 1
rLr

_Vrd þ _G1

€eCem ¼ �p M
rLsLr

/s
_Vrq þ _G2

(
ð2:14Þ

To overcome standard sliding mode control chattering, a natural modification is
to replace the discontinuous function in the vicinity of the discontinuity by a
smooth approximation. Nevertheless, such a smooth approximation is not easy to
carry-out. This is why common approaches use current references. Therefore, a
high-order sliding mode seems to be a good alternative.

The main problem with high-order sliding mode algorithm implementations is the
increased required information. Indeed, the implementation of an nth-order con-

troller requires the knowledge of _S; €S; vS; . . .; S n�1ð Þ. The exception is the super-
twisting algorithm, which only needs information about the sliding surface S [16].
Therefore, the proposed control approach has been designed using this algorithm.

Now, lets us consider the following second-order sliding mode controller based
on the supertwisting algorithm [16]. In the considered case, the control could be
approached by two independent High-Order Sliding Mode (HOSM) controllers.
Indeed, the control matrix is approximated by a diagonal one. Hence, Vrd controls
Ird (reactive power) and Vrq controls the torque (MPPT strategy).

Vrd ¼ y1 � B1 eIrd
j j

1
2sgn eIrd
ð Þ; _y1 ¼ �B2sgn eIrd

ð Þ
Vrq ¼ y2 þ B3 eTem

j j
1
2sgn eTem
ð Þ; _y2 ¼ þB4sgn eTem

ð Þ

(
ð2:15Þ

where the constants B1, B2, B3, and B4 are defined as

B2
1 [

2r2L2
r

B2
rLr
þU1ð Þ

B2
rLr
�U1ð Þ ; B2 [ rLrU1; _G1

�� ��\U1

B2
3 [ 2 rLsLr

pM

� �2 p M
rLsLr

B4þU2ð Þ
p M

rLsLr
B4�U2ð Þ ; B4 [ rLsLr

pM U2

_G2

�� ��\U2

8>>>><
>>>>:

ð2:16Þ

In practice the parameters are never assigned according to inequalities. Usually,
the real system is not exactly known, the model itself is not really adequate, and
the parameters estimations are much larger than the actual values. The larger the
controller parameters are the more sensitive will be the controller to any switching
measurement noises. The right way is to adjust the controller parameters during
computer simulations.

The above-described high-order sliding mode control strategy for a DFIG-based
WT is illustrated by the block diagram in Fig. 2.5 [17].
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2.3.3 High-Gain Observer

A high-gain observer can be used to estimate the aerodynamic torque. A key
feature of a high-gain observer is that it will reduce the chattering induced by a
sliding mode observer [18].

From Eq. (2.4), we have

_x ¼ Ta

J
� Ktx

J
� Tem

J
ð2:17Þ

The following notations are introduced.

x1 ¼ x
x2 ¼ Ta

J

	
ð2:18Þ

Thus, we have

x ¼ _x1 ¼ x2 � K
J x1 � Tem

J
_x2 ¼ f ðtÞ

	
ð2:19Þ
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Fig. 2.5 The high-order sliding mode control structure
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or in matrix form

_x ¼ Axþ uðx; uÞ þ eðtÞ
y ¼ Cx

	

where

A ¼ 0 1
0 0


 �

C ¼ 1 0½ �
uðx; uÞ ¼

�Kx1�u
J
0


 �

eðtÞ ¼ 0
f ðtÞ


 �

8>>>>>>>><
>>>>>>>>:

:

A candidate observer could be [18]

_̂x ¼ Ax̂þ uðx̂; uÞ � hD�1
h S�1CT Cðx̂� xÞ ð2:20Þ

where Dh ¼
1 0
0 1

h


 �
; S ¼ 1 �1

�1 2


 �

Let S be the unique solution of the algebraic Lyapunov equation

Sþ AT Sþ SA� CT C ¼ 0 ð2:21Þ

Let us define �x ¼ Dhðx̂� xÞ then

_�x ¼ hðA� S�1CT CÞ�xþ Dh uðx̂Þ � uðxÞð Þ � DheðtÞ ð2:22Þ

Consider the quadratic function

V ¼ �xT S�x ð2:23Þ

then

_V ¼ 2�xT S _�x
_V ¼ �hV � �xT CTC�xþ 2�xT SDh uðx̂Þ � uðxÞð Þ
�2�xT SDh�eðtÞ

8<
:

Therefore,

_V � � hV þ 2 �xk kkmaxðSÞ
Dh uðx̂Þ � uðxÞð Þk k
þ Dh�eðtÞk k

� �
ð2:24Þ
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We can assume that (triangular structure and the Lipschitz assumption on u)

Dh uðx̂Þ � uðxÞð Þk k� n �xk k
f ðtÞk k� d

	
with n ¼ K

J

It comes that

_V � � hV þ 2 �xk k2kmaxðSÞnþ 2 �xk kkmaxðSÞ
d
h

then,

_V � � hV þ c1V þ c2
d
h

ffiffiffiffi
V
p

with

c1 ¼ 2 kmaxðSÞ
kminðSÞ n

c2 ¼ 2 kmaxðSÞffiffiffiffiffiffiffiffiffiffi
kminðSÞ
p

8<
:

Now taking

h0 ¼ max 1; c1f g
k ¼

ffiffiffiffiffiffiffiffiffiffiffi
kmaxðSÞ
kminðSÞ

q
lh ¼ h�c1

2

Mh ¼ 2 kmaxðSÞ
kminðSÞ h�c1ð Þ

8>>>><
>>>>:

and h[ h0, we obtain

eðtÞk k� hk expð�lhtÞ eð0Þk k þMhd ð2:25Þ

With T̂a ¼ Jx̂2, it comes that

~Ta ¼ T̂a � Ta� J hk expð�lhtÞ eð0Þk k þMhd½ � ð2:26Þ

A practical estimate of the aerodynamic torque is then obtained as Mh decreases
when h increases. The asymptotic estimation error can be made as small as desired
by choosing high enough values of h. However, very large values of h are to be
avoided in practice since the estimator may become noise sensitive.

Now, the control objective can be formulated by the following tracking errors

eT ¼ Topt � Ta ð2:27Þ
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where Ta is observed. Then we will have

_eT ¼ 2koptx Ta � Ktx� Tg

� �
� _Ta ð2:28Þ

If we define the following functions

F ¼ 2koptx
G ¼ 2koptx Ta � Ktxð Þ � _Ta

	
ð2:29Þ

then

€eT ¼ �F _Tg þ _G ð2:30Þ

Let us consider the following observer based on the supertwisting algorithm
[16, 19].

Tg ¼ yþ B1 eTj j
1
2sgn eTð Þ

_y ¼ þB2sgn eTð Þ

	
ð2:31Þ

The gains B1 and B2 are chosen as

B1 [ U2
Cm

B2
2�

4U2CM A1þU1ð Þ
C2

m A1�U1ð Þ
_G
�� ��\U2

0\Cm�F\CM

8>>><
>>>:

ð2:32Þ

Thus, we will guaranty the convergence of eT to 0 in a finite time tc. The
aerodynamic torque estimation is then deduced.

Ta ¼ Topt; t [ tc: ð2:33Þ

The above-proposed high-gain observer principal is illustrated by the block
diagram in Fig. 2.6.

2.3.4 High-Order Sliding Mode Speed Observer

Figure 2.7 illustrates the main reference frames on which is based the proposed
speed observer development.

In this case, hs can be easily determined using stator voltage measurements and
a PLL.

If the stator flux is assumed to be aligned with the d-axis,
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/sd ¼ /s

/sq ¼ 0

	
ð2:34Þ

then, the d - q rotor current can be estimated as

2nd Order Sliding
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εT

Pg

Tg
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Fig. 2.6 High gain observer principle
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Îrd ¼ /s
M �

Ls
M Isd

Îrq ¼ � Ls
M Isq

(

Let us now define hr such as

Îrq ¼
ffiffiffi
2
3

r �Ira sin hr þ 1
2 Irb sin hr

þ
ffiffi
3
p

2 Irb cos hr þ 1
2 Irc sin hr

�
ffiffi
3
p

2 Irc cos hr

0
B@

1
CA ð2:35Þ

Using x ¼ tan hr
2

� �
, Irq can be rewritten as

Îrq ¼
ffiffiffi
2
3

r �Ira
2x

1þx2 þ 1
2 Irb

2x
1þx2

þ
ffiffi
3
p

2 Irb
1�x2

1þx2 þ 1
2 Irc

2x
1þx2

�
ffiffi
3
p

2 Irc
1�x2

1þx2

0
B@

1
CA ð2:36Þ

After some algebraic manipulations, it comes that

Îrq ¼
1

1þ x2

ffiffiffi
2
3

r x2
ffiffi
3
p

2 Irc �
ffiffi
3
p

2 Irb

� �
þx �2Ira þ Irb þ Ircð Þ
þ �

ffiffi
3
p

2 Irc þ
ffiffi
3
p

2 Irb

� �
2
664

3
775 ð2:37Þ

This equation can further be rewritten in a compact form

Îrq ¼
x2aþ xbþ c

1þ x2
ð2:38Þ

at2 þ bt þ c ¼ 0 with
a ¼

ffiffi
3
2

q
Îrq þ

ffiffi
3
p

2 Irb � Ircð Þ
b ¼ 2Ira � Irc � Irc

c ¼
ffiffi
3
2

q
Îrq �

ffiffi
3
p

2 Irb � Ircð Þ

8>><
>>:

The solutions of this equation are the following.

x1 ¼ �bþ
ffiffiffiffiffiffiffiffiffiffiffi
b2�4ac
p

2a

x2 ¼ �b�
ffiffiffiffiffiffiffiffiffiffiffi
b2�4ac
p

2a

(
ð2:39Þ

Now we will estimate the derivative of the following value z ¼ 2 arctan x1 using
a second-order sliding mode. The same result is obtained with arctan x2.

As for the above-discussed problem, the proposed speed observer is designed
using the supertwisting algorithm [19].
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Let us therefore consider the following observer

_y ¼ �B2sgnðeÞ
_W ¼ y� B1 ej j

1
2sgnðeÞ

	
ð2:40Þ

where the constants B1 and B2 are defined as

B2 [ /

B2
1 [ 4 B2þ/ð Þ2

2 B2�/ð Þ

(
ð2:41Þ

Lets us consider the following tracking error.

e ¼ W � z
_e ¼ y� B1 ej j

1
2sgnðeÞ � _z

€e ¼ �B2sgnðeÞ � B1
_e

2 ej j
1
2
� €z

8><
>: ð2:42Þ

Assume now, for simplicity, that the initial values are e ¼ 0 and _e ¼ _e0 [ 0 at
t = 0. Let eM be the intersection of the curve €e ¼ � B2 � /ð Þ with _e ¼ 0, €zj j\/.
We have then

2eM B2 � /ð Þ ¼ _e2
0 ð2:43Þ

e [ 0; _e\� B2 þ /ð Þ 2e1=2
M

B1
) €e [ 0

Thus, the majorant curve with e [ 0 may be taken as

_e2
0 ¼ 2 B2 � /ð Þ eM � eð Þ with _e [ 0

e ¼ eM with 0� _e [ � B2 þ /ð Þ 2e
1
2

B1

_e ¼ _eM ¼ � B2 þ /ð Þ 2e
1
2
M

B1
with _e\� B2 þ /ð Þ 2e

1
2

B1

8>><
>>:

ð2:44Þ

Let the trajectory next intersection with e ¼ 0 axis be e1. Then, obviously

_e1= _e0j j � q with q ¼ _eM= _e0j j ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

B1

� �2
B2 þ /ð Þ2

2 B2 � /ð Þ

vuut
ð2:45Þ

Extending the trajectory into the half plane e\0 and carrying-out a similar
reasoning show that successive crossings of the e ¼ 0 axis satisfy the inequality
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_eiþ1

_ei

����
����� q

The q \ 1 condition is sufficient for the algorithm convergence. Indeed, the real
trajectory consists of an infinite number of segments. The total variance is given by

Var _eð Þ ¼
X

_eij j � _e0j j 1þ qþ q2 þ � � �
� �

¼ _e0j j
1� q

ð2:46Þ

Therefore, the algorithm obviously converges.
The convergence time is to be estimated now. Consider an auxiliary variable

g ¼ y� _z ð2:47Þ

g ¼ _e when e ¼ 0. Thus, g tends to zero. Its derivative

€e ¼ �B2sgnðeÞ � G ð2:48Þ

satisfies the inequalities

0\B2 � /� � _gsgnðeIrdÞ�B2 þ / ð2:49Þ

The real trajectory consists of an infinite number of segments between gi ¼ _ei

and giþ1 ¼ _eiþ1 associated to the time ti and ti+1, respectively. Consider tc, the total
convergence time.

tc ¼
P

tiþ1 � tið Þ�
P gij j

B2�/

tc� 1
B2�/

P
_eij j

tc� _e0j j
B2�/ð Þ 1�qð Þ

8><
>: ð2:50Þ

This means that the observer objective is achieved. It exist tc such as xr ¼ _W .
The above-presented sensorless HOSM control strategy using a HOSM speed

observer is illustrated by the block diagram in Fig. 2.8.

2.4 Simulation Using the FAST Code

The proposed HOSM control strategy, the high-gain, and the HOSM speed
observers have been tested for validation using the NREL FAST code [20]. The
FAST (Fatigue, Aerodynamics, Structures, and Turbulence) code is a compre-
hensive aeroelastic simulator capable of predicting both the extreme and fatigue
loads of two- and three-bladed horizontal-axis wind turbines. This simulator has
been chosen for validation because it is proven that the structural model of FAST
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is of higher fidelity than other codes [21]. An interface has been developed
between FAST and Matlab-Simulink

�
enabling users to implement advanced

turbine controls in Simulink convenient block diagram form (Fig. 2.9). Hence,
electrical model (DFIG, grid, control system, etc.) designed in the Simulink
environment is simulated while making use of the complete nonlinear
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aerodynamic wind turbine motion equations available in FAST (Fig. 2.10). This
introduces tremendous flexibility in wind turbine controls implementation during
simulation.

2.4.1 Test Conditions

Numerical validations, using FAST with Matlab-Simulink
�

have been carried-out
on the NREL WP 1.5-MW wind turbine. The wind turbine and the DFIG ratings
are given in the Appendix.

2.4.2 HOSM Control Performances

Validation tests were performed using turbulent FAST wind data with 7 and 14 m/sec
minimum and maximum wind speeds, respectively (Fig. 2.11). As clearly shown
in Figs. 2.12 and 2.13, very good tracking performances are achieved in terms of
DFIG rotor current and WT torque with respect to wind fluctuations. The HOMS
control strategy does not induce increased mechanical stress as there are no strong
torque variations. Indeed and as expected, the aerodynamic torque remains smooth
(Fig. 2.13).
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Fig. 2.10 Simulink model
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2.4.3 HOSM Control Performances with High-Gain
Observer

The observer validation is clearly illustrated by Fig. 2.14.
Indeed, the aerodynamic torque tracks efficiently the optimal torque. As shown

in Figs. 2.15 and 2.16, very good tracking performances are achieved in terms of
DFIG rotor current and WT torque with respect to wind fluctuations. The control
strategy does not induce increased mechanical stress as again there are no strong
torque variations.
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2.4.4 Sensorless HOSM Control Performances

The performances of the proposed HOSM speed observer are illustrated by
Fig. 2.17. The achieved results show quiet good tracking chattering free
performances.

Figures 2.18 and 2.19 illustrate the HOSM sensorless control performances in
terms of DFIG rotor current and wind turbine torque. In this case, quiet good tracking
performances are achieved according to the wind fluctuations. As mentioned above,
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the sensorless control strategy does not induce mechanical stress as there is no
chattering in the wind turbine torque (Fig. 2.19).

2.4.5 HOSM Control FRT Performances

This subsection deals with the fault ride-through capability assessment of a DFIG-
based WT using a HOSM control. Indeed, it has been recently suggested that sliding
mode control is a solution of choice to the fault ride-through problem [22, 23].

LVRT capability is considered to be the biggest challenge in wind turbines
design and manufacturing technology. LVRT requires wind turbines to remain
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connected to the grid in the presence of grid voltage sags. The HOSM control
performances are, therefore, assessed against this grid fault. In this context, when
unbalanced sags occur (Fig. 2.20), very high current, torque, and power oscilla-
tions appear at double the electrical frequency, forcing a disconnection.

The LVRT performances are illustrated by Fig. 2.21 where an almost constant
torque is achieved. Good tracking performances are also achieved in terms of
DFIG rotor current (Fig. 2.22). Fault-tolerance performances are also confirmed
by the quadratic error shown by Fig. 2.23.
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2.5 Conclusions

This chapter dealt with high-order sliding mode control of doubly-fed induction
generator-based wind turbines. Simulations using the NREL FAST code clearly
show the HOSM control approach effectiveness and attractiveness in terms of
robustness (FRT capability enhancement) and of sensorless control. Moreover, it
has been confirmed that there is no mechanical extra stress induced on the wind
turbine drive train as there are no strong torque variations.

2.6 Future Work

Future works should be oriented toward the evaluation of high-order sliding modes
control for the following key investigations:

• Power control according to grid active and reactive power references.
• Wind turbine grid synchronization.

Appendix
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Fig. 2.23 Quadratic error
between the reference torque
and the SOSM control-based
one (voltage sags)

Characteristics of the simulated wind turbine

Number of blades 3

Rotor diameter 70 m

Hub height 84.3 m

Rated power 1.5 MW

Turbine total Inertia 4.4532 9 105 kg m2

Parameters of the simulated DFIG

Rs = 0.005 X, Ls = 0.407 mH, Rr = 0.0089 X, Lr = 0.299 mH, M = 0.016 mH, p = 2
(continued)
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Chapter 3
Maximum Power Point Tracking Control
of Wind Energy Conversion Systems

Yong Feng and Xinghuo Yu

Abstract This chapter studies the control problems in grid integration of wind
energy conversion systems. Sliding-mode control technique will be used to opti-
mize the control of wind energy conversion systems. The maximum power point
tracking control algorithms for variable-speed wind energy conversion systems are
presented. The grid integration of wind energy conversion systems can be opti-
mized in terms of power delivered to the grid and providing the voltage support
ancillary service at the point of common coupling. The control objective for the
grid integration of wind energy conversion systems is to keep the DC-link voltage
in a desirable value and the input or output power factors staying unitary. The
high-order terminal sliding-mode voltage and current regulators are designed,
respectively, to control the DC-link voltage and the current rapidly and exactly.
The numerical simulations will be carried out to evaluate the control schemes.

Keywords DFIG-based wind power system � Voltage-oriented control (VOC) �
Grid-side PWM converter � Sliding-mode control � Terminal sliding mode

Nomenclature

Pw Input power to the wind turbine
r Wind turbine radius
vw Wind speed
q Air density
Pm Mechanical power
Cp Power coefficient
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b Pitch angle
k Tip speed ratio
xw Turbine angular speed
P, Q Active and reactive power for the induction generator
ids; iqs Stator currents in d-q axes
uds; uqs Stator voltages in d-q axes
L Inductor of the grid side filter
R Resistance of the grid side filter
C DC-link capacitor
id; iq d- and q-axis current components of the converter
sd; sq d- and q-axis switching control signals
ed; eq d- and q-axis voltage component of the three-phase supply
x Angular frequency of the power source
Pac;Pdc Active power of AC and DC sides

3.1 Introduction

Renewable energy is an important sustainable energy in the world. It comes from
natural resources, such as wind, solar, rain, tides, biomass, and geothermal heat.
Up to now, as an essential part of low emissions energy in a lot of countries,
renewable energy has been an important to the national energy security, and
played a significant role in reducing carbon emissions.

Wind energy is a large and important renewable energy source, and widely used in
the world and has become a reliable and competitive means for electric power
generation. Total global wind power capacity is near 198 gigawatts (GW) in 2010 [1].

Wind energy conversion system (WECS) is an apparatus for converting the
kinetic energy available in the wind to mechanical energy that can be used to
operate an electrical generator for producing electricity. A typical WECS includes
a wind turbine, a generator, interconnection apparatus, and control systems.
Generators for wind turbines generally include the following types: synchronous,
permanent magnet synchronous, doubly-fed induction, and induction generators.
For small-to-medium power wind turbines, permanent-magnet and squirrel-cage
induction generators are often used because of their reliability and low cost.
Induction, permanent magnet synchronous, and wound field synchronous gener-
ators are currently used in various high-power wind turbines [2].

A lot of control methods for WECS have been proposed in literatures. A wind
speed sensorless neural network (NN) based maximum power point tracking
(MPPT) control algorithm for variable-speed WECS is proposed in [3]. The power
regulation of variable-speed WECS was studied in [4]. A sliding-mode control
(SMC) strategy was proposed to assure the system stability and impose the ideally
designed feedback control solution in spite of model uncertainties. A second-order
sliding-mode control (2-SMC) scheme for a wind turbine-driven doubly-fed
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induction generator (DFIG) was proposed in [5]. The tasks of grid synchronization
and power control were undertaken by two different algorithms, designed to
command the rotor-side converter (RSC) at fixed switching frequency. Despite
conventional synchronous generators, permanent magnet synchronous generators,
and doubly- fed induction generators, the switched reluctance generator (SRG) can
also be considered as a wind generator. In [6], a novel speed control of SRG by
using adaptive neural network (ANN) controller was presented. The SRG is driven
by variable-speed wind turbine and it is connected to the grid through an asym-
metric half bridge converter, DC-link, and DC-AC inverter system. Among a lot of
control methods, SMC offers some superior properties including fast and finite-
time convergence, and high steady-state precision [7] and has been used in WECS.

This chapter describes a control strategy for wind energy integration into power
network. A typical WECS and its mathematical model are analyzed. For a wind
turbine to have the maximum active power extraction from the wind at any given
instant, the electrical load on the generator is regulated using the MPPT method.
For wind energy integration into power network, the structure of dual PWM
inverter is utilized. Both the voltage and currents in the WECS are measured and
control signals for both two PWM inverters are generated based on the control
algorithms. An improved outer-loop control strategy is designed to control the
square of the DC-link voltage.

Compared to other control methods, sliding-mode control (SMC) has many
important features, such as simplicity for implementation, high robustness to
external disturbances and low sensitivity to the system parameter variations [8–11].
SMC includes conventional linear sliding-mode (LSM) control and nonlinear ter-
minal sliding-mode (TSM) control. The former are asymptotically stable, and the
latter are finite-time stable. Compared to traditional LSM control, TSM control
exhibits various superior properties such as fast and finite-time convergence, and
smaller steady-state tracking errors [12, 13]. In the chapter TSM is used to make the
error of the current and DC-link voltage reach zero in finite time. Meanwhile, high-
order sliding-mode technique is utilized to eliminate the chattering phenomenon
existing in sliding-mode control. The actual control signal is soften to be continuous
and smooth. The TSM control strategy described in the chapter can improve the
performance of the grid-side PWM converter of the wind power system.

3.2 Model of Wind Turbine

A typical WECS is shown in Fig. 3.1. It consists of a wind turbine, a gearbox, a
generator, a machine-side PWM inverter, an intermediate DC circuit, a grid side
PWM inverter, a transformer, and a control system. The generator may be a syn-
chronous, permanent magnet synchronous, doubly-fed induction, or induction
generator.
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The wind turbine absorbs the energy from an air stream and drives the generator
to produce electricity. The control system is used to control both the machine side
and the grid-side PWM inverters. The former controls the speed of the generator to
rotate at the optimal speed and have the maximum active power extraction from
the wind at different environment conditions. The latter transforms the DC voltage
in the DC link to AC voltage, and further to the distribution power grid.

The input power to a wind turbine can be described as follows [3]:

Pw ¼
1
2
qpr2v3

w ð3:1Þ

where r is the turbine radius (m), vw the wind speed (m/s), q the air density
(generally it is 1.25 kg/m3).

The mechanical power generated by the wind turbine can be expressed as follows:

Pm ¼ Cpðk; bÞPw ¼
1
2

Cpðk; bÞqpr2v3
w ð3:2Þ

where Cp is the power coefficient of the turbine representing the efficiency of the
wind turbine, b the pitch angle, and k the tip speed ratio representing the status of
the turbine in different wind speeds and defined by

k ¼ xwr

vw
ð3:3Þ

where xw is the turbine angular speed, as shown in Fig. 3.1.
Assume the pitch angle b is zero, the power coefficient of the turbine can be

approximately expressed as follows [14, 15]:

Fig. 3.1 Structure of a typical wind energy conversion system
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Cpðk; bÞ ¼ 0:5176
116
ki
� 0:4b� 5

� �
e�

21
ki þ 0:0068k ð3:4Þ

where

ki ¼
1

kþ 0:08b
� 0:035

b3 þ 1

To obtain the maximum active power extraction from the wind, the power
coefficient Eq. (3.4) should be kept the optimal value, i.e.,

d

dk
Cpðk; bÞ

����
k¼kopt

¼ 0 ð3:5Þ

which can lead to Cpmax(kopt, b) = max{Cpmax(k, b)} for k = kopt.
The optimal maximum output power and torque of a turbine can be obtained,

respectively, as follows from Eqs. (3.2), (3.3) and (3.5):

Pm max ¼ Koptx
3
wopt ð3:6Þ

Tm max ¼ Koptx
2
wopt ð3:7Þ

where Kopt is a constant determined by the characteristics of the wind turbine and
given by the following equation:

Kopt ¼
1
2

Cpðk; bÞqpr5 ð3:8Þ

3.3 Maximum Power Point Tracking

The electrical load of the generator in Fig. 3.1 should be regulated suitably for
maximizing the active power extraction of a wind turbine at any given instant. It
can be neither too large nor too small for a particular wind speed, otherwise the
operating point of the wind turbine will deviate from the optimal power point and
the efficiency of the wind turbine will be lower [16]. The wind turbine can only
generate a maximum power for a particular wind speed and can acquire more
power from the wind by decreasing or increasing the load on the generator via
regulating the speed of the generator.

A lot of methods on the MPPT have been proposed. The simplest method is
based on the tip speed of the wind turbine. Assume that the optimal value of the tip
speed ratio can be obtained from Eq. (3.5), the optimal speed of the wind turbine
can be calculated from Eq. (3.14) by:
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xwopt ¼
kopt

r
vw ð3:9Þ

Although this method is simple, it needs an additional anemometer for mea-
suring the wind speed in the tip of the wind turbine, which is much difficult.

Another more popular method for MPPT is based on the active power of the
generator. Suppose that the generator in the wind turbine is an induction generator.
The block diagram of the MPPT control system for the wind turbine is shown in
Fig. 3.2.

For the induction generator, the active and reactive power can be expressed as
follows, respectively:

P ¼ iqsuqs þ idsuds ð3:10Þ

Q ¼ iqsuqs � idsuds ð3:11Þ

where ids and iqs are the stator currents in d-q axes, uds and uqs the stator voltages in
d-q axes.

In Fig. 3.2, the search algorithm is basically based on the calculation of the
power gradient to the speed of the wind turbine. Since the curve of the power versus
the turbine speed is convex, there is no local maximum among the whole turbine
speed. Hence based on the power gradient, the search algorithm can find the
maximum point corresponding to the maximum power point of the wind turbine
and finally produce the reference speed of the generator. To obtain maximum power
from the wind, the speed of the wind turbine should be always controlled to rotate at
the optimal speed xxopt by controlling the speed of the generator.

3.4 Model of Wind Energy Conversion System

The block diagram of the WECS is shown in Fig. 3.3. The back-to-back PWM
converters are utilized in the WECS, and consist of the generator-side PWM
converter, the intermediate DC circuit and the grid-side PWM converter. As shown
in Fig. 3.3, the left is the distribution power networks, the right the generator,

Fig. 3.2 the block diagram of the MPPT control system
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which may be an induction generator, a permanent magnet synchronous generator,
or a DFIG. The intermediate DC circuit makes it possible for the two sides to be
controlled independently.

Back-to-back PWM converters have many significant advantages, such as unity
power factor, bidirectional power flow, and controllable DC-link voltage [17],
which makes it widely used in many industrial applications. To achieve these
performances simultaneously, the design of controllers is important. At present,
there are many researches on the design of the controllers. With the development
of the design method, it can be roughly classified into two categories: linear and
nonlinear control. In [18] and [19], proportional-integral (PI) controllers have been
proposed, which are for achieving unity power factor, meanwhile a cascaded PI
controller is used to regulate the DC-link voltage indirectly by controlling the
input currents. However, the design of these controllers depends on the accurate
parameters of the system to provide a linear model, so they are sensitive to
parameter disturbances. Since the grid-side PWM converter is a multiple variables,
strong coupling nonlinear system, the nonlinear control strategy without ignoring
nonlinearities of the system can achieve better both static and dynamic perfor-
mances. Nonlinear control methods, such as fuzzy control methods, are applied to
improve the system performance [20, 21], which are lack of theoretical analysis
and cannot ensure stability and damping characteristics of the closed-loop system.

Fig. 3.3 Back-to-back PWM converter topology

Fig. 3.4 The Grid-side
PWM Converter Model
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Feedback linearization techniques [22, 23], which show an enhanced performance
in simulation, however, are sensitive to model uncertainties. Hence sliding-mode
control will be applied in the chapter.

The grid-side PWM converter model is shown in Fig. 3.4, where L is the
inductor of the grid side filter, R the resistance, C the DC-link capacitor. The input
line voltages and currents are expressed by the notations vk and ik,k = a, b, c.

In this chapter, the voltage-oriented control (VOC) scheme is used. It is a dual-
loop structure including DC-link voltage outer loop and dq-axes current inner
loop. A reference frame is chosen to rotate synchronously with the grid voltage
space vector and the d-axis is made to orient to the grid voltage space vector. The
block diagram of VOC is shown in Fig. 3.5. For converter, VOC can achieve
decoupling between active and reactive currents as the d-axis of the synchronously
rotating d-q frame is aligned with the grid voltage vector. The mathematical model
in d-q synchronous rotating reference frame can be expressed by [16]

L_id ¼ �Rid þ xLiq þ ed � sdudc

L_iq ¼ �Riq � xLid þ eq � squdc

C _udc ¼ ðsdid þ sqiqÞ � iL

8<
: ð3:12Þ

where id, iq are the d- and q-axis current components of the converter; sd, sq the
d- and q-axis switching control signals in d-q reference frame; ed and eq the d- and
q-axis voltage component of the three-phase supply; x the angular frequency of
the power source.

It can be seen from Eq. (3.12) that it is difficult to design the regulators due to
the multiplication of the state variables by the control inputs. To design the
controllers, the dynamical Eq. (3.12) should be simplified based on the power
balance between AC and DC sides of the system. The active power of AC and DC
sides are expressed by the notations Pac and Pdc respectively. Neglecting the

Fig. 3.5 Diagram of VOC scheme
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converter loss, the active power of the AC side is equal to the active power of the
DC side, i.e.,

Pac ¼ Pdc ð3:13Þ

The active power of AC and DC sides can be calculated by:

Pac ¼ edid þ eqiq ð3:14Þ

Pdc ¼ udcidc ¼ udcðC _udc þ iLÞ ð3:15Þ

Based on Eqs. (3.13)–(3.15), it can be obtained:

udcðC _udc þ iLÞ ¼ edid þ eqiq ð3:16Þ

Define a new variable u ¼ u2
dc. Equation (3.16) can be simplified as:

_u ¼ 2
C
ðedid þ eqiqÞ �

2
C

ffiffiffi
u
p

iL ð3:17Þ

Now from Eqs. (3.12) and (3.17), new dynamic model of the converter in d-
q synchronous rotating reference frame can be expressed as:

L_id ¼ �Rid þ xLiq þ ed � ud

L_iq ¼ �Riq � xLid þ eq � uq

_u ¼ 2
C ðedid þ eqiqÞ � 2

C

ffiffiffi
u
p

iL

8<
: ð3:18Þ

where ud = sd�udc, uq = sq�udc.
As the d-axis of the synchronously rotating d-q frame is aligned with the grid

voltage vector, d- and q-axis components of grid voltage can be obtained as
follows:

ed ¼ Es

eq ¼ 0

�
ð3:19Þ

where Es is equal to the grid voltage vector. So Eq. (3.18) can be further simplified
as:

L_id ¼ �Rid þ xLiq þ Es � ud

L_iq ¼ �Riq � xLid � uq

_u ¼ 2
C Esid � 2

C

ffiffiffi
u
p

iL

8<
: ð3:20Þ

It can be seen from Eq. (3.20) that the DC-link voltage, udc ¼
ffiffiffi
u
p

, can be
controlled using the q-axis current, id.
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3.5 Control Strategy for Wind Energy Integration
into Power Network

In the WECS, as shown in Fig. 3.3, the energy generated by a generator is firstly
transformed to a DC voltage by the machine side PWM inverter connecting the
machine to the DC link. Then, the grid side PWM inverter connecting the DC link
to the power grid transforms the DC to AC voltages, which is delivered to the power
grid. We can use the dual PWM inverters to transform the renewable energy to the
grid without any additional circuit. The machine side PWM inverter and the grid
side PWM inverter are independent. Both of them can be controlled separately. A
unit power ratio for the WECS can be realized using some control strategy.

It can be seen in Fig. 3.3 that the output of the DC-link voltage controller is the
d-axis reference current i�d. For achieving the rectification or the inversion with unity
power factor, the component of the reactive current i�q should be set to zero [24].

3.5.1 DC-Link Voltage Controller Design

Define the given DC-link voltage as u�dc and its square as u� ¼ u�2dc , then the error
between the square of the DC-link and the square of the given DC-link voltage e1 is:

e1 ¼ u� � u ð3:21Þ

Based on Eq. (3.20), the error e1 can be expressed as:

_e1 ¼ _u� � _u ¼ � 2
C

Esid þ
2
C

ffiffiffi
u
p

iL ð3:22Þ

To achieve fast error convergence and better tracking precision, a TSM man-
ifold was designed as follows [12, 13]:

s1 ¼ _e1 þ c1eq1=p1
1 ð3:23Þ

where c1 > 0, p1 [ 0, q1 [ 0, p1 and q1 are odd.
After the system states reach the TSM manifold s1 = 0 in finite time, both e1

and _e1 will converge to the original points along s1 = 0 in finite time, i.e.,

e1 ¼ _e1 ¼ 0 ð3:24Þ

Theorem 1 If the TSM manifold is chosen as Eq. (3.23), and the TSM control is
designed as follows, e1 can converge to zero in finite time [25]:
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i�d ¼ i�deq þ i�dn ð3:25Þ

i�deq ¼
ffiffiffi
u
p

Es
iL þ

C

2Es
c1eq1=p1

1 ð3:26Þ

_i�dn þ T1i�dn ¼ v ð3:27Þ

v ¼ ðk1 þ g1Þsgnðs1Þ ð3:28Þ

where g1 ¼ maxð T1i�dn

�� ��Þ; T1 [ 0; k1 [ 0.

Proof Consider the following Lyapunov function:

V ¼ 1
2

s2
1 ð3:29Þ

Differentiating V with respect to time gives:

_V ¼ s1 _s1 ð3:30Þ

Based on Eqs. (3.22) and (3.23), it can be obtained:

s1 ¼ �
2
C

Esid þ
2
C

ffiffiffi
u
p

iL þ c1eq1=p1
1

Substituting Eqs. (3.25) and (3.26) into the above equation gives:

s1 ¼ �
2
C

Esi
�
dn

Differentiating s1 with respect to time, it can be obtained:

_s1 ¼ �
2
C

Es_i
�
dn

Substituting the above equation into Eq. (3.30) gives:

s1 _s1 ¼ �
2
C

Ess1_i�dn

Substituting Eqs. (3.27) and (3.28) into the above equation gives:
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s1 _s1 ¼ �
2
C

Ess1_i�dn

¼ � 2
C

Ess1ð_i�dn þ T1i�dn � T1i�dnÞ

¼ � 2
C

Ess1ððk1 þ g1Þsgnðs1Þ � T1i�dnÞ

¼ � 2
C

Esððk1 þ g1Þ s1j j � T1s1i�dnÞ

� � 2
C

Esk1 s1j j

i.e.,

_V1 � �
2
C

Esk1 s1j j\0 for js1j 6¼ 0

The system (3.22) satisfies the sufficient condition of the existence of the sliding
mode. Therefore, the states of the system (3.22) can reach the TSM manifold
s1 = 0 within finite time.

3.5.2 d-Axis Current Controller Design

Define an error variable between the required and actual d-axis current:

e2 ¼ i�d � id ð3:31Þ

Based on Eq. (3.20), the d-axis current error dynamics can be expressed by:

_e2 ¼ _i�d þ
R

L
id � xiq �

Es

L
þ ud

L
ð3:32Þ

A TSM manifold is designed as follows [12, 13]:

s2 ¼ _e2 þ c2eq2=p2
2 ð3:33Þ

where c2 [ 0, p2 [ 0, q2 [ 0, p22 and q are odd.

Theorem 2 If the TSM manifold is chosen as Eq. (3.33), and the control is
designed as follows, e2 can converge to zero in finite time [25]:

ud ¼ udeq þ udn ð3:34Þ

udeq ¼ �L_i�d � Rid þ xLiq þ Es � Lc2eq2=p2
2 ð3:35Þ
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_udn þ T2udn ¼ v ð3:36Þ

v ¼ �ðk2 þ g2Þsgnðs2Þ ð3:37Þ

where g2 ¼ maxð T2udnj jÞ; T2 [ 0; k2 [ 0.

3.5.3 q-Axis Current Controller Design

Define an error variable between the required and actual q-axis current:

e3 ¼ i�q � iq ð3:38Þ

Based on Eq. (3.20), the q-axis current error dynamics can be expressed by:

_e3 ¼
R

L
iq þ xid þ

uq

L
ð3:39Þ

A TSM manifold is designed as follows [12, 13]:

s3 ¼ _e3 þ c3eq3=p3
3 ð3:40Þ

where c3 [ 0, p3 [ 0, q3 [ 0, p3 and q3 are odd.

Theorem 3 If the TSM manifold is chosen as Eq. (3.40), and the control is
designed as follows, e3 can converge to zero in finite time [25]:

uq ¼ uqeq þ uqn ð3:41Þ

uqeq ¼ �Riq � xLid � Lc3eq3=p3
3 ð3:42Þ

_uqn þ T3uqn ¼ v ð3:43Þ

v ¼ �ðk3 þ g3Þsgnðs3Þ ð3:44Þ

where g3 ¼ maxð T3uqn

�� ��Þ; T3 [ 0; k3 [ 0.

The proof of Theorems 2 and 3 is similar to that of Theorem 1 and hence is
omitted here.

In Theorem 2 and 3, the control signals, ud and uq, can be transformed to the
control signals sd and sq in Eq. (3.12) by using the following equations:
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sd ¼ ud=udc ð3:45aÞ

sq ¼ uq=udc ð3:45bÞ

3.6 Simulations

The parameters of the gird-side PWM converter are given as follows [25]:
Em ¼ 220

ffiffiffi
2
p
ðVÞ, L = 0.006(H), R = 0.5(X), C = 0.00136(F), u�dc ¼ 600ðVÞ,

f = 50 (HZ).
To prove the validity and advantages of the new control strategy, the results are

compared between the high-order TSM control strategy and the traditional PI
control strategy. In order to illustrate the fast error convergence and strong
robustness of the new control strategy, the results under different cases are given,
such as step changes in the load currents and step changes in the source voltages.

Fig. 3.6 udc in load current
change

Fig. 3.7 ea and ia in load
current change
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3.6.1 Step Changes in the Load Current

In this test, the load current is changed from 15A to -15A at the time t = 0.75 s. It
can be seen from Fig. 3.6 that the DC-link voltage with the TSM control can track
the given voltage and have lower ripple and faster convergence than that using PI
control. From Fig. 3.7, it can be seen that the grid-side PWM converter works as a
rectifier with unity power factor and absorbs the energy from the power grid before
t = 0.75 s and works as an inverter with unity power factor and transfer the energy
to the power grid after t = 0.75 s. Figure 3.8 shows that the current in q-axis
converges to zero, and the TSM control has higher tracking accuracy. Figure 3.9
presents that the error of the current in d-axis with the TSM control strategy can
achieve lower ripples and faster convergence. The control signals for SMC and
TSMC control are shown in Figs. 3.10 and 3.11. It can be seen that traditional
SMC signals exist chattering, but high-order TSM control signals are smooth.

Fig. 3.8 iq in load current
change

Fig. 3.9 id in load current
change
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Fig. 3.10 Control signals in d-axis. a traditional SMC; b high-order TSMC

Fig. 3.11 Control signals in q-axis. a traditional SMC; b high-order TSMC

Fig. 3.12 udc in the source
voltage change
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Fig. 3.13 iq in the source
voltage change

Fig. 3.14 id in the source
voltage change

Fig. 3.15 Control signals of
the inverter
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3.6.2 Step Changes in the Source Voltage

The amplitude of source voltage reduces by 20 % at 0.75 s and restores to initial value
at 0.85 s. The load current is 15 A. The DC-link voltage responses to step changes of
the voltage in the power grid in Fig. 3.12. It can be seen that the DC-link voltage
almost has no fluctuations when the system is controlled by high-order TSM control.
The q- and d-axis current responses to step changes in source voltage are depicted in
Figs. 3.13 and 3.14. The control signals of the inverter are displayed in Fig. 3.15.

3.7 Conclusions

This chapter has described the control issues in grid integration of WECS. A
structure of dual PWM inverter is presented in the wind energy integration into
power network. Both of two PWM inverters are controlled separately using one
control system. A control strategy for the grid-side PWM inverter has been
designed to guarantee that the WECS has a unit power ratio. Sliding-mode control
theory and technique have been used to optimize the control of WECS. A control
strategy for the grid-side PWM converter of DFIG-based wind power system has
been developed. The high-order TSM control technique provides the fast con-
vergence, strong robustness, and high tracking accuracy. A smooth control signal
of the controller can be generated by utilizing the second-order sliding-mode
technique. The effect of the equivalent low pass filter in the high-order sliding-
mode mechanism can be regulated optionally. The simulation results have shown
the correctness of the proposed method.

Although a lot of theoretical research work on the control of WECS has been
done, the future work will involve providing more efficient and robust control
algorithms, and trying to do experiments in practical application environments.
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Chapter 4
Gain Scheduled H‘ Control of Wind
Turbines for the Entire Operating Range

Fernando A. Inthamoussou, Fernando D. Bianchi,
Hernán De Battista and Ricardo J. Mantz

Abstract Two different operating modes can be clearly identified in wind turbine
control systems. In low wind speeds, the main control objective is the energy
capture maximization, whereas in high wind speeds it is desired to regulate turbine
power and speed at their rated values. The fulfillment of these different control
objectives implies the transition through low controllability operating conditions
that impose severe constraints on the achievable performance. The control task is
usually tackled using two separate controllers, one for each operating mode, and a
switching logic. Although satisfactory control solutions have been developed for
low and high wind speeds, controller design needs refinement in order to improve
performance in the transition zone. This chapter overviews a control scheme
covering the entire operating range with focus on the transition zone. H? and
advanced anti-windup techniques are exploited to design a high performance
control solution for both operating modes with optimum performance in the
transition zone.
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Nomenclature

b Pitch angle
br Pitch angle command
bo Optimum pitch angle
H Torsion angle
k Tip-speed-ratio
ko Optimum tip-speed-ratio
q Air density
s Time constant of the pitch actuator
Xg Generator speed
XN Rated rotational speed
Xr Rotor speed
Br Intrinsic rotor damping
Bs Drive-train damping
CP Power coefficient
CPmax

Maximum power coefficient
Jg Generator inertia
Jt Rotor inertia
Ks Drive-train stiffness
kb Torque-pitch gain
kgs Gain-scheduling gain
kV Torque-wind speed gain
Ng Gear-box ratio
Pr Rotor power
PN Rated power
R Rotor radius
Tg Generator torque
TN Rated torque
Tr Aerodynamic torque
Tsh Shaft torque
V Wind speed
VN Rated wind speed
kGðsÞk1 Denotes the 1-norm of the stable system with transfer function GðsÞ
�x Denotes steady-state value of x
x̂ Denotes variation with respect to the steady-state value of x
_x Denotes dx=dt
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4.1 Introduction

Wind turbines are highly complex dynamical systems. They are flexible,
mechanical structures subjected to spatially and temporally distributed distur-
bances, with interconnected dynamics, poorly damped, with physical constraints,
etc. Additionally, they are operated and controlled in different modes depending on
the wind speed. The operational region of wind turbines can be divided into three
regions. On the one side, at low wind speeds one finds the partial-load region, also
called region 1, where the main control objective is energy capture maximization.
A complementary objective in this region is to reduce, or at least not to amplify,
the aerodynamic loads [1]. At the opposite side of the operational wind speed
range there is region 3, the full-load region. The objective there is to keep the
turbine at its rated operating point. In this region, mitigation of aerodynamic and
mechanical losses is crucial for the useful life of the wind turbine. In between,
there exists a transition region (region 2) where the objective is to achieve a
smooth transition between power tracking and regulation. Therefore, controller
performance is mainly assessed in terms of loads alleviation.

Wind turbine control has been traditionally addressed in two ways. In one way,
a multivariable controller is designed to guarantee satisfactory performance along
the whole wind speed envelope. Some problems like low controllability and poorly
damped oscillations make this task very complicated, leading to solutions that are
too conservative. In the other approach, two different controllers are designed to
fulfill the control objectives for partial- and full-load, whereas a bumpless or anti-
windup compensation avoids undesirable responses after controller switching.
This is the control structure implemented in commercial wind turbines.

For many years, the focus has been on improving controller performance in low
and high wind speeds. Less attention has been given to the transition region where
there was not a clear control objective (see for instance [2–5]). However, the
detrimental effects of loading is increasing as wind turbine size grows exponen-
tially, thus moving the attention to load mitigation. That is why operation and
controller performance in the transition zone, where the low controllability
problems appear, is now receiving special interest in the wind industry and
academy.

In this chapter, the two-controller approach with anti-windup compensation is
revisited. A robust, gain-scheduling control scheme designed in the H1 optimal
control framework is discussed in detail, with special focus on the performance in
the transition zone. The turbine is controlled through the generator torque in the
partial-load region, and through the pitch angle in the full-load one. An optimal
anti-windup strategy is also included to achieve smooth operation in the transition
region.
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4.2 Wind Turbine Modeling

The energy captured by a wind turbine is a function of the rotor radius R, the wind
speed V, the rotor speed Xr and the pitch angle b. More precisely, the rotor power
can be expressed as

PrðV; b;XrÞ ¼
pqR2

2
CPðk; bÞV3; ð4:1Þ

where q is the air density and k ¼ XrR=V is the tip-speed ratio. The efficiency of
the energy capture is characterized by the power coefficient CPð�Þ. Figure 4.1
shows the power coefficient of the 5 MW NREL wind turbine benchmark reported
in [6].

The rotor torque results from dividing the captured power by the rotational
speed:

TrðV ; b;XrÞ ¼ PrðV ; b;XrÞ=Xr: ð4:2Þ

Modern wind turbines are complex mechanical systems exhibiting coupled
translational and rotational movements. This complex dynamic behavior is in
general well-captured by aeroelastic simulation codes such as the FAST (Fatigue,
Aerodynamics, Structures, and Turbulence) code developed by the National
Renewable Energy Laboratory (NREL) [7]. However, these models are not suit-
able for control design purposes. Simpler models including only a few oscillation
modes are enough to design a control law. Here, for the sake of clarity, a two-mass
model capturing just the first drive-train mode is used, whereas the unmodeled
dynamics will be covered by additive uncertainty. The dynamical equations
describing this model are

_H ¼ Xr � Xg=Ng;

Jt
_Xr ¼ Tr � Tsh;

Jg
_Xg ¼ Tsh=Ng � Tg;

ð4:3Þ

where the state variables are the torsion angle H, the rotor speed Xr and the
generator speed Xg. The model variables Tg and Tsh = KsH + Bs(Xr - Xg) are
the generator and shaft torques, respectively. The model parameters are the inertia
Jt combining the hub and the blades, the generator inertia Jg, the gear box ratio Ng,
and the shaft stiffness Ks and friction Bs coefficients. A representation of this two-
mass model can be observed in Fig. 4.2.

In variable-speed wind turbines, the electrical generator is interfaced by a full
or partial power converter that controls the generator torque Tg and decouples the
rotational speed from the electrical grid. Since the power converter and generator
dynamics are much faster than the mechanical subsystem, it can be assumed for
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the purpose of this work that the torque reference of the power converter coincides
with the electrical torque Tg imposed to the wind rotor. That is, it can be assumed
that Tg is a control input.

The pitch actuator is a highly nonlinear mechanic and hydraulic system [5]. For
control-oriented purposes, it is usually modeled as a first-order low-pass filter with

saturation in the amplitude b and rate of change _b. The pitch system is showed in
Fig. 4.3. In the linear zone, the pitch actuator dynamics can be described by

_b ¼ � 1
s
bþ 1

s
br; ð4:4Þ

where s is the time constant and br the pitch angle command.
The drive-train dynamics (Eq. 4.3) is highly nonlinear. This nonlinearity comes

mainly from the aerodynamic torque (Eq. 4.2). For optimal control design, a linear
representation of the system dynamics is necessary. With this aim, the aerody-
namic torque is linearized around the operating point:

T̂rð�V ; �b; �XrÞ ¼ Brð�V ; �b; �XrÞX̂r þ kVð�V ; �b; �XrÞV̂ þ kbð�V ; �b; �XrÞb̂; ð4:5Þ

Tr

Tsh

Tg

Ωr Ω

Jt

Jg

Bs

Ks

g

Fig. 4.2 Two-mass model
describing the first drive-train
mode
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Fig. 4.1 Power coefficient
CP for a 5 MW variable-
speed variable-pitch wind
turbine [6]
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where

Brð�V; �b; �XrÞ ¼
oTr

oXr

����
ð�V ;�b;�XrÞ

; kVð�V ; �b; �XrÞ ¼
oTr

oV

����
ð�V ;�b;�XrÞ

;

kbð�V; �b; �XrÞ ¼
oTr

ob

����
ð�V;�b;�XrÞ

;

The bar over the variables denotes the corresponding values at the operating
point, whereas the hat denotes deviations with respect to the operating point.

Substituting the linearized expression of the aerodynamic torque (Eq. 4.5) in
the two-mass model (Eq. 4.3) and adding the linear model of the pitch system, the
wind turbine becomes described, locally around a given operating point, by

_x ¼

0 1 �1=Ng 0

�Ks=Jr ðBrð�V ; �b; �XrÞ � BsÞ=Jr Bs=JrNg kbð�V ; �b; �XrÞ=Jr

Ks=JgNg Bs=JgNg �Bs=JgN2
g 0

0 0 0 �1=s

2
6664

3
7775x

þ

0 0 0

kVð�V; �b; �XrÞ=Jr 0 0

0 �1=Jg 0

0 0 1=s

2
6664

3
7775

bV
Tg

br

2
64

3
75;

ð4:6Þ

where x ¼ ½Ĥ X̂r X̂g b̂�T is the state. The signal V̂ is the wind speed acting as
disturbance, and Tg and br are the control inputs.

4.3 Objectives and Control Scheme

A wind turbine normally works in different operating modes along the wind speed
range [2]. These operating modes are illustrated in the power-wind speed curve of
Fig. 4.4. The control objectives in these regions are substantially different. Below
rated wind speed VN (region 1), the objective is to capture as much energy as
possible. In this case, the pitch angle is kept constant at its optimum value, whereas
the rotational speed is varied in proportion to the wind speed by properly

βr 1
τ

β̇ 1
s

β

−

Fig. 4.3 Pitch actuator model
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controlling the generator torque. Above rated wind speed (region 3), the objective
is to regulate the rotational speed and power at their rated values in order to protect
the wind turbine from high mechanical loads and excessive electrical currents. In
this region, the rotational speed is regulated acting on the pitch angle, whereas the
generator torque is kept constant at its rated value. Between these two regions,
there is a transition zone (region 2), in which the objectives and control structure
exhibit significant changes.

The operating locus of the wind turbine corresponding to the power-wind
strategy of Fig. 4.4 can be conveniently represented on a torque-rotational speed-
pitch angle space. This graph is shown in Fig. 4.5. In this figure, the projection of
this 3D curve onto the torque-rotational speed plane is also depicted. The three
operating regions can be easily identified.

• In region 1, the objective is energy capture maximization. Both the tip-speed
ratio and the pitch angle should be maintained as close as possible to their
optimum values: CPðko; boÞ ¼ CPmax

. To this end, the generator torque is
conventionally chosen to follow a quadratical relationship with the rotational
speed, i.e.,

Tg ¼
pqR5

2k3
o

CPmax

 !
X2

g ¼ kt � X2
g: ð4:7Þ

• The transition region 2 commonly comprises two subregions. Once the rota-
tional speed reaches the lower limit Xlim, the torque increases proportionally
until the rated value TN . Beyond the upper limit Xlim, the torque is maintained
constant at the rated value. The objective in this region is to decouple as much
as possible the control laws for regions 1 and 3.

• In region 3, the generator torque is kept constant at the rated value whereas the
pitch angle is used to regulate the rotational speed.

In the literature, several control schemes covering the entire operating range
have been proposed. Basically, two approaches can be identified among the

1 2 3
Vmin VmaxVN

PN

Wind speed

Po
w

er

Fig. 4.4 Wind turbine
operating regions
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proposals. In one of them, two different controllers for low and high wind speeds
together with a switching strategy are designed (see for example, [8, 9]). Simple
controllers can be used in each region at the cost of a bumpless or anti-windup
compensation to reduce undesirable transients in the transition region. The other
approach consists of just one control law (generally nonlinear) covering the whole
operating envelope (see for example, [2, 5]). This approach yields more complex
controllers, hence requiring more advanced control techniques. Furthermore, these
controllers are usually more conservative and quite complex to implement.

The control scheme covering the entire operating range presented in this
chapter is based on the first approach. It is sketched in Fig. 4.6. As previously
mentioned, the generator torque follows the law in Eq. 4.7 below rated wind
speeds. This control law is implemented as a look-up table, the LUT block in
Fig. 4.6. While the rotational speed evolves well below rated (XN), the pitch angle
remains saturated at its lower limit bo. Only after speed reaches XN or approaches
it fast enough, the pitch control becomes active. This pitch control is designed here
using H? optimal control tools. A gain scheduling technique is used to deal with
the nonlinearity of the aerodynamic torque. In addition, anti-windup compensation
is also included to smooth the transients in the transition region. This compen-
sation is only active when the pitch angle saturates in order to recover optimally
and softly the non saturated loop condition. The damping filter is commonly added
to increase the damping of the drive-train oscillation mode. This filter is active in
the three regions and it must be considered when the pitch controller is designed.

Figure 4.7 depicts the coefficients Br, kV and kb as functions of wind speed over
the operational wind speed range of the 5 MW wind turbine [6]. In particular, the
intrinsic damping Br and pitch gain kb are of special interest since they affect
the stability and performance of the closed loop system. To compensate for the
nonlinearity in the pitch action, the inverse of the coefficient kb (kb

-1) is inserted in
the loop. Besides, the intrinsic damping Br is considered an uncertain parameter
instead of a nonlinear function of the operating point. In this way, by canceling the
nonlinearity in kb and covering with uncertainty the nonlinearity in Br, the
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Ω
lim

Ω
N

βmax

β0

Pitch Angle

T
or

qu
e

Rotational speed

Region 1

Region 2

Region 3

Ω min Ωlim Ωlim ΩN

TN

T
or

qu
e

Rotational speed

Region 1 Region 2

Region 3 

Fig. 4.5 Typical torque-rotational speed curve for a variable-speed variable-pitch wind turbine
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rotational speed can be regulated with a linear time-invariant (LTI) controller.
That is, an LTI controller designed for a given operating point can be used for the
whole operating locus. To deal with the parameter uncertainty, H? optimal control
tools will be used.

To implement this control strategy, it is necessary to invert kb, which is
parameterized by wind speed. Recall, however, that wind speed in not measurable.
To overcome this problem, the one-to-one correspondence between wind speed and
pitch angle that exists in region 3 of the operating locus of Fig. 4.5 can be exploited.
In fact, this one-to-one correspondence means that �b suffices to uniquely determine
the operating point in this region. Particularly, it means that kb can be parameterized
just in terms of �b. This allows computing k�1

b as function of a measurable variable.
To simplify this computation, the coefficient kb can be approximated by

kbð�bÞ ¼ kb0kgsð�bÞ

The gain kb0 is kb evaluated at operating point where the LTI controller is
designed, whereas kgsð�Þ is a second order polynomial of the form

kgsð�bÞ ¼ c2
�b2 þ c1

�bþ c0

computed by curve fitting. The values of kb=kb0 and the approximation kgs for the
5 MW NREL wind turbine can be seen in Fig. 4.8. To avoid loop interactions, the
scheduling parameter �b is obtained by passing the pitch angle through a low pass
filter (LPF).

Before describing the control design, a brief review of H? optimal control
concepts is provided in the next section.

ΩN e Pitch
Controller

×
+ −

βr

Wind
Turbine

V β

LPFk− 1
gs

Ωg

−

LUT

Drive train
Damping

Tg

Fig. 4.6 Control scheme covering the entire operating range
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4.4 H‘ Optimal Control Background

Consider an LTI system with the following state space realization

_x ¼ Axþ Bwwþ Buu

z ¼ Czxþ Dzwwþ Dzuu

y ¼ Cyxþ Dywwþ Dyuu

ð4:8Þ

where A 2 R
n�n, Dzw 2 R

nz�nw and Dyu 2 R
ny�nu . The signal u is the control input

and w is the disturbance. The signal y is the controlled variable and z is a fictitious
output signal that serves to state the control objectives. The signal z is commonly
named as the performance output.

It is assumed that system in Eq. 4.8 is stabilizable and detectable. That is, there
exists a control law u ¼ KðsÞy that stabilizes the closed loop system

TzwðsÞ ¼ GzwðsÞ þ GzuðsÞKðsÞðI þ GyuðsÞKðsÞÞ�1GywðsÞ

with I the identity matrix and G(s) the transfer function of the system in Eq. 4.8
partitioned as

The c-suboptimal H? synthesis problem consists in finding an internally sta-
bilizing control law u ¼ KðsÞy that guarantees an 1-norm of the closed-loop
transfer function from the disturbance w to the performance output z lower than c.
Being TzwðsÞ being the closed-loop transfer function from w to z, the control
objective can be formalized as

kTzwk1\c; ð4:9Þ

where k � k1 denotes the infinity norm. For a stable system with transfer function
G(s), the 1-norm is defined as

kGðsÞk1 ¼ max
x

rmaxðGðjxÞÞ

where rmax is the maximum singular value and x is the frequency [10]. In other
words, the 1-norm is basically the maximum gain of the frequency response of
the transfer function G(s).
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There are several solutions for the c-suboptimal H? synthesis problem, but
the most popular nowadays is the formulation as an optimization problem with
linear matrix inequalities (LMIs) constraints [11]. Considering a controller with a
state-space realization

the controller matrices can be found by solving the following optimization
problem:

minimize cðR; S; B̂k; Ĉk;DkÞ,
subject to

ARþ BuĈk þ ðIÞ I I

ðBw þ ByDkDywÞT �cInw I

CzRþ DzuĈk Dzw þ DzuDkDyw �cInz

2
64

3
75\0;

ðSAþ B̂kCyÞ þ ðIÞ I I

ðSBw þ B̂kDywÞT �cInw I

Cz þ DzuDkCy Dzw þ DzuDkDyw �cInz

2
64

3
75\0;

R I

I S

� �
[ 0;

with ‘‘[’’ and ‘‘\’’ denoting positive and negative definite matrices, respectively,
and I represents the matrices needed to obtain a symmetric matrix.

After finding the positive definite matrices R and S and matrices B̂k, Ĉk and Dk,
the controller matrices can be computed from

Ak ¼ �ðAþ BuDkCyÞT þ SBw þ B̂kDyw Cz þ DzuDkCy

� �
�cI ðDzw þ DzuDkDywÞT

Dzw þ DzuDkDyw �cI

" #�1
ðBw þ ByDkDywÞT

CzRþ DzuĈk

" #

Bk ¼ N�1ðB̂c � SBuDcÞ;
Ck ¼ ðĈk � DkCyRÞM�T ;

with MNT ¼ I � RS.
The optimization problem involved in the H?-synthesis can be effectively

solved with available software such as Sedumi [12] and YALMIP [13]. It is also
available as a command in the Robust Control Toolbox for Matlab. Therefore, the
design process of an H? optimal control requires only to put the control specifi-
cations in terms of the minimization of the norm in Eq. 4.9, i.e., to construct the
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augmented plant (Eq. 4.8) by selecting the performance output z and the distur-
bance w. More details about this process will be given in the next following
sections.

One of the most common uses of H?-synthesis is the design of robust con-
trollers. The dynamics of a system can be described by a model, but this
description is always an approximation. There always exists discrepancy between
system behavior and response predicted by the model, caused for example for
changes in some parameters or unmodeled phenomena. To consider this situation,
the system is described as a family of models in the form

~GðsÞ ¼ GoðsÞ þWDðsÞD; kDk1\1; ð4:10Þ

where Go is the nominal model and WD is a filter describing the modeling error at
different frequencies. D is an unknown LTI system with1-norm bounded by 1. It
can be proved that the closed loop comprising system ~GðsÞ and controller
K(s) (Fig. 4.9) is stable for all kDk1\1 if the 1-norm of the transfer function
from r to u is lower than 1, i.e.,

kKðsÞðI þ GðsÞKðsÞÞ�1k1\1: ð4:11Þ

When a controller K(s) ensures stability for all plants in the set in Eq. 4.10, it is
said that the closed loop is robustly stable and Eq. 4.11 is the robust stability
condition associated to the uncertainty representation in Eq. 4.10. Notice that there
are other uncertainty representations, but Eq. 4.10 is one of the most commonly
used (for more details see for example, [10]).

4.5 Wind Turbine Control Design

In this section, we present an H? pitch controller. As said before, an anti-windup
controller was added to avoid undesirable behavior caused by pitch saturation in
the transition from region 1 to region 3. The controller is designed following a
two-step process. First, the H? pitch controller is designed disregarding the pitch
saturation. Then, the anti-windup controller is designed for a suitable performance
in the transition region.

r e
K(s)

u
G̃(s)

Fig. 4.9 Closed loop system with uncertain plant
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4.5.1 H‘ Optimal Pitch Control

As described in the previous section, the first step in the design of an H? optimal
control is to state the augmented plant. This implies stating the specifications in
terms of the norm-minimization of the mapping between the performance output
z and the disturbance w. Model uncertainty can be covered by properly choosing
these signals, thus ensuring robust stability. Therefore, before describing the
augmented plant, we find the model uncertainty representation to cover the vari-
ation of the parameter Br and other errors caused by the approximation of the wind
turbine behavior with a low-order model. The use of the scheduling gain k�1

gs ð�bÞ
allows canceling the variation of the linearized aerodynamic torque with respect to
the operating conditions. However, the variations in Br are not so simple to
compensate for, since they affect the eigenvalues of the linear model.

For control design purposes, the wind turbine can be modeled, after applying
the scheduling gain in the control input, by the following parameter dependent
transfer function

Figure 4.10 shows the frequency response of this transfer function for several
operating points in region 3. These results correspond to the 5 MW wind turbine
previously mentioned. It can be seen that these variations can be covered by
additive uncertainty of the form in Eq. 4.10 with the weighting function WDðsÞ
shown in the right plot of Fig. 4.10. In the uncertainty set, the scheduling gain
errors caused by the polynomial approximation and the high-frequency unmodeled
oscillation modes can also be covered.

In high wind speeds, the control objectives are the regulation of the rotational
speed close to the rated value XN and the reduction of the pitch activity to avoid
high mechanical stresses. In the H? optimal control framework, these objectives
lead to the augmented plant of Fig. 4.11. In this case, the control input u is the
pitch command and the controlled signal y is the rotational speed error

e ¼ XN � Xg. Then, the performance signal is z ¼ ½~e; ~br�T and the disturbance is
the rotational set-point w ¼ XN . Notice that the wind speed could also be con-
sidered as a disturbance. However, this would not improve the performance, but
only increase the controller complexity.
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The speed regulation results in the minimization of the low frequency com-
ponents of the speed error ~e ¼ W 0eðsÞðXN � XgÞ, where

W 0eðsÞ ¼ MðsÞWeðsÞ ð4:12Þ

with We a stable transfer function. If M includes integral action, the weight We can
be a simple constant, such as,

MðsÞ ¼ 1=s; We ¼ ke:

The integral action ensures a zero steady-state error and penalizes the rotational
speed error in low frequencies. Tracking error in high frequencies is not recom-
mended because it would expose the wind turbine to excessive mechanical loads.
The factorization in Eq. 4.12 is necessary for satisfying stabilizability conditions
[10]. The controller actually applied to the wind turbine is

w ≡ ΩN

−
e

G(s)
u ≡ βr

Ω̂gM(s)
y

K̃(s)

W ′
e(s)

ẽ

W ′
u(s)

β̃r
z

Fig. 4.11 Controller design setup augmented with weighting functions
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Fig. 4.10 Left frequency response of G(s) corresponding to several operating points in region 3.
Right weighting function WD of the additive uncertainty representation Eq. 4.10
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KðsÞ ¼ MðsÞ~KðsÞ

with ~KðsÞ the controller produced by the optimization algorithm.
The weighting function Wu(s) is a high pass filter such as

WuðsÞ ¼ ku
s=0:1xu þ 1

s=xu þ 1

with ku and xu design parameters. This transfer function penalizes the high fre-
quency components of the control signal, thus limiting the pitch activities. High
frequency control action must be also avoided to prevent from rate pitch satura-
tion. Since the modeling errors are covered by additive uncertainty, robust stability
and the limitation of the pitch activity can be expressed as a constraint on the same
closed loop transfer function. Therefore, the weighting function W 0uðsÞ in Fig. 4.11
is the most restrictive function between WuðsÞ and WDðsÞ.

Notice that if the drive-train damping controller is considered, the plant GðsÞ in
Fig. 4.11 must include its dynamics in order to guarantee close loop stability.

Since the pitch controller is only active in region 3, an anti-windup controller is
necessary to ensure good behavior during the transition from region 1 to region 3.
With this purpose an optimal anti-windup controller is added. This controller is not
shown in Fig. 4.6 for a matter of clarity. The anti-windup controller connection is
shown in Fig. 4.12.

4.5.2 Anti-windup Compensation

In the control scheme of Fig. 4.6, the pitch controller will be in saturation during
the low wind speed intervals. So, anti-windup compensation is absolutely neces-
sary. To achieve high performance compensation, the anti-windup scheme pro-
posed by [14, 15] is adopted here. It can be seen in Fig. 4.12. This scheme offers a
good trade-off between stability margin and smooth recovery from saturation.

As can be seen in Fig. 4.12, the anti-windup compensator produces two terms:
yd acting on the controller input and another ud acting on the control output. It can

w

ylin

e
K(s) u ū+

−
û G(s)

+ −

Taw(s)

ud

ǔyd

+

−

+

Fig. 4.12 Anti-windup compensation scheme
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be proved, after some system manipulations, that the block diagram in Fig. 4.13 is
equivalent to the scheme in Fig. 4.12 by defining

udðsÞ
ydðsÞ

� �
¼ TawðsÞ�uðsÞ ¼

XðsÞ � I
YðsÞ

� �
�uðsÞ; ð4:13Þ

where X and Y are the coprime factors of G, i.e., G ¼ X�1Y . Therefore, the anti-
windup compensator can be expressed as

ð4:14Þ

where F is chosen for Aþ BuF to be Hurwitz.
In this way X must be designed to ensure the closed-loop stability of X � I and

the deadzone nonlinear operator. At the same time, X must be designed to mini-
mize the effect of yd on the controlled variable. It can be proved that using the
Lyapunov function VðxawÞ ¼ xT

awPxaw [ 0 and forcing

_VðxawÞ þ yT
d yd � muT u\0; ð4:15Þ

with xaw the state of the system Taw, the previously mentioned objectives are
satisfied. Because of the sector boundedness of the dead-zone nonlinearity, the
following condition is satisfied

2u
^T

U�1ðu� Fxaw � u
^Þ� 0; ð4:16Þ

with U a diagonal matrix.

w e K(s) u G(s)
ylin

−

−

X(s)− Iud ǔ

G(s)X(s)
yd

Fig. 4.13 Equivalent representation of the anti-windup compensation scheme in Fig. 4.12
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After some mathematical manipulations, the problem of finding an anti-windup
compensator is reduced to a state feedback F satisfying the following optimization
problem with LMI constraints:

minimize mðQ;U; LÞ,
subject to

ðAQþ BuLÞ þ ðIÞ BuU � QFT 0 QCT
y þ LTDT

yu

I �2U I UDT
yu

I I �mI 0

I I I �mI

2
6664

3
7775\0;

Q ¼ QT [ 0;

where I are inferred by symmetry. The state feedback gain is then obtained as
F ¼ LQ�1 (see [16] for more details).

4.6 Results

The system behavior was evaluated by simulation on the 5 MW NREL wind tur-
bine benchmark [6]. Simulations were performed in the FAST/Simulinkr=
Matlabr environment. A more complete 16 degrees-of-freedom model available in
FAST [7] was used as a way to assess the robustness of the proposed control scheme
against unmodeled dynamics. The wind turbine data are given in Table 4.1,
whereas the limit values of the operating locus are listed in Table 4.2.

The pitch controller was designed according to the control setup in Fig. 4.11
with

W 0eðsÞ ¼ MðsÞWeðsÞ ¼
1
s

ke;W
0
u ¼ ku

s=0:1xu þ 1
s=xu þ 1

where ke ¼ 0:3, xu ¼ 50 and ku ¼ 0:25. The frequency response of the weights
W 0e, WD and Wu are shown in Fig. 4.14. Remember that W 0u must be more
demanding than Wu and WD at every frequency. So, as can be seen in Fig. 4.14, it
suffices to choose W 0u ¼ Wu.

The 1-norm of the closed loop transfer function Tzw resulted in 0.977. In
particular, the norm of the transfer function from XN to the control signal b, i.e.,

jjKðI þ KGÞ�1jj1 ¼ 0:972:

As the norm is lower than 1, stability against covered modeling errors is
guaranteed.
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Table 4.2 Operating curve
values

Parameter description Value

Vmin 3 m/s

Vmax 25 m/s

Xlim 1,079 rpm

Xlim 1,115 rpm

XN 1,173.7 rpm

TN 43,093.55 Nm
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Fig. 4.14 Weight functions
used in the pitch control
design

Table 4.1 Wind turbine
parameters

Parameter value Description

PN ¼ 5:5967 MW Rated power

Np ¼ 3 Blades number

R = 63 m Rotor radius

Ng = 97 Gear box ratio

Bs = 6,210 KNm/(r/s) Drive-train damping

Jr = 38,759,227 kgm2 Rotor inertia

Jg = 534.2 kgm2 Generator inertia

Ks = 867,637 KN/r Drive-train stiffness

Vmin = 3 m/s Cut-in wind speed

Vmax = 25 m/s Cut-out wind speed

bmin ¼ 0� Minimum pitch angle

bmax ¼ 30� Maximum pitch angle

j _bjmax ¼ 10�/s Maximum pitch rate

XN ¼ 1; 173:7 rpm Rated speed

TN ¼ 43093:55 Nm Rated torque
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After designing the pitch controller, the anti-windup compensation was com-
puted by solving the optimization problem described in Sect. 5.2. The optimiza-
tion problems for obtaining the H? controller and the anti-windup compensation
were solved using the Robust Control Toolbox for Matlab, Sedumi [12] and
YALMIP [13].

For the sake of comparison, a classical gain-scheduled PI controller was also
implemented and simulated. This PI, widely used in the literature as benchmark
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controller, was designed following the guidelines in [6, 17]. Basically, the PI
controller was tuned as in [6] after linearizing the wind turbine model at the
operating point ð�V; �b; �XrÞ ¼ ð11:4 m/s; 0; 12:1 rpmÞ. The controller gains were
calculated to achieve appropriate damping (0.7) and natural frequency (0.6 rad/s)
[17]. As the controller ensures the desired behavior only at the design operating
point, a pitch-dependent gain is applied to compensate for the nonlinear rotor
torque. This gain is a function of b obtained by fitting the values of kb along the
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operating locus. In addition, a classical anti-windup compensation was added to
improve the transient between regions 1 and 3. The PI tuning constants are
KPðb ¼ 0Þ ¼ 0:01882681 s, KIðb ¼ 0Þ ¼ 0:008068634. The function that makes
the gain scheduling is f ðbÞ ¼ 1=ð1þ b=bkÞ, where b is the pitch angle and bk ¼
6:30236 is the blade pitch angle when the rotor power has doubled. The generator
torque control is the same as in the H1 approach.
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Three scenarios were simulated to assess the control performance. The first
scenario is aimed at evaluating the performance of the controllers in region 3. To
this end, the wind gust suggested in the IEC 61400-1 standard was used. This gust
is very pitch demanding. The second scenario is mainly intended to assess the
performance of the anti-windup compensator, i.e., the performance in the transi-
tion region. To this end, the wind rise proposed also in IEC 61400-1 standard was
used. The last scenario illustrates the behavior of the controller under a realistic
wind speed profile.

The simulation results obtained in the first scenario are presented in Fig. 4.15.
As can be seen, the pitch controllers are always active. The H? controller achieves
better speed regulation with lower pitch activity than the PI controller. The speed
overshoot is 16.86 % in the H? case and 19.25 % in the PI case. Additionally, the
H? controller offers smoother responses in output power and shaft torque.

The results obtained in the second scenario are shown in Fig. 4.16. The wind
profile rising from 6 to 13 m/s in 10 s makes the wind turbine to operate along the
three regions. Again, it can be seen that the H? controller achieves a better speed
regulation with less pitch activity. Note that H? with the anti-windup starts
pitching the blades a bit before the PI with classical anti-windup does. The speed
overshoot is 25.49 % in the H? case and 32.96 % in the PI case. Like in the first
scenario, the H? controller offers smoother responses in output power and shaft
torque.

The results for the last scenario are shown in Fig. 4.17. The 10 min wind speed
field was generated with Turbsim [18]. The 8 m/s mean wind speed was selected
so that the wind turbine operates in all the three operating regions, but most of the
time in the transition one. It can be seen in the figure that the H? controller
achieves better speed regulation with significant less pitch activity.

4.7 Conclusion

This chapter presents a robust H? pitch control design for variable-pitch variable-
speed wind turbines operating along the entire wind speed range.

The main nonlinearities of the wind turbine dynamics are either canceled by
inversion or covered with uncertainty so that an LTI H? controller designed for a
given operating point can be applied to the whole operating locus. The controller
design guarantees robustness against unmodeled dynamics, cancelation errors and
parameter uncertainties.

The system behavior was assessed by numerical simulations of a high-order
wind turbine benchmark under three very demanding scenarios. Under these
scenarios the H? controller achieves better speed regulation with lower pitch
activity than classical PI control. This lower pitch activity leads to lower
mechanical stress spreading the wind turbine lifetime and also resulting in softer
output power.
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4.8 Future Research

The conservativeness inherent to the applied linearization, particularly due to the
low-frequency uncertainty, can be eliminated by replacing the LTI design with
the linear parameter varying (LPV) one. At the cost of a bit more complex
implementation, better results particularly in speed regulation can be obtained. The
complexity of the controller can be increased in order to consider more specifi-
cations as attenuating additional oscillation modes by adding more sensing signals.
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Chapter 5
Design of Robust Controllers for Load
Reduction in Wind Turbines

Asier Díaz de Corcuera, Aron Pujana-Arrese, Jose M. Ezquerra,
Aitor Milo and Joseba Landaluze

Abstract This chapter proposes a methodology to design robust control strategies
for wind turbines. The designed controllers are robust, multivariable and multi-
objective to guarantee the required levels of stability and performance considering
the coupling of the wind turbine. The proposed robust controllers generate col-
lective pitch angle, individual pitch angle and generator torque control signals to
regulate the electrical power production in the above rated power production zone
and to mitigate the loads in the components of the wind turbines, like the drive
train, tower, hub or blades, to increase their lifetime. The synthesis of these
controllers is based on the H? norm reduction and gain scheduling control tech-
niques via Linear Matrix Inequalities. A wind turbine non-linear model has been
developed in the GH Bladed software package and it is based on a 5 MW wind
turbine defined in the Upwind European project. The family of linear models
extracted from the linearization process of the non-linear model is used to design
the proposed robust controllers. The designed controllers have been validated in
GH Bladed and an exhaustive analysis has been carried out to calculate fatigue
load reduction on wind turbine components, as well as to analyze load mitigation
in some extreme cases.
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Keywords Wind turbine � Robust control � Multivariable control � H? control �
Load mitigation

Nomenclature

An,Bn,Cn,Dn State space matrices of system n
aTfa Tower top fore-aft acceleration
aTss Tower top side-to-side acceleration
C Coleman transformation
C-1 Anti-Coleman transformation
Dux Scalar constant in the control x channel
Dex Scalar constant in the output x channel
Ddx Scalar constant in the disturbance x channel
ewg Generator speed error
Kopt Optimum constant in below rated zone
Moop Blade root out-of-plane moment
Mflap Blade root flapwise moment
Medge Blade root edgewise moment
Mtilt Tilt moment in the rotor plane
Myaw Yaw moment in the rotor plane
p Varying parameter
T Generator torque
TDTD Torque contribution from drive train damping filter
Tbr Torque set-point in below rated zone
Tsp Generator torque set-point
Unc Uncertainty
wg Generator speed
bsp Pitch angle set-point
bcol Collective pitch angle
Bfa Pitch contribution from tower fore-aft damping filter
btilt Pitch tilt angle in the rotor plane
byaw Pitch yaw angle in the rotor plane
w Azimuth angle
hT Twist angle in the blade root section

5.1 Introduction

The continuous increase of the size of wind turbines, due to the demand of higher
power production installations, has led to new challenges in the design of the
turbines. Moreover, new control strategies are being developed. Today’s strategies
trend towards being multivariable and multi-objective, in order to fulfill the
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numerous control design specifications in the non-linear and hardly coupled wind
turbine system. To be more precise, one important specification is to mitigate loads
in the turbine components to increase their life time.

This chapter presents different strategies to design robust, multivariable and
multi-objective collective and individual blade pitch angle controllers and gen-
erator torque controllers. These controllers are based on the H? norm reduction
and gain scheduling control techniques to mitigate loads in wind turbines without
affecting the electric power production. A wind turbine non-linear model has been
developed using the GH Bladed software package and it is based on a 5 MW wind
turbine defined in the Upwind European project [1]. The family of linear models
extracted from the linearization process of the non-linear model is used to design
the robust controllers. The designed controllers have been validated in GH Bladed
and an exhaustive analysis has been carried out to calculate fatigue load reduction
on wind turbine components, as well as to analyze load mitigation in some extreme
cases.

The presented chapter is divided into four main sections, where the first one is
this introduction. The second section presents general control concepts for wind
turbines and the selected Upwind 5 MW wind turbine used to design the proposed
controllers is briefly analyzed. Also, a baseline control strategy for the Upwind
5 MW based on classical control methods in wind turbines is carefully explained
in this section. The third section shows the process to design the proposed mul-
tivariable robust controllers. These controllers are based on the research presented
in [2] and they work in the above rated power production control zone. Their
closed loop performance is analyzed in MATLAB. The designed robust controllers
are:

• Generator Torque Controller based on the H? norm reduction to mitigate the
loads in the drive train and tower [3].

• Collective Pitch Controller based on the H? norm reduction to mitigate loads
in the tower and to regulate the generator speed at the nominal value [4]. The
regulation of the generator speed is improved with a gain scheduling of three
H? controllers designed in three operating points. The gain scheduling is
developed with a complex problem solved via Linear Matrix Inequalities
(LMI).

• Individual Pitch Controller based on the H? norm reduction [5] to mitigate
loads in the tower and to align the rotor plane in the turbine.

The fourth section analyzes simulation results in GH Bladed using the different
designed controllers compared to the baseline control strategy. Fatigue loads in
DLC1.2 case and extreme loads in DLC1.6 and DLC1.9 cases are analyzed [6].
The last sections summarize the conclusions and the future of the work described
in this chapter.
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5.2 General Control Concepts for Wind Turbines

Wind turbines with generator variable speed regulation based on blade pitch angle
control have been commonly used over the last few years by wind turbine manu-
factures. The wind turbine control system is divided into two layers: the wind farm
supervisory control, which generates external electric power demand set-points for
each wind turbine, and the wind turbine supervisory control for each individual wind
turbine. Furthermore, the wind turbine supervisory control is also divided into four
operating states: startup, shutdown, park and power production. The control strategy
in the electric power production zone is determined by a curve where the generator
speed and the generator torque values are carefully related [7–9]. Figure 5.1 shows
this curve for the 5 MW wind turbine explained in Sect. 5.2.1. The power pro-
duction zone is defined by the curve ABCD to be more time working at the optimum
power coefficient value. The vertical sections AB and CD are implemented with
generator torque controllers to regulate the generator speed at the references existing
in the points A and C respectively. Between B and C points, the control zone is called
below rated and it is implemented using a look up table control to work with the
optimum power coefficient value while the pitch angle is fixed at the fine pitch angle,
which is usually zero. However, in the D zone, the generator speed is regulated with
a collective blade pitch angle control and the generator torque is kept at the nominal
value. The transition between the generator torque control in the zone CD (transition
zone) and the collective pitch control in zone D, called above rated, has to be soft to
improve the controller performance [7, 10]. Sometimes, the rotor rotational fre-
quencies 1P, 2P and 3P are equal to other wind turbine structural modes in the
tower, blades or drive train. If this coincidence exists, these modes can be dan-
gerously excited. In [9, 11, 12], a strategy to avoid this coincidence is proposed,
where the below rated zone is divided into five sub-zones: BE and GC to work in the
power coefficient optimum value, EF and GH to regulate the generator speed outside
the forbidden speed zone EG with a generator torque control.

Figure 5.2 shows the generator speed and electric power signals for the 5 MW
wind turbine model in the different zones at the power production state. Also, the
collective pitch angle and generator torque control signals are shown in next
figures and they vary according to the wind operating point.

As it is mentioned in the introduction, the continuous increase of the size of
wind turbines has led to new challenges in the design of wind turbine control
systems beyond the main objective of electric power production. Today’s control
strategies trend towards being robust, multivariable and multi-objective in order
to fulfill the numerous control design specifications considering the hardly
coupling effects existing in a wind turbine non-linear system. One of the most
important specifications is to mitigate loads in the turbine structural components.
In spite of the coupling existing in wind turbines, classical control strategies for
wind turbines in the power production zone uncouples the control problem into
different Single Input Single Output (SISO) control loops to make easier the
control system design:
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• Generator speed regulation varying the generator torque in AB and CD zones.
• Generator speed regulation varying the collective pitch angle in above rated zone.
• Drive train mode damping varying the generator torque to mitigate loads in the

drive train.
• Tower fore-aft first mode damping varying the collective pitch angle and tower

side-to-side first mode damping varying the generator torque to mitigate loads
in the tower.

300 400 500 600 700 800 900 1000 1100 1200
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
x 10

4

Generator Speed (rpm)

G
en

er
at

or
 T

or
qu

e 
(N

m
)

 

Below Rated

Transition Zone

Above Rated

HE
B

A

F G

C

D

Fig. 5.1 Power production curve for upwind wind turbine

0 5 10 15 20 25
0

10

20

30

Wind Speed (m/s)

Pi
tc

h 
A

ng
le

 (
de

g)

0 5 10 15 20 25
0

2

4

6
x 10

4

Wind Speed (m/s)

G
en

er
at

or
 T

or
qu

e 
(N

m
)

0 5 10 15 20 25
0

2

4

6
x 10

6

Wind Speed(m/s)

Po
w

er
 (

W
)

0 5 10 15 20 25
0

500

1000

1500

Wind Speed (m/s)

G
en

er
at

or
 S

pe
ed

 (
rp

m
)

Below Rated
Above Rated
Transition Zone

Fig. 5.2 Operating points for the upwind wind turbine

5 Design of Robust Controllers for Load Reduction in Wind Turbines 101



• Individual pitch angle control (IPC) to reduce loads caused by the misalign-
ment of the rotor due to the stochastic dimensional wind, the wind shear, the
yaw angle error and the tower shadow.

Over the last few years, several modern control techniques have been proposed
to replace the classical SISO control loops with more complex Multi-Input Multi-
Output (MIMO) controllers and to consider the real coupling existing in the wind
turbine from a multi-objective control design point of view. These techniques are
based on fuzzy control [13], adaptive control [14], Linear Quadratic control [15],
QFT control [16], Linear Parameter Varying (LPV) control [17, 18] and control
synthesis based on the H? norm reduction [19]. H? and LPV control techniques
are robust and they can be multivariable and multi-objective, so their application
in wind turbines offers a lot of advantages and interesting experimental results can
be achieved using them [20]. Next section, where the design of different robust
controllers is explained, is focused on two of these control techniques, control
synthesis based on the H? norm reduction and gain scheduling control techniques,
and their application in the above rated power production zone of wind turbines,
where the system non-linearities are more relevant.

The classical control design process for wind turbines is similar to the one used
in other mechatronic systems and it is based on the design of a Linear Time
Invariant (LTI) controller in different operating points of the non-linear model.
Initially, the wind turbine non-linear model is needed to design and validate the
controllers in simulation before experimental tests. The wind turbine non-linear
model can be carried out from analytical models or making a closed loop iden-
tification of the system [21, 22]. Specific software packages exist to develop wind
turbine complex analytical models (GH Bladed and FAST are the most well-
known ones). GH Bladed [23] is commercialized by Garrad Hassan, whereas
FAST [24] is an open source developed by the National Renewable Laboratory
(NREL). Once the wind turbine is modeled as a non-linear system, this system is
linearised in different operating points. Then, the generator torque and blade pitch
angle controllers are designed in different operating points where they work.
Finally, the designed controller performance is analyzed in the different operating
points and they are discretized and tested using the initial non-linear model. The
validation of the wind turbine control loops requires a load analysis based on the
analysis of the fatigue damage and different extreme load cases [6].

5.2.1 Wind Turbine Non-Linear Model

The Upwind wind turbine defined inside the Upwind European project has been
modelled in GH Bladed 4.0 software package and it is the reference wind turbine
non-linear model used to design the controllers presented in this chapter. The
Upwind model consists of a 5 MW offshore wind turbine [1] with a monopile
structure in the foundation. It has three blades and each blade has an individual
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pitch actuator. The rotor diameter is 126 m, the hub height is 90 m, it has a gear
box ratio of 97, the rated wind speed is 11.3 m/s, the cut-out wind speed is 25 m/s
and the rated rotor rotational speed is 12.1 rpm, so the nominal generator speed is
1,173 rpm. The family of linear models of this wind turbine is obtained in different
operating points from the wind turbine non-linear model using the linearization
tool of this software. Twelve operating points are defined according to wind speeds
from 3 to 25 m/s. Once the non-linear model has been linearized, a modal analysis
of the structural and non-structural modes of the wind turbine is essential to carry
out a good control system. For example, the most important modes of the Upwind
wind turbine in the operating points with wind speeds of 11 and 19 m/s are
represented in Table 5.1. The 1P non-structural mode is related to the rotor
rotational speed, which nominal value is 0.2 Hz for this wind turbine.

The plants of the family of linear models are expressed by the state-space matrices
(Eq. 5.1) and they have different inputs and outputs. The inputs u(t) are the collective
pitch angle b(t), the individual pitch angle in each blade b1(t), b2(t), b3(t), the
generator torque control T(t) and the disturbance input w(t) caused by the wind speed.
The outputs y(t) are the sensorized measurements used to design the controller. The
outputs used in the different designs shown in this chapter are the generator speed
wg(t), the tower top fore-aft acceleration aTfa(t), the tower top side-to-side acceler-
ation aTss(t) and the bending flapwise Mflap(t) and the bending edgewise
Medge(t) moments in the blade roots. Due to the non-linear model complexity, and the
number of modes taken into account, the order of the linear models is 55.

_xðtÞ ¼ Axx tð Þ þ Buu tð Þ þ Bww tð Þ
yðtÞ ¼ Cxx tð Þ þ Duu tð Þ þ Dww tð Þ

ð5:1Þ

Figure 5.3 shows the SISO family of linear plants of the Upwind wind turbine
model which relates the collective pitch angle control signal to the measured
generator speed. Three operating points in the above rated zone are presented to
demonstrate the differences between them for wind speeds of 13, 19 and 25 m/s
due the non-linearities of the wind turbine in this control zone.

5.2.2 Baseline Control Strategy

The baseline control strategy to regulate the electric power production for the
Upwind 5 MW wind turbine developed in this chapter is based on the ABCD curve
shown in Fig. 5.1 and the control loops explained in [10]. This strategy is named C1
and it is used to be compared with the robust controllers described in next sections. In
the below rated zone, the generator torque control depends on the generator speed
measurement (Eq. 5.2). The generator torque Tbr is proportional to the square of the
generator speed by a constant Kopt, where Kopt is 2.14 Nm/(rad/s2) for the Upwind
model. In this way, the wind turbine works with the optimum power coefficient value.
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Tbr ¼ Kopt � w2
g ð5:2Þ

A Drive Train Damping filter (DTD) is essential in the control design of wind
turbines and it has to be firstly designed because the drive train mode is critically
coupled in most control loops. The aim of the DTD is to damp the drive train mode
and it has to be used in all control zones during the power production. The DTD
used in the baseline control strategy for the Upwind model (Eq. 5.3) consists of

Table 5.1 Modal analysis for the upwind 5 MW wind turbine

Element Mode Frequency (Hz)
at 11 m/s

Frequency (Hz)
at 19 m/s

Rotor In-plane 1st collective 3.68 3.69

In-plane 2st collective 7.85 7.36

Out-of-plane 1st collective 0.73 0.73

Out-of-plane 2nd collective 2.00 2.01

Drive train Drive train 1.66 1.63

Tower 1st tower side-to-side 0.28 0.28

1st tower fore-aft 0.28 0.28

2nd tower side-to-side 2.85 2.87

2nd tower fore-aft 3.05 3.04

Non-structural 1P 0.2 0.2

3P 0.6 0.6
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one gain, with one differentiator, one real zero and a pair of complex poles. In the
designed DTD, K1 is 641.45 Nms/rad, w1 is 193 rad/s, w2 is 10.4 rad/s and n2 is
0.984.

TDTD sð Þ ¼ K1

s 1þ 1
w1

s
� �

1
w2

� �2
s2 þ 2n2

1
w2

sþ 1

� �
0
BB@

1
CCAwg sð Þ ð5:3Þ

On the other hand, the objective in the transition zone is the regulation of
generator speed varying the generator torque. In the baseline control strategy, it
can be developed by using a proportional-integral (PI) controller (Eq. 5.4). In the
baseline control strategy, called C1 in this chapter, the PI values in the transition
zone (operating point with wind speed of 11 m/s) used in the Upwind baseline
controller are wT and KT (Eq. 5.4), where T(s) is the generator torque control
signal, ewg(s) is the generator speed error. In this case, wT is 0.5 rad/s and KT is
2,685.2 Nm/rad.

T sð Þ ¼ KT

1þ 1
wT

s
� �

s
ewgðsÞ ð5:4Þ

The main objective in the above rated zone is the regulation of the generator
speed control at the nominal value of 1,173 rpm varying the collective pitch angle
in the blades and keeping the electric power at the nominal value of 5 MW. The
control structure used in this baseline control strategy in the above rated zone is
shown in Fig. 5.4. This regulation of the generator speed is based on a Gain-
Scheduled (GS) collective pitch angle PI controller. In this case, the controller input
ewg(s) is the generator speed error, and the controller output bcol(s) is the collective
pitch angle control signal. The linear plants used to tune the gain-scheduled PI
controller are the plants which relate pitch angle and generator speed. These plants
have different gains (see Fig. 5.3), so gain-scheduling is used to guarantee the
stability of the closed loop system in spite of these differences. Two PI controllers
(Eq. 5.5), in two operating points with wind speeds of 13 and 21 m/s, are designed
and then a GS is applied to interpolate them. For 13 m/s, KB13 is 0.00158 and wB13 is
0.2 rad/s and, for 21 m/s, KB21 is 0.00092 and wB21 is 0.2 rad/s.

bcol ¼ KB

1þ 1
wB

s
� �

s
ewgðsÞ ð5:5Þ

The gain scheduling interpolation is developed according to an average of the
measured pitch angle in the blades. Nowadays, new sensors that provide infor-
mation about the present wind speed in front of the hub of the wind turbine, like
LIDARs [25], are being included in the pitch control systems improving the
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regulation of the generator speed and reducing the loads in the wind turbine. The
corresponding steady-state collective pitch angle in the operating points where the
collective pitch PI controllers are designed are 6.42� and 18.53� respectively.
Next, some series notch filters are included in the regulation loop to improve the PI
controller response [26]. Classical design criteria [27] are established to tune these
controllers in these operating points, for instance: output sensitivity peak of 6 dB
approximately, open loop phase margin between 30� and 60�, open loop gain
margin between 6 and 12 dB and keeping constant the PI zero frequency.

Finally, a Tower Fore-Aft Damping filter (TFAD) is designed to reduce the
wind effect in the tower fore-aft first mode in the above rated power production
zone [28]. For the Upwind baseline controller, the filter (Eq. 5.6) consists of a gain
with one integrator, a pair of complex poles and a pair of complex zeros. The input
of the TFAD is the fore-aft acceleration measured in the tower top aTfa and the
output is the pitch contribution bfa to the collective pitch angle. For the designed
TFAD, KTDis 0.035, wT1 is 1.25 rad/s, 1T1 is 0.69, wT2 is 3.14 rad/s and 1T2 is 1.

bfaðsÞ ¼ KTD

1
s

1þ 21T1s=wT1

� �
þ s2�

w2
T1

� �

1þ 21T2s=wT2

� �
þ s2�

w2
T2

� �
0
@

1
AaTfaðsÞ ð5:6Þ

As Fig. 5.4 shows, the individual pitch angle set-point to each blade bsp1, bsp2

and bsp3 are equals and they are made up of the control signals bfa and bcol, and the
generator torque set-point Tsp is obtained adding the nominal generator torque in
above rated and the torque contribution of the DTD filter TDTD.

5.3 Design of Robust Controllers

The robust control design process for load reduction in wind turbines is shown in
Fig. 5.5. The robust control techniques applied are based on the H? norm
reduction and gain scheduling interpolation. Initially, the non-linear model is
linealized to extract the family of linear models. Next, the modal analysis is carried
out to analyze the structural and non-structural modes of the system.
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TFAD
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Filters
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Nominal Gen Torque

TDTD

βcol

β fa aTfa

wg

ewg

βcol

β sp1
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-

Nominal Gen Speed 

+

Fig. 5.4 Baseline control
strategy in the above rated
zone
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The designed control loops are the generator torque control, the collective pitch
control and the individual pitch control (IPC). Only one MIMO H? control is
proposed to develop the generator torque control. A MIMO H? control and gain
scheduling of different H? controllers via LMI solution are proposed to carry out
the collective pitch angle control. Also, a MIMO H? control is finally proposed to
perform a promising IPC. The controller design sequence is essential because the
generator torque control has to be considered when designing the pitch angle
control loops due to the couplings inherent to the system, mainly due to the hardly
coupling of the drive train mode.

Once the controllers are obtained, they are reduced and validated by a closed
loop analysis in different operating points with the family of linear models. Finally,
they are discretized with a sample time of 0.01 s, which is commonly used by wind
turbine manufactures and, afterwards, they are included in the custom-written
controller to work with the non-linear wind turbine model. A load analysis is
carried out to analyze the load reduction in different components of the wind
turbine. Table 5.2 shows the control objectives of the different proposed robust
controllers in the above rated zone.

5.3.1 Design of H? Robust Controllers

Controllers based on the H? norm reduction are robust from the control design
point of view, so their application is very powerful for control systems design due
to the fact that real engineering systems are vulnerable to external disturbances and
noise measurements and due to the differences between the real systems and the
mathematical models. A controller design requires a fixed certain performance

Load 
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External 
Controller

Family of linear 
models

Modal Analysis

Multivariable Generator 
Torque H  Control

MATLAB

Non-linear model
GH Bladed

Generator Torque Control

Collective Pitch ControlMultivariable Collective 
Pitch H  Control

Individual Pitch Control
H  IPC

Controller discretization

Closed loop analysis

Gain Scheduling

Fig. 5.5 Robust control design process for load reduction in wind turbines
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level when facing the disturbance signals, noise interferences, no-modelled plant
dynamics and plant parameter variations. These design objectives can be achieved
using a feedback control mechanism, but it introduces the need of sensors, bigger
system complexity and a guarantee of system stability. Since the 80s, many
authors researched the controller design using the H? norm [29, 30] and the
applications of these controllers in different non-linear real systems. Currently, the
MATLAB Robust Toolbox [31] is a useful tool to solve mathematically the H?

controller synthesis problem.
The designed H? controllers are LTI systems and the controller performance is

defined using weight functions, scale constants [32] and defining a nominal plant
among the family of linear plants where the controller synthesis is made. The most
usual feedback control problem is expressed as a mixed sensitivity problem. The
mixed sensitivity problem is based on a nominal plant and three weight functions
and it can be considered in SISO or MIMO systems. These matrices of weight
functions W1(s), W2(s) and W3(s) define the performance of the sensitivity func-
tions S(s), T(s) and U(s) respectively in a classical mixed sensitivity problem
scenario (Fig. 5.6), where S(s) is the output sensitivity, T(s) is the input sensitivity
and U(s) is the control sensitivity. The scale constants are used to make the scaling
of the different channels of the system. The difference between the family of plants
can be modeled as uncertainties and they can be structured or unstructured. The
unstructured uncertainties considered in the H? robust control design are com-
monly modeled in different representations: additive uncertainly, input multipli-
cative uncertainly, output multiplicative uncertainty, inverse additive uncertainty,
input inverse multiplicative uncertainty and output inverse multiplicative uncer-
tainty. The selected one in this chapter is the additive representation. Finally, the
calculation of the K(s) controller based on the H? norm reduction in this mixed
sensitivity problem consists of the resolution of two Ricatti equations, which can
be solved with the MATLAB Robust control toolbox.

In the case of the wind turbine control design, two MISO (2 9 1) mixed sen-
sitivity problems are necessary to design the MISO proposed generator torque and
collective pitch controllers based on the H? norm reduction. This control scenario
is based on the augmented plant (Eq. 5.7) which is divided into the nominal plant
G(s), scale constants Du, Dd1, Dd2, De1, De2 and weight functions W11(s), W12(s),
W2(s), W31(s) and W32(s). The nominal plant is the plant used to design the

Table 5.2 Objectives of the designed robust controllers

Order Controller name Control objectives

I Generator torque H?

control
To reduce the wind effect in the drive train and tower side-
to-side first modes

II Collective pitch H?

control
To improve the regulation of the generator speed and to
reduce the wind effect in the tower fore-aft first mode

III Collective pitch gain
scheduled control

To improve the regulation of the generator speed

IV Individual pitch H?

control
To reduce the wind effect in the tower side-to-side first
mode and to align the rotor plane
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controller. The other plants of the family are considered as additive uncertainties in
the pitch control design because these plants present differences. The inputs of the
augmented plant are the output disturbances d1(s), d2(s) and the control signal u(s).
The outputs are the y1(s) and y2(s) from the scaled plant and the performance
output channels Zp11(s), Zp12(s), Zp2(s), Zp31(s) and Zp32(s).

Zp11ðsÞ
Zp12ðsÞ
Zp2ðsÞ
Zp31ðsÞ
Zp32ðsÞ

y1ðsÞ
y2ðsÞ

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

¼

�ðDd1=De1ÞW11ðsÞ
0
0

0

0

�ðDd1=De1Þ
0

0
�ðDd2=De2ÞW12ðsÞ

0

0

0
0

�ðDd2=De2Þ

ðDu=De1ÞG11ðsÞW11ðsÞ
ðDu=De2ÞG12ðsÞW12ðsÞ

W2ðsÞ
ðDu=De1ÞG11ðsÞW31ðsÞ
ðDu=De2ÞG12ðsÞW32ðsÞ
ðDu=De1ÞG11ðsÞ
ðDu=De2ÞG12ðsÞ

0
BBBBBBBBBB@

1
CCCCCCCCCCA

d1ðsÞ
d2ðsÞ
uðsÞ

0
B@

1
CA

ð5:7Þ

5.3.1.1 Multivariable Generator Torque H? Control

The H? Torque Controller solves two of the control objectives: to reduce the wind
effect in the drive train mode and to reduce the wind effect in the first tower side-
to-side mode. The H? Torque Controller has two inputs (generator speed wg and
tower top side-to-side acceleration aTss) and one output (generator torque TH?).

The selected nominal plant to design the controller is the linearized plant at the
19 m/s wind speed operational point because it is a representative plant in the
above rated zone. The nominal plant has the input of generator torque and two
outputs: generator speed and tower top side-to-side acceleration. This nominal
plant G(s) (Eq. 5.8) is represented by the state space matrices APT, BPT, CPT and
DPT and it has 55 states. Uncertainties are not considered because the nominal
plant is valid for all operating points in the above rated zone.

G(s)

r (s)

u(s) y(s)

-
+

Zp1 (s)

Zp2 (s)

Zp3 (s)

W1(s)

W3(s)

+
+
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e(s)

W2(s)
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D

D 1/D

Fig. 5.6 Mixed control sensitivity problem
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_X tð Þ ¼ APTX tð Þ þ BPTT tð Þ
wgðtÞ
aTssðtÞ

� �
¼ CPTX tð Þ þ DPTT tð Þ

ð5:8Þ

The nominal plant is generalized including the performance output channels
and the scale constants (Eq. 5.9) Du, Dd1, Dd2, De1, De2 to scale the different
channels of the mixed sensitivity scenario.

Du ¼ 90

De1 ¼ 0:1; De2 ¼ 1

Dd1 ¼ 0:1; Dd2 ¼ 1

ð5:9Þ

Finally, five weight functions are included in the generalized plant. In this
mixed sensitivity problem, W11(s), W12(s), W2(s) are used. The weight functions
W31(s) and W32(s) are not used, so their value is the unit when using the MATLAB
Robust Toolbox. Like Fig. 5.7 shows, W11(s) is an inverted notch filter centered at
the drive train frequency to mitigate the wind effect in this mode, W12(s) is an
inverted notch filter centered at the tower side-to-side first mode to also mitigate
the wind effect in this mode and W2(s) is an inverted low pass filter to reduce the
controller activity in high frequencies.

After developing the controller synthesis, the obtained controller has to be
re-scaled to adapt the input and the output to the real non-scaled plant. A high pass
filter is included in the DTD channel if the input of the controller is changed to be
the generator speed value instead of the generator speed error. The gain of this
controller channel is reduced at low frequencies with this high pass filter. As it is
defined in the augmented plant, the designed H? Torque Controller has two inputs
(generator speed in rad/s and tower top side-to-side acceleration in m/s2) and one
output (generator torque contribution TH? in Nm). This designed controller is state
space represented and its order is 39. Finally, the controller is reduced to order 25
without losing important information in its dynamics. After reducing, the last step
is the controller discretization using a sample time of 0.01 s. The Bode diagram of
the discretized state space represented controller (Eq. 5.10) is shown in Fig. 5.8.

X k þ 1ð Þ ¼ ATDX kð Þ þ BTD

wg kð Þ
aTss kð Þ

� �

TH1 kð Þ ¼ CTDX kð Þ þ DTD

wg kð Þ
aTss kð Þ

� � ð5:10Þ

5.3.1.2 Multivariable Collective Pitch H? Control

The H? Pitch Controller solves two control objectives: the generator speed reg-
ulation increasing the output sensitivity bandwidth and reducing the output sen-
sitivity peak compared to the classical control design, and to reduce the wind effect
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in the tower first fore-aft mode. Some notch filters are included in the pitch
controller dynamics to reduce the excitation in some frequencies in the open loop
response. The H? Pitch Controller has two inputs (generator speed wg and tower
top fore-aft acceleration aTfa) and one output (collective pitch angle bH?).

The selected nominal plant to design the controller is the linealized plant at the
19 m/s wind speed operational point. The nominal plant has one input: collective
pitch angle and two outputs: generator speed and tower top fore-aft acceleration.
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Fig. 5.7 Weight functions in the design of the generator torque H? control
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This nominal plant G(s) (Eq. 5.11) is represented by the state space matrices
APP, BPP, CPP and DPP and it has 55 states. The differences of the family of linear
plants compared to the nominal plant are considered as additive uncertainties.
These differences appear due to their non-linear behavior of the plant which relates
the pitch angle and the generator speed.

_X tð Þ ¼ APPX tð Þ þ BPPb tð Þ
wgðtÞ
aTfaðtÞ

� �
¼ CPPX tð Þ þ DPPb tð Þ

ð5:11Þ

The nominal plant is generalized including the performance output channels
and the scale constants Du, Dd1, Dd2, De1, De2 (Eq. 5.12) to scale the different
channels of the MISO mixed sensitivity scenario.

Du ¼ 1
De1 ¼ 10; De2 ¼ 0:1
Dd1 ¼ 10; Dd2 ¼ 0:1

ð5:12Þ

Five weight functions are included to create the generalized plant. In this mixed
sensitivity problem, the W11(s), W12(s), W2(s) are only used (see Fig. 5.10).
W11(s) is an inverted high pass filter and it is used to define the closed loop output
sensitivity performance, W12(s) is an inverted notch filter centered at the first tower
fore-aft mode to mitigate the wind effect in this mode and W2(s) is an inverted low
pass filter to reduce the controller activity in high frequencies. Some inverted
notch filters are included in W2(s) to include notch filters in the controller
dynamics. These filters are centered at the rotational frequencies 1P (0.2 Hz) and
3P (0.6 Hz) and at other structural modes.

The controller obtained by using the MATLAB Robust toolbox has to be re-
scaled to adapt the inputs and output to the real non-scaled plant. The designed H?

Pitch Controller has two inputs (generator speed error in rad/s and tower top fore-
aft acceleration in m/s2) and one output (collective pitch angle bH? in rad). This
designed controller is state space represented and its order is 45. Finally, the
controller is reduced to order 24 without losing important information in its
dynamics. After reducing, the last step is the controller discretization using a
sample time of 0.01 s. The Bode diagram of the discrete state space controller
(Eq. 5.13) appears in Fig. 5.9.

X k þ 1ð Þ ¼ ABDX kð Þ þ BBD

ewg kð Þ
aTfa kð Þ

� �

bH1 kð Þ ¼ CBDX kð Þ þ DBD

ewg kð Þ
aTfa kð Þ

� � ð5:13Þ
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After obtaining the pitch controller, the stability robustness of the closed loop
for all plant in the family of linear models has to be analyzed. As it is proved in the
small gain theorem [29], the inverse of the control sensitivity function has to be an
upper limit of the modeled additive uncertainties (Fig. 5.10) to guarantee the
robustness of the control in all operating points in the above rated zone.
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Gain Scheduled Collective Pitch H? Control

The interpolation of LTI controllers is an important task in control systems design
for non-linear applications. In literature, the interpolation is commonly applied to
low ordered LTI controllers and it can be divided into two approaches [33]: Gain
Scheduling approach and LPV approach. The first one uses the family of linear
models extracted from the non-linear model to design LTI controllers in different
operating points to finally interpolate the designed controllers [34]. On the other
hand, the LPV approach needs LPV models [35] of the plant to design LPV
controls for the specified model [36]. The work presented in this section is focused
on the first approach and it is based on gain scheduling of LTI controllers solving a
LMI system. This technique guarantees the stability from the control design point
of view because it is considered in the formulation of the LMI system. The
adaptability of the presented gain scheduled control, which varies its behaviour
according to the different operating points in wind turbines non-linear systems,
improves the closed loop performance compared to LTI control techniques.

The non-linearities of wind turbines are more presented in the above rated zone,
mainly in the pitch angle based generator speed regulation loop. To improve the
control performance of the LTI H? Pitch Controller, three collective pitch H?

controllers are designed to regulate the generator speed in three operating points in
the above rated zone for wind speeds of 13, 19 and 25 m/s respectively. So, the
above rated zone is divided into three sub-zones in this control design and each
controller is optimized in performance for each zone guaranteeing the closed loop
stability. Although the order of these controllers is high, they are perfectly inter-
polated without losing the stability and performance in all trajectories of the above
rated zone solving an LMI system carefully proposed in [37]. The varying
parameter p to develop the gain scheduling in the above rated zone is based on an
adaptation of the measured pitch angle to work in the range [-6, 6], which
extreme points are calculated from the stationary pitch values of the operating
points with wind speeds of [13 m/s, 25 m/s]. Figure 5.11 shows the bode diagram
of discrete gain scheduling controller in three operating points where it is
designed. The representation of the gain scheduled controller via LMI solution
is based on a gain vector which interpolates the three state space LTI controllers
previously adapted to make this interpolation.

5.3.1.3 Multivariable Individual Pitch H? Control

One of the most well-known control loops developed to mitigate loads in wind
turbines is the IPC. It consists of a controller which generates individual pitch
set-points for each blade. The main objective of the IPC is to reduce the asym-
metrical loads which appear in the rotor due to its misalignment caused by phe-
nomena like wind shear, tower shadow, yaw misalignment or rotational sampling
of turbulence. In [10, 38], decentralized d-q axes controllers based on propor-
tional-integral (PI) controllers are proposed to solve this main objective using the
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Coleman transformation. The IPC to align the rotor frame has been field tested not
only in the CART2 wind turbine [39], but it has also recently tested in the CART3
turbine with very promising results [40]. The load mitigation in the tower can be
also considered as a control objective in the design of the Individual Pitch Con-
troller. The tower side-to-side damping is commonly carried out with a generator
torque contribution from measured side-to-side nacelle acceleration. This torque
contribution affects to the quality of the generated electric power. In [41–43],
different control strategies based on IPC are proposed to make the tower side-to-
side damping with IPC signals. The interaction between the supervisory control
and the IPC of the wind turbine is very important to reduce the loads in some
components for shutdown and load sensor failure cases [10].

The IPC presented in this section, called H? IPC, is composed of one MIMO
controller based on the H? norm reduction to generate individual pitch set-point
signals for each blade with a multi-objective point of view (to align the rotor plane
and to reduce the wind effect in the tower side-to-side first mode).

The first step when designing the H? IPC is to create the nominal plant which
will be included in the mixed sensitivity problem to make the H? controller
synthesis. To create this plant, firstly, the flapwise and edgewise moments
extracted from strain gauges in the blade roots are transformed [44] to the out-of-
plane moment Moop using the transformation T (Eq. 5.14), where hT and b are the
twist and pitch angles at the blade root section. The Mtilt and Myaw rotor tilt and
yaw moments are obtained using the transformation (Eq. 5.15) where w is the
azimuth angle in each blade and Moop1, Moop2 and Moop3 the out-of-plane moments
in each blade. The tilt and yaw moments show how the blade loads developed in a
rotating reference frame are transferred to a fixed reference frame. In this case, the
Coleman transformation [45] C is used, and it is a transformation from a rotating to
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a fixed reference frame, so Mtilt and Myaw are proportional to the Coleman
transformation outputs and the controller can be easily scaled. The inverse of the
Coleman transformation C-1 is used to transform the fixed frame to the frame in
blades.

Moop1

Moop2
Moop3

0
@

1
A ¼

cos hT þ bð Þ sin hT þ bð Þ 0 0 0 0
0 0 cos hT þ bð Þ sin hT þ bð Þ 0 0
0 0 0 0 cos hT þ bð Þ sin hT þ bð Þ

0
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1
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Mflap1
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1
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ð5:14Þ

For the ‘Upwind’ model cos hT þ bð Þ ¼ 0:8716 and sin hT þ bð Þ ¼ 0:4903

Mtilt

Myaw

� �
¼ cos w1 cos w2 cos w3

sin w1 sin w2 sin w3

� � Moop1

Moop2

Moop3

0
@

1
A ð5:15Þ

Pipc ¼ C�1PTC ¼ PT ð5:16Þ

The new plant Pipc (Eq. 5.16) uses the mathematical properties of the Coleman
transformation to simplify the construction of the plant. Pipc has three outputs (aTss,

Mtilt and Myaw) and two inputs (btilt and byaw). The plant Pipc linearized at the
operating point of 19 m/s is used in the H? IPC control design.

In this case, one MIMO (3 9 2) mixed sensitivity problem is necessary to
design a MIMO controller based on the H? norm reduction. The scale constants
are shown in (Eq. 5.17). The weight functions used in this mixed sensitivity
problem are W11(s), W12(s), W13(s), W21(s) and W22(s). The weight functions
W31(s), W32(s), W33(s) are not used, so their value is the unit when using the
MATLAB Robust Toolbox. Regarding to the weigh functions, W11(s) is an
inverted notch filter centered at the tower first side-to-side mode frequency to
reduce the wind effect in this mode, W12(s) and W13(s) are inverted high pass filters
to guarantee the integral control activity to regulate the tilt and yaw moments.
W21(s) and W22(s) are inverted low pass filters to reduce the controller activity in
high frequencies with an inverted notch filter at the first blade in-plane mode
frequency to include a notch filter at this frequency in the controller dynamics.
Figure 5.12 shows the Bode diagrams of these weight functions.
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Du1 ¼ 0:001; Du2 ¼ 0:001;

Dd1 ¼ 0:1; Dd2 ¼ 1e6; Dd3 ¼ 1e6;

De1 ¼ 0:1; De2 ¼ 0:5e6; De3 ¼ 0:5e6;

ð5:17Þ

After finishing the controller synthesis, the obtained controller has to be
re-scaled to adapt the inputs and the outputs to the real non-scaled plant. The
designed H? IPC controller has three inputs (tower top side-to-side acceleration
aTss in m/s2, tilt moment in the rotor Mtilt in Nm and yaw moment in the rotor Myaw

in Nm) and two outputs (pitch angle in the rotor reference frame btilt in rad and
yaw pitch angle byaw in the rotor reference frame in rad). This designed controller
is state space represented and its order is 54. The reduction of the order of mul-
tivariable controllers is difficult due to coupling between the channels, so this
controller is not reduced. The last step is the controller discretization with a sample
time of 0.01 s. The Bode diagram of the discretized state space represented con-
troller (Eq. 5.18) is shown in Fig. 5.13. Finally, the Coleman and its inverse have
to be included in the control strategy to calculate the individual pitch angle con-
tribution for each blade brot1, brot2 and brot3. Figure 5.14 shows the complete
control scheme of the IPC strategy from the signals from the loads in the blade
roots to the individual pitch angle contributions. These pitch contributions for each
blade are added to the collective pitch angle set-point obtained in the previously
designed collective pitch angle controllers.

10
-3

10
-2

10
-1

10
0

10
1

10
2

0

10

20

30

40

50

60

70

80

90
Bode Diagram

Frequency (Hz)

M
ag

ni
tu

de
 (d

B
)

W
11

(s)

W
12

(s)

W
13

(s)

W
21

(s)

W
22

(s)

Fig. 5.12 Weight functions in the design of the individual pitch H? control

5 Design of Robust Controllers for Load Reduction in Wind Turbines 117



xðk þ 1Þ ¼ Aipc1x kð Þ þ Bipc1
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MtiltðkÞ
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Fig. 5.14 Diagram of the individual pitch control strategy
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5.3.2 Closed Loop Analysis of the Designed Robust
Controllers

The closed loop analysis is an important step before including the designed con-
trollers to work with the wind turbine non-linear model. Some control structures
based on the designed controllers in this chapter are proposed to be analyzed not only
in this closed loop analysis, but they will be also analyzed in the simulations shown in
next section with the non-linear model. In all structures, the control strategy in
the below rated zone is the same (baseline) but they present important differences
in the above rated zone. These control structures in the above rated zone are:
C1 Baseline control strategy based on gain scheduled PI pitch controller with

DTD and TFAD filters
C2 Robust control strategy based on two MISO H? MISO LTI controllers: H?

Pitch Controller and H? Torque Controller (see Fig. 5.15)
C3 Robust control strategy based on two controllers. The generator torque control

is the same as in C2. However, the collective pitch control is based on the gain
scheduling of three H? controllers via LMIs resolution (see Fig. 5.15)

C4 It is an extension of the C2 robust control strategy with an extra-pitch angle
contribution in each blade from the MIMO IPC H? IPC (see Fig. 5.14)

The first analysis of the closed loop studies the output sensitivity function of the
generator speed regulation loop. Table 5.3 shows the peaks and the bandwidth of
this function in different operating points with the collective pitch angle controllers
included in the control strategies C1, C2 and C3. The gain scheduled controller
provides a larger bandwidth in the output sensitivity function, mainly at parameter
values between -4 and 4, with an interesting decrease of the output sensitivity
peak in all operational points. This is a good performance from a load mitigation
point of view in wind turbines, mainly for extreme changes of wind.

The damping of the drive train mode is very important and it can be developed
using the baseline DTD filter in C1 or with the H? Torque Controller in C2, C3 and
C4. Figure 5.16 shows the bode diagram of the response of the generator speed from
the generator torque control signal with these generator torque controllers in the
operating point of 19 m/s. The drive train mode is perfectly damped with C1 and C2.

Figures 5.17, 5.18, 5.19 and 5.20 show the wind effect in different controlled
signals of the wind turbine with the different control schemes at the operating point
of 19 m/s. Figure 5.17 shows the wind effect in the generator speed. The regulation
of this variable is better using the C3 control strategy at 19 m/s operating point due
to the high bandwidth of this control loop (Table 5.3). Figure 5.18 shows the mit-
igation of wind effect in the tower fore-aft first mode with the C1 and C2 control
strategies. Figure 5.19 shows the ability of mitigating the wind effect in the tower
side-to-side first mode with a generator torque control in C2 control strategy or with
an individual pitch controller developed in the C4 strategy. Finally, Fig. 5.20 shows
the regulation of the rotor tilt moment using the IPC included in the C4 control
scheme. Similar regulation is achieved in the rotor yaw moment with this strategy.
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5.4 Simulation Results in GH Bladed

The control schemes explained in the closed loop analysis are included in the
External Controller [46] in GH Bladed and different simulations are carried out
using the Upwind non-linear wind turbine model with special wind conditions. The
simulation analysis with the non-linear model is divided into two main steps:

• The analysis of a power production wind in above rated zone, in this case with
a mean wind speed of 19 m/s, to see the time domain response of regulated
signals. Also, the Power Spectral Density (PSD) of different signals within the
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Fig. 5.15 Diagram of C2 and C3 control strategies

Table 5.3 Frozen output sensitivity analysis

Wind speed (m/s) p value Output sensitivity peak
(dB)

Output sensitivity
bandwidth (Hz)

C1 C2 C3 C1 C2 C3

13 -6 6.06 3.35 2.52 0.037 0.035 0.037

15 -4 6.06 3.59 2.87 0.045 0.044 0.059

17 -2 6.09 4.31 3.12 0.052 0.057 0.074

19 0 6.31 5.29 3.31 0.058 0.070 0.085

21 2 6.00 5.78 3.50 0.061 0.078 0.090

23 4 6.05 6.70 3.67 0.065 0.089 0.097

25 6 6.04 7.84 3.93 0.069 0.10 0.105
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control system is analyzed to see the control influence in the frequency domain
representation of these signals.

• The load analysis to see the extreme and fatigue load mitigation achieved with
these control strategies. The rain flow counting algorithm [47, 48] is used to
carry out the load equivalent analysis to determine the fatigue damage on the
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wind turbine components according to the constant of material m. The wind
scenarios used to develop the fatigue analysis are based on 12 simulations of
600 s with power productions wind speeds with averages from 3 to 25 m/s.
Also, a statistical analysis is usually carried out to see the mean and standard
deviation of different signals in the wind turbine according to these twelve
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power production winds. On the other hand, two extreme load cases are ana-
lyzed: DLC1.6 and DLC1.9 cases. In these two analyses, the wind inputs are
different gusts and ramps respectively. Other extreme load cases are not taken
into account because results depend especially on the stop strategy, which has
not been very affected by the designed robust controllers.

According to the first step in the simulation analysis, one simulation is carefully
analyzed. The input of this simulation is a turbulent power production wind with a
mean speed of 19 m/s (Fig. 5.21). The increase of the bandwidth of the output
sensitivity function in the pitch control loop achieved using the robust controllers,
mainly with the gain scheduled control in C3 (see Table 5.3), improves the reg-
ulation of the generator speed near to the nominal value of 1,173 rpm for this wind
input (Fig. 5.22).

Different signals are also analyzed in the frequency domain using the PSD
analysis. Figures 5.23 and 5.24 are focused on showing the influence of the
designed feedback robust control loops to load mitigation in wind turbines in
different variables. In this case, the C3 control strategy is not considered because
the improvement in the generator speed regulation does not considerably affect to
the load mitigation in power production wind cases. Figure 5.23 shows the pitch
contribution of the IPC in the pitch control angle set-points using C4 control
scheme. In this figure, the generator torque oscillations are reduced when the tower
side-to-side first mode damping is developed using the IPC instead of with the
generator torque control in C2 control strategy. The quality of the generated
electric power is better if the oscillations in the torque control are avoided using
C4 because the regulation of the generator speed is not affected by the pitch
contributions in each blade generated with the IPC.
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Figure 5.24 shows some important moments in different components of the
wind turbine. The co-ordinate systems of blades, tower and hub are explained in
[46]. The C4 control strategy reduces the activity at the 1P frequency in the blade
out-of-plane moment Moop and mitigates the activity of the Mflap moment around
1P. However, the Medge moment hardly depends on the 1P frequency and it is very
difficult to mitigate loads in this variable. If the pitch actuator bandwidth was
bigger, the activity of the blade first in-plane moment at 1.1 Hz in Medge could be

200 210 220 230 240 250
13

14

15

16

17

18

19

20

21

22

Time (s)

H
ub

 W
in

d 
Sp

ee
d 

(m
/s

)

Hub Wind Speed

Fig. 5.21 Speed of the power production wind with mean of 19 m/s

200 210 220 230 240 250

1050

1100

1150

1200

Time (s)

G
en

er
at

or
 S

pe
ed

 (
rp

m
)

Generator Speed

C1

C2

C3

Fig. 5.22 Generator speed regulation for the power production wind

124 A. Díaz de Corcuera et al.



200 210 220 230 240 250
5

10

15

20

Time (s)

Pi
th

 A
ng

le
 (

º)

Blade Pitch Angle

200 210 220 230 240 250
35

40

45

50

Time (s)

G
en

er
at

or
 T

or
qu

e 
(k

N
m

)

Generator Torque

200 210 220 230 240 250
4

4.5

5

5.5

6

Time (s)

E
le

ct
ri

ca
l P

ow
er

 (
M

W
)

Electrical Power

200 210 220 230 240 250
1000

1100

1200

1300

Time (s)

G
en

er
at

or
 S

pe
ed

 (
rp

m
)

Generator Speed 

C1

C2
C4

Fig. 5.23 Different signals for the power production wind

0 0.5 1 1.5 2

200

250

300

Freq (Hz)

A
m

pl
itu

de
 (

dB
)

Blade 1 MFlap

0 0.5 1 1.5 2
150

200

250

300

Freq (Hz)

A
m

pl
itu

de
 (

dB
)

Blade 1 MEdge

0 0.5 1 1.5 2
200

250

300

Freq (Hz)

A
m

pl
itu

de
 (

dB
)

Blade1 root Moutofplane

0 0.5 1 1.5 2
150

200

250

300

Freq (Hz)

A
m

pl
itu

de
 (

dB
)

Tower Base Mx

0 0.5 1 1.5 2
200

250

300

350

Freq (Hz)

A
m

pl
itu

de
 (

dB
)

Tower Base My

0 0.5 1 1.5 2

200

250

300

Freq (Hz)

A
m

pl
itu

de
 (

dB
)

Stationary hub Mz

C1
C2
C4

Fig. 5.24 Moments in different components for the power production wind speed

5 Design of Robust Controllers for Load Reduction in Wind Turbines 125



reduced, but the pitch actuator bandwidth of the ‘Upwind’ model is only 1 Hz. The
activity of the tower base moment in x is reduced with the C4 control strategy at
the tower side-to-side first frequency, and the stationary hub moment in z is hardly
mitigated at small frequencies due to the correct alignment of the rotor plane with
IPC.

Figure 5.25 shows an statistical analysis of the regulated variables of generator
speed and electric power. The maximum, minimum and mean values of these
signals in different power production wind simulations are represented in
Fig. 5.25. The regulation of the generator speed is better using C3 control scheme
because the maximum and minimum values are closer to the nominal generator
speed than with other strategies. Inherently, the regulation of the electric power is
also better using C3 in spite of the difference in the generator torque control loop.

Table 5.4 represents the fatigue analysis with the four control schemes. C1 is
considered as the reference to calculate the percentage of fatigue load reduction in
different moments in the wind turbine components with the other control strate-
gies. The m constant of material is 3 for the tower, m is 9 for the hub and for the
yaw system and m is 12 for the blades. The inclusion of the generator torque
contribution using the H? torque controller in C2 reduces the fatigue load in the
tower base moment in x axis in 11.9 % without important load increase in other
components. The improvement in the generator speed regulation using C3 does not
involve enhanced profits in the fatigue load analysis. On the other hand, the IPC
based feedback control loop included in the C4 control strategy considerably
affects to the fatigue loads. The fatigue loads are reduced in 7.5, 5.9, 5.3 and 5.5 %
in the blade root moment in y axis, stationary hub moment in z axis and yaw
bearing x and y moments respectively compared to the C2 control scheme. The
load reduction in the tower base moment in x axis due to the reduction of the wind
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effect in the tower side-to-side first mode is a 2.9 % better using the IPC in C4 than
with the generator torque control loop in C2. The control effort to align the rotor
plane developed by the IPC of the C4 control scheme involves a load increment of
8.9 % in the tower base moment in z axis.

Lastly, Tables 5.5 and 5.6 show the extreme load analyses using the four
control schemes. These analyses are very influenced by the activation and deac-
tivation of the controllers, mainly of the IPC, when the wind turbine arrives to
work in the above rated zone, so the results using IPC in C4 control scheme could
be improved using better start-up strategies of the control system.

In the extreme DLC1.6 load case analysis, the blade root edgewise moment is
hardly reduced due to the faster response of the collective pitch robust controller to
regulate the generator speed. This rapidity also reduces other loads in blades, hub,
yaw and tower. The C3 control strategy does not present important improvements
compared to the C2 (only the blade root flapwise moment is reduced). On the other
hand, the activation of the IPC in C4 control strategy involves important load
reduction of 28.72 and 22.8 % compared to C2 in the DLC1.6 case in stationary
hub moment in y axis and in the tower base moment in x axis respectively. Also,
the C4 control strategy activation involves load increments in blade root moment
in x axis, yaw bearing moment in z axis and tower base moment in z axis due to the
extra-effort to align the rotor plane with the IPC.

The extreme load DLC1.9 analysis present important extreme load reductions
in the x axis of the moments analyzed in Table 5.5 using the C2 control strategy
compared to the C1. Also, the activation of the C3 control scheme with the
collective pitch gain scheduled robust control improves the regulation of the

Table 5.4 Fatigue load analysis

m C1 C2 C3 C4

Blade MFlap 12 100 100 102.1 98.6

Blade MEdge 12 100 100 100.1 99.5

Blade root Mx 12 100 99.9 100.0 101.0

Blade root My 12 100 98.8 98.9 91.3

Blade root Mz 12 100 98.3 101.0 99.0

Stationary hub Mx 9 100 100 99.8 99.0

Stationary hub My 9 100 99.2 99.6 92.8

Stationary hub Mz 9 100 99.9 101.0 94.0

Yaw bearing Mx 9 100 101.3 98.4 99.2

Yaw bearing My 9 100 99.2 99.3 93.9

Yaw bearing Mz 9 100 99.5 99.6 94.0

Tower base Mx 3 100 88.1 86.2 85.2

Tower base My 3 100 95.0 95.2 97

Tower base Mz 3 100 99.9 100.0 108.8

5 Design of Robust Controllers for Load Reduction in Wind Turbines 127



Table 5.5 Extreme load DLC1.6 analyses

C1 C2 C3 C4

Generator speed 100 91.62 90.5 92.3

Blade MFlap 100 97.11 92.4 92.7

Blade MEdge 100 76.29 77.5 77.4

Blade root Mx 100 94.98 93.0 108.9

Blade root My 100 96.89 91.6 93.4

Blade root Mz 100 89.63 86.2 90.1

Stationary hub Mx 100 85.52 83.0 85.1

Stationary hub My 100 95.02 94.8 66.3

Stationary hub Mz 100 103.36 104.1 105.8

Yaw bearing Mx 100 86.00 84.9 87.3

Yaw bearing My 100 84.95 94.0 84.2

Yaw bearing Mz 100 106.36 105.6 115.5

Tower base Mx 100 87.92 85.7 65.1

Tower base My 100 98.60 97.5 98.8

Tower base Mz 100 106.34 105.6 115.4

Table 5.6 Extreme load DLC1.9 analyses

C1 C2 C3 C4

Generator speed 100 100.59 95.6 100.7

Blade MFlap 100 100.18 94.7 95.5

Blade MEdge 100 101.66 97.7 99.3

Blade root Mx 100 99.14 97.5 97.1

Blade root My 100 99.81 94.3 95.0

Blade root Mz 100 100.45 89.6 107.4

Stationary hub Mx 100 99.05 99.0 98.9

Stationary hub My 100 99.31 89.7 56.0

Stationary hub Mz 100 90.95 103.9 98.1

Yaw bearing Mx 100 99.40 99.1 97.7

Yaw bearing My 100 104.31 94.1 93.4

Yaw bearing Mz 100 93.31 105.5 101.1

Tower base Mx 100 98.29 96.7 73.1

Tower base My 100 98.89 93.9 98.5

Tower base Mz 100 93.31 105.5 101.1
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generator speed in 4.44 % but the loads are increased in the z axis in the different
moments analyzed. The activation of the IPC in C4 reduces the loads in the
stationary hub moment in y axis and tower base moment in x axis in 43.3 and
25.1 % respectively compared to the results using the C2 control scheme. In this
extreme load analysis, the loads in blade root moment in z axis are increased using
the C4 control strategy.

5.5 Conclusions

This chapter proposes one process to design different multivariable robust con-
trollers for load mitigation in wind turbines. These controllers are compared with a
baseline control strategy named C1, which is based on classical control methods
used in wind turbines, not only in the controller design process, but also in the
validation process with different complex analyses from simulations with the wind
turbine non-linear model in GH Bladed. Some conclusions can be extracted from
the work presented in this chapter:

• The control objectives of each control strategy are summarized in Table 5.1.
The C1, C2 and C3 control strategies need a generator speed sensor and a tower
top accelerometer to use them in the developed generator torque and collective
pitch angle controllers. However, the C4 control strategy also needs blade root
sensors to solve the specific control objectives including the IPC.

• The robustness of the generator torque and collective pitch controllers included
in the C2 control scheme is carefully analyzed in Sect. 5.2. The mixed sensi-
tivity problems to develop the controller syntheses are explained from the
nominal plants to the definition of the weight functions. The proposed gener-
ator torque and collective pitch blade controllers perfectly mitigate the loads in
the desired components of the wind turbine and they extract the nominal
electric power value during the power production in the above rated zone.

• In the gain scheduled control included in C3 control scheme, the three LTI H?

controllers are perfectly interpolated without losing the stability and perfor-
mance in all trajectories of the above rated zone solving an LMI system. These
controllers perfectly improve the regulation of the generator speed compared
with the LTI H? controller in C2. The parameter adaptation in this gain
scheduled controller is not optimized for gust inputs. Other variables with a
faster response than the pitch angle signal, like generator speed error, can be
taken into account to calculate the varying parameter value to improve the
generator speed regulation in extreme wind gust cases.

• The multivariable robust IPC included in the C4 control strategy satisfies the
proposed control objectives: to reduce the asymmetrical loads which appear in
the rotor due to its misalignment and to mitigate the load in the tower reducing
the wind effect in the tower side-to-side first mode. The load mitigation in the
tower reducing the wind effect in the tower side-to-side first mode using the C4
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control strategy improves the load reduction results comparing to the C2 and
C1 baseline control strategies. Furthermore, the quality of the electrical power
using the C4 control strategy is better than using the C2 control strategy
because the tower side-to-side first mode damping is developed with an IPC
instead of with a generator torque control. A start-up algorithm for the Indi-
vidual Pitch Controller is necessary to have a softly activation of this control
loop to reduce the extreme loads during the transition from the below rated to
the above rated control zones.

• The designed feedback control strategies, which reduce the wind effect in some
structural modes, mainly mitigate the fatigue loads in the wind turbine variables
they are controlling. Other control loops like the rotor alignment and the gen-
erator speed regulator affect not only the variable they are trying to control. The
effect of the increment of the bandwidth of the output sensitivity function in
the generator speed regulation considerably affects the mitigation of the extreme
loads. The collective pitch angle control responds quickly and the wind turbine
rapidly changes the pitch angle in the blades to regulate the generator speed.

• The designed robust controllers have an important dependence from the
nominal plants and these plants do not take into account the wind turbine
rotational modes (1P, 3P…) because they are not considered in the lineariza-
tion process in GH Bladed. The robust control strategies can be improved if the
plants consider these modes. This consideration can be developed by model
identification from real data from the wind turbine or with complex analytical
models.

• The proposed control strategies have been validated in GH Bladed for pro-
duction and under extreme wind cases.

5.6 Future Work

Some of the work explained in this chapter has been towards numerical algorithms
for the design of H? and gain scheduled controllers. These algorithms are not
totally matured and they need further research in different areas. The future work
to continue with the work carried out in this chapter and to continue with the
improvement of the load mitigation in wind turbines could be as follows:

• To use wind turbine models from the identification of real data of a wind
turbine. These models are less ordered and the non-structural modes, like 1P or
3P, are included in them. It is usefull to design controllers to mitigate the wind
effect in these modes and the computational cost to make the control synthesis
will be smaller.

• To estimate the wind speed with a Kalman filter or other techniques, or to use
LIDAR sensors. The inclusion of the wind speed measurement in the control
strategies is an advantage because the main disturbance of the system can be
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known. This wind input can be used to be varying parameter of the gain
scheduled controllers to adapt quickly their dynamics to the present wind.

• To improve the individual pitch controllers. If the pitch actuator bandwidth
increases, the performance of individual pitch controller would be better
because the wind effect in the blade modes can be mitigated.

• To improve the gain scheduled controllers in the above rated zone including
new operational points in the family of linear models when the wind turbine do
not work in the operational points of the curve of power production (Fig. 5.1).

• To improve gain scheduled controllers for wind gust inputs including a new
parameter dependence with a faster response than the pitch angle signal, like
the generator speed error, to have a better generator speed regulation in
extreme wind cases.
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Chapter 6
Further Results on Modeling, Analysis,
and Control Synthesis for Offshore Wind
Turbine Systems

Hamid Reza Karimi and Tore Bakka

Abstract Renewable energy is a hot topic all over the world. Nowadays, there are
several sustainable renewable power solutions out there; hydro, wind, solar, wave,
and biomass to name a few. Most countries have a tendency to want to become
greener. In the past, all new wind parks were installed onshore. During the last
decade, more and more wind parks were installed offshore, in shallow water. This
chapter investigates a comparative study on the modeling, analysis, and control
synthesis for the offshore wind turbine systems. More specifically, an H1 static
output-feedback control design with constrained information is designed. Con-
strained information indicates that a remarkable performance can be achieved by
considering less information in the control loop or in the case of sensor failures in
practice. Therefore, a special structure is imposed on the static output-feedback
gain matrix in the contest of constrained information. A practical use of such an
approach is to design a decentralized controller for a wind turbine. This will also
benefit the controller in such a way that it is more tolerant to sensor failure.
Furthermore, the model under consideration is obtained by using the wind turbine
simulation software FAST. Using Linear Matrix Inequality ðLMIÞ method, some
sufficient conditions to design an H1 controller are provided. Finally, a com-
prehensive simulation study will be carried out to illustrate the effectiveness of the
proposed methodology for different cases of the control gain structures.
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Nomenclature

b Blade pitch angle
Cp Power coefficient
Ft Thrust force
k Tip-speed-ratio
Pa Extracted electrical power from the wind
xr Rotational speed of the rotor
R Rotor radius
q Air density
Ta Aerodynamic torque
t Wind speed acting on the blades

6.1 Introduction

The wind turbine has been in use for several centuries. The first wind machines
were only used for mechanical labor, such as grinding corn or pumping water. The
first who benefited from the wind turbine in an electrical way, was James Blyth in
Scotland in 1887. He used it to charge his batteries, in order to have light in his
cabin. The modern wind power industry did not start until the late 1970s, and from
this point, the research within wind power has accelerated.

In these green times, renewable power sources are a popular topic all over the
world. The growth in the wind power industry has been tremendous over the last
decade and it is nowadays one of the most promising sources for renewable energy.
Since the early 1990s, wind power industry has enjoyed a renewed interest, and the
total installed capacity is increasing heavily every year. According to The World
Wind Energy Association’s (WWEA) 2012 half-year report, the top world leading
countries are China, USA, Germany, Spain, and India. Together, they represent 74 %
of the total global capacity. Figure 6.1 illustrates the total installed capacity world
wide since 2001, the figure shows an increase of about 21 % each year. In order to
sustain this growth in the wind industry sector, advanced control is one area where
this can be achieved. Although the majority of the world wide installed wind parks
are situated onshore, there is an interest to install new offshore wind parks. The wind
velocities are both higher and more stable in offshore environments. Offshore tur-
bines are often either fixed to the soil or they stand on monopoles or other structures.
These structures are installed in shallow waters, typical depths up to 60 m. For many
countries, it would be beneficial to also be able to install wind turbines in deeper
waters, in depths up to 1000 m. Hywind is one example for a floating wind turbine
solution. This is a turbine which is currently in operation and is located right off the
Norwegian west coast. It is a model of Hywind this chapter is dealing with.

Wind turbines are complex mechanisms. In general, they consist of four major
components: rotor, transmission, generator, and a support structure. In addition,
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there is a control system causing the turbine to behave in a suitable manner. Over
the years, there have been presented many ways to model the wind turbine, for
instance, single mass models [1], multiple mass models [19], and complex flexible
multibody models. The latter seems to have gained a lot of interest in recent years,
much because these methods are incorporated into special wind turbine simulation
software, such as HAWC2 [16], Cp-Lambda [8] and FAST [13]. Recently, a robust
data-driven fault detection approach is proposed with application to a wind turbine
benchmark [24]. More recently, modeling and optimization of a passive structural
control design for a spar-type floating wind turbine is addressed in [22]. Besides,
an application of adaptive output-feedback control design to wind turbine col-
lective pitch control and load mitigation is proposed in [18]. In this work, the main
objective is the design of an output-feedback controller without wind speed esti-
mation, ensuring that the generator speed tracks the reference trajectory with
robustness to uncertain parameters and time-varying disturbances.

The region of operation for a typical wind turbine is often divided into four
regions, shown in Fig. 6.2. In region I ðt\tcut�inÞ the wind speed is lower than the
cut–in wind speed and no power can be produced. In region II ðtcut�in\t\tratedÞ
the blade pitch is usually kept constant, while the generator torque is the con-
trolling variable. In region III ðtrated\t\tcut�outÞ the main concern is to keep the
rated power and generator speed by pitching the blades. In region IV ðt [ tcut�outÞ
the wind speed is too high, and the turbine is shut down. This chapter is focused on
the above-rated wind speed scenario, i.e., region III.

It is tempting to just put a well-designed onshore controller and install it on an
offshore turbine. In principle, one can do this, but there is no guarantee that the
closed-loop system will be stable. The major difference between the onshore and
the offshore turbine is the natural frequencies. The natural frequencies will
decrease significantly once the turbine is mounted on a floating foundation. First,
lets say the turbine is located onshore. Then, the lowest tower frequency is typi-
cally 0.5 Hz, which is the tower fore-aft bending mode. Once this turbine is put

Fig. 6.1 Total installed wind
power capacity from 2001 to
2011 in [MW]

6 Further Results on Modeling, Analysis, and Control Synthesis for … 137



offshore, some additional vibration modes appear, see Fig. 6.4. These are much
more low frequent, and the lowest frequencies are in the area 0:01�0:04 Hz. When
the turbine is designed, the designers already know the wind and wave frequencies
in the area, and design the turbine structure accordingly. This is to make sure that
the surrounding environment will not excite any of the structural vibration modes.
For nonfloating turbines, the soil also plays a major role in relation to the structural
natural frequencies, as discussed in [2]. A controller for an onshore turbine, typ-
ically has a frequency of 0.1 Hz, i.e., lower than the tower fore-aft bending mode.
If this controller was implemented on the offshore turbine, then the controller
would be faster than the tower vibration modes. This can cause a stability issue
once the wind speed is above rated. One can quite easily visualize why this
becomes a problem. It is known that, in the above-rated wind speed conditions
the controlling variable is the blade pitch angle. When the wind speed increases,
the blades will pitch out of the wind in order not to gain higher generator speed.
This means that the aerodynamic forces acting on the tower will decrease and it
will start to move forward. It is during this motion the stability issue occurs and it
is directly related to the pitching frequency of the blades. Let us consider two
scenarios: (1) the onshore controller is being used, (2) the offshore controller is
being used. In the first scenario, the blades are being pitched out of the wind at a
higher frequency than the tower is moving forward. The consequence is that the
tower will lose most of its aerodynamic damping. The result is that the tower and
eventually the generator will start to oscillate and eventually become unstable. In
the second scenario, the blades are being pitched out of the wind with a lower
frequency than the tower is moving forward. Therefore, the tower will not loose as
much of the aerodynamic damping, and the overall system will maintain its
stability.

In today’s industry, PI or PID controllers are commonly used. These are
designed by keeping in mind these critical frequencies. Pole placement is one way
of getting the closed-loop system poles at the right locations. The control design
proposed in this chapter does not directly include these stability constraints, but
they are indirectly included since the proposed controller design is model based and
guarantees stability. This problem will be demonstrated in the simulation results.

II III

11.43

5

2.5

25 [m/s]

[MW]

IVI

Fig. 6.2 Region of operation
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The wind turbine is a highly nonlinear system. The nonlinearity is caused by the
conversion of wind to electrical power. According to [10], the extracted electrical
power from the wind can be formulated as

Pa ¼
1
2
qpR2t3Cp k; bð Þ: ð6:1Þ

The dimensionless tip-speed-ratio (TSR) k is defined as

k ¼ xrR

t
; ð6:2Þ

where xr is the rotational speed of the rotor, R is the rotor radius and t is the wind
speed acting on the blades. From (1) the expressions for the aerodynamic torque
and thrust force are found as follows:

Ta ¼
1
2
qpR3t2 Cp k; bð Þ

k
; ð6:3Þ

Ft ¼
1
2

qpR2t2CT k; bð Þ: ð6:4Þ

where Ta is the aerodynamic torque, Ft is the thrust force, q is the air density and b
is the blade pitch angle. Cp is known as the power coefficient and depends on how
the turbine is designed. It is an expression describing the relationship between
power available in the wind and how much it is possible to extract. It is not
possible to extract all the wind. If this were to happen, then the wind would have to
completely stop after hitting the blades. The theoretical upper limit for the power
extraction is known as the Betz limit. Albert Betz showed that only 59.3 % of the

Fig. 6.3 Interconnected subsystems
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theoretical power can be extracted, no matter how well designed the turbine is. In
reality, after all the losses and friction are accounted for, only about 40–50 % is
actually extracted. CT has a similar explanation, but dealing with thrust force. Both
expressions depend on the TSR k and the blade pitch angle b.

Typical wind turbines are built up by five major components; tower, nacelle,
rotor, generator, and drive train. The nacelle is on top of the tower and houses the
drive train and the generator. The drive train is divided into two parts, the low-
speed shaft and the high-speed shaft. The rotor is attached to the low-speed shaft
and is driven by the wind. The velocity of the low-speed shaft is geared up
typically about hundred times. The low-speed shaft drives the induction generator
and electrical power is produced. Although lately, drive trains without gearboxes
are being developed. These are called direct drive solutions, where the wind
directly drives a permanent magnet synchronous generator. Recently, a novel
mathematical modeling and parameter tuning of the OC3-Hywind spar-type
floating wind turbine with a tuned mass damper (TMD) installed in nacelle is
proposed in [21].

A variety of control techniques are often solved by formulating the problem in
terms of Linear Matrix Inequalities ðLMIsÞ [9]. Formulating the problem in such
a way gives an opportunity to impose a special structure on the LMI variables.
This comes in very handy when it comes to constrained information systems. This
means that it is possible to design a controller which can handle the fact that not all
the information in the feedback loop is used. There can be several reasons for this,
i.e., some of the information is simply not needed, some of the sensors are
especially prone to failure, switching between controllers and they do not need the
same information, etc. State-feedback is widely used in control applications, but in
practice full state measurement is usually not possible. A more practical approach
is output-feedback. However, the output gain matrix is not computed as easily as in
the state-feedback case, where a simple change of variables converts a nonconvex
problem into a convex problem. In the output-feedback case, the gain matrix is not
directly isolated from the other LMI variables. In [25–27], they proposed an
explicit solution to calculate the gain matrix. In [20], an even simpler solution is
found. With the solution found in [20], it is possible to impose zero-nonzero
constraints on the LMI variables. An application of these developed methods to
wind turbines has been investigated in [4, 5, 7]. Other solutions to make the system
more tolerant to failures have been suggested in [23] and [15]. Faults in the grid
can also cause the turbine to behave in a nonsatisfactory manner, this is discussed
and dealt with in [28].

Nowadays, modern wind turbines are getting bigger and bigger and are often
located in harsh environments. This leads to larger loads on critical parts and the
possibility of sensor failure is always present. This chapter tries to alleviate these
two issues. A traditional controller might force the turbine to shut down completely,
if a sensor in the feedback loop should fail. With the controller designed in this
chapter, the turbine is able to stay in operation, although the failed sensor should of
course be fixed as soon as possible. This is not managed without consequences, as
will be discussed later in the chapter. The main contributions of this chapter are
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twofold: First, an H1 controller is designed to minimize the effect of disturbance
on the controlled output, practically this means it is possible to dampen unwanted
oscillations on critical parts due to turbulent wind; and second, the controller is
designed as a priori to reduce effects of sensor failures that might occur.

This chapter is organized as follows. Section 6.2 describes the model under
consideration and how the wind turbine model and blade pitch actuators are
interconnected. Section 6.3 goes into the control design and how it is possible to
calculate the constrained gain matrix. Simulation results for both the linear model
and the nonlinear model are presented in Sect. 6.6. Finally, concluding remarks
and suggestions to future work are discussed in Sect. 6.5.

Notation. Throughout this chapter, the notations Rn and Rn�m denote,
respectively, the n dimensional Euclidean space and the set of all n� m real
matrices. Superscript ‘‘T’’ denotes matrix transposition and I and 0 are the identity
matrix and the zero matrix with compatible dimensions, respectively. The symbol
� denotes Kronecker product. The notation P [ 0 means that P is real symmetric
and positive definite and the symbol * denotes the transpose elements in the
symmetric positions. diag � � �f g represents a block diagonal matrix and the operator
sym Að Þ represents Aþ AT. All LMI variables are written with boldface font.

6.2 Model Description

A wind turbine system can be divided into several interconnected subsystems, see
Fig. 6.3. The complexity of the subsystems are often related to the control strategy.
A model for control purpose should not be overly complicated, but it should still
describe the most important dynamics. Which dynamics that are important or not,
will differ depending on the control objective. The model under consideration is
obtained from FAST (Fatigue, Aerodynamics, Structures, and Turbulence) [13],
which is a fully nonlinear wind turbine simulation software developed at the
National Renewable Energy Laboratory (NREL) in Denver, USA. The code
models the wind turbine as a combination of both rigid and flexible bodies. These
bodies are then connected with several degrees of freedoms (DOFs). The code
provides with a nonlinear model with up to 24 DOFs. The turbine model is floating
and is rated for 5 MW, the main specifications are summarized in Table 6.1. More
detailed information about the specifications can be found in [14]. Figure 6.4
shows the floating wind turbine. The platform DOFs are also indicated on the
figure, they include; translational heave, sway and surge motion and rotational
yaw, pitch and roll motion. Heave movement is defined along the z-axis, sway is
along the y-axis, and surge is along the x-axis. Yaw motion is defined about z-axis,
pitch is about the y-axis and roll is about the x-axis. This gives six DOFs.

Four more DOFs are related to the tower, two for longitudinal direction and two
for lateral direction. Yaw motion of the nacelle provides one DOF. Variable
generator- and rotor speeds gives another two DOFs, this also includes drive train
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flexibility. Nine DOFs for the blades, that is; three for blade flapwise tip motion for
the first mode, three for tip displacement for each blade for the second flapwise
mode, and another three for the blade edgewise tip displacement for the first
edgewise mode. The last two DOFs are for rotor- and tail furl. In total, this adds up
to 24 DOFs.

In order to utilize linear control techniques, a linear model is needed. The linear
model is also obtained form FAST. A model with a low number of DOFs is
preferred for the controller design, otherwise the model is simply too complicated
in order to get a feasible solution. Three DOFs are selected for the linear model,
they are; platform pitch (1 DOF) and drive train (2 DOFs). The drive train includes

Table 6.1 Basic facts of
NREL’s OC3 turbine

Rated power 5 MW

Rated wind speed 11.6 m/s

Rated rotor speed 12.1 RPM

Rotor radius 63 m

Hub hight 90 m

Fig. 6.4 Floating wind
turbine [12]
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the rotor and generator inertia, which are connected with springs, dampers, and a
gearing. FAST is not equipped with any blade pitch actuators, these are therefore
added to the model after the linearization. A blade pitch actuator is the mechanism
that physically rotates the turbine blade. The linear model obtained from FAST
without any pitch actuators is in the following standard state-space form.

_x ¼ Axþ Bu;

y ¼ Cx;
ð6:5Þ

where x is the state vector with dimensions Rn�1, u is the control signal with
dimensionsRp�1, y is the model outputs with dimensionsRm�1 and A, B and C are
the state-space matrices with dimensions Rn�n, Rn�p and Rm�n, respectively.
y contains measurements for platform pitch angle, rotor speed, and generator
speed. The specific dimensions for system (5) are; n = 6, p = 3, and m = 3.

This chapter deals with individual pitch control, therefore three blade pitch
actuators are added to the linear model. The three second-order actuators are
considered to be equal to each other, their properties are specified in the appendix.
The DOFs for the updated model are; blade I actuator, blade II actuator, blade III
actuator, platform pitch, drive train and generator. This gives a total of six DOFs
with twelve states, i.e., one position- and velocity state for each degree of freedom.
Then, an augmented system can be derived and represented in the following state-
space formulation

_X ¼ AtX þ B1xþ Btu;

z ¼ CzX þ Dzu;

y ¼ CtX;

ð6:6Þ

where X is an augmented state vector which contains all the aforementioned 12
states and w and z are disturbance and controlled output, respectively. The updated
dimensions for system (6) are; n = 12, p = 3, and m = 3. The state-space
matrices At, Bt and Ct are defined as follows:

At ¼
I3 � Aa0

B� CaA

" #
; Bt ¼

I3 � Ba

0

� �

Ct ¼ 0 C½ �;
ð6:7Þ

where Aa;Ba and Ca are the state-space matrices for the pitch actuator, the matrix
values can be found in the appendix. The rest of the state-space matrices B1;Cz and
Dz are defined in Sect. 6.4.
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In this chapter, a static output-feedback controller u ¼ Ky is to be determined
under constrained information, i.e., a zero-nonzero structure on the control gain
matrix by utilizing LMIs such that the following requirements are met:

1. The following closed-loop system is asymptotically stable;

Acl Bcl

Ccl 0

� �
¼ At þ BtKCt B1

Cz þ DzKCt 0

� �
: ð6:8Þ

2. Under zero initial condition, the closed-loop system satisfies zðtÞk k2\c xðtÞk k2
for any nonzero xðtÞ 2 L2 0;1½ Þ where c is a positive scalar.

6.3 Controller Design

H1 control is chosen because of its ability to minimize any energy-bounded
disturbance on the controlled output. Also, since the linear model is of low order
and the nonlinear model is of high order, this so-called advanced control design
technique can catch a part of the unmodeled dynamics. The main issue in this
section is to design a controller, which is able to handle constrained information,
i.e., only a part of the available information will be used to calculate the control
signal. In this case, that is to design a decentralized controller. What is meant with
decentralized control, is that none of the calculated control signals should directly
interfere with each other. The considered system consists of three inputs and three
outputs, this indicates that the gain matrix is square and of dimension R3�3. By
imposing a diagonal structure on the gain matrix, this is possible. The solution
found in [20], makes it possible to impose zero-nonzero constraints on the LMI
variables. The control problem is formulated in terms of LMIs, and are solved
using YALMIP [17] interfaced with MATLAB.

The H1 performance constraints for a state-feedback system formulated in
terms of LMIs are as follows:

sym AtXþ BtYð Þ þ c�2B1BT
1 �

CzXþ DzY �I

� �
\0;

X [ 0:

ð6:9Þ

Remark 1 In a manner similar to [3], it is possible to present a new H1 perfor-
mance criterion for the robust stability analysis of the system (6) with norm-
bounded time-varying parameter uncertainties in the state-space matrices.

For the state-feedback case, the gain matrix is calculated as ~K ¼ YX�1. In the
output-feedback case, the state gain matrix factors as the product ~K ¼ KCt, where
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Ct is given from the state-space system. Now, when the output gain matrix is
required, a solution to (9) needs to be found such that the product YX�1 factors as

YX�1 ¼ KCt: ð6:10Þ

To solve this, [20] suggests the following change of variables

X ¼ QXQQT þ RXRRT; ð6:11Þ

Y ¼ YRRT; ð6:12Þ

where XQ and XR are symmetric matrices with dimensions Rðn�mÞ�ðn�mÞ and
Rm�m, respectively, and YR has dimension Rp�m. The matrix Q is the null-space
of Ct and R can be calculated as follows:

R ¼ CT
t CtC

T
t

� ��1þQL; ð6:13Þ

where L is an arbitrary matrix with dimensions Rðn�mÞ�m.
In order to obtain a diagonal structure on the gain matrix K, simply force a

diagonal structure on XR and YR, while XQ is a full matrix.

XR ¼ diag XR1;XR2;XR3f g; ð6:14Þ

YR ¼ diag YR1;YR2;YR3f g: ð6:15Þ

In order to solve the LMIs (9), first define m ¼ c�2. Then, maximize m and
solve the LMIs in terms of XQ;XR;YR. Once X and Y from (11, 12) are cal-
culated it is possible to find the gain matrix K ¼ YRX�1

R , satisfying YX�1 ¼ KC.
Additional information and proofs about this can be found in the aforementioned
references.

6.4 Simulation Results

In this section, the proposed control design methodology is applied to the wind
turbine system. The simulation is divided into two parts, one dealing with the
linear model and one dealing with the nonlinear model. First, both the full
information gain and the constrained gain are tested with the linear model. Second,
the constrained gain controller is tested with the nonlinear model. The figures
contain plots for simulations done with the constrained controller and with the
baseline controller. The baseline is intended as a reference plot and is included in
the FAST package. But first of all, suitable matrix values for B1, Cz and Dz need to
be found.
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The effect of disturbance on the linear model is assumed to affect the platform
pitch angle and the rotor- and generator speed. In this analysis, the disturbance
vector is chosen to be:

B1 ¼ 01�9 0:1 1 1½ �T: ð6:16Þ

This means that the platform pitch speed will not be as influenced by the
disturbance as the rotor- and generator speed. The performance measure matrices
are considered as

Cz ¼
97Ct1 � Ct2

Ct3

ð:Þ

2
4

3
5; ð6:17Þ

Dz ¼ diagf100; 80; 10g; ð6:18Þ

where ð:Þ ¼ 10 0 10 0 10 0 01�6½ � and Cti represent the i-th row of Ct.
The first row of Cz handles drive train oscillations. Rotor speed times the gearing
ratio minus the generator speed should be kept zero, i.e., minimizing oscillations.
In row 2, the platform pitch movement is penalized and row 3 handles the blade
pitch motion. Suitable results were found with a diagonal structure on the matrix
Dz.

Figures 6.5 and 6.6 show the outputs (first column) and the blade pitch angles
(second column) for the closed-loop linear system. Simulation is carried out with
initial values for platform pitch angle, generator speed and rotor speed. In Fig. 6.5,
no faults occur in the system and both controllers achieve an acceptable perfor-
mance. In Fig. 6.6, a sensor failure is imposed on the system. For the full structure
of the control gain K, values for all three blades are calculated and the output
values are not too different from the results in Fig. 6.5. For the diagonal structure
of the control gain K, only values for blades 1 and 2 are calculated, the value for
blade 3 is depending on a working sensor nr. 3. In the case of a failure in sensor nr.
3, the two systems do not behave too different. It is worth mentioning that sce-
narios where sensor nr. 1 and nr. 2 fails have also been investigated. Only one
sensor fails at the time. Now, the behavior of the two systems become very
different. Results from these scenarios show that the system with the diagonal gain
is stable regardless of which of the sensors that fails. In contrast to tests done with
the full gain, where the system becomes unstable if sensor nr. 1 or nr. 2 fails, but as
the figure shows, stays stable when sensor nr. 3 fails.

The full and the diagonal controllers are given in (19) and (20), respectively,
and the c-values for the two cases are compared in Table 6.2.

Kfull ¼
�0:9676 0:01 0
0:0037 0 �0:0125
0:1988 �0:0021 0:0043

2
4

3
5; ð6:19Þ
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Kdiagonal ¼ diagf0:0470; 0:0003;�0:0042g: ð6:20Þ

Simulation of the nonlinear model is carried out in MATLAB/Simulink inter-
faced with FAST. 27 DOFs are now available, counting the 24 DOFs from FAST
and the 3 DOFs extra from the pitch actuators. The input to the model is turbulent
wind, and the wind profile is obtained from the software Turbsim [11], which also
is a software developed at the NREL. The profile is a 1-year extreme case with an
average speed of 18 m/s and a turbulence intensity of 6 %, see Fig. 6.7. Significant
wave height is 6 m with a peak wave period of 10 s. The time-series are of 600 s,
but the first 200 s are taken out due to transient behavior. The gain matrix in the
feedback loop is now constrained to have diagonal structure. A fault is introduced
to the system after 200 s. This fault causes sensor nr. 3 to stop working, i.e., blade
nr. 3 is not moving. This fault only happens to simulations with the constrained
controller, and not for the baseline simulation. It may be noted that the c-value is
considerably higher when the diagonal structure constraint is imposed. This makes
sense because the number of LMI variables have now decreased and there are a
lower number of variables available when it comes to finding the lowest c-value.
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Simulation done with the baseline controller is also included in the figures as a
reference plot. This baseline controller comes with the FAST package and is a
gain-scheduled PI controller. The controller proposed in this chapter is individual
pitch in contrast to the baseline which is a collective pitch controller.

In order to evaluate the drive train oscillations, the standard deviation of the
speed difference between rotor—and generator—speed is calculated. The values
are normalized in such a way that the value for the baseline controller is used as
reference and given value 1, see Table 6.3.

By using an individual pitch controller, it is possible to have a controller
which handles events such as sensor failure in a good way. That is; if one of the
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Table 6.2 c-values c-value for full gain c-value diagonal gain
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sensors in the feedback loop fails, only one of the blades will directly experience
this failure. This can be achieved with a decentralized individual pitch controller.
It is seen from Figs. 6.8, 6.9, 6.10, 6.11 and 6.12 that the controller behaves in a
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Fig. 6.7 Wind profile

Table 6.3 Normalized
values for standard deviation
of drive train oscillations

Baseline Constrained gain

1 0.93

This means, in terms of standard deviation, the constrained gain
is 7 % better than the baseline.
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satisfactory manner and the overall system is stable, even if blade 3 is not moving.
The behavior of the system is not as steady as in the references [3–6], but the main
advantage with the approach proposed in this chapter is that the system is much
more robust when it comes to sensor failures.

From Fig. 6.12 it is seen that the thrust force has some peaks below zero, this
means the tower is moving forward. That is, the tower experiences negative
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aerodynamic damping. This issue was discussed in the introduction of this chapter.
As the plots show, and Table 6.4 imply, enough aerodynamic damping is acting on
the tower. Hence, the overall system remains stable.
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Table 6.4 Critical natural
frequencies

Platform surge 0.015 Hz

Platform pitch 0.049

Platform heave 0.1

Blade pitch 0.03
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Figure 6.13 shows the normalized standard deviations from selected time-
series. By allowing the turbine to stay in operation even if one of the sensors fail, is
not without consequence. The force acting on the structure is now much more
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unsymmetrical than if all three blades were pitching. This will introduce additional
fluctuations in the yaw moment, as seen from the histogram. Although, the mean
value is almost 40 % lower than the baseline value, see Fig. 6.14.

A table describing the most critical natural frequencies are shown in Table 6.4.
These are found by calculating the Fast Fourier Transform (FFT) from the closed-
loop time-series. From the discussion about critical frequencies in the introduction,
it is seen from the table that the natural frequencies are where they should be.

6.5 Conclusions

This chapter studied modeling, analysis, and control design for offshore floating
wind turbine systems. To this aim, an individual pitch static output-feedback
controller is designed for the system under consideration with constrained infor-
mation. The constrained information can be utilized in the case of sensor failures
and from mathematical point of view means that a special zero-nonzero structure
is imposed on the output-feedback gain matrix. In the considered system, there are
three inputs and three outputs. If one sensor fails, only one blade pitch actuator
will be influenced. The model under consideration is obtained from the software
FAST. The model is fully nonlinear and in addition to the added pitch actuators the
model consists of 27 DOFs. A linear model is obtained in order to perform the
controller design, and simulations are carried out to verify the design. Simulation
results performed both on the linear model and on the fully nonlinear system are
presented in order to show the effectiveness of the controller design methodology.

6.6 Future Work

It is noted that the extensions of the proposed method to the observer-based
controller design for wind turbine control systems deserve further investigation.
Also, considering the delay in actuators and its effect in the performance of the
closed-loop system will be part of our future works. Besides, application of the
developed method for wind farm control systems can be addressed as an inter-
esting further work.

A.1 6.7 Appendix

A dynamic model is constructed for each of the three linear pitch actuators:
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_xa ¼ �2xnf �x2
n

1 0

� �
|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

Aa

xa þ
1
0

� �
|ffl{zffl}

Ba

u1; ð6:21Þ

y ¼ 0 x2
n

	 

|fflfflfflfflffl{zfflfflfflfflffl}

Ca

xa; ð6:22Þ

where the natural frequency is xn ¼ 0:88 rad/s and the damping ratio is f ¼ 0:9.
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Chapter 7
A Fault Tolerant Control Approach
to Sustainable Offshore Wind Turbines

Montadher Sami Shaker and Ron J. Patton

Abstract The main challenges for the deployment of wind turbine systems are to
maximise the amount of good quality electrical power extracted from wind energy.
This must be ensured over a significantly wide range of weather conditions
simultaneously with minimising both manufacturing and maintenance costs. In
consequence to this, the fault tolerant control (FTC) and fault detection and
diagnosis (FDD) research have witnessed a steady increase in interest in this
application area as an approach to maintain system sustainability with more focus
on offshore wind turbines (OWTs) projects. This chapter focuses on investigations
of different aspects of operation and control of wind turbine systems and the
proposal of a new FTC approach to sustainable OWTs. A typical non-linear state
space model of a wind turbine system is described and a Takagi-Sugeno (T-S)
fuzzy model of this system is also presented. A new approach to active sensor fault
tolerant tracking control (FTTC) for OWT described via T-S multiple models. The
FTTC strategy is designed in such way that aims to maintaining nominal wind
turbine controller without change in both fault and fault-free cases. This is
achieved by inserting T-S proportional state estimators augmented with multiple-
integral feedback (PMI) fault estimators to be capable to estimate different gen-
erator and rotor speed sensors fault for compensation purposes. The material in
this chapter is presented using a non-linear benchmark system model of a wind
turbine offered within a competition led by the companies Mathworks and
KK-Electronic.
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Nomenclature

Pcap;Pwind Aerodynamic, wind power
q Air density
R Rotor radius
Cp;Cq Power, torque coefficients
b; br Actual, reference blade pitch angle
k; kopt Actual, optimal tip-speed-ratio
v; vmin; vmax Point, minimum, and maximum wind speed
xr;xmin;xmax;xropt Actual, minimum, maximum, and optimal rotor

speed
Ta Aerodynamic torque
Tg; Tgr; Tgm; Actual, reference, measured generator torque
Jr; Jg Rotor, generator inertia
Br;Bg Rotor, generator external damping
xg Generator speed
ng Gearbox ratio
Kdt;Bdt Torsion stiffness, damping coefficients
hD Torsion angle
f Damping factor
xn Natural frequency
sg Generator time constant
Cpmax Upper bound of power coefficient
Awind; A; A2 Upstream, disc, downstream, areas
Pþ; P� Pressure before, after actuator disc
Fd Thrust exerted on the actuator disc
a Axial interference factor
tb,tw Blade, turbulence times
S Length of the disturbed wind
n Number of blades
fs Sensor fault signal
et; ex; ev Tracking, state estimation, wind measurement

errors
K pð Þ; La pð Þ Controller, observer gains
P1; P2; c; l; X1 LMI variables
A pð Þ; B; E pð Þ; C; Df System matrices
�A pð Þ; �B; �E pð Þ; R; �C; �Df System matrices augmented with tracking error

integral
Aa pð Þ; Ba; Ea pð Þ; Ra; G; Ca Observer augmented matrices
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7.1 Introduction

Owing to inherent limitations in different kinds of the well-known fossil fuel and
nuclear energy sources, e.g. carbon footprint, rapidly increasing fuel prices or the
probability of catastrophic effects of nuclear station malfunction, the last two
decades have witnessed a rapid growth in the use of wind energy. Although, it is
considered a promising source of energy, depending on naturally generated wind
forces, there are several very significant challenges to efficient wind energy con-
version for electrical power transformation.

Wind turbine systems demand a high degree of reliability and availability (sus-
tainability) and at the same time are characterised by expensive and safety critical
maintenance work [3, 14, 20, 30]. The recently developed offshore wind turbines
(OWTs) are foremost examples since OWT site accessibility and system availability
is not always ensured during or soon after malfunctions, primarily due to changing
weather conditions. Indeed, maintenance work for OWTs is more expensive than the
maintenance of onshore wind turbines by a factor of 5–10 times [46]. Hence, to be
competitive with other energy sources, the main challenges for the deployment of
wind turbine systems are to maximise the amount of good quality electrical power
extracted from wind energy over a significantly wide range of weather and operation
conditions and minimise both manufacturing and maintenance costs.

Since regular and corrective maintenance are among the factors that increase the
overall cost of wind projects, the most efficient way of reducing these costs would
be to continuously monitor the condition of these systems. This condition moni-
toring-based preventive maintenance allows for early detection of the degeneration
of the wind turbine health, facilitating a proactive response, minimising downtime,
and maximising productivity. However, the wind energy technical reports [49]
show that some of the currently available signal-based monitoring techniques are
unreliable and not suitable for wind turbine applications because of the stochastic
nature of the wind that affects the fault decision-making. Moreover, the simulta-
neous increase of wind turbine accidents with the increase of wind turbine size,
which are clearly shown in the failure records, such as the survey of failures in
Swedish wind power plant presented in [35] (see Fig. 7.1), as well as the steady
increase of the number of OWTs projects have all stimulated research into fault
tolerant control (FTC) and fault detection and diagnosis (FDD) in this application
area since the ability to detect wind turbine faults and to control turbines in the
presence of faults are important aspects of decreasing the cost of wind energy and
increasing penetration into electrical grids [3, 12, 20, 30, 38, 39, 42].

Although the significance of wind turbine control on the overall system
behaviour is well investigated in the literature [5, 9, 10, 26], nominal control
systems lack the ability to ensure system sustainability during components and/or
system faults. Clearly, improvements in FDD and FTC can play an important role
to ensure the availability of wind turbines during different normal or abnormal
operation conditions, minimise the number of unscheduled maintenance operation,
and prevent development of minor fault into failure especially for OWTs.
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For example, the wind turbine benchmark in [29, 30] involves rotor and generator
speed parameter scaling and stuck sensor faults. These faults have a direct effect
on the reference torque signal provided by the controller. Consequently, the
controller will start to drive the wind turbine away from its optimal operation,
which in turn leads to lower conversion efficiency or may even prevent the turbine
from converting energy (cutoff).

This chapter focuses on investigations of different aspects related to a fault
tolerant control approach to sustainable wind turbine systems, as well as the
presentation of FTC strategies for OWTs based on the T-S fuzzy framework.
A typical non-linear state space model of a wind turbine system is described and a
T-S fuzzy model of this system is also presented. The investigations are based on
a 4.8 MW benchmark model proposed by [29, 30].

7.2 Structure and Approaches to FTC Systems

Generally, the nominal controller (sometimes referred to as the ‘baseline’ con-
troller, see [32]) aims to stabilise and achieve the required closed-loop perfor-
mance during normal operating conditions. To give the controlled system the
ability to tolerate fault effects, additional inherent ability of the controller and/or
extra assistant blocks should be inserted in the control loop. Figure 7.2 illustrates
the main structure of the fault tolerant system.

Generally, two steps are required to provide the system with the capability to
tolerate faults:

• Equip the system with some mechanism to make it able to detect the fault once
it occurs, provide information about the location, identification of faulty
component and decide the required remedial action in order to maintain
acceptable operation performance (Supervision level).
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Fig. 7.1 Distribution of number of failure for Swedish wind power plants [35]

160 M.S. Shaker and R.J. Patton



• Make use of the information obtained from the supervision level and adapt the
controller parameters and/or reconfigure the structure of the controller so that
the required remedial activity can be achieved (Execution level).

Hence, the FTC loop extends the usual feedback controller by a supervision
level. In the absence of a fault, the system matches its nominal response so that the
nominal controller attenuates the disturbance and ensures good reference follow-
ing and other requirements on the closed-loop system. In this situation, the
diagnostic block recognises that the closed-loop system is fault-free and no change
of the control law is necessary.

If a fault occurs, the supervision level makes the control loop fault-tolerant. The
diagnosis block identifies the fault and the control re-design block adjusts the
controller to the new controller parameter set. Following this, the reconfigured
system continues to satisfy the control target.

Thus, FTC is the control loop that has the ability to fulfil the required system
performances even if faults occur through utilising the help provided by the
supervision level. Approaches for synthesizing the FTC loop are classified as
either a passive FTC (PFTC) or active FTC (AFTC). In the PFTC approach, the
control loop is designed to tolerate some anticipated types of faults. The effec-
tiveness of this strategy, that usually handles anticipated faults scenarios, depends
upon the robustness of the nominal closed-loop system. Additionally, since the
robustness of the closed-loop system to the fault is considered during the design
cycle of the nominal controller, this may lead to post-fault degraded performance
of the closed-loop system. However, it is interesting to note that the PFTC system
does not require the FDD and controller reconfiguration and hence it has the ability
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Fig. 7.2 Schematic of the fault tolerant system [6]
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to avoid the time delay due to online diagnosis of the faults and reconfiguration of
the controller. In fact, this is very important in practice where the time windows
during which the system remains stabilisable in the presence of faults are very
short, e.g. the unstable double inverted pendulum example [27, 50]. Most of the
PFTC methods have been proposed mainly based on robust control theory.
However, the fundamental difference between the traditional robust control and
the PFTC lies in the fact that robust control deals with small parameter variations
or model uncertainties, whilst PFTC deals with more drastic changes in system
configuration caused by faults [4, 17, 34, 41, 47, 48, 53]. It should be noted that
in the early literature the PFTC approach was referred to as ‘reliable control’
[47, 48].

In order to improve the post-fault control performance and cope with severe
faults that break the control loop, it is commonly advantageous to switch to a new
controller that is on-line or designed off-line to control the faulty plant.

In the AFTC approach, two conceptual steps are required: FDD and controller
adjustment so that the control law is reconfigured to achieve performance
requirements, subsequent to faults [6, 32, 36, 56]. An AFTC system compensates
for faults either by selecting a pre-computed control law (projection-based
approaches) [7, 25, 40, 55] or by synthesizing a new control strategy online (online
automatic controller redesign approaches) [1, 2, 22, 23, 37, 52, 57]. Another widely
studied method is the fault compensation approach, where a fault compensation
input is superimposed on the nominal control input [8, 15, 19, 28, 31, 54].

It should be noted that owing to the ability of the traditional adaptive control
methods to automatically adapt controller parameters to changes in system
parameters, adaptive control has been considered as a special case of AFTC that
obviates the need for diagnosis and controller re-design steps [45, 51]. Figure 7.3
shows a general overview of the main approaches used to achieve FTC for each
class.

7.3 Wind Turbine Modelling

The principle aim of control in the wind turbine systems operation is to optimise
wind energy conversion to mechanical energy which in turn is used to produce
electricity. These systems are characterised by non-linear aerodynamic behaviour
and depend on a stochastic uncontrollable wind force as a driving signal. To
conceptualise the system from analysis and control designs to real application, an
accurate overall mathematical model of the turbine dynamics is required. Nor-
mally, the model is obtained by combining the constituent subsystem models that
together make up the overall wind turbine dynamics. This Section describes the
combination of a flexible low speed shaft model together with a two-mass con-
ceptual model of a wind turbine.

The aerodynamic torque (Ta) acting within the rotor represents the principal
source of non-linearity of the wind turbine. Ta depends on the rotor speed xr, the
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blade pitch angle b and the wind speed v. The aerodynamic power captured by the
rotor is given by:

Pcap ¼
1
2
qpR2Cp k; bð Þv3 ð7:1Þ

where q is the air density, R is the rotor radius, and Cp is the power coefficient that
depends on the blade pitch angle (b) and the tip-speed-ratio (k) (TSR) defined as:

k ¼ xrR

v
ð7:2Þ

The aerodynamic torque is thus:

Ta ¼
1
2
qpR3Cq k; bð Þv2 ð7:3Þ

where Cq ¼ Cp

k is the torque coefficient.
The drive train is responsible for gearing up the rotor rotational speed to a

higher generator rotational speed. The drive train model includes low and high
speed shafts linked together by a gearbox modelled as a gear ratio. The state space
model of the wind turbine drive train has the form:
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Fig. 7.3 General classification of FTC methods
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where:

a11 ¼ �
Bdt þ Brð Þ

Jr
a12 ¼

Bdt

ngJr
a13 ¼ � Kdt

Jr
a21 ¼

Bdt

ngJg

a22 ¼ �
Bdt þ ngBg

� �
n2

gJg
a23 ¼

Kdt

ngJg
a31 ¼ 1 a32 ¼ �

1
ng

a33 ¼ 0 b11 ¼
1
Jr

b22 ¼ �
1
Jg

where Jr is the rotor inertia, Br is the rotor external damping, Jg is the generator
inertia, xg and Tg are the generator speed and torque, Bg is the generator external
damping, ng is the gearbox ratio, Kdt is the torsion stiffness, Bdt is the torsion
damping coefficient, and hD is the torsion angle.

The hydraulic pitch system is modelled as a second-order transfer function
between the pitch angle b and its reference br as follows:

b ¼ x2
n

s2 þ 2fxnsþ x2
n

br ð7:5Þ

where f is the damping factor and xn is the natural frequency. A transfer function
is associated with each of the three pitch systems.

Finally, the generator subsystem is given by the following linear relation:

_Tg ¼ �
1
sg

Tg þ
1
sg

Tgr ð7:6Þ

Where Tgr is the generator torque reference signal and sg is the time constant.
For controller design purposes, the state space model of wind turbine is

required. The non-linear model of a wind turbine is established by combining the
individual systems given above. However, it is clear that the main source of non-
linearity is the aerodynamic subsystem which is usually linearised in order to
predict its effects on all model states. Hence, the state space model of wind turbine
is given as:

_x ¼ Axþ Buþ Ev
y ¼ Cx

�
ð7:7Þ
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where Tg is the generator torque, b is the pitch angle, xr and xg are the rotor and
generator speed respectively, and hD is the torsional angle. It is clear from the state
space model given in Eq. (7.7) that the system matrix A and the disturbance matrix
E are not fixed matrices and depend on state variables, the uncontrollable input v,
and the partial derivatives of the usually non-analytical function of k and b, Cp.
Hence, to cope with system non-linearity, a non-linear control strategy is required
to achieve the aim and objectives of wind turbine operation.

Multiple-model based non-linear control is one of the approaches to verify non-
linear controllers. The basic concept is to design local controller responsible for
controlling the local behaviour of the non-linear system. In the literature, the
Takagi-Sugeno (T-S) fuzzy inference modelling approach for dynamical systems
[43] is an important and systematic tool for multiple model control. The T-S fuzzy
model consists of a set of IF-THEN rules which represent local linear model of the
non-linear system. The main feature of this approach is that it can express the local
dynamics of each fuzzy rule by a linear system model. The overall fuzzy model is
achieved by connecting the local linear model of each rule by membership

7 A Fault Tolerant Control Approach ... 165



functions yielding the global model of the system. Details about T-S fuzzy
modelling and control can be found in [44].

Several reasons lead to satisfaction that a Takagi-Sugeno (T-S) fuzzy non-linear
control can cope with wind turbine control requirements, these are:

• The T-S fuzzy control makes use of a linear control strategy locally to produce
a non-linear controller through fuzzy inference modelling, in terms of fuzzy
multiple-modelling.

• By increasing the number of premise variables, the T-S fuzzy model can cover
a wider range of operation scenarios which cannot be considered with a linear
robust controller. For example, a linear robust controller is designed based on
the linearised model derived at a specific operation point belong to the ideal
operation curve given in Fig. 7.4. Hence, all other operating regions are con-
sidered as regions with modelling uncertainty, this controller design always
degrades the nominal required performance in order to take good care of the
modelling uncertainty. On the other hand, by considering the wind speed and
the rotor speed as premise variables in the low wind speed range (Region2), the
T-S fuzzy model can approximate the wind turbine model not only during its
ideal operation curve but it can additionally cover the operation scenarios in
which the system inputs and outputs deviated from ideal operation trajectory.
This scenario usually happens during wind turbine operation, specifically for
large inertia wind turbines, since the variation of wind speed is faster than rotor
speed variations.

• The structure of the non-linear state space model given in Eq. (7.7) is char-
acterised by its common input (B) and common output (C) matrices. This fact
plays a vital role in simplification and conservatism reduction of T-S fuzzy
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controller design. For example, the quadratic parameterisation dynamic output
feedback controller can correspondingly be reduced to a linear parameterisa-
tion dynamic output feedback controller to control the wind turbine.

The aim is to develop a controller whose gain varies with wind speed. For
example, in the low wind speed range of operation the control aim is to maximise
the amount of power extracted from the available wind power through tracking
the optimal rotor rotational speed reference signal. Hence, to derive the T-S model
with minimum uncertainty, the wind speed (v) and the rotor speed (xr) are con-
sidered as fuzzy premise variables.

During the low wind speed of operation (Region 2) v varies within the operating
range:

v 2 vmin; vmax½ �m s�1

where in the benchmark wind turbine considered in this thesis vmin ¼ 4 m s�1 and
vmax ¼ 12:5 m s�1. According to these limits the other premise variable (xr) is
bounded by:

xr 2 xmin;xmax½ �rad s�1

where xmin ¼ 0:56 rad s�1 and xmax ¼ 1:74 rad s�1. The bounds of xr are deter-
mined using Eq. (7.2) using kopt ¼ 8.

The membership function is selected as follows:

M1 ¼
xr � xmin

xmax � xmin

M2 ¼ 1�M1

N1 ¼
v� vmin

vmax � vmin

N2 ¼ 1� N1

9>>>>>=
>>>>>;

ð7:8Þ

Based on the two premise variables four local linear models of the wind turbine
can be determined to approximate the non-linear system at different operating
points in the low range of wind speed. Hence, Eq. (7.9) gives the four rule T-S
fuzzy model of the non-linear wind turbine in Eq. (7.7):

_x ¼
Pr
i¼1

hiðv;xrÞ½Aixþ Buþ Eiv�
y ¼ Cx

9=
; ð7:9Þ

where h1 ¼ M1 � N1; h2 ¼ M1 � N2; h3 ¼ M2 � N1, and h4 ¼ M2 � N2.
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7.4 Wind Turbine Aerodynamic and Control

In order to best understand the wind turbine control challenges, the fundamental theory
of the wind power extraction process and the upper bound of conversion efficiency
Cpmax k; bð Þ of the wind power Pwind to mechanical power Pcap must first be clarified.

Basically, actuator disc theory is used to derive the Pcap given in Eq. (7.1) and
the maximum Cp k; bð Þ. The actuator disc is a generic device that has the ability to
extract wind energy when it is immersed in streamlined airflow passing through a
virtual tube (see Fig. 7.5).

Therefore, due to energy extraction, the downstream wind speed is necessarily
slower than the upstream wind speed. However, the mass flow rate must be the
same everywhere in the tube. Hence,

qAwindvwind ¼ qAv ¼ qA2v2 ð7:10Þ

where Awind; A, and A2 are the upstream, disc, and downstream areas, respec-
tively. The force or thrust (Fd) exerted by the wind on the actuator disc is given as:

Fd ¼ qAvðvwind � v2Þ ð7:11Þ

Equivalently, Fd can also be defined in term of pressure difference before (P+)
and after (P-) the disc. Based on Bernoulli’s equation, the total energy of the flow
remains constant provided no work is done on the fluid. Hence, this equation can
be applied upstream and downstream of the actuator disc as follows:

1
2

qv2
wind þ P1 ¼

1
2

qv2 þ Pþ

1
2

qv2
2 þ P1 ¼

1
2

qv2 þ P�

9>>=
>>;

ð7:12Þ

by taking the difference between expressions in Eq. (7.12), Fd can be rewritten as
follows:

Fd ¼ A Pþ � P�ð Þ ¼ 1
2
qAðv2

wind � v2
2Þ ð7:13aÞ

Fig. 7.5 Actuator disc
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Assuming that v can be represented as:

v2 þ vwind

2
¼ v ð7:14bÞ

It then follows that the wind speed at the disc v and the downstream wind v2 are
related to the upstream wind vwind as follows:

v ¼ 1� að Þvwind

v2 ¼ 1� 2að Þvwind

�
ð7:15Þ

where a is known as the axial interference factor defined as the fractional increase
in wind velocity between the free stream and the rotor plane. Using Eqs. (13) and
(15) the power captured by the actuator disc is given by:

Pcap ¼
1
2

qAm3ð4a� 8a2 þ 4a3Þ ð7:16Þ

the maximum power captured is obtained when dPcap

da
¼ 0, for which a ¼ 1

3. Hence,

by substituting a in Eq. (7.16) the ideal power captured by disc actuator will be:

Pcap ¼
1
2
qAm3 16

27
¼ 0:59Pwind ð7:17Þ

Clearly, the three blade variable speed-variable pitch wind turbines are a special
case of the actuator disc. In this special structure of actuator disc, the blade pitch
angles (b), wind speed (v) and the rotor rotational speed (xr) are the main variables
that affect the amount of the power captured. See Fig. 7.6.

Generally, wind turbine control objectives are functions of wind speed. For low
wind speeds, the objective is to optimise wind power capture through the tracking of
optimal generator speed signals. Once the wind speed increases above its nominal
value the control objective moves to the rated regulating power. See Fig. 7.4.

Usually, the wind speed and rotor rotational speed xr are given in terms of the
tip speed ratio k (or TSR). Hence, the variation of power conversion efficiency with
respect to k and b is given either as a mathematical polynomial or as look-up table.

Fig. 7.6 Wind turbine power extraction
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Figure 7.7 below shows this relationship for the benchmark wind turbine consid-
ered in this chapter.

From Fig. 7.6 two points must be highlighted:

1. For low wind speeds, to maximise the amount of the captured wind power, the
blade pitch angle b must be held at a fixed angle corresponding to maximum
allowable conversion efficiency curve at which (b = 0). Additionally, the rotor
speed must vary in proportional to the wind speed variation so that k is kept in
the vicinity of it optimal value (kopt). Specifically, the generator subsystem
represents the actuator of the aerodynamic subsystem in the low range of wind
speed that decelerates or just releases the aerodynamic subsystem rotation to
adjust the variation of rotor speed, so that good tracking of the optimal rotor
speed ensured. It should be noted that exact tracking of the optimal rotor speed
leads to increasing the load on the drive train shafts and hence minimises the
drive train life time. Moreover, exact tracking will also produce a highly
fluctuating output power and produce a varying direction reference torque
signals that can lead to abnormal generator operation [26].

2. For high wind speeds, it is possible to dissipate some proportion of the
available wind power by changing the blade pitch angle to prevent the wind
turbine operation from crossing over the rated power. However, to ensure good
regulation performance, some control strategies use the generator torque con-
trol as a supplementary control signal to overcome the limited rate of change of
blade pitch actuator.

The kopt is determined by relating the blade time tb and the turbulence time tw. tb
is the time required by the blade to take the position of the previous one and tw is
the time required to remove the disturbed wind component generated by the
movement of the blade. See Fig. 7.8.
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According to these two times, three operation scenarios can be recognised [11],
these are:

1. tb [ tw: This scenario corresponds to slow rotation in which some undisturbed
wind passes the area swept by the rotor without harvesting its power content.

2. tb \ tw: This scenario corresponds to fast rotation in which the blade passes
through the disturbed wind component generated by the previous blade. In this
case, the rotor acts as a rigid obstacle and prevents the undisturbed wind from
passing through the rotor.

3. tb � tw: This scenario corresponds to the optimal operation in which the blade
harvests the power from the re-established wind component.

Suppose the length of the disturbed wind is S(m) and n is the number of blades,
then tb and tw are obtained as follows:

tb ¼
2p
xrn

tw ¼
S

v

9>>=
>>;

ð7:18Þ

by setting tb equal to tw, the optimal rotational speed thus given as:

xropt ¼
2pv

nS
ð7:19Þ

t
b
= 2π

ωn r

Fig. 7.8 The philosophy of
kopt
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then kopt can be obtained as follows:

kopt ¼
2pR

nS
ð7:20Þ

Hence, wind turbines must be properly controlled to operate at their optimal
wind tip speed ratio in order to extract as much wind power as possible. It should
be noted that kopt is determined empirically by the wind turbine manufacturer since
it is clear that all the parameters in Eq. (7.20) are dependent on the wind turbine
structure. Consequently, the dependence of kopt on S causes a serious challenge in
wind turbine control since S is highly dependent on the blade design. Hence, with
turbine ageing any deformation in the blade structure causes permanent uncer-
tainty in the value of kopt.

7.5 Investigation of the Effects of Some Faults Scenarios

As stated in Sect. 1.4, the controller optimises the power captured by controlling
the rotor rotational speed by varying the reference generator torque Tgr so that the
wind turbine rotor speed xr follows the optimal rotor speed given by:

xropt ¼
koptv

R
ð7:21Þ

where xropt and kopt are the optimal rotor speed and the optimal tip speed ratio.
Moreover, the controller must be designed to have fault tolerance capability against
probable fault scenarios that degrade the required closed-loop performance.

The following faults are considered and the proposed control strategies need to
tolerate the fault effects so that good tracking performance to xropt can be maintained.

• Rotor speed sensor scaling fault: the sensor scaling fault (decreasing or
increasing) drive the turbine away from the optimal operation. It is very clear that
the controller is designed to provide good tracking of xropt (i.e.
et ¼ xr�measured � xopt � 0). However, due to the scale factor fault the controller
now tries to force the faulty measurement to follow xropt (i.e. if the scale faults
are ±10 % then 1:1 � xr � xopt � 0 or 0:9 � xr � xopt � 0) causing a deceler-
ating or accelerating of the actual rotor speed and hence causing the wind turbine
to operate away from the optimal value xopt. Additionally, more sever sensor
scale faults can affect the structure of the wind turbine or guide the wind turbine to
the cut-off region. For example, severe scale-down sensor faults cause the turbine
to rotate faster according to the available wind speed. Hence, the fast rotation
scenario means that the blade passes through the turbulence component of the
previous blade before re-establishing the undisturbed wind speed. This induces
excessive vibration of the overall structure of the wind turbine. On the other hand,
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in the scale-up sensor fault the control system slows down the rotor rotational
speed. This in turn may lead to the wind turbine entering the cut-off region.

• Fixed rotor speed sensor fault: the effect of this fault scenario differs based on
the fixed measured rotor speed (magnitude of stuck fault) and xropt which in
turn depends on wind speed. If xropt is lower than the fixed rotor speed mea-
surement then the controller will force the system to slow-down and this in turn
may lead to the cut-off rotational speed being reached. On the other hand, if
xropt is higher than the fixed rotor speed then the controller will simply release
the turbine to rotate according to the available wind speed without control.

• Generator speed sensor bias fault: the sensor bias fault (decreasing or
increasing) affects the closed-loop performance of the wind turbine and hence
the wind power conversion efficiency. However, the expected effect of this
fault is probably less than the effect of the rotor speed sensor faults since the
generator speed signal is part of the feedback signal and not compared directly
with the reference optimal speed (i.e. not the objective signal).

• Generator torque bias fault: the effect of torque bias fault is similar to the
effect of the rotor speed sensor fault. In this fault scenario the inner-loop
generator controller minimises the difference between the Tgr and the measured
generator torque Tgm. In fact, Tgm is not directly measured but obtained via soft
sensing. Therefore, any bias in this measurement results in driving the system
away from optimal operation. This results in a decrease of the wind turbine
power conversion efficiency. Fortunately, from a global control standpoint, this
fault appears as a scale actuator fault.

Figure 7.9 shows the effects of different fault scenarios on the optimal operation
of wind turbine.

Clearly, the generator and rotor speed sensor scaling faults emulate the effect of
the kopt uncertainty problem which arises in part due to wind turbine ageing and

2 4 6 8 10 12 14
-0.1

0

0.1

0.2

0.3

0.4

0.5
Cp & different fault effects

C
p

0

3

-2

increasing sensor
bias fault

decreasing sensor
bias fault

opt

λ

λ

Fig. 7.9 The effect of sensor faults on power optimisation

7 A Fault Tolerant Control Approach ... 173



blade deformation. Hence, even if the scaling fault is minor and does not lead to
structural damage, the detection and tolerance of this fault can lead to maintain the
harvested power at its optimal value.

Generally, the aim of all proposed FTC strategies in this chapter is to maintain
the same control law during both faulty and fault-free cases. Estimators are used to
simultaneously estimate the sensor fault signals and tolerate their effects on the
output signal delivered to the input of the controller.

While the proposal makes use of measured wind speed, the fault estimator in
these strategies is designed to be robust against the expected error between the
measured wind speed and the effective wind speed (EWS). This is because the
measured wind speed signal does not exactly represent the EWS signal.

7.6 T-S Fuzzy PMIO-Based Sensor FTC

This section describes a T-S fuzzy observer-based sensor FTC scheme designed to
optimise the wind energy captured in the presence of generator and rotor speed
sensor faults. To ensure good estimation of a wider than usual range of sensor
faults, the FTTC strategy utilises the fuzzy PMIO. The nominal fuzzy controller
remains unchanged during the faulty and fault-free cases. Although the proposed
strategy is dedicated to controlling the wind turbine within the low range of wind
speed (below rated wind speed), the proposed controller is useful as a supple-
mentary control to assist the pitch control system as a means of regulating the rotor
speed above the rated wind speed.

Recently, T-S fuzzy observer-based sensor FTC design has been proposed in
[21], see Fig. 7.10. The method is based on evaluation of two residual signals
generated using the generalised observer concept of [33] to switch the estimation
from faulty to healthy observers with the assumption that no simultaneous sensor
faults are occur. It is clear that switching between two different observers produces
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unavoidable spikes that specifically affect the drive train torsion of low inertia
wind turbines. Also the performance of the proposed FTC strategy is highly
affected by the robustness and the computation time of the residual evaluation unit.
Moreover, the T-S model in this reference is derived based on measured wind
speed which in turn causes clear modelling uncertainty since the wind varies
stochastically and faster than wind turbine dynamic and hence it cannot schedule
the controller commands appropriately. Furthermore, there is a significant prob-
ability of simultaneous occurrence of generator and rotor speed sensor faults.

Within the framework of the proposed strategies, the use of wind speed and
rotor rotational speed as scheduling variables will ensure that the T-S fuzzy model
can represents a wide range of operation scenario. Specifically, the model can
cover cases in which the system operates away from the ideal power/wind speed
characteristic shown in Fig. 7.4. In fact, large inertial wind turbines frequently
operate away from their ideal power/wind characteristics and hence the use of two
scheduling variables is the best approach to handle this challenge.

The main contributions involved in the proposed strategy are: (1) the use of
the PMIO to hide or implicitly compensate the effect of drive train sensor faults.
This obviates the need for residual evaluation and observer switching (see [21] for
example). (2) The PMIO simultaneously estimates the states and the sensor fault
signals. Hence, information about the fault severity can also be provided through
the fault estimation signals. (3) The fuzzy PMIO scheme is shown to give good
simultaneous state and abrupt sensor fault estimate. Figure 7.11 schematically
illustrates the proposed strategy.

In this strategy, the controller forces the generator rotational speed to follow the
optimal generator speed. Additionally, this strategy makes use of the measured
wind speed as an approximation of the EWS.

As derived in Sect. 1.2, the T-S fuzzy model of the non-linear wind turbine
system given in Eq. (7.20) with additive sensor can be expressed as:
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Fig. 7.11 Wind turbine PMIO based sensor FTC scheme
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_x ¼ AðpÞ þ Buþ E pð Þv
y ¼ Cxþ Df fs

)
ð7:22Þ

A pð Þ 2 Rn�nð¼
Pr

i¼1 hiðpÞAiÞ;B 2 Rn�m;E pð Þ 2 Rn�mvð¼
Pr

i¼1 hiðpÞEiÞ;Df 2
Rl�g and C 2 Rl�n are known system matrices. r is the number of fuzzy rules and
the term hi(p) is the weighting function of the ith fuzzy rule (as defined in Sect. 1.2
) satisfying

Pr
i¼1 hi pð Þ ¼ 1, and 1� hi pð Þ� 0; for all i.

An augmented system consisting of the Eq. (7.22) and the tracking error
integral ðet ¼

R
ðyr � SyÞÞis defined as:

_�x ¼ �AðpÞ�xþ �Buþ �EðpÞvþ Ryr

�y ¼ �C�xþ �Df fs

�
ð7:23Þ

�A pð Þ ¼ 0 �SC
0 A pð Þ

� �
;�x ¼ et

x

� �
; �B ¼ 0

B

� �
; �E pð Þ ¼ 0

E pð Þ

� �
;R ¼ I

0

� �

�C ¼ Iq 0
0 C

� �
; �Df ¼

0
Df

� �

where S 2 Rw�l is used to define which output variable is considered to track the
reference signal. Hence, the tracking problem is transferred to a fuzzy state
feedback control, for which the proposed control signal is:

u ¼ KðpÞ�̂x ð7:24Þ

where K pð Þ 2 Rm�ðnþwÞð¼
Pr

i¼1 hiðpÞKiÞ is the controller gain and �̂x 2 R nþwð Þis
the estimated augmented state vector.

As described in [16], if it can be assumed that the qth derivative of the sensor
fault signal is bounded, then an augmented state system comprising the states of
the original local linear system and the qth derivative of the fs, is given as follows:

ui ¼ f q�i
s i ¼ 1; 2; . . .; qð Þ; _u1 ¼ f q

s ; _u2 ¼ u1; _u3 ¼ u2; . . .; _uq ¼ uq�1

Then the system of Eq. (7.22) with the augmented fault derivative states will
become:

_xa ¼ Aa pð Þxa þ Bauþ Ea pð Þvþ Rayr þ Gf q
s

ya ¼ Caxa

�
ð7:25Þ

where
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xa ¼ �xT uT
1 uT

2 uT
3 . . . uT

q

� �T2 R�n

AaðpÞ ¼

�AðpÞ 0 . . . 0 0

0 0 . . . 0 0

0 I . . . 0 0

..

. ..
. . .

. ..
. ..

.

0 0 . . . I 0

2
6666664

3
7777775
2 R�n��n

Ba ¼ ½ �BT 0 0 . . . 0 �T 2 R�n�m

EaðpÞ ¼ ½ �ET 0 0 . . . 0 �T 2 R�n�mv

G ¼ ½ 0 Ik 0 . . . 0 �T 2 R�n�g

Ca ¼ ½ �C 0 0 . . . �Df � 2 Rl��n

�n ¼ ðnþ wÞ þ gq
The following T-S fuzzy PMIO is proposed to simultaneously estimate the

system states and sensor faults:

_̂xa ¼ Aa pð Þx̂a þ Bauþ Ea pð Þvþ Rayr þ La pð Þ ya � ŷað Þ
ŷa ¼ Caxa

�
ð7:26Þ

The state estimation error dynamics are obtained by subtracting Eq. (7.26) from
Eq. (7.25) to yield:

_ex ¼ Aa pð Þ � LaðpÞCað Þex þ Gf q
s þ Ea pð Þev ð7:27Þ

where ev is the difference between the effective wind speed and the measured wind
speed (v). The augmented system combining the augmented state space system
[25], the controller [24], and the state estimation error [27] is given by:

_~xaðtÞ ¼
Xr

i¼1

hi pð Þ ~Ai~xa þ ~Ni
~d

	 

ð7:28Þ

where:

~Ai ¼
�AðpÞ þ �BKðpÞ ��B½KðpÞ0m�q�

0 Aa pð Þ � LaðpÞCa

� �

~xa ¼
�x

ex

� �
; ~Ni ¼

�EðpÞ 0 R 0

0 Ea pð Þ 0 G

� �
; ~d ¼

v

ev

yr

f q
s

2
6664

3
7775
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The objective here is to compute the gains La(p) and K(p) such that the effect of
the input ~d in Eq. (7.28) is attenuated below the desired level c, to ensure robust
stabilisation performance.

Theorem 8.1: For t [ 0 and hi pð Þhj pð Þ 6¼ 0, The closed-loop fuzzy system in [28]
is stable and the H? performance is guaranteed with an attenuation level, provided

that the signal ð~dÞ is bounded, if there exist SPD matrices P1, P2, matrices Hai; Yi;
and scalar satisfying the following LMI constraints (7.29) and (7.30):

Minimise, such that:

P1 [ 0; P2 [ 0 ð7:29Þ

W11 W12 �E pð Þ 0 R 0 0 0 0 0 0 X1CT
p

� �2l�X1 0 0 0 0 lI 0 0 0 0 0

� � �2lI 0 0 0 0 lI 0 0 0 0

� � � �2lI 0 0 0 0 lI 0 0 0

� � � � �2lI 0 0 0 0 lI 0 0

� � � � � �2lI 0 0 0 0 lI 0

� � � � � � W55 0 Ea pð Þ 0 P2G 0

� � � � � � � �cI 0 0 0 0

� � � � � � � � �cI 0 0 0

� � � � � � � � � �cI 0 0

� � � � � � � � � � �cI 0

� � � � � � � � � � � �cI

2
6666666666666666666666664

3
7777777777777777777777775

\0

ð7:30Þ

where: Ki ¼ YiX�1
1 ; La ¼ P�1

2 Hai;X1 ¼ P�1
1 ; �X1 ¼ diagonalðX1; Iq�qÞ

W11 ¼ �AiX1 þ ð�AiX1ÞT þ �BYi þ ð�BYiÞT ; W12 ¼ ��BYi 0½ �;
W55 ¼ P2Aai þ P2Aaið ÞT�HaiCa � HaiCað ÞT .

Proof From Theorem 1, to achieve the performance and required closed-loop
stability of 27, the following inequality must hold [13]:

_t ~xað Þ þ
1
c

~xT
a CT

p Cp~xa � c~dT ~d\0 ð30Þ
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where _t ~xað Þ is the time derivative of the candidate Lyapunov function ðt ~xað Þ ¼
~xT

a
�P~xa;where �P [ 0Þ for the augmented system 27. Using Eq. (7.27), inequality 30

becomes:

_t ~xað Þ ¼
Xr

i¼1

~xT
a

~AT
i

�Pþ �P~Ai

� �
~xa þ ~xT

a
�P~Ni

~d þ ~dT ~NT
i

�P~xa

	 

ð7:31Þ

After simple manipulation, inequality Eq. (7.30) implies that the inequality
Eq. (7.32) must hold:

~AT
ij

�Pþ �P~Aij þ 1
c I �P~Nij

~NT
ij

�P �cI

" #
\0 ð7:32Þ

To be consistent with [27] �P is structured as follows:

�P ¼ P1 0
0 P2

� �
[ 0 ð7:33Þ

Then after simple manipulation and using the variable change ðHai ¼ P2LaðpÞÞ
the inequality [32] can be re-formulated as:

Pij ¼

X11 �P1½�BKj0� P1 �EðpÞ P1R 0
� X22 0 0 P2G
� � �cI 0 0
� � � �cI 0
0 ðP2GÞT 0 0 �cI

2
66664

3
77775\0 ð7:34Þ

where:

X11 ¼ �AiX1 þ ð�AiX1ÞT þ �BYi þ ð�BYiÞT þ
1
c

CT
p Cp

X22 ¼ P2Aai þ P2Aaið ÞT��HiCa � �HiCað ÞT

A single step design formulation of the matrix inequality in [34] is proposed to
avoid the complexity of separate design steps characterised by repeated iteration
to determine the gains required. Hence, Pij as shown in [34] becomes:

Pij ¼
P11 P12

� P22

� �
ð7:35Þ

where
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P11 ¼ X11; P12 ¼ �P1 �BKj 0
� �

P1 �EðpÞ P1R 0
� �

P22 ¼ lower right block

to do variable change, the following Lemma is required:

Lemma 1 (Congruence) Consider two matrices P and Q, if P is positive definite
and if Q is a full column rank matrix, then the matrix Q � P � QT is positive
definite.

Let Q ¼ P�1
1 0
0 X

� �
; and X ¼

�X1 0 0 0
0 I 0 0
0 0 I 0
0 0 0 I

2
664

3
775

Then Q �Pij � QT\0 is also true and can be written as:

P�1
1 P11P�1

1 P�1
1 P12X

� XP22X

� �
\0 ð7:36Þ

Inequality [36] implies that P22\0 so that the following inequality holds true
[18, 24]:

X þ lP�1
22

� �T
P22 X þ lP�1

22

� �
	 0,XP22X	 � 2lX � l2P�1

22 ð7:37Þ

where l is a scalar.
By substituting [37] into [36] and using the Schur complement Theorem, then

[36] holds if the following inequality holds:

P�1
1 P11P�1

1 P�1
1 P12X 0

XP12P�1
1 �2lX lI

0 lI P22

2
4

3
5\0 ð7:38Þ

After substitution for P11;P12;P12;P22from [35] and by simple manipulation,
the LMI in [29] is obtained. This completes the proof

7.6.1 Simulation Results

The rotor and generator sensor faults are represented by two-scale errors. The scale
factors of 1.1 and 0.9 are multiplied by the simulated real generator and rotor
rotational speeds. The expected fault effects represent a deviation of the wind
turbine from the optimal operation. Figure 7.2 shows how the wind turbine
operation is affected by the two fault scenarios and helps to illustrate the success of
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the proposed strategy to tolerate the effects of sensor faults and maintain optimal
wind turbine operation (Fig. 7.12).

It is clear that the 1.1 scale sensor fault causes a deceleration of xr & xg. Based
on the faulty measurement, the controller forces the turbine to reduce the rotational
speed by increasing the reference generator torque (the generator acts with a
breaking torque that can decelerate or release the aerodynamic subsystem) which
in turn increases the drive train load. Hence, although the sensor fault is a scale-up
fault, the actual rotational speeds of the generator and rotor are decelerated as a
result of the dependence of the controller on the faulty measured signal. The effect
of this fault scenario is shown in Fig. 7.13 without sensor fault compensation.

Conversely, the 0.9 scale sensor fault causes acceleration of xr & xg since,
based on faulty measurement; the controller releases the aerodynamic subsystem
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Fig. 7.12 Effect of 1.1 a and 0.9 b sensor scale faults with(out) fault compensation
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to rotate according to the available wind speed. Figure 7.14 shows the effect of
the 0.9 sensor fault without compensation. On the other hand Fig. 7.15, shows the
time variations of xr & xg in response to the proposed sensor FTTC strategy.

The generator rotational speed sensor fault estimation signals for both 0.9 and
1.1 scale factor fault scenarios are shown in Fig. 7.16.

The T-S PMIO can provide information about the fault severity via the fault
estimation signal. This is achieved through taking the ratio between the measured
generator speed and the estimated signal. Hence, if there are no faults the ratio
should be 1 otherwise any deviation from unity indicates the occurrence of the
fault and the magnitude of the deviation represents the fault severity. Figure 7.17
shows the fault evaluation signal for both fault scenarios.

It should be noted that maintaining state estimation without changes during the
whole range of operation is due to the fact that the fuzzy PMIO performs implicit
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fault estimation and compensation of sensor faults from the input of PMIO. This
fact is clearly interpreted from the error signal ya � Cax̂að Þ which can be rewritten

as �C�xþ �Dfs � �C�̂x� �Df̂s
� �

, then as long as there are no sensor faults, f̂s ¼ 0.

However, once a sensor fault occurs the fault estimation f̂s compensates the effect
of the fault signal fs and hence the observer always receives a fault-free error
signal.
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7.7 Conclusions

In this chapter, the concept of wind turbine operation, the definition of the control
problems, modes of operation and the non-linear and T-S fuzzy model of wind
turbine are presented.

Generally, wind turbine control objectives are functions of wind speed. For low
wind speeds, the objective is to optimise wind power capture through the tracking
of optimal rotor speed signals. Once the wind speed increases above its nominal
value the control objective moves to the rated regulating power.

Specifically, in the low wind speed range of operation, the controller optimises
power capture through controlling the generator torque so that the wind turbine
rotor speed follows the optimal rotor speed.
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In fact, from a control stand point, the power optimisation problem is a tracking
control problem. However, several design constraints must be taken into account
in the design of the wind turbine power maximization controller, these are:

a. Wind turbines are characterised by their non-linear aerodynamics and have a
stochastic and uncontrollable driving force as input in the form of EWS. This
limits the ability of linear control strategies to maintain acceptable performance
over a wide range of wind speed.

b. Due to the common input common output matrices of wind turbine model the
conservatism of T-S fuzzy estimation and control is highly reduced.

c. Owing to the direct effect of wind turbine components faults on the wind power
conversion efficiency, the designed control strategy must be capable of toler-
ating different expected fault effects.
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In addition to an evaluation of the fault effects, this chapter presents several
contributions to the problem of sustainable wind turbine based on FTTC. The
advantages of the use of PMIO based sensor FTC over the generalised observer-
based sensor FTC are clearly given as: (i) Obviate the need for residual evaluation
and observer switching; (ii) Ability to tolerate simultaneous generator and rotor
rotational speed sensor faults; (iii) The PMIO simultaneously estimates the states
and the sensor fault signals. Hence, information about the fault severity can also be
obtained through the fault estimation signals, and (iv) The new fuzzy PMIO
scheme is shown to cover a wide range of sensor fault scenarios.

7.8 Future Research

Although in this chapter new strategy has been proposed to overcome several
challenges involved within the FTC framework, some improvements are still
required to handle further challenges. Further research suggestions are addressed
as follows:

• Owing to the presence of several redundant measurements in wind turbine
systems, designing an integrated FDD/FTC based static virtual sensor is one of
the approaches that can maintain the nominal performance of wind turbine
control over a wide range of operation conditions.

• The problem of uncertainty of kopt due to turbine ageing and blade deformation
together with the uncertainty in the measured wind speed represent real chal-
lenges to power optimisation control problem. Therefore, robust estimation of
these variables based on the wind turbine aerodynamic subsystem can ensure
good power transformation performance.

• Due to the ability of sliding mode control (SMC) to tolerate matched faults
without the need for additional analytical redundancy, the use of SMC within
fault estimation and compensation framework could substantially enhance the
fault tolerance capability of the control system.
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Part III
Monitoring and Fault Diagnosis



Chapter 8
Monitoring Ice Accumulation and Active
De-icing Control of Wind Turbine Blades

Shervin Shajiee, Lucy Y. Pao and Robert R. McLeod

Abstract Ice accumulation on wind turbines operating in cold regions reduces
power generation by degrading aerodynamic efficiency and causes mass imbalance
and fatigue loads on the blades. Due to blade rotation and variation of the pitch
angle, different locations on the blade experience large variation of Reynolds
number, Nusselt number, heat loss, and nonuniform ice distribution. Hence,
applying different amounts of heat flux in different blade locations can provide
more effective de-icing for the same total power consumption. This large variation
of required heat flux highly motivates using distributed resistive heating with the
capability of locally adjusting thermal power as a function of location on the blade.
Under medium/severe icing conditions, active de-icing with accurate direct ice
detection is more energy efficient and effective in keeping the blade ice-free. This
chapter includes: (1) A literature study on different methods of ice detection and a
review on passive and active anti/de-icing techniques on wind turbines, (2)
Development of an optical ice sensing method for direct detection of ice on the
blade, including experimental results, (3) Development of an aero/thermodynamic
model, which predicts how much heat flux is needed locally for de-icing under
variable atmospheric conditions, (4) Experimental results showing a proof of
concept of closed-loop de-icing using distributed optical ice sensing and resistive
heating, and (5) Numerical modeling of ice melting on a blade for different dis-
tributed heater layouts and geometries in order to optimize thermal actuation
strategy, improve de-icing efficiency, and reduce power consumption. We
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conclude with discussions of future directions on distributed ice sensing and
thermal actuation for the next generation of de-icing systems on wind turbines.

Keywords Active de-icing � Distributed actuation � Localized heating � Optical
ice sensing � Optical frequency domain reflectometry

Nomenclature

AoA Angle of attack
c Chord length of the blade
ds Transform-limited time resolution of an optical measurement
ej(t) Error signal j between desired blade temperature and actual blade

temperature
h Natural convective heat transfer coefficient of air
J Performance cost function
Kd Derivative gain of a PID controller
Kg Gain of the op-amp circuit
Ki Integral gain of a PID controller
Kp Proportional gain of a PID controller
K Thermal conductivity
kair Thermal conductivity of air
Nux Local Nusselt number on the airfoil
n Total number of thermal resistors in the network
P Rated power produced by the wind turbine
Ptotal Total average power consumption for the distributed thermal resistor

network
q Input heat flux to the thermal resistor
qconv Convective loss heat flux
qmax Maximum resistor heat flux at maximum applied voltage
Ri Resistance of heater element i
Rtip Span-wise radius of the blade tip
r Span-wise distance from the blade hub
TaiðtÞ Current temperature on the blade for channel i at time t
Tamb Ambient temperature
Td Maximum desired blade temperature
Tmaxb Maximum global temperature applied to the blade structure during

de-icing
t Time after switching on the resistor network
tdi De-icing time
uw Wind speed
Vice Volume of ice residue
VT[T0 Volume of the blade experiencing temperature higher than Td

v Input voltage to the resistors
vi Applied voltage to resistor i
vmax DC input voltage to the resistor at maximum power
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Wm Weighting matrix in de-icing performance cost function
X De-icing performance state vector
x Chord-wise distance from the leading edge of the blade
xb Chord-wise blade axis along resistor columns
yb Span-wise blade axis along resistor rows
x Angular velocity of the rotating blade

8.1 Introduction

With good wind resources often in cold and wet regions, installation of wind
turbines in these regions has been growing faster than the total installed wind
power capacity in the world. From the year 2008 to 2011, the global total installed
capacity of wind turbines approximately doubled while the installed capacity in
cold regions increased more than three times from 3 GW to more than 10 GW.
Many regions of North America (Minnesota, Alaska, Canada, etc.) and Europe
experience more than 50 days per year of icing conditions.

Atmospheric icing causes several problems on wind turbine operation in cold
climates. It causes (1) significant reduction of the energy production because it
lowers aerodynamic efficiency of the wind turbine blades, (2) errors in sensing
wind speed and direction, (3) mechanical failure by increasing load and mass
imbalance on the blades and tower and also increasing high amplitude structural
vibrations and resonances, (4) electrical failure by snow infiltration in the nacelle,
and (5) safety hazard issues when ice sheds off the blades. Seifert and Richert
studied the effect of different amounts of ice accretion at the leading edge of the
blade tip on aerodynamic efficiency of wind turbines [1]. Their analysis showed,
for the case of severe ice accumulation, that more than 40 % of the average
generated power may be lost for the wind speed range of 5–20 m/s for a typical
300 KW wind turbine using pitch control. This was based on different power
curves calculated using the aerodynamic characteristics of the various iced sec-
tions found in wind tunnel tests and linear interpolation along the radius of the
blade (Fig. 8.1). This analysis can be extended for a range of turbine sizes by
updating the power curve versus wind speed at hub height. Figure 8.2 shows
examples of ice build-up accretion and some of the issues that result [2, 3].

This chapter includes 11 sections. In Sect. 8.2, we introduce different types of
atmospheric ice accretions on wind turbine blades. In Sect. 8.3, we describe
background information on existing ice sensing and thermal actuation techniques
and compare their effectiveness for active de-icing of wind turbines. In Sect. 8.4,
we present calculations of heat flux requirements for de-icing. We describe a
proposed method of ice detection using optical sensors in Sect. 8.5 and further
discuss our experimental results on detection of different types of ice using a
particular class of optical sensors. Our optical sensing method allows direct and
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local detection of ice on the blade and thus provides a suitable test bed for
localized active de-icing. In Sect. 8.6, we describe our proposed method of active
thermal control for ice mitigation using distributed resistive heating. In Sect. 8.7,
we describe the components of our experimental setup including a custom icing
chamber, distributed optical ice and temperature sensors, thermal actuators, and
data acquisition hardware as well as our closed-loop control scheme for active de-
icing. We then discuss a computational model for evaluating distributed heating in
Sect. 8.8. In Sect. 8.9, different heater layouts and geometries are numerically
evaluated and compared in terms of de-icing performance. In Sect. 8.10, we
present closed-loop experimental results of active de-icing including comparing
the performance of continuous Proportional, Integral, and Derivative (PID) control
with high-intensity pulsed actuation. Finally, in Sects. 8.11 and 8.12, we give

Fig. 8.1 Power loss estimation due to icing at different wind speeds under different icing
conditions (reproduced based upon Seifert and Richert, 1997) [1]

Fig. 8.2 a Ice accumulation on the leading edge of wind turbine blades causes reduced turbine
availability, and if operated, potentially damaging loading and increased public safety concerns.
Photo by: Kent Larsson, ABvee (SE) from Ref. [2]; permission received from Goran Ronsten;
b Ice accumulation may either fall off or be thrown off, causing safety issues for persons, animals,
or properties that may be nearby. Photos are of 150 KW Grenchenberg turbines in Switzerland;
photographs from Ref. [3]; permission received from Robert Horbaty
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conclusions and discuss our ongoing and future work in developing a closed-loop
de-icing strategy.

8.2 Atmospheric Icing

There are traditionally three main types of atmospheric ice accumulation on wind
turbine blades: in-cloud icing, precipitation icing, and frost [4–8]. In-cloud icing
consists of soft rime, hard rime, and glaze ice, while precipitation icing includes
freezing rain and wet snow.

In-cloud icing occurs when small, supercooled, airborne water droplets, which
make up clouds and fog, freeze upon impacting a surface. These water droplets can
remain liquid in the air at temperatures down to -35 �C due to their small size, but
will freeze upon striking a surface [9]. Different types of rime and glaze ice are
formed depending on the droplet sizes and the energy balance of the surface. For
small droplets with almost instantaneous freezing, soft rime forms. With medium
sized droplets and slightly slower freezing, hard rime forms. If the buildup of rime
is such that a layer of liquid water is present on the surface during freezing, glaze
ice forms [10]. Accretions are different in size, shape, and property, depending on
the number of droplets in the air (liquid water content—LWC) and their size
(median volume diameter—MVD), the temperature, the wind speed, the duration
of icing event, the chord length of the blade, and the collection efficiency. Rime ice
forms at colder temperatures of accretion, while glaze forms at warmer temper-
atures [8]. Rime and glaze have different thermodynamic characteristics and
therefore require different heat fluxes for melting. Hard rime ice is denser than soft
rime and is more difficult to remove. The ability to not only detect the presence of
ice, but the specific character, could enable significant energy savings by tailoring
the response of a de-icing system.

8.3 Sensing and Actuation Background: Existing Methods

8.3.1 Ice Sensing

There are two different types of ice detection: indirect and direct. Typical meth-
odologies for detecting ice in current wind turbine systems are called indirect
(passive) sensing. They use weather stations on the tower or nacelle of the turbine.
Humidity and temperature measurements are correlated with measured wind
speeds to determine whether icing is likely to occur [11]. Another example of
indirect ice sensing is monitoring the power output during the wind turbine
operation to detect an icing event. However, on many occasions, indirect ice
sensing methods are neither accurate nor have enough spatial resolution for active
de-icing [12]. Furthermore, icing is most likely to occur on the far reach leading
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edges of the blades themselves, not on the tower, leading to inaccuracies when
trying to correlate the weather station data on the tower or nacelle to the active
portions of the blade. Wind velocity is another factor which affects ice formation
and accumulation on the blade which is not taken into account in most existing
indirect ice detection methods.

Direct ice sensing methods are more accurate for direct detection of ice on the
blade with better spatial resolution. Some examples of direct ice sensing methods
are resistance, impedance, and capacitance based methods, as well as optical
techniques. In Ref. [10], capacitance, inductance, and impedance sensing are
introduced as effective on-blade ice sensing methods for wind turbines. These
sensors can detect ice formation within a localized area, and their thin sensing
elements or electrodes can conform to blade surfaces [10, 13]. More information
on these methods are available in [12] and [14]. Ice removal technology coupled
with an early detection of ice formation on the blade for reducing aerodynamic
degradation (shown in Fig. 8.1) appears to be an essential feature for future
generations of wind turbines in cold climates. There are currently no widely
available and sufficiently reliable ice detection systems suitable for wind turbines
[10, 15]. Figure 8.3 shows a summary of different approaches to ice sensing and
anti-icing and de-icing [12–14], including our technique which will be detailed
further in this chapter. Direct sensing and active actuation methods are the most
energy efficient methods of de-icing. In Sect. 8.5, we discuss our experimentally
demonstrated optical ice sensing method which is capable of high resolution and
fast detection of ice existence, type, and thickness with micron-range accuracy.

8.3.2 Thermal Actuation

De-icing and anti-icing methods in the literature can be divided into active and
passive methods. While many wind turbines operating in cold climates encounter
icing conditions, very few of them are equipped with active de-icing and/or anti-
icing systems. Currently, wind turbines installed in cold regions use passive
methods such as ice repellant (ice-phobic) coatings on the blades. However, these
coatings are only effective for short-term operations in slight icing conditions and
are not effective in harsh cold conditions with varying forms of ice. As an
example, silicon paints exhibit promising ice repellant characteristics on soft rime
under slight icing conditions; however, hard rime ice exhibits greater adhesion
strength to silicon paint than an uncoated surface. In addition, these passive ice
prevention techniques have been shown to have poor durability when tested on
wind turbines [15, 16].

Active heating systems are more effective for ice prevention. After sensing and
detecting icing conditions, anti/de-icing systems are activated to mitigate turbine
downtime. Active heating systems either affect the aerodynamic efficiency and/or
the generation capacity of the turbine. Both hot air injection and resistive heaters
can consume more than 10 % of the generated power [12, 17].
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Table 8.1 shows a high-level qualitative comparison of different active de-icing
methods on wind turbines, where the advantages and disadvantages of each
method in a number of categories are listed. There are very limited technical data
available in the literature related to the active control of icing for wind turbines.
Among all of the mentioned active de-icing techniques, only thermal resistors and
hot air techniques have been successfully tested on wind turbines in cold climates
with available commercial kits.

Different types of ice have different thermodynamic and adhesion characteris-
tics and need different amounts of heat flux for de-icing [5]. Direct detection of ice
on the blade, as opposed to estimating ice accumulation on the blades using
sensors on the nacelle, also provides a more accurate method for applying thermal
control for de-icing. This highlights the need for improved sensing methodologies.
We aim to demonstrate a de-icing method using combined on-the-blade opti-
cal and temperature sensors and electrothermal actuation, as shown in Fig. 8.4.
Our de-icing experimental setup consists of a distributed optical sensor network
that allows for precise local measurements of ice existence and type. Our ice
sensors are responsive (0.5 Hz response time) and accurate in measuring ice
thickness (36 micrometer thickness resolution) and hence are able to detect ice in
the very early stages of ice formation. Leveraging the ability to quickly measure
and react to changing conditions, we then develop a suite of control solutions
optimized for any type of ice accumulation. Temperature sensors, installed close to
the blade leading edge area, are used for calculating the input thermal power for a
distributed network of heaters.

Our  Work 

Ice Sensing Actuation

Passive

Estimation
Based on 

Temperature 
and

Humidity

Direct

Ice
Repellant
Coatings

Indirect

Hot Air

Resistance
Impedance

Capacitance
Inductance

Actual  vs. 
Predicted 

Power Output

Optical
Sensing
(OFDR)

Inflatable
Pneumatic

Boots

Thermal
Resistors

Piezo-Electric

Active

Anti
Freezing 
Liquid

Spraying

On the Blade

Control

Fig. 8.3 Summary of different approaches to ice sensing and anti-icing and de-icing. Among all
of the direct ice sensing methods to date, our optical ice sensing method provides the most
complete information (ice existence, type, and thickness) for local de-icing
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8.4 Blade Thermodynamics

Different areas on wind turbine blades need significantly different levels of thermal
power and flux for de-icing (Fig. 8.5). Thus, optimally distributing the required
thermal energy across the blade can save a significant amount of thermal energy in
de-icing systems. The highest heat flux required is at the leading edge of the tip of
the blade. As such, a preliminary step in designing a suitable thermal actuation
method for de-icing is calculating the heat flux requirement for this most critical
region of the blade. Figure 8.5 shows the calculated heat flux requirement (due to
convection loss) versus nondimensional chord position x/c and nondimensional
span-wise radius r/Rtip at a given atmospheric condition. The required parameters
are angle of attack AoA of the blade, blade geometry, angular velocity x of the
blade, and wind speed uw. Figure 8.5 shows the characteristics and behavior of the
convection loss for laminar flow over the blade. Negative values of x/c are for the
lower blade surface, positive values of x/c are for the upper blade surface, and x/
c = 0 is leading edge of the blade. The peak value of heat flux at the leading edge
of the blade tip for this simulation is about 1,800 W/m2 for a 500 KW wind
turbine. This calculation uses experimental local values of Nusselt numbers at
different Reynolds numbers and Prandtl numbers for a NACA 63421 airfoil using
experimental convective heat correlations [18]. This airfoil has a nonsymmetrical
profile which creates different trends below and above the stagnation point for
Nusselt numbers and the convective heat transfer coefficient [18].

The convective coefficient of heat transfer (h) at each point is calculated as

h ¼ Nuxkair

c
ð8:1Þ

where Nux is the local Nusselt number on the airfoil, kair is the thermal conduc-
tivity of air, and c is the chord length of the blade.

The convective loss heat flux (qconv) is calculated as

Fig. 8.4 Schematic diagram
showing thermal control
system using direct optical
sensing
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qconv ¼ hðTd � TambÞ ð8:2Þ

where Td is the maximum desired blade temperature and Tamb is the ambient
temperature.

The thermodynamic behavior of convection loss changes once the flow
becomes turbulent over the blade. This was investigated in [19] where it was
shown that the effect of a transition to turbulent flow at the leading edge is to
increase the required heat transfer by an average factor of 2.5. Therefore, laminar
and turbulent flow conditions need to be detected throughout the blade for different
turbine operating conditions for active de-icing.

A de-icing system must provide enough thermal energy to compensate for
convection heat loss, sensible heat to increase the initial temperature of ice to its
melting temperature, and latent heat for the phase change from solid ice to liquid
water. The latent heat flux required for the phase change of ice is dominant
compared to the sensible heat flux even when the initial ice temperature is sig-
nificantly below zero. Calculations show that for ice with an initial temperature of
-30 �C, the amount of heat required to change its temperature to 0 �C is only
18 % of the heat required for the phase change. Since the phase change of ice
requires much higher thermal flux than sensible heat flux, it is not profitable to
melt the entire ice layer formed on the blade. Thus, one strategy for reducing
thermal energy expenditure is to only melt a thin layer of ice and then shed off the
remaining ice by using centrifugal force from the blade rotation [17].

Figure 8.6 shows a plot of the summation of sensible and latent heat flux of ice
required for de-icing versus melting time for a 1 mm soft rime ice at two different
initial ice temperatures. It is seen that this heat flux exponentially decreases when
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Fig. 8.5 Simulated heat flux requirement (due to convection loss) versus nondimensional chord
position x/c (negative values are for the lower surface and positive numbers are for the upper
surface of the blade) and nondimensional span-wise radius (distance from hub) r/Rtip. The heat
flux plotted is the amount needed from a de-icing system to compensate for convection loss from
the blade; Tamb ¼ �30 �C, x ¼ 20 RPM, uw = 12 m/s, Rtip = 25 m, AoA = 0, P = 500 KW,
where Tamb is ambient temperature, x is angular velocity of the rotating blade, uw is wind speed,
Rtip is the span-wise radius at the blade tip, AoA is angle of attack, and P is rated power produced
by the wind turbine
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melting time increases. Assuming thermal resistive heating with a maximum heat
flux generation capability of 2,000 W/m2 (approximately 500 W/m2 for the
summation of latent and sensible heat fluxes and 1,500 W/m2 to compensate for
the convection loss at the leading edge), this calculation shows that 6 min is a
reasonable melting time for a 500 KW wind turbine.

It is shown in Fig. 8.5 that the required heat flux for de-icing significantly
decreases from the blade tip to the blade root. Experimental data is reported in the
literature on the required heat flux for de-icing at different blade regions, as tested
by VTT (The Technical Research Center of Finland) and Kemijoki Ltd. in 1993.
They tested a de-icing system using a thermal resistor on a 450 KW turbine in
extreme conditions in Finnish Lapland in order to keep the rotors free of ice. This
is likely the world’s first documented test of a heat-based de-icing system for
commercial wind turbines [15, 20]. Their data shows de-icing power consumption
of 5 % of the 450 KW turbine’s rated power with peak heating power of 4,500 W/
m2 at the blade tip versus 350 W/m2 at the blade root (13/1 ratio). Heating ele-
ments covered a maximum of 15 cm from the leading edge. Heating power was
sufficient in most cases to keep off rime ice in the winter; however, this system was
unable to prevent icing in the (rare) cases of freezing rain.

8.5 Direct Optical Ice Sensing

As discussed earlier in Sect. 8.3.1, indirect ice sensing methods do not have
enough spatial resolution and accuracy for active localized de-icing. Still there are
no implementations to directly measure the presence and type of ice accurately on
the blade.

We have applied a newly developed optical sensing technique to enable detecting
early stages of ice formation, including both the type of ice and the thickness (to an
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accuracy within 36 microns). Direct ice detection requires measurement of the
region just outside the blade surface. To accomplish this thickness measurement,
optical signals directed normal to the surface reflect from the upper surface of the ice
to reveal its presence, thickness, and type. Thickness could be measured by time of
flight of a short pulse, referred to as time-domain reflectometry (TDR) of sub-mm
films. TDR requires optical pulses of approximately 100 fs duration which are costly
to generate and tend to disperse rapidly in solids. Conversely, optical frequency
domain reflectometry (OFDR), as shown in Fig. 8.7, uses continuous laser light with
a swept frequency which is easier to generate and can be directed through optical
fiber [21, 22]. Fiber coupled sources allow for many sensors to be multiplexed on a
single fiber running down the full length of the blade, greatly reducing complexity.
Additionally, recent advances in all-fiber, rapidly tuning laser sources [21] promise
to reduce the cost and delicacy of the lasers while increasing the measurement speed.
OFDR can measure multiple simultaneous returns in different time windows. The
optical signal to each sensor is thus delayed by a unique delay such that the entire
array can be measured in a single interrogation.

To demonstrate the efficacy of OFDR for the detection of icing on a blade surface,
we use the instrument whose schematic is shown in Fig. 8.7 to monitor the thickness
of an evaporating water film on a solid substrate, as shown in Fig. 8.8. Gradient-index
(GRIN) lenses with an antireflective coating are used as our optical ice sensors. Many
such probes can be queried by a single OFDR system, providing spatially resolved
icing data [14, 23]. The transform-limited time resolution of the measurement is
ds ¼ 1=dm ¼ 121 fs which corresponds to a spatial resolution of 36 lm in air.

As shown in Fig. 8.8, top, the system can easily distinguish both the presence
and thickness of the material on the surface.

We have recently shown [22] the use of phase information in the OFDR to
simultaneously measure thickness to ±61 nm precision and the index of refraction
to �2� 10�6. Since variations in the ice type are reflected in their refractive
index, this suggests that both type and thickness of ice can be detected.

The sensor area must be sufficiently large to average over ice crystal size,
entrapped air, and other spatial variations. The 10 lm diameter of a fiber core is
thus too small and will not return a repeatable signal. Thus, we used a fiber
collimator consisting of a graded index collimating lens attached to the end of the
optical fiber. The lens is covered by an anti-reflective coating and we detect water
and ice which sits on top of the sensor. The collimating lens has a circular
detection diameter of 3 mm.

Figure 8.9 presents experimental optical sensing results, demonstrating that the
sensor can distinguish between air, water, glaze ice, and rime ice on the blade. For
the case of air, the measured signal is symmetric with a small peak due to the
existence of the anti-reflective coating (Fig. 8.9a). In this case, there is no volume
scatter and the peak of the signal corresponds to the airfoil-air boundary. For the
case of liquid water, two smooth peaks are captured with no volume scatter
(Fig. 8.9b). For the case of glaze ice (Fig. 8.9c), a smooth peak is captured followed
by a small scattered signal. The first peak corresponds to the airfoil/ice boundary,
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and the small scattered signal corresponds to the rough ice/air interface. Rime ice
(Fig. 8.9d) has a highly nonsymmetric shape and distinctive volume scatter due to
the increased air volume within the ice and irregular shape of the ice crystals. These
signals can be recognized and categorized in signal processing to identify type and
thickness. The peak magnitudes and corresponding times where these peaks occur
are numerically calculated. A magnitude filter is applied to reject noise while being

Fig. 8.7 Layout of an optical frequency domain reflectometer [22]. Light from the tunable laser
is reflected from the sample and interfered with a reference arm. As the frequency of the laser is
swept, interference fringes are detected that indicate the amplitude and round-trip delay of
reflections from the sample. 3db = 50/50 fiber coupler, PC = polarization controller,
PBS = polarization beam splitter, PD = photodiode

1.86 mm

2.32 mm

Fig. 8.8 Optical frequency domain reflectometry of a variable thickness water layer deposited
on a substrate. The water layer, which was allowed to evaporate over the course of approximately
1 h, was measured at three times to have thickness 2.32, 2.08, and 1.86 mm with a transform-
limited precision of 0.036 mm. The vertical axis is the amplitude of reflection. On the horizontal
axis, 1 ps corresponds to a round-trip travel time for the laser in 112.5 lm of water [14]
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able to capture the volume scatter due to rime ice. The signal processing algorithm
looks at the number of captured peaks, peak magnitudes, magnitude of time integral
of the signals, and symmetrical/asymmetrical shape of the signals around their
peaks in order to detect the type of ice. For the case of water (Fig. 8.9b), the
thickness of the water droplet is calculated by multiplying the speed of light by the
peak time difference between airfoil/water and water/air boundaries. For the case of
glaze ice (Fig. 8.9c), the thickness of ice is calculated by multiplying the speed of
light by the peak time difference between airfoil/ice boundary and the first captured
peak of ice/air boundary. When there is rime ice (Fig. 8.9d), the thickness is cal-
culated by multiplying the speed of light by the time difference between the airfoil/
ice boundary up to the time that volume scatter ends in the captured signal.

In summary, our demonstrated optical method is capable of direct detection of
ice existence, classification of ice type, and ice thickness measurement with 36
micrometer resolution.

8.6 Distributed Localized Heating

Due to varying amounts of heat loss in different regions of a rotating blade, an
energy efficient active de-icing method requires different amounts of thermal power
in different blade regions which motivates using distributed heating with adjustable
local heat flux to reduce power consumption for de-icing. The aerothermodynamic

Fig. 8.9 OFDR measurements yield distinct signals for different conditions: a No water/ice on
the blade. b Liquid water on the blade. c Glaze ice on the blade. d Rime ice on the blade. Y-axis
is arbitrary scale proportional to the amplitude of the reflected optical electric field. X-axis is
round-trip optical time of flight from the fiber exit to the particular layer. 1 ps corresponds to a
round-trip travel time for the laser in 112.5 lm of water [14]. For ice thickness calculation, the
same index of refraction is assumed for ice and water
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analysis presented in Sect. 8.4 shows this noticeable variation of required heat
power for different locations, with the highest value at the leading edge of the tip of
the blade (Fig. 8.5). These calculations show that heating the entire blade using this
locally adjusted heat flux consumes approximately 7–10 % of the rated power of
the wind turbine [14]. Equally heating the entire blade, such as using a hot air
technique, consumes even more power (about 15 % of the rated power) as reported
in Refs. [17] and [24]. Many active and passive anti/de-icing methods are in
development, but few are available on the market. Active heating of blades using
resistive thermal heaters is the most tested, used, and reliable way to prevent icing
effects [8]. It is often used in parallel with a passive hydrophobic coating to lower
energy consumption. While accurate and direct ice sensing and distributed resistive
thermal actuation have not yet been tested on wind turbines, it is now a growing
research area because it could significantly reduce de-icing energy consumption by
providing locally adjusted thermal power only in the regions where ice exists.

In our preliminary experimental test bed, we use flexible resistive thermal
heating elements with a maximum heating capability of 10 W/in2. A similar
thermal resistor has also been used by a wind energy research laboratory at the
University of Quebec in Canada for their preliminary study of electrothermal de-
icing of wind turbine blades [25]; however, these are large heaters which heat the
bulk of the blade based on coarse environmental conditions. We use many small
local heaters on the surface of the blade, capable of heating in short time frames by
heating only a thin layer and not the bulk material. This allows to enhance the
intelligence of the control system while using established thermal actuation
technologies. In Sect. 8.7, we explain our fabricated experimental setup for active
de-icing using distributed ice and temperature sensors and resistive heaters.

8.7 Experimental Setup

We have built an experimental setup to create different types of ice on a blade and
to implement active de-icing using combined optical ice and temperature sensors
and distributed resistive heating with adjustable heat flux in different blade loca-
tions using feedback control. This section describes the components of the
experimental setup, including resistive heaters, optical ice sensors, custom fabri-
cated icing chamber, and amplifier circuit board.

De-icing is investigated under a fixed blade pitch angle for a non-rotating
blade inside a thermally insulated custom cooling chamber (Fig. 8.10a). Different
types of ice can be created by controlling temperature, humidity, and wind speed
inside the chamber. The benefit of this custom cooling chamber over an icing wind
tunnel is that it is less expensive to operate. However, there are some limitations
such as stationary blade installation and longer time for ice creation inside the
chamber compared to an icing wind tunnel. The experimental results of de-icing
for a stationary blade can be extended to a rotating blade using further compu-
tational simulations. Wind is generated by a box fan installed inside the test
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section. Blade pitch angle can be changed between tests by a rotation stage inside
the chamber which affects pressure distribution and convection heat loss at dif-
ferent blade locations. This allows us to investigate de-icing performance under
different aerodynamic and heat loss conditions.

Thin flexible electrothermal heaters [26] with 5 watt and 10 watt power ratings
are used in different regions of the blade for thermal actuation. These resistors
have the maximum power density of 5 W/in2 (7,750 W/m2) and 10 W/in2 (15,500
W/m2), which is still much higher that the maximum required power density for
de-icing in any region of the blade. A finite difference code is developed to
determine the transient heat conduction on the blade for computing the optimal
distance between heaters. This calculation satisfies de-icing controllability on

Fig. 8.10 a Cooling chamber for ice creation on the blade surface. b Different components of
our test setup at a glance
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different regions (by sending required heat flux to different blade regions) within a
reasonable amount of de-icing time (20 min–1 h) given the conductivity of the
blade. The local required heat flux is a function of blade location, pitch angle, and
environmental conditions (altitude, ambient temperature, wind speed, and direc-
tion). Twelve resistive heaters (ten 5 watt and two 10 watt) are mounted from the
leading edge up to 1/3 of the chord length of our blade with the higher power
resistors placed at the leading edge.

Optical ice sensors are distributed on the blade such that each thermal actuator
is surrounded by four sensors. Optical fibers terminate in GRIN lenses mounted
flush with the surface of the blade. Ice sensors (3 mm in diameter and 6 mm in
height) are installed in drilled holes of the same size and attached with water
resistant glues for environmental stability (Fig. 8.10b).

At ice temperatures below 0 �C, before any melting occurs, optical ice sensors
cannot provide enough information for control gain calculation since the ice
thickness and type do not change by heating. Therefore, combined temperature and
optical ice sensors are used for closed-loop thermal control before any phase
change of ice. Below the melting temperature, optical ice sensors determine which
actuator should be active while temperature information is used to calculate the
controller gains. Alternatively, ice thickness information provided by the ice
sensors can be used to calculate control gains during ice thickness variation. Four
thermocouples [26] are placed close to the leading edge ice sensors for gain
calculation of the PID control that is a function of the difference between desired
temperature (slightly above 0 �C) and instantaneous local temperature. It is eco-
nomically preferable to use fewer temperature sensors on the blade. Hence, dis-
tributed temperature sensors are only installed on the leading edge area. Thin
temperature sensors are used to prevent aerodynamic degradation in this work.

Figure 8.11 shows distributed optical sensors and resistive heaters on the blade.
Ultimately for active de-icing implementation on a full-scale wind turbine, it is
necessary to have distributed resistors embedded inside the composite blade to lower
the risk of damage by lightning. As mentioned earlier, distributed resistive heating
provides an efficient local control of heat flux on the blade. However, due to a large
number of actuators and sensors in this methodology, the possibility of a fault in the
network should be carefully considered in the design as an area of future work.

Under some very cold conditions, instant freezing of the runback water might
occur at the edges of the heating elements or on some cold blade areas that are not
covered by heating elements. This could form a barrier at the edges of the heating
element. The edge barriers may tend to grow toward the leading edge as horns
without contact with a heating element. Those horns that happen to grow on the
optical sensors could immediately be detected and de-iced by locally increasing
thermal flux using the surrounding heating elements. Intuitively, using a staggered
array configuration of heaters instead of an aligned array can be more efficient
(Fig. 8.12) for preventing these local horns to grow all the way toward the leading
edge where icing leads to large aerodynamic losses. In addition, placing resistive
heaters in both upper and lower surfaces of the blade close to the leading edge area
can be considered to even further reduce the potential threat of ice horn residues in
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this region. The ice/water dynamics including melting and refreezing are poten-
tially quite complex. In Sect. 8.9, we study the optimization of the layout of
heaters in greater detail. Because of lower relative wind speed, Reynolds number,
convective heat loss, and contribution to power production, the first two-thirds of
the blade (toward the blade root) is less important to be de-iced. Installing dis-
tributed heating elements only on the last third outboard section of the blade
enables decreasing equipment costs and de-icing power consumption while
maintaining 90 % of the aerodynamic performance of the clean blade with only
30 % of the length de-iced [27].

Figure 8.13 shows a schematic diagram of the closed-loop control. Numerical
signal processing [28] detects the ice existence, type, and thickness by each optical
ice sensor based on the magnitude of the peak, the signal asymmetry, and back-
scatter level. Each optical scan (for all the channels) including numerical detection

Fig. 8.11 Distributed optical ice sensors, leading edge temperature sensors, and resistive heaters
on a blade segment. Resistor rows are along the yb axis, and resistor columns are along the xb

axis. The optical sensor and the resistor in the top column closest to the blade leading edge are
both labeled as channel 1

Fig. 8.12 Heating elements in: a Aligned array and b Staggered array
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takes less than 2 s in the loop. As such, we use a closed-loop control update rate of
0.5 Hz. This is sufficiently fast for the desired thermal response bandwidth of
0.001–0.01 Hz for the actuation network. Both the control system software and
OFDR software have been developed in LabVIEW [29].

The result of the numerical ice detection algorithm is sent to the closed-loop
control system at 0.5 Hz. The command voltage output of the control software is
amplified through a custom fabricated multichannel op-amp circuit and fed to the
distributed resistors on the blade.

8.8 Computational Model Validation with Experiments

Accurate prediction of the aero/thermodynamic response of a rotating blade
covered with ice/snow and distributed electrothermal resistors is complex due to
the coupled nonlinear dynamics of turbulent wind, the ice/water phase change, and
multiple distributed heat sources on the blade. Experimental validation is required
to achieve a reasonably accurate dynamic model for such a complex system. In this
section, we compare the transient thermal response of a composite blade under-
going distributed thermal actuation using a computational model in ANSYS [30]
with results from an experimental run performed using our test setup. The
geometry of the hollow blade with distributed resistors is modeled in SolidWorks
[31]. This geometry is imported into the ANSYS Workbench environment for
computational simulations (Fig. 8.14). The transient thermal module in ANSYS is
used to compute the temperature variation as a function of time on the blade for
different heater layouts. In the simulations explained in Sect. 8.9.2, a variable time
step is implemented with a minimum time step of 0.05 s and maximum time step
of 0.5 s. In the ANSYS analysis setting, heat and temperature convergence modes
are activated to achieve better stability and convergence in the numerical
simulations.

For our experiment, a temperature sensor is placed between two of the middle
resistors in the second and third row to record the variation of the temperature
(Fig. 8.15). Figure 8.16 shows the experimentally applied input voltage to all of

Blade Temperature at Each Thermocouple

Existence, Type, and Thickness of Ice at Each Optical Sensor

Blade
(Aero-Thermo 

Plant)

Fig. 8.13 Closed-loop control schematic diagram. Td = 2 �C is the desired blade surface
temperature and ej(t) is the error signal between the desired blade temperature Td and the actual
blade temperature at the jth thermocouple
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the resistors as a function of time created by a PID control to increase the initial
temperature of the blade from 24.9 �C to about 30 �C. Then, a fifth-order poly-
nomial curve, shown in Fig. 8.16, was fit to the input voltage using a least squares
curve fitting method. Using this fitted input voltage, the generated heat flux from
each resistor (q (W/m2)) is calculated as

q ¼ qmax �
v

vmax

� �2

ð8:3Þ

where qmax is the maximum resistor heat flux (W/m2) at maximum applied voltage,
v is the input voltage to the resistors (volts), and vmax is the DC input voltage to the
resistor at maximum power (volts).

The calculated input heat flux was later applied to the heater network in the
ANSYS model. This experiment was done under a natural air convection condi-
tion, with no forced wind velocity to the blade. This natural convection is caused
by buoyancy forces due to density differences caused by temperature variations in
the air. The natural convective heat transfer coefficient of air is in the range
h = 5–25 W/(m2��C), and the range of the thermal conductivity for a typical
composite material is K = 0.2–1 W/(m��C). Assuming natural convection on the

Fig. 8.14 Created blade geometry, with a volume of 5:33� 10�4 m3, in SolidWorks for
computational analysis

Leading Edge

Thermocouple
For model validation

Fig. 8.15 Location of a temperature sensor installed for experimental validation of the
computational ANSYS model in an aligned heater layout
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upper and lower surfaces of the blade, we simulated the temperature variation on
the blade at the location of the temperature sensor for both h = 6 W/(m2��C) and
h = 7 W/(m2��C), and with a composite blade thermal conductivity of
K = 0.3 W/(m��C). Figure 8.17 shows the temperature comparison between our
recorded experimental data and the simulated values in ANSYS, showing a rea-
sonably close match between the numerical simulations and the experimental data.

8.9 Optimizing the Layout of Distributed Heaters

In this section, we explore several heater geometries and layouts (Fig. 8.18) and
show that there are de-icing efficiency advantages to circular heaters in a staggered
layout. Circular heaters generate uniform heat flux in all radial directions, and
square heaters generate uniform heat flux along their two axes of symmetry.
Figure 8.18 shows different heater layouts modeled for ANSYS computational
analysis. For the created staggered layouts, only heaters in the second row are
shifted in the yb direction shown in Fig. 8.11. For the staggered alignments, in
order to keep the geometry symmetric about the axis that connects the midpoint
leading edge to the midpoint trailing edge, two half-area resistors are used at each
end in the second row of resistors (Fig. 8.18b, d). The total heating area and total
input heat flux are equal for all of the resistor shapes and layouts considered in
Fig. 8.18 and in the results that will be discussed in Sect. 8.9.2.

We also investigated other heater geometries. It was observed that the de-icing
performance of other regular polygon-shaped heaters (pentagon, hexagon, etc.) is
between square and circular heaters. Therefore, the performance of only square
and circular heaters will be discussed in Sect. 8.9.2 as the lower and upper bound
of the de-icing performance.
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A uniform 3 mm glaze ice layer on the blade from the leading edge to 40 % of
the chord length is incorporated into the numerical model, as shown in Fig. 8.19.
The ice layer covers all of the distributed resistors mounted on the blade. This
uniform ice thickness model is assumed for the purpose of optimizing the heater
layout. However, a nonuniform ice layer based on experimental field data is
needed for the purpose of investigating aerodynamic efficiency degradation and
calculating lift and drag coefficients for an icy airfoil, which is not the focus of this
chapter. The physical properties of the glaze ice layer and the composite blade
were carefully modeled in ANSYS, including the melting point, density as a
function of temperature, specific heat as a function of temperature, and thermal
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Fig. 8.17 Validation of the computational model developed in ANSYS with the experiments
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conductivity. The heater material was assumed to be ‘‘structural steel’’ from the
ANSYS material library in creating the models.

8.9.1 De-icing Performance Metric

In order to quantitatively evaluate the de-icing performance of distributed thermal
actuation, a performance metric is needed. This performance cost function should
consider the de-icing time [tdi (sec)], maximum global temperature to the blade
structure during de-icing [Tmaxb (�C)], the volume of the blade experiencing higher
than a certain temperature [30 �C here as VT[30 (m3)], and thermal power con-
sumption. Both Tmaxb and VT[30 give indications of the level of thermal stress on
the blade due to the localized heating. A more advanced metric may also consider
additional parameters such as setting priority for de-icing in those regions on the
blade with higher contributions to the aerodynamic torque production (regions
closer to the leading edge and the blade tip), cost of the heaters, etc. In general, the
total cost of a heater network is a function of wind turbine size, blade dimension,
and total number of heaters on a full-scale blade. This financial cost has not been
included in the performance cost function in this chapter and is an area of future
work.

In order to compare de-icing performance between different heater layouts,
assuming the same amount of thermal power consumption, a quadratic perfor-
mance cost function J is defined as

J ¼ XT WmX ð8:4Þ

where X ¼ tdi ;VT [ 30 ; Tmaxb½ �T is the de-icing performance state vector, and Wm

is a diagonal weighting matrix

Ice layer

Blade

Fig. 8.19 ANSYS model of accumulated ice with a uniform thickness of 3 mm with initial
volume Vice ¼ 1:17� 10�4 m3, covering the upper surface of the blade from the leading edge to
about 40 % of the blade chord length
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Wm ¼

1
13502

0 0

0
1

ð3:48� 10�5Þ2
0

0 0
1

56:312

2
666664

3
777775
: ð8:5Þ

This weighting matrix Wm was chosen such that, for the aligned square heater
layout, the three performance variables inside the de-icing performance state
vector X contribute equally to the cost, resulting in a total cost of J = 3. A smaller
value of J is desirable. For the analysis discussed in Sect. 8.9.2, ice residues in
different areas on the blade are assumed to have equal weighting in the de-icing
performance. The de-icing time tdi is defined as the time when the total volume of
the ice residue becomes smaller than 10-7 m3. In Sect. 8.9.2, the performance cost
function J will be calculated for the other heater geometries and layouts to
quantitatively compare de-icing performance.

8.9.2 De-icing Performance Comparison for Different
Heater Layouts

In this section, the computational modeling of ice melting and de-icing performance
comparison is investigated for the different heater shapes and layouts explained at
the beginning of Sect. 8.9. In the following simulations, distributed heaters are
placed on both upper and lower surfaces of the blade region starting from the leading
edge for the first 40 % chord length. By investigating different geometries in AN-
SYS, it is noticeable that placing heaters on both sides of the blade, while using the
same amount of total thermal power (meaning using half of the heat flux for each
individual resistor) provides a more uniform de-icing especially for those blade
geometries that have smaller cavities, or are less thermally conductive. Intuitively,
placing resistors on both upper and lower sides of the blade also provides a more
effective de-icing when ice accumulates on both sides of the blade.

For the following simulations in this section, the thickness of the resistors is
0.5 mm. Resistors are modeled as a volume, where each face has a heat flux
magnitude of 400 W/m2. No convection is assumed in the boundary conditions for
these simulations. By performing several simulations in ANSYS, it is observed that
these modifications expedite the simulation time while not fundamentally changing
the outcome of the de-icing performance comparison between different heater
layouts and the layout optimization. In Figs. 8.20, 8.21, 8.22, and 8.23, the ice layer
residue is shown for different heater layouts. For all of these simulations, the ice
thickness is divided into four layers (in the mesh setting) in order to accurately
capture the ice thickness variation during the melting process. Figure 8.20 shows
the ice residue at t = 200 s after switching on the resistor network. It is seen that ice
melting starts faster for circular heaters than square heaters, especially in the areas
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close to the leading edge due to faster diffusion of the heat flux in those regions. The
circular heaters also diffuse the flux more uniformly throughout the ice layer. The
staggered circular layout is slightly faster than the aligned circular layout in melting
the ice in the middle area of the modeled ice layer. The staggered square config-
uration does a relatively poor job compared to the other configurations in de-icing
the areas close to the leading edge.

Figure 8.21 shows ice residue at t = 400 s after switching on the resistor network.
It is observed that the square staggered layout does not effectively provide the
required heat flux for melting the ice at the leading edge area, but instead transports
higher heat flux at the second row of the heaters. This is aerodynamically less efficient
compared to the other layouts. The aligned square layout results in a more effective
ice melting close to the leading edge but it can not effectively de-ice the region in the
middle of the ice layer. However, de-icing at the middle region is not as crucial as the
leading edge area in terms of recovering the aerodynamic efficiency of the blade.
Similar behavior is seen in the different layouts after this time until de-icing is
completed for the accessible regions to the heat flux diffusion (Figs. 8.22, 8.23).

Figure 8.23 shows ice residue on the blade at t = 800 s for the different heater
layouts. Among the four compared cases, the circular heaters provide the fastest
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Fig. 8.20 Ice residue for different layouts at t = 200 s after switching on the resistors with an
input heat flux of q = 400 W/m2. a Aligned square layout with Vice ¼ 1:145� 10�4 m3.
b Staggered square layout with Vice ¼ 1:15� 10�4 m3. c Aligned circular layout with
Vice ¼ 9:95� 10�5 m3. d Staggered circular layout with Vice ¼ 9:78� 10�5 m3
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de-icing times tdi of less than 800 s assuming that there is no convection loss on
the blade surface. Adding equal forced convection loss does not change the out-
come of layout performance comparison. Furthermore, the ANSYS simulation
results show that the de-icing times tdi for aligned square and staggered square
layouts are 1,350 and 1,116 s, respectively. Although the staggered square layout
melts the ice layer faster than the aligned square layout, it is not capable of
removing ice from the leading edge area for a long time. Therefore, the aligned
square layout is preferable to the staggered square layout for localized active de-
icing because it removes the ice first from the leading edge area.

The values of the performance cost function J based on Eq. (8.4) for different
heater layouts and geometries are shown in Table 8.2. These results show that
staggered circular heaters achieve the best performance with 40 % faster de-icing
and 39.3 % smaller maximum blade temperature compared to aligned square
heaters. Furthermore, VT[30 is reduced from 6.5 % to 0.5 % of the blade volume
using staggered circular heaters compared to aligned square heaters. Comparing
aligned circular heaters to aligned square heaters shows 39.8 % faster de-icing,
29.5 % reduction in Tmaxb , and reduction of VT[30 from 6.5 % to 1.15 % of the
blade volume for aligned circular heaters. Other polygon heaters (pentagonal and
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Fig. 8.21 Ice residue for different layouts at t = 400 s after switching on the resistors with an
input heat flux of q = 400 W/m2. a Aligned square layout with Vice ¼ 7:64� 10�5 m3.
b Staggered square layout with Vice ¼ 8:72� 10�5 m3. c Aligned circular layout with
Vice ¼ 4:97� 10�5 m3. d Staggered circular layout with Vice ¼ 5:58� 10�5 m3
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hexagonal) were investigated and it was observed that their de-icing performance
cost value J is between the performance costs of the square and circular heaters in
Table 8.2.

Besides minimizing the total de-icing time and improving ice melting efficiency
in the leading edge area, decreasing the amount of applied thermal stress is another
important factor to be considered in the design of distributed active de-icing
systems. Our calculations show that aligned layouts induce higher thermal stress
than staggered layouts, which result in higher maximum temperatures and larger
areas with higher temperature on the blade. This observation is more subtle due to
the partial absorption of the generated heat flux in the upper surface of the blade by
the ice layer. In summary, in the case of using aligned heaters for de-icing, more
careful considerations are needed in the selection of closed-loop control gains to
avoid high thermal stress induction to the blade structure. Clearly, having reliable
and accurate on-the-blade optical sensing prevents this high thermal stress
induction by switching off those resistors near the regions where ice does not exist.
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Fig. 8.22 Ice residue for different layouts at t = 600 s after switching on the resistors with an
input heat flux of q = 400 W/m2. a Aligned square layout with Vice ¼ 3:46� 10�5 m3.
b Staggered square layout with Vice ¼ 4:57� 10�5 m3. c Aligned circular layout with
Vice ¼ 1:58� 10�5 m3. d Staggered circular layout with Vice ¼ 8:1� 10�6 m3
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8.10 Preliminary De-icing Experimental Results

In the first part of this section, we describe the closed-loop experimental results of
active de-icing using an initial distributed PID controller with combined ice and
temperature sensing. We will discuss the total amount of consumed energy relative
to the size of our blade. In Sect. 8.10.2, we compare experimental results of this
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Fig. 8.23 Ice residue for different layouts at t = 800 s after switching on the resistors with an
input heat flux of q = 400 W/m2. a Aligned square layout with Vice ¼ 2:1� 10�5 m3.
b Staggered square layout with Vice ¼ 2:48� 10�5 m3. c Aligned circular layout with
Vice ¼ 1:55� 10�8 m3. d Staggered circular layout with Vice ¼ 9:63� 10�8 m3

Table 8.2 Quantitative performance cost comparison (Percentage reductions for each parameter
relative to aligned square layout is written in the parenthesis)

Heater layouts tdi (sec) Tmaxb (�C) VT[30 m3 J

Aligned square 1,350 56.31 3.48 9 10-5
3

Staggered
square

1,116
(-17.33 %)

41.59
(-26.14 %)

1.73 9 10-5

(-50.29 %)
1.48
(-50.66 %)

Aligned
circular

813
(-39.78 %)

39.70
(-29.50 %)

6.02 9 10-6

(-82.70 %)
0.89
(-70.33 %)

Staggered
circular

798
(-40.89 %)

34.18
(-39.30 %)

2.85 9 10-6

(-91.81 %)
0.72
(-76.00 %)
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PID controller with a higher intensity pulse amplitude modulation (PAM) actua-
tion that uses the same amount of electrical energy. The magnitude and duty cycle
of the PAM signal are updated at each time step based on the magnitude of the
continuous PID signal to match the consumed energy over one signal period.

8.10.1 Distributed Closed-Loop Control Experiments

For the results described in this section, each heater receives information from the
two adjacent optical ice sensors, and the heater stays on only if both of the adjacent
ice sensors detect ice. Ultimately, we can use information from all four sur-
rounding optical ice sensors adjacent to each resistor if necessary; however, this
makes the closed-loop controller slower by adding computations required for
signal processing. The initial control systems discussed here only use ice existence
information. Further experimental investigation is needed for a characterization of
the thermodynamic characteristics of different types of ice. Ice type and thickness
information provided by the OFDR ice sensing system can be used in future
versions of the control system design.

The control gains for each heater at the leading edge are calculated based on the
temperature information from the adjacent temperature sensors. For the initial closed-
loop test of de-icing, since there is only one temperature sensor for each ‘‘column’’ of
thermal resistors in the chord-wise direction of the blade, the same voltage was
applied for each column of resistors. Figure 8.24 shows different stages of ice for-
mation on the blade before the active de-icing control system was switched on in the
icing chamber. Figure 8.24a shows rime and glaze ice formed on the blade in the icing
chamber. Glaze ice was created in the chamber by directly pumping humidity to the
blade surface under the condition of no wind. Uniform rime ice is created on the blade
when there is nonzero wind velocity in the icing chamber (from a fan).

A PID control has been implemented to each column of resistors in the network.
The applied voltage to resistor j is:

vj ¼ Kg KpejðtÞ þ Ki

Z t

0

ejðsÞdsþ Kd
d
dt

ejðtÞ

2
4

3
5 ð8:6Þ

where Kg is the gain of the op-amp circuit, ej(t) is the error between the desired
temperature (Td) and current temperature (TajðtÞ) on the blade for channel j at time
t, Kp is the proportional gain, Ki is the integral gain, and Kd is the derivative gain.

Figure 8.25 shows the time history of the voltage and temperature for channel 1
(see Fig. 8.11) from the beginning to the end of the activated PID control for de-
icing using distributed resistors, optical ice sensors, and temperature sensors,
where the maximum voltage indicates that approximately half of the maximum
power capability of the individual kapton resistor has been used. Similar behavior
has been captured with the remaining resistors. It takes approximately 3 min until
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the resistive heaters start to increase the local temperature at the leading edge,
2 cm away from the edge of the boundary of the leading edge resistors. Then the
voltage on the resistor decreases as the temperature increases toward the desired
temperature (+2 �C). After de-icing and satisfying a no ice condition on both of the
optical channels 1 and 2, the control system automatically shuts down the corre-
sponding resistor 1. This de-icing took about 30 min in an ambient temperature of

Fig. 8.24 Different stages of ice formation on the blade before switching the controller on.
a Rime and glaze ice started to form on the blade at t = 0. b Blade slightly covered with rime ice
at t = 17 min. c Blade covered with 5 mm thick rime ice at t = 90 min
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Fig. 8.25 Time history of voltage and temperature for a selected channel when using distributed
PID control for de-icing, using approximately half of the maximum power capability of the
actuation system with empirically tuned PID gains of Kp ¼ �0:5 v/(�C), Kd ¼ �0:01 v/(�C/s),
Ki ¼ �0:001 v/(�C�s), and closed-loop update rate of 0.5 Hz
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approximately -10 �C inside the icing chamber while the outer blade surface
temperature reached the desired temperature (Td) at the corresponding channel 1
thermocouple. Ice melting started to happen approximately 15 min after switching
on the controller.

The total average power consumption from time 0 to t for the distributed
resistor network is calculated as

Ptotal ¼
Xn¼12

j¼1

1
Rjt

Z t

0

v2
j ðsÞds: ð7Þ

where n is the total number of thermal resistors in the network, Rj is the resistance
of heater element j, and vj is the applied voltage to element j. The total power
consumption for the network of 12 resistors using distributed PID control in our
test was about 4 W. Our blade dimension is approximately 1/100 of a blade on a
500 KW wind turbine. Simply scaling up, a similar PID controller and de-icing
network on a three-bladed 500 KW wind turbine needs about 1,200 W of de-icing
power which is only about 0.24 % of the rated power, which is similar but
somewhat less than the experimental study in [32]. This is a very small power
consumption for an active de-icing system which could improve the net average
annual power capture significantly by improving aerodynamic efficiency and
reducing wind turbine downtime under icing conditions [12, 33]. The fractional
power consumption for this localized heating is only about 10 % of the power
consumed when uniformly heating the entire blade.

8.10.2 High Intensity Pulse Amplitude Modulation

A number of tests have been performed to compare de-icing performance between
the low intensity continuous PID actuation described in Sect. 8.10.1 and a higher
intensity PAM actuation. PAM actuation is preferable and more efficient compared
to duty cycle modulation with constant amplitude as long as we ensure that the
amount of thermal power does not cause large local thermal stresses that can hurt
the blade structure. Much higher signal amplitudes for de-icing are initially
required when the outer blade surface temperature may be much lower than the
desired blade outer surface temperature. In PAM, the signal amplitude goes to zero
as the desired blade outer surface temperature is reached.

Figure 8.26 shows pictures of de-icing results for these two actuation methods
over time. Ice is first ‘‘grown’’ on the blade to approximately 5 mm thickness
across both resistive heaters. Then the two different control strategies are turned on
simultaneously on the two different resistive heaters with an update rate of 10 Hz.
For this experiment, optical ice sensors were switched off from the closed-loop
controller since we started with the known initial ice condition on the blade.
Therefore, a much faster update rate of 10 Hz was implemented compared to the
results shown in Fig. 8.25, where an update rate of 0.5 Hz was used with active
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optical ice sensors (and associated signal processing algorithms) in the closed-
loop. In Fig. 8.26, both of the resistors use the same amount of electrical energy. It
is shown visually that PAM provides better de-icing results and faster thermal
energy propagation through the composite blade. Running several analogous
experiments generated repeatable results.

Figure 8.27 shows the applied voltage and temperature variation for these two
different actuation techniques. It is seen that PAM actuation has a better de-icing
performance than continuous PID control when using the same amount of elec-
trical energy by yielding a higher temperature at the closest thermocouple at all
times. These two temperature sensors are mounted diagonally from the corner of
each resistive heater with the same distance. The improved performance of the
PAM controller is due to a high thermal inertia of the resistive heaters that can
hold the required heat for a while (more than 15 s) even after switching off before
the generated thermal energy is dissipated by convection loss. Further investiga-
tions are needed for different wind speeds and blade pitch angles. These test results
are for a no wind condition (natural convection) and a nonrotating (stationary)
blade where convection loss is normally less compared to a rotating wind turbine
under similar environmental conditions.

8.11 Conclusion

Optical ice sensing and distributed resistive heating have been investigated for
active de-icing of wind turbines. Distributed electrothermal actuation is capable of
locally adjusting the thermal power at different blade locations in order to reduce

Fig. 8.26 Visual comparison of low intensity continuous PID actuation versus higher intensity
PAM actuation with the same amount of electrical energy expenditure. The PAM frequency is
0.1 Hz. Over each period, the PAM actuation has a 40 % duty cycle, and a pulse magnitude that
is 1.581 times larger than the continuous PID signal. The icing chamber temperature is slightly
higher than -10 �C throughout the test. More rime ice residue can be seen on the heater for the
lower intensity continuous PID control compared to the PAM control at all times. a t = 16 min.
b t = 19 min. c t = 27 min. d t = 41 min
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the energy consumption for efficient active de-icing. The feasibility of this method
has been experimentally demonstrated. Development of an aero/thermodynamic
model for a blade with distributed heat sources is extremely beneficial for the
implementation of an optimal closed-loop control as well as for reducing instru-
mentation costs by removing the requirement for temperature sensors on the blade.
However, developing a fully analytical model for such a complex dynamical
system is very difficult, if possible at all.

A computational thermodynamic model for distributed resistive heaters was
developed using ANSYS. This computational model was validated with experi-
mental results using a continuous PID control for thermal actuation. Further,
different heater geometries (square, circular, and hexagonal) for two different
heater layouts (aligned and staggered) were modeled in ANSYS. Our simulations
show faster and more uniform de-icing for circular heaters, and lower thermal
stress to the blade structure for staggered layouts under constant input heat flux to
the resistor network.
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Fig. 8.27 a Lower intensity continuous PID controller applied voltage (resistor channel 2) with
the gains Kp ¼ �0:25 v/(�C), Kd ¼ �0:005 v/(�C/s), Ki ¼ �0:0005 v/(�C•s), and PAM applied
voltage (resistor channel 3) with the same electrical energy over one signal period. Both are 10-W
resistors. Lower PID gains are selected compared to the previous subsection (shown in Fig. 8.25)
to assure that the higher intensity PAM signal is amplified within the operational linear range of
our custom amplifier, before reaching the saturation limit, and to prevent causing large thermal
stresses in the blade structure. b Temperature variation at thermocouple 2 adjacent to resistor
channel 2 with lower intensity continuous PID signal and at thermocouple 4 adjacent to resistor
channel 3 with higher intensity PAM signal with the same amount of electrical energy
expenditure. The time axis denotes the time after both PID and PAM controllers are
simultaneously turned on
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Experimental results of closed-loop distributed de-icing were also presented on
a stationary turbine blade part at a fixed pitch angle inside a custom icing chamber.
Scaling up the experimental results showed that using combined OFDR with
temperature sensing and distributed PID control uses a total power expenditure of
less than 0.5 % of the rated power under light/medium icing conditions; de-icing
could yield a larger percentage of power improvement and a longer turbine uptime
in cold regions. The power consumption for this localized heating was only about
10 % of the power used when uniformly heating the blade. Furthermore, de-icing
performance of high-intensity pulsed actuation versus continuous low intensity
actuation was investigated. The results show that using high intensity pulse
amplitude modulation (PAM) actuation achieves better de-icing performance than
continuous PID control.

8.12 Future Work

In future work, in order to optimize the heater layout design on a full-scale blade
of a specific wind turbine, we will look at the effect of different ice shapes, sizes,
and locations on lift, drag, and power using a computational fluid mechanics
approach. Optimal layout design of the heaters for active de-icing depends on the
blade size, thermal properties, and the cost of heaters, which can vary from the
results discussed in Sect. 8.9. In addition, we will use the computational model for
the development of a pseudo-analytical aero/thermodynamic model that can be
used to estimate leading edge temperatures instead of requiring temperature sen-
sors. The temperature estimates can then be used to calculate closed-loop com-
mands for each individual resistor. Furthermore, this model will be very useful in
designing suitable closed-loop control strategies under known faulty resistors in
the network.
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Chapter 9
Structural Health Monitoring of Wind
Turbine Blades

Hui Li, Wensong Zhou and Jinlong Xu

Abstract Wind turbine blades usually achieve a very long operating life of
20–30 years. During their operation, the blades encounter complex loading with a
high number of cycles as well as severe weather. All of these factors result in
accumulated damage, acceleration of fatigue damage, and even sudden blade
failure, which can cause catastrophic damage to the wind turbine. In recent years,
many structural health monitoring (SHM) techniques, including global and local
methods, have been developed and applied as important and valid tools to detect
the damage of wind turbine blades. This chapter provides a comprehensive review
and analysis on the state of the art of SHM for blades. Then, the SHM techniques
are described in detail. For the global method, this chapter discusses mainly the
vibration-based damage detection problem for wind turbine blades given the
rotation effects. For the local methods, a fatigue damage detection system used for
wind turbine blade is developed using high spatial resolution differential pulse-
width pair Brillouin optical time-domain analysis (DPP-BOTDA) sensing system
and PZT sensors is introduced to detect the tiny damage under static loading.

Keywords Wind turbine blades � Damage detection � Vibration-based method �
DPP-BOTDA � PZT

H. Li (&) � W. Zhou � J. Xu
School of Civil Engineering, Harbin Institute of Technology, 150090 Harbin, China
e-mail: lihui@hit.edu.cn

W. Zhou
e-mail: zhouwensong@hit.edu.cn

J. Xu
e-mail: jinlongxu@hit.edu.cn

� Springer International Publishing Switzerland 2014
N. Luo et al. (eds.), Wind Turbine Control and Monitoring,
Advances in Industrial Control, DOI 10.1007/978-3-319-08413-8_9

231



Nomenclature

A Section area of elements
bmax,k The largest length of the signal curve of every time series as the interval

time is k
bmin,k The length of the signal curve which pass through no damaged region as

the interval time is k
C System damping matrix
E Elastic modulus, the residual error
FDmax The largest value of estimated FD of the curve of each time series
J FD-based damage acuteness index
K System stiffness matrix
Ks The structural stiffness
Kd The additional stiffness
K0 Is the normal modal stiffness matrix
K1(a) The stiffness matrix of the geometric nonlinearities
L The length of time series of PZT signal
M System mass matrix
n The degrees of freedom of the structure, the refractive index of the fiber

core
NI The damage index based on PCA method
�NI The mean value of NI

t Time
T The loading matrix
u0 The displacement in x direction
v The external force
Va The velocity of the acoustic wave
mB The Brillouin frequency shift
v0 The displacement in y direction
X The scores matrix
X̂ The reconstructed data
Y The compressed data
Z The displacements of the degrees of freedom of the structure
_Z The velocities of the degrees of freedom of the structure

Z
::

The accelerations of the degrees of freedom of the structure

U The potential energy of strain
a The modal coordinate, the first Rayleigh damping coefficients
b The second Rayleigh damping coefficients
e The normal strain
k The eigenvalues, the vacuum wavelength of the pump light
r Standard deviation
x The angular frequency
[] The Gauss’ notation

232 H. Li et al.



9.1 Introduction

Wind energy has been developed rapidly throughout the world. According to the
World Wind Energy Report 2010 of the World Wind Energy Association, in the
year 2010, the wind capacity reached 196 GW worldwide, after 159 GW in 2009,
120 GW in 2008, and 93 GW in 2007, and the trend wherein the installed wind
capacity more than doubles every third year continues. However, as more wind
turbines are built worldwide, the number of accidents recorded increases as well.
During the last 10 years, more than 1,000 wind turbine accidents have been
reported as well as 132 accidents per year from 2007 to 2011 inclusive. As the
most critical and expensive components of the wind turbine system, wind turbine
blades often suffer damage. According to the Caithness Windfarm Information
Forum, by far the greatest number of incidents found was due to blade failure.
‘‘Blade failure’’ can arise from a number of possible sources and results in either
whole blades or pieces of blade being thrown from the turbine. A total of 234
separate incidences were found up to March 2012.

Wind turbine blades usually achieve a very long operating life of 20–30 years.
They are the only part of the turbine designed specifically for the wind energy
industry. During their operation, blades encounter complex loading with a high
number of cycles, such as aerodynamic loads, centrifugal inertia forces, changing
gravity moments, braking force, and accidental impacts as well as severe weather
such as moisture absorption, wind gusts, or lightning strikes. All of these factors
result in accumulated damage, acceleration of fatigue damage, and even sudden
blade failure, which can cause catastrophic damage to the wind turbine. At the
same time, the downtime of the blades for extended repair and maintenance
resulting from undiscovered damage can lead to large economical losses. Thus,
much research effort is now focused on real-time monitoring techniques. In recent
years, many structural health-monitoring (SHM) techniques, including vibration-
based, optical fiber sensing, and piezoelectric techniques, have been developed and
applied as important and valid tools.

Currently, a number of techniques are being investigated for damage detection
of wind turbine blades. Optical fiber Bragg grating (OFBG) sensors have been
used to measure strain at various spatial locations and to detect severe damage
modes, such as the failure of adhesive joints or the delamination and failure of
blades due to their excellent sensing and mechanical performance and their
capability of online monitoring [1–4]. OFBG sensors can be patched on the surface
of the blades or embedded into textile-reinforced composites [5, 6]. They can be
integrated with other sensors as well [7, 8]. However, OFBG sensors can still only
measure the local deformation, but not the damage, such as the impacted damage
or active cracks, which are far away from the location of sensors. In the meantime,
the distributed optic sensors based on Brillouin scattering show great advantages
of environmentally stable, immunity to electromagnetic interference, and distrib-
uted sensing over extremely long distances with increasingly high accuracy. The
scheme of Brillouin optical time-domain analysis (BOTDA) is much preferable
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due to its high signal-to-noise ratio (SNR) and high accuracy. Usually, BOTDA
employs two counterpropagating lights, i.e., a pump pulse and a CW probe wave,
to induce stimulated Brillouin scattering (SBS) and its spatial resolution is
determined by the pump pulse width [48]. Shorter pulse width means higher
spatial resolution but lower accuracy. Shorter pulse will get weaker Brillouin
signal, broaden the Brillouin gain spectrum (BGS), and decrease the SNR, which
results in a 1 m spatial resolution limitation for the distributed optic sensors. In
2008, Li W and Bao X et al. proposed the differential pulse-width pair (DPP)
technique in BOTDA achieving high-spatial resolution by using a small difference
in the pulse pair based on the mechanism of prepumping the acoustic wave [49].
The spatial resolution of the DPP-BOTDA system is determined by the differential
pulse, i.e., the pulse-width difference of the pulse pair, rather than the original
pulses [49, 50]. Other local sensing techniques, such as PZT-based techniques,
have also been investigated frequently. With these techniques, an array of sensors
can capture the stress waves passively generated by active damage to identify the
type or location of the damage [9–13]. On the other hand, sensor arrays are also
used for receiving stress waves generated by the actuator arrays to actively detect
the damage in the path of wave propagation [14, 15].

In addition, global vibration-based monitoring methods are also employed to
detect structural damage to blades, which might occur far from the location of the
sensors. The global vibration-based methods can identify damage inside the blade
without having to map over the surface of the entire blade with a sensor. Gross
et al. verified the damage detection method using modal response data from a wind
turbine blade [16]. They loosened the bolts at the root of one of the three blades to
simulate a damaged blade and acquired the structural response data using accel-
erometers mounted on the blade. Three damage detection techniques making use
of the strain energy, modal flexibility matrix, and differences in mode shapes have
been used. Ghoshal et al. tested four vibration-based damage detection techniques
on a section of a fiberglass blade. The structural damage was simulated by a steel
plate (additional mass) clamped to the blade. A periodic signal with a frequency
bandwidth of 100–500 Hz was used to excite the blade and the frequency response
function, transmittance function, operational deflection shape, and resonant com-
parison were compared between the damaged and healthy structure [17]. Kraemer
and Fritzen presented a three-step concept for the structural health monitoring of
offshore wind energy plants [18]. The basic idea is also based on the global
approach and involves vibration measurements, the stochastic subspace fault
detection method, and the multivariate autoregressive model. Whelan et al. pro-
posed an integrated monitoring of wind plant systems, which consisted of a
wireless network and a large array of multiaxis accelerometers to evaluate the
modal properties of the system as well as individual members [19]. Dolinski and
Krawczuk described a vibration-based method for damage localization in a
composite wind turbine blade based on a one-dimensional continuous wavelet
analysis applied to mode shapes. They simulated a series of different localizations
and sizes of damage. The results were obtained from both numerical simulation
and a scale model [20]. Frankenstein et al. also employed the global damage
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detection method based on an analysis of the low-frequency structural vibration
and combined the local damage detection methods. In their works, the modal
identification was implemented by means of the so-called operational modal
analysis methods [15].

For vibration-based damage detection methodologies, the initial assumption is
that the structural vibration properties are affected only by structural damage,
which results in changes in the structural stiffness and/or structural mass. It has
been proven that vibration-based methodologies are valid for most mechanical and
aerospace structures. However, more than 10 years ago, in the civil engineering
community, it was found that for real full-scale engineering structures, varying
environmental factors such as temperature, prestress, traffic load, wind, and
humidity, can also affect the structural vibration properties. These environmental
factors may mask the changes caused by structural damage [21–30]. If the effect of
these environmental or operational variations is not taken into account in the
damage detection process, a false-positive or negative damage diagnosis may
occur such that vibration-based damage detection becomes unreliable.

For a wind turbine blade in operational condition, uniform temperature effects
can be ignored because it is a cantilever beam structure, and gradient temperature
effects will be small due to its continuous motion and relatively small section size.
However, rotational motion interferes with the detection of damage in a wind
turbine blade because it changes the vibrational characteristics of the blade.
Compared to nonrotating structures, the stiffness of the wind turbine blades will
increase due to both stretching caused by centrifugal inertia forces caused by the
rotational motion and the increment of the bending stiffness of the structure, which
results in the variation of the natural frequencies and mode shapes [31–34].
Osgood [33] and Park et al. [34] demonstrated that the natural frequencies of wind
turbine blades may change with their rotational speed. In this case, vibration-based
damage detection methods will be invalid because the structural modal properties
vary with the rotational speed of wind turbine blades and not only due to structural
damage.

Furthermore, it is well known that all vibration-based damage detection pro-
cesses rely on vibration data with inherent uncertainties, which are due to the
mechanical model, the data acquisition system, and other process noise; thus, it
makes sense to use statistical methods to handle damage problems. A few methods
of this type have been developed [35–38]. The purpose of the current study is to
make use of a methodology based on principal component analysis (PCA), which
is able to reject the rotational effect to detect damage using vibration data from a
healthy and damaged structure. This method was proposed by Yan et al. for
structural damage diagnosis under varying environmental conditions [23]. In this
method, the influencing variables need not be measured in advance, and their
effects will be removed during the damage detection procedure. The remaining
minor components were used to detect the damage.

This chapter descripts structural health monitoring of wind turbine blades using
three frequently used techniques including PZT-based, vibration-based, and opti-
cal sensor-based damage detection methods.
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9.2 Vibration-Based Damage Detection of Rotational Wind
Turbine Blades

9.2.1 Structural Dynamic Model of Rotating Blades

A general horizontal axis wind turbine (HAWT) consists of three basic parts: the
tower, the nacelle, and the blades. The blades are fixed to the hub; see Fig. 9.1. In
general, this system can be considered as flexible bodies attached to moving
supports, which have been described in a number of technical papers considering
rotating machinery, helicopter rotor blades, and so on.

A stationary linear dynamical model for the blade in still conditions is generally
suitable for structural dynamic analysis:

M Z
::

tð Þ þ C _Z tð Þ þ KZ tð Þ ¼ t tð Þ ð9:1Þ

where M, C and K are the mass, damping, and stiffness matrices, respectively, their
dimensions are n 9 n, which is the degrees of freedom of the structure. Z collects
the displacements of the degrees of freedom of the structure, and its dimension is
n 9 1; the external force v is modeled as a nonstationary white noise.

However, for a rotational blade, because of the axial loads, such as centrifugal
forces and changing gravity forces, on the blade effect the lateral and torsional
deflections, the out-of-plane stiffness of a structure can be significantly affected by
the state of in-plane stress in the structure. This coupling between the in-plane
stress and transverse stiffness known as stress stiffening (or dynamic stiffening and
geometric stiffening), first proposed by Kane et al. [39], is most pronounced in the
blade structure. In this case, the conventional small-deflection theory models used
in the nonrotating structures is no longer suitable. Kane et al. considered the
system stiffness to be K = Ks + Kd, in which Ks is the structural stiffness and Kd

depends on the angular velocity, based on the accurate description of the defor-
mation of an elastic beam with a large overall motion [39]. In the past 20 years, a
number of researchers have observed and investigated this topic, and several
analytical approaches have been proposed to include stress stiffening terms in the

Fig. 9.1 Typical horizontal axis wind turbine blades
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dynamic formulations of structures, such as the methodology based on the con-
straint of geometrical deformation [39], geometric nonlinearities [40], and initial
stress [41].

The geometric nonlinearities considering the relation between the strain and
deformation are nonlinear because the stiffness matrix of flexible bodies should be
a function of motion status and stress. Therefore, the nonlinear relationship
between the strain and deformation should be retained. For an elastic plane beam,
the relation between the strain and deformation for one arbitrary point on the
nonmidline is given by:

exx ¼
ou0

ox
� y

o2v0

ox2
þ 1

2
ov0

ox

� �2

ð9:2Þ

where u0 and v0 are the longitudinal and transverse deformations of the corre-
sponding point on the midline, respectively. Thus, the corresponding potential
energy of strain is also nonlinear. Bakr and Shabana reserved cubic terms without
considering quartic ones [40] and presented the corresponding potential energy of
strain:
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where E is elastic modulus, A the section area, and I the moment of inertia.
Mayo retained the quartic terms in the expression of the potential energy of

strain [42]:
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The total stiffness matrix derived from the potential energy of strain can be
written as

K ¼ K0 þ K1ðaÞ ð9:5Þ

where K0 is the normal modal stiffness matrix, which is a constant matrix, and
K1(a) is the stiffness matrix of the geometric nonlinearities, which is a function of
the modal coordinate.
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Therefore, the structural dynamic equation-based geometric nonlinearities
method instead of Eq. 9.1 can be expressed with modal coordinates as

M€aþ C _aþ K0 þ K1ðaÞ½ �a ¼ Q ð9:6Þ

where a is the modal coordinate. K1(a) can be expanded based on the Taylor
theorem as

K1 að Þ ¼ K1 0ð Þ þ 1
2!

KG að Þ þ 1
3!

KB að Þ ð9:7Þ

where KG(a) is a linear function of modal coordinate a and KB(a) is its quadratic
function. Based on the method proposed by Sharf, the total stiffness matrix can be
calculated iteratively.

In this chapter, a finite element analysis considering the effect of stress stiffening
is employed to simulate the dynamic behavior of rotational blades. The effect of
stress stiffening is taken into account by generating and then using an additional
stiffness matrix, hereinafter called the stress stiffness matrix. The stress stiffness
matrix is added to the regular stiffness matrix to determine the total stiffness.

9.2.2 Damage Detection Methodology: Principal Component
Analysis

A principal component analysis (PCA) is a method based on the idea of reduced
order whose purpose is to reduce the dimensionality of the data, while retaining as
much as possible the characteristics of the original dataset. PCA has been applied
in structural health monitoring [43], modal analysis [44], and the elimination of
environmental effects in damage detection [23, 24]. In the present work, it will be
shown that this method is useful for eliminating the effects of rotation in the
vibration-based damage detection of wind turbine blades.

The variations in environmental conditions (such as the rotational speed and
temperature) are known to have considerable effects on vibrational features. Let us
denote the n-dimension vector xk as a set of vibration features identified at time tk,
(k = 1…N) with N being the number of samplings. All of the xk are collected in a
matrix x 2 <n�N , where n represents the number of selected modes, while the
natural frequencies are chosen as the vibrational features. Then, PCA can com-
press the data by reducing the original dimension n to a lower dimension m:

Y ¼ TX ð9:8Þ

where X is called the scores matrix and T 2 <m�n is the loading matrix; the
dimension m is considered the number of principal components that affect the

238 H. Li et al.



feature. Using this dimension reduction process, the embedded relation between
the rotational speed and the features can be captured.

A practical method to obtain the matrix T is extracting the main m eigenvectors
that correspond to the largest m eigenvalues kk k ¼ 1; . . .;mð Þ, where the eigen-
values are written in decreasing order:

k1� k2� � � � � km� kmþ1� � � � � kn ! 0 ð9:9Þ

In most practical situations, we select m \ n, and the cumulative contributionPm
k¼1

kk

�Pn
k¼1

kkreaches a certain proportion (say, 80 or 95 %) [45], which means the

m factors have a significant influence on the vibration features. In this work, the
rotational speed will be the only significant factor, which means that m is equal to 1.
In some other practical applications, where the number of environmental factors is
unknown or difficult to determine by observing the eigenvalues, choosing a series of
order m for verification may be considered.

Finally, T is the m eigenvectors corresponding to the m eigenvalues in decreasing
order. Then, we can use T in Eq. 9.8 to project the features into the principal
components space. The loss of information in this process can be assessed by
reconstitution of the projected data back to the original space:

X̂ ¼ TT Y ð9:10Þ

.
According to the analysis above, Eq. 9.8 is a dimension reduction process;

Eq. 9.10 is a reconstruction process. The PCA method is shown in Fig. 9.2. The
residual error between the original data and the reconstructed data is estimated as [46]:

E ¼ X � X̂ ð9:11Þ

The damage index is defined from the prediction error vector Ek obtained at
time tk using the Euclidean norm [47]:

NIk ¼ Ekk k ð9:12Þ

If it is further assumed that the Euclidean indices are normally distributed,
statistical analysis may be performed. Defining NI and r as the mean value and
standard deviation of NI for the prediction in the reference state, respectively, the
upper and lower control limits (UL and LL) can be defined as [23]:

CL ¼ NI

UL ¼ CLþ ar

LL ¼ CL� ar

ð9:13Þ
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where a corresponds to a confidence interval of 95 % with the assumption of a
normal distribution. Outlier statistics indicates that the prediction errors overpass
the limits; in healthy conditions, the vibration features should lie in the hyperplane,
and the outlier statistics value of the data should remain at the same level as for
the reference data. On the contrary, if damage occurs, the features should deviate
from the original hyperplane, and the outlier statistics should increase signifi-
cantly. A geometric interpretation about above method in a two-dimensional case
was given by Yan [23].

9.2.3 Numerical Example

9.2.3.1 The Wind Turbine Blade Model and Structural Dynamic
Response Simulation

To test the validity of the proposed damage detection and variability rejection
methods, in this section, some numerical results obtained with the proposed methods
on a simulated blade are provided. The FE model of the blade was created according
to a real, small blade with a length of 2.05 m, which is assembled in a small wind
turbine with a power of approximately 1 kW. The blade was modeled as a cantilever
beam with finite element analysis software ANSYS using shell63 elements, which is
available for use in stress stiffening and large deflection. The damage is simulated as
the reduction in the stiffness of some elements. More precisely, the damaged ele-
ments in three levels, whose location is 0.5 m from the end, are modeled as a
reduction of the material elastic modulus by 5, 10, 20, and 30 %. In addition,
Rayleigh damping, whose coefficients are a = 1.73 and b = 0.00015, was applied
to the finite element model during the dynamic simulation. Figure 9.3 shows the FE
model of the blade.

Simulation scenarios for both the undamaged cases, which serve as the refer-
ence signal for the subsequent damage detection, and the damaged cases are
considered. For each undamaged and damaged case, different rotational speeds
about the global Cartesian Y axes, from x = 1 rad/s to 40 rad/s with an increment

Fig. 9.2 The main steps of PCA
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of 1 rad/s, are applied within ANSYS. Thus, a total of 200 scenarios were sim-
ulated. The simulations are performed by a prestressed transient dynamic analysis
with ANSYS. The stress stiffening and large deformation effects were turned on
during the modal analysis. A high-performance computer with eight processors is
used to implement all of the simulations. Five sensors are uniformly placed on the
top side of this blade to measure the acceleration in the y direction. The sampling
frequencies for all sensors are 1,000 Hz, and 60,000 data points within 60 s are
recorded for each sensor. A typical vibration signal (y direction) is shown in
Fig. 9.3.

9.2.3.2 Results of Modal Analysis

To verify and investigate the finite elements model and analysis considering the
rotational effects, a modal analysis was conducted prior to vibration simulation and
damage detection. Figure 9.4 shows the varying frequency of the first four modes
at different rotational speeds for both the undamaged and damaged status. This

Fig. 9.3 FE model of the
wind turbine blade

Fig. 9.4 Varying
frequencies w.r.t. rotational
speed
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figure indicates that the rotational speed significantly affects the modal frequency
of the blade. Due to the augmentation of structural stiffness as a result of the
centrifugal force, the modal frequency increases with the rotational speed gradu-
ally. For the undamaged structure, the first frequency is increased by approxi-
mately 11.35 % when the rotational speed changes from 1 to 50 rad/s. At the same
time, the modal frequencies decrease due to structural damage. Therefore, in some
cases, the usual damage detection method will mistake the rotational speed drop
for structural damage. Figure 9.5 shows the effects of the rotational speed on the
mode shapes for the first mode. As the figure shows, the presence of additional
stiffness also changes the mode shapes.

9.2.3.3 Results of Damage Detection Based on PCA

As stated above, the method presented in this chapter was applied to a simulation
of a small wind turbine blade. Structural vibration responses were obtained under
different rotational speeds by using ANSYS. After collecting all of the simulation
output, the steps in the proposed damage detection and modal variation rejection
algorithm may be summarized as follows:

1. Compute the loading matrix T using a set of reference data;
2. Apply the PCA method on the undamaged cases to obtain the damage index

NIu, control limits UL and LL;
3. Run the PCA method on the test data to obtain their damage indexes NIt;
4. Estimate whether the NIt are within the control limits.

The results for undamaged state obtained with the PCA method are shown in
Fig. 9.6; three straight lines correspond to UL, CL and LL, as defined in Eq. 9.11.
The 200 nodes on the polyline correspond to the specific rotational speeds, which
are within the range from 0 to 50 rad/s under healthy conditions. Not all nodes lie
on a straight line due to the nonlinear relationship between the frequencies and
rotational speeds. In fact, we expect to obtain a straight line that is independent of
the rotational speed such that the effect of the rotational speed can be removed.

Fig. 9.5 Varying mode
shapes w.r.t. rotational speed
for mode 1
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The following results show that the effect of this nonlinearity is minor comparing
to the effect of damage.

Figure 9.7 shows the damage index under different damaged levels. The curves
from bottom to top correspond to damage indices in the healthy state and 5, 10, 20,
and 30 % damage magnitudes, respectively. According to this figure, the minor
damage, such as a 5 % stiffness reduction, has a more significant influence on the
damage index. At the same time, the rotational speed has little effect on these
indices. It should be noted that all indices in Fig. 9.7 were obtained from the
structural modal frequencies under known damage levels and rotational speeds.
Figure 9.8 was obtained for unknown damage levels and rotational speeds because
this methodology was designed to address this type of situation. In this case, for a
certain damage level, the modal frequencies with respect to 50 random rotational
speeds were used to calculate the damage indices, which are shown in Fig. 9.8.
Because the rotational speeds were unknown, the corresponding indices were
plotted from the beginning of the x-axis, and in fact, they were not obtained from 0
to 12.5 rad/s. Finally, Fig. 9.8 shows that the damage indices increase remarkably
with the unknown damage level. The damage detection problem for wind turbine
blades under varying rotational speeds is solved by the methodology presented.

Fig. 9.6 The Novelty Index at different rotational speeds under undamaged conditions

Fig. 9.7 Novelty Index
under different damaged
levels
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9.2.4 Experimental Example

9.2.4.1 Composite Blade and Experimental Setup

An experiment was designed to demonstrate effects of stiffening and structural
damage on the structural modal parameters. Furthermore, all modal parameters were
processed by the PCA method described above to distinguish the structural damage.

Three prototypes of 1.25-m glass fiber reinforced plastic (GFRP) composite
wind turbine blades were used in this experiment. They were mounted vertically in
the wind turbine tower. The accessories shown in Fig. 9.9 include the blades, the
ring flange, the rotating shaft, the slip ring, the wheel boss, the footstock, and
the tower. The three blades were integrated with the ring flange through bolts and
were then installed on the rotating shaft. The slip ring with 24 channels can
conduct the electric signal of the sensors on the rotating blades to fixed signal
wires, which solves the problem in which signal wires intertwine together when
the blades are rotating. The wind turbine tower is a hollow steel tube with a thick
wall that is installed on the ground with bolts. There is a cowling in front of the
wind turbine blades, which can reduce the windward resistance.

Three accelerometers, type B&K 4507B, were used for the measurement of the
vibration motion of the blades. They were attached to the tip of each blade.
According to the direction that the sensors were fixed, the acceleration signal
measured in the test corresponds to the vibration perpendicular to the rotating

Fig. 9.8 Novelty Index under unknown damaged levels

Fig. 9.9 The wind turbine used in experiment
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plane, and all of the frequencies are flapping frequencies. A data acquisition
system, type NI PXI-4472, was used and the sampling frequency was 1,000 Hz.

The start-up wind velocity of the wind turbine is 3 m/s; the rated wind velocity
and rated rotating speed are 8 m/s and 400 rad/s, respectively. The test is con-
ducted in the wind tunnel laboratory at the Harbin Institute of Technology, China.
The vibration responses of blades under different wind velocities were measured to
determine the relations between the frequency and rotating speed. Six cases of
wind velocity were used in this test: 0, 4, 5, 6, 7, and 8 m/s. The duration under
each wind velocity is approximately 3 min. When the wind velocity is 0, the
vibration signals are measured by rapping the blades.

Structural damage was simulated by abrasing laminations from the surface of
one blade. Figure 9.9b shows the artificial damage on the blade. Damage levels
were controlled by different abrasion depths and areas. It should be noted that this
damage cannot be quantified.

9.2.4.2 Damage Detection Results Based on Experimental Data

Modal frequencies of the first three modes corresponding to different wind speeds
and damage levels are shown in Fig. 9.10, which shows that both rotation and
damage change the modal frequencies of the blades. The first damage level has
slight effect on the first mode. Anyway, in some cases, it is difficult to distinguish
whether the decrease in frequencies is due to the decrease in rotational speed or
structural damage according to data in Fig. 9.10.

After using the PCA algorithm, Fig. 9.11 shows the damage index under dif-
ferent damaged levels for the experimental data. X-axis indicates number of the
wind speed samples. From Fig. 9.11, the effects of rotation have largely been
removed. The damage indices for the damaged cases are separated from the
undamaged ones, but the different levels of damage are not clearly detected.

9.3 Fatigue Damage Detection Based on High Spatial
Resolution DPP-BOTDA

9.3.1 Principles of DPP-BOTDA

The schematic of DPP-BOTDA sensing system is shown in Fig. 9.12. BOTDA
system employs a stimulated Brillouin scattering (SBS) technique [48]. Two
counterpropagating laser beams, i.e., a pump pulse and a CW probe wave, are
injected from both ends of the sensing fiber. The two laser beams have certain
frequency differences which are near the Brillouin frequency of sensing fiber. Thus
acoustic wave can be excited by the interaction of these two laser beams. The
pump pulse is backscattered by the phonons, and part of its energy is transferred to
the CW. The power gain of the CW, i.e., Brillouin gain signal, is measured at the
output end of the probe light. The relation between Brillouin gain of the CW and
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the frequency difference of the two laser beams is called the Brillouin gain
spectrum (BGS), which can be obtained by sweeping the frequency of the probe
light. The value of the strain can be estimated by measuring the peak frequency of

Fig. 9.10 Experimental
modal frequencies for both
undamaged and damaged
blades

Fig. 9.11 Novelty Index
from experimental data
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BGS (Brillouin frequency), while its position along the fiber is calculated from the
light round-trip time. The differential pulse-width pair (DPP) technique in BOTDA
is implemented as follows [49, 50]: first, two time traces of the Brillouin signal
(I0 s1ð Þ; I0 s2ð Þ) are obtained by using two pulses (s1; s2) with different pulse
widths; second, the differential signal (I0 Dsð Þ) is obtained by making a subtraction
between the two Brillouin signals, and then the differential Brillouin spectra can be
obtained by sweeping the frequency offset in the vicinity of the Brillouin fre-
quency shift (BFS). In the differential Brillouin spectra, the spatial resolution is
determined by the differential pulse, i.e., the pulse-width difference of the pulse
pair, rather than the original pulses. So a high spatial resolution can be achieved by
using a small difference of the pulse pair.

The peak frequency of the BGS, called the Brillouin frequency shift is given by
[51]:

mB¼2nVa=k ð9:14Þ

where n is the refractive index of the fiber core, Va is the velocity of the acoustic
wave, and k is the vacuum wavelength of the pump light. Brillouin frequency shift
increases linearly with strain and temperature, so the Brillouin frequency shift at
position z is expressed as [52]:

mB zð Þ¼mB 0ð Þ þ Cse zð Þ þ Ct t zð Þ � trð Þ ð9:15Þ

Fig. 9.12 Schematic of DPP-BOTDA sensing system
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where eðzÞ is the axial strain along the optical fiber, tðzÞis temperature and tr is the
reference temperature. Cs and Ct are the proportionality constants of strain and
temperature. mB 0ð Þ is the initial Brillouin frequency in a strain-free state at the
reference temperature tr. Since the Brillouin frequency shift depends on both
the strain and temperature applied to the optical fiber, the Brillouin frequency shift
due to strain change could not be easily distinguished from that caused by tem-
perature change. This study used the unstrained part of the optic fiber that attached
to the surface of the blade to compensate the frequency shifts due to the tem-
perature change. The strain distribution is calculated from the following equation:

e zð Þ ¼ mB zð Þ � mB z0ð Þ
Cs

ð9:16Þ

where mB z0ð Þ is the Brillouin frequency shift at reference position z0, i.e., z0 is the
unstrained part of the optic fiber that attached to the surface of the blade.

9.3.2 Fatigue Damage Detection Test

9.3.2.1 Experimental Setup

The experimental setup of DPP-BOTDA is shown in Fig. 9.13. A narrow linewidth
2 kHz fiber laser operating at 1550 nm is used as the light source. A 3-dB coupler
is used to split the output light into two parts, providing the pump and the probe
waves, respectively. An electro-optic modulator (EOM1) with high extinction ratio
(ER [ 40 dB) is used to generate the optical pulse, which is then amplified by an
erbium-doped fiber amplifier before being launched into the sensing fiber.
The microwave generator outputs microwave signals to modulate the light through
EOM2, and the first-order lower sideband is chosen as the probe wave by a narrow
bandwidth fiber Bragg grating. A 7-m polarization-maintaining fiber (Cs¼
0:0483 MHz=le), whose BFS is 10.845 GHz at room temperature (20 �C), is used
as the sensing fiber to remove the polarization fading and improve the effective
signal-to-noise ratio (SNR). Two polarization controllers are used to ensure that
the pump and probe waves are launched into the same principal axis of the sensing
fiber. A 3.5 GHz bandwidth detector with a transition time (10–90 %) of 115 ps,
which thus can resolve the cm-order variation in strain or temperature, is used to
detect the Brillouin signal. The sampling rate of the digitizer is set at 10 GHz s-1,
which corresponds to 1 cm/point in the optical fiber. The double pulse pair used is
39.5 and 41.5 ns and the pulse-width difference is 2 ns, so the special resolution of
the DPP-BOTDA system is 20 cm.

A 1.25 m prototype glass fiber reinforced plastic (GFRP) composite wind
turbine blade was used in the fatigue test. The blade was mounted horizontally in a
flap direction with its root fixed and the low-pressure blade surface facing down.
An electric motor was mounted on the blade tap at the free end. Fatigue loading
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was induced by the electric motor using single-axis resonance method. Figure 9.14
shows the photography of the blade fatigue test setup.

The layout of optic fiber sensors and strain gages on the blade is shown in
Fig. 9.15. Polarization-maintaining optical fibers (PMF) were glued two circuits
on both sides of the blade surface, along the spanwise axis, to measure the lon-
gitudinal strain distribution. PMF can transmit optical power with very low loss
and maintain a stable performance over large temperature and strain range. Its
polarization-maintaining characteristic can remove the polarization fading of the
Brillouin signal and increase the SNR of the DPP-BOTDA system. In order to
increase the reliability of the optic fiber-sensing system, two optical fibers (Optical
Fiber 1 and Optical Fiber 2), of the same kind and length, went similar path on the
blade, monitoring the similar place with two lines of the single optical fiber.
Simultaneously, eight strain gauges are patched on the surface of the composite

Fig. 9.13 Experimental setup. PD Photodetector, PC Polarization controller, EOM Electro-optic
modulator, EDFA Erbium-doped fiber amplifier, DAQ Data acquisition

Fig. 9.14 Photo of the blade
fatigue test setup
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blade along with optical fiber to validate the measurement accuracy of the dis-
tributed sensing and continuously monitor the condition of the blade. Hence, the
measurement taken is stable and reliable during the blade fatigue test process.

9.3.2.2 Summary of Test Procedure

Figure 9.16 shows the fatigue test loading system for wind turbine blade based on
single-axis resonance method [53]. An electric motor, connected with a 1 kg mass,
was mounted approximately at 115 cm from the blade root using wooden saddles.
The motor was driven to excite the first flap frequency and induce a cyclic load in
the blade. The loading cycle frequency is about 2.6 c/s. The initial strain ampli-
tudes of the fatigue loading along the spanwise axis on both side of the blade are
shown in Fig. 9.17.

Fig. 9.15 Layout of optic fiber sensors and strain gauges

Fig. 9.16 Schematic of the
fatigue loading system
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First, the blade was carried out statist test. An 80 N force, which is approxi-
mately 15 % of the bearing capacity, was loaded on the top of the blade (115 cm
from the blade root). The stain distribution under this fixed loading was obtained by
the DPP-BOTDA sensing system. The test result was used as the baseline for
damage detection. Then the blade underwent fatigue excitation from undamaged
state to failure. The fatigue loading system was paused after fixed fatigue cycle for
blade inspection and the blade was carried out the same statist test as the first step.
At first, the fatigue loading system was paused every 4 h (*40,000 cycles). After
28 h (*260,000 cycles), a multitude of gel-coat cracks and some larger visible
cracks were identified on the blade. The resonance frequency decreased to 2.2 Hz,
as the stiffness degradation and accumulated cracks reduced the local flexural
stiffness of the blade. Then the fatigue loading system was paused every 2 h
(*20,000 cycles) to carefully study the signal changes of DPP-BOTDA system
near the failure moment. Comparisons of the stain distribution and specific response
of the DPP-BOTDA at different fatigue cycle count were used as a feature to track
the progression of structural change over the course of the fatigue test.

9.3.3 Test Results and Discussions

9.3.3.1 Blade Failure Scenario and Mechanism

The blade was failed after 310,000 cycles (34 h) and the fatigue damage, i.e.,
adhesive joint failure between skins at the leading edge, was visually identified at
75 cm from the root, which was also the high strain region of the blade. The blade

Fig. 9.17 Initial strain
amplitude along the blade. a
Upper surface, b lower
surface
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lost its structural integrity and the top and bottom halves flattened before allowing
the blade to fold (as shown in Fig. 9.18).

Figure 9.19 shows the fatigue damage process of the blade. Starting at about
40,000 cycles, a multitude of fine gel-coat cracks developed on the high-pressure
(upward facing) side and the cracks were most apparent at the 70–80 cm span of
the blade, which was the high strain region of the blade according to the strain
distribution obtained by the DPP-BOTDA system in the statist test. From 80,000 to
260,000 cycles, these gel-coat cracks progressed in length and gap width. Some of
the gel-coat cracks near the high strain region turned to larger visible cracks.
Between 260,000 and 300,000 cycles, adhesive joint failure between skins at the
leading edge was visually identified at 75 cm from the root. As the crack of
adhesive joint failure progressed in length, the blade lost its structural integrity and
failed at about 310,000 cycles.

Fig. 9.18 Photo of the blade failure

Fig. 9.19 Photograph of the fatigue damage process, a gel-coat cracks appearance, b gel-coat
cracks development, c adhesive joint failure, d blade failure
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9.3.3.2 Damage Detection Results of the DPP-BOTDA System

The strain distributions of the wind turbine blade along the optical fibers, which
were obtained by the DPP-BOTDA system at different fatigue cycle counts, are
presented in Figs. 9.20 and 9.21. The horizontal axis is the distance from one end
of the optical fiber and the vertical axis is the longitudinal strain along the optical
fiber. The test results consist of four sensing segments A, B, C, and D. Segments A
and D represent the strain distributions obtained by the optical fibers near the
leading edge. Segments B and C represent the strain distributions obtained by
the optical fibers near the trailing edge. The zero parts between segments are the
turnarounds of the strain-free fibers. In undamaged state (0 cycle), the test results
reveal that the strain near the leading edge (A, D), both the tensile strain on the
upper surface and compressive strain on the lower surface, are higher than those
near the trailing edge. The high strain region of the blade was at 70–80 cm from
the root. These characteristics indicate severe fatigue damage near the leading
edge at high strain region. Soon after the fatigue test started (starting at about
40,000 cycles), a multitude of fine gel-coat cracks developed on the upper surface,
and the cracks were most apparent at the 70–80 cm span of the blade which was
the high strain region of the blade. The gel-coat cracks reduced the local flexural
stiffness and resulted in a higher tensile strain near the damaged region. As shown
in the test results of strain distributions at 80,000 cycles, the strain changed sig-
nificantly in the high strain region, especially near the leading edge side. Hence,
these test results demonstrated the effectiveness of the DPP-BOTDA sensing
system in the initial fatigue damage detection location. From 80,000 to
260,000 cycles, these gel-coat cracks progressed in length and gap width. Some of
the gel-coat cracks near the high strain region turned to larger visible cracks. These
cracks further reduced the local flexural stiffness and resulted in a much higher

Fig. 9.20 The strain distributions at different fatigue cycle count obtained by Optical Fiber 1
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tensile strain near the damaged region. As shown in the test results of strain
distributions at 260,000 cycles, the strain in the initial fatigue damage region
continuously increased. Especially near the leading edge side of the high strain
region on the upper surface (segment A of Optical Fiber 2), the strain was
extremely high, which indicated a further damage in this position. Between
260,000 and 300,000 cycles, adhesive joint failure between skins at the leading
edge was visually identified at 75 cm from the root, where was exactly the
extremely high strain position in segment A of Optical Fiber 2. Adhesive joint
failure broke the structure integrity and released the stress near the damage region,
which led to a sudden decrease of the stain near adhesive joint location. As shown
in the test results of strain distributions at 300,000 cycles, the strain near the failed
adhesive joint significantly decreased (segment A of Optical Fiber 2), which show
the effectiveness of severe fatigue damage detection in DPP-BOTDA system. As
the crack of adhesive joint failure progressed in length, the blade lost its structural
integrity and failed at about 310,000 cycles. The strain distributions obtained by
the DPP-BOTDA system at different fatigue cycle count validated the effective-
ness of the developed system in damage detection and distributed sensing.

The Brillouin gain spectra (BGS) is the foundation of all the Brillouin sensors.
According to the principle of Brillouin scattering-based strain and temperature
measurement, only the Brillouin frequency shift determines the final measurement
results of strain and temperature. But other parameters of the BGS in the sensing
fiber, like width, amplitude, even the shape of the BGS, contain more information
about the local strain field, as these parameters are influenced by the local strain
gradient and the nonuniformity of the strain distribution. Then, these parameters
also can be used to detect and locate damage [54, 55].

The normalized fitted BGS, obtained by the DPP-BOTDA system at different
fatigue cycle count, along the leading edge are shown in Fig. 9.22. In undamaged
state (0 cycle), the test results reveal that BGS along the leading edge have a similar

Fig. 9.21 The strain distributions at different fatigue cycle count obtained by Optical Fiber 2
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single peak Lorenz shape. As the development of the gel-coat cracks (from 40,000 to
80,000 cycles), the stiffness degradation and accumulated cracks reduced the local
flexural stiffness and changed the local strain gradient, which broadened the width of
the BGS near the damaged region. As shown in the test results of 80,000 cycles, the
width of the BGS near the damage region (point C) changed significantly, while
the BGS near the undamaged region kept its initial shape. The test results reveal that
fatigue damage introduced local strain gradient change will broaden the width of the
BGS, which can be used to detect and locate fatigue damage. As these gel-coat
cracks progressed in length and gap width, from 80,000 to 260,000 cycles, the local
flexural stiffness near the damaged region further decreased, which resulted in a
steeper strain gradient. Hence, the shape of the BGS further changed. As shown in
the test results of 260,000 cycles, the BGS near the damage region (point C) changed
from single peak to double peak, which indicated a very steep local strain gradient
and high nonuniform strain. The appearance of the double-pick BGS indicated
further damage in this region. Then, the adhesive joint failure was visually identified
at point C, between 260,000 and 300,000 cycles, which further validates the
effectiveness of damage detection base on the BGS shape change.

9.4 Damage Detection under Static Loading Using PZT
Sensors

9.4.1 Test Description

The glass fiber reinforced plastic composite wind turbine blade in this test was a
prototype of a 2.1 meter blade. During the test, the blade was mounted horizontally
in a flap direction with its attached to a rigid steel mounting assembly. An actuator

Fig. 9.22 Differences in the fitted BGS along the leading edge at different fatigue cycle counts:
a results in point a, b results in point b, c results in point c, d results in point d.
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connected with a load transducer was attached at the free end. This actuator was
capable of exerting a force about 1000kN, with a maximum displacement of
twenty centimeters. The actuator was operated manually, and the force can be read
by the load transducer. Figure 9.23 shows the photograph of configuration of the
experiment setup.

A total of eight piezoelectric transformers were used in this test to detect the
damage propagation. Another eight optical fiber sensors were used to measure the
strain through the blade. All sensors were applied to the blade with epoxy glue.
Sensors arrangement is shown in Fig. 9.24.

The test consisted of two steps. The first part of this test was an incremented
loading procedure from 0 to 433 N, with steps of 33 N. The actuator was a
mechanical floor jack, hand operated, and the loading steps were determined by
the force sensor reading. After 13 steps, at a load of 433 N, the blade held the load
without failing. This first loading process validated the testing procedure, and the
functionality of each sensor was also confirmed at this time. The load was grad-
ually removed and the blade returned to its neutral position. The second part of the

Fig. 9.23 The photograph of
configuration of the
experiment setup

Fig. 9.24 Location of all
sensors on the blade
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static test was then carried out. The actuator footing was given a positive offset of
8 cm, so that it could bend the blade to the failure point while staying within its
20 cm stroke range. During the second half of the static testing, which was carried
out with the same increment-based loading as the first, the load cell reading
reflected a maximum force of 500 N at the loading point before the blade’s failure
occurred.

Failure of the turbine blade happened when the resin bond between the top and
bottom layers of glass fiber reinforcement failed due to shear stress. The upper
and lower halves of the blade slipped in opposite directions approximately per-
pendicular to the long edge of the blade. This separation is seen in detail in the
close-up view of Fig. 9.25. After this failure occurred on the leading and trailing
edges of the blade, it lost its structural integrity and the top and bottom halves
flattened before allowing the blade to fold.

9.4.2 Experimental Results and Discussion

9.4.2.1 Results of Optical Fiber Sensors

Figure 9.26 shows the output of all eight FBG optical strain sensors during the
second part of the testing procedure. Because of the initial load on the blade, each
sensor started this test segment with an initial strain dependent upon its location on
the blade. As described in the procedure section, loading was performed in 33 N
increments which were applied gradually. A delay of several seconds was used in
between increments to allow any signs of failure to be noticed. The short segments
of constant strain are indicative of these delay periods. At approximately 580 s,
failure occurred at 0.74 m from the fixed end of the blade, which is closest to
sensor C. The reading of sensor C at this time shows the highest strain of all the
optical sensors.

Figure 9.27 is a graph confirming the linear relationship between strain at FBG
sensor A and the load applied to the blade.

Fig. 9.25 Photography of the broken blade: a normal view, b close-up view.
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9.4.2.2 Results of PZT Transformer

The eight PZT sensors were attached to a data acquisition system and recorded to a
laptop computer. The data were filtered and analyzed with MATLAB software,
employing an FIR-based high pass filter of 60 Hz to reduce noise. By establishing
a threshold of 4 mV, acoustic emission events whose RMS amplitude exceeded
this value could be logged for further analysis. Data from each event were also
collected, including arrival time, event duration, rise time, and peak value. The
counts of the number of events that occurred according to each sensor versus time
in the static loading tests are displayed in Fig. 9.28.

In the first loading test, sensors 1 and 7 registered no emissions and in both
loading tests sensor 5 most frequently detected emissions. Sensor 5 was also the
closest sensor to the point of failure on the surface of the blade. Between the first

Fig. 9.26 Strain versus time
curve of the blade

Fig. 9.27 Strain versus force
curve of the blade
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and second loadings, the closest sensor to the actuator, sensor 2, was destroyed as
the actuator was repositioned and had to again be bonded.

Overall, it seems the odd numbered sensors counted more AE events, which
may have occurred due to the geometry of the blade; the foreword positions of
these sensors along the airfoil made the thickness of the blade at those points larger
than at the even positions. The blade was also hollow at the odd locations, which
may have affected how the waves at the recorded frequencies moved across the
blade’s surface and thus affected the AE counts.

9.4.3 Fractal Theory-Based Damage Detection Method
and Results

In this section, a damage acuteness index based on fractal theory is presented. The
length of time series of PZT signal,Xm

k , can be defined as follows [56]:

LmðkÞ ¼ ð
XðN � mÞ=k½ �

i¼1

ðXðmþ ikÞ � Xðmþ ði� 1ÞkÞj jÞ: N � 1
½ðN � mÞ=k�:k

8<
:

9=
;=k

ð9:17Þ

where [] denotes the Gauss’ notation and both k and m are integers, which indicated
the initial time and the interval time, respectively. For a time interval equal to k, we
get k sets of new time series and the certain length of the curve of the signal.

We define the length of the curve for the time interval k, \ L(k) [ , as the
average value over k sets of Lm(k). If \ L(k)[ak�FD, then the curve is fractal with
the dimension FD. As shown in Fig. 9.29, the signal of PZT sensor has obvious
fractal feature because the straight line is fitted to the points by the least-square
method.

Fig. 9.28 Acoustic emission arrival times and magnitudes load: a the second loading stage, b the
first loading stage.
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We define FD-based damage acuteness index as follows:

J ¼ ðbmax;k=bxmin;kÞFDmax � 1 ð9:18Þ

where bmax,k is the largest length of the signal curve of every time series as the
interval time is k; bmin,k is the length of the signal curve which passes through no
damaged region as the interval time is k; FDmax is the largest value of estimated
FD of the curve of each time series.

Finally, the proposed damage acuteness index was applied to the data from the
PZT sensors 5 and 6 during the second part of the testing procedure. The results
are shown in Fig. 9.30, where the x and y axis represent respectively the time and
the damage index. These two figures show that the damage index increases greatly

Fig. 9.29 The logarithm of the curve length log(L(k)) versus log(k)
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Fig. 9.30 The damage acuteness index J along the loading time: a the damage index calculated
from PZT sensor 5, b the damage index calculated from PZT sensor 6
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which means the structure is failed. Before the structure was failed, the damage
index fluctuates at similar value, which means the damage developed with similar
acuteness. The results indicate that the proposed method is able to assess the
damage development in the composite wind blade.

The damage acuteness index J for different PZT sensors at the failure time of
the structure is shown in Fig. 9.31. It is demonstrated that sensor 5 has the largest
value which indicates the structure failed close to sensor 5. As the distance from
the failure location become larger, the value of J becomes smaller.

9.5 Conclusions and Future Work

Three kinds of damage detection methods, vibration-based, BOTDA-based, and
PZT-based methods, are employed to implement structural health monitoring of
wind turbine blades. Above methods have their advantages, respectively. Vibra-
tion-based method is able to detect the damage of the large structure with few
sensors. BOTDA-based techniques show their distributed sensing ability over
extremely long distance with increasingly high accuracy. They can measure the
structural strain directly. While PZT-based techniques can detect the tiny local
damage with high sensitivity.

(1) For the vibration-based damage detection method, a PCA-based method was
introduced to implement the damage detection of rotational blades. The finite
element modal analysis of the wind blade indicates that the modal parameters
(frequencies and mode shapes) of the rotational blade depend on the rota-
tional speed. The detailed theory foundation and operating procedures of the
PCA-based method are introduce. Then, it was tested on a detailed FE model
of a wind turbine blade. The results indicate that the algorithm is able to
detect the simulated damage in the blade in operational condition despite the
weak nonlinear relationship between modal frequencies. Subsequently, an
experiment was designed to obtain the modal parameters under the rotational
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Fig. 9.31 The damage
acuteness index J at the
failure time of the structure
for different PZT sensors
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condition to further verify the proposed method in this work. The experi-
mental results obtained were similar w.r.t. modal parameters. An analysis
shows that the proposed method is able to largely remove the effects of
rotation.

(2) Fatigue damage detection system using a high spatial resolution DPP-BOT-
DA is successfully developed and experimentally validated. Polarization-
maintaining optical fibers were bonded on the surface of wind turbine blade
to form the distributed sensing network. The strain distributions obtained by
the DPP-BOTDA system at different fatigue cycle count validated the
effectiveness of the developed system in damage detection and distributed
sensing. The shape of the BGS was sensitive to fatigue damage as the stiff-
ness degradation and accumulated cracks change local strain gradient which
can be used to locate the serious fatigue damage. The developed system
shows its potentiality for developing highly reliable wind turbine monitoring
system.

(3) An experiment is designed to study the damage detection techniques based on
optical fiber sensors, PZT sensors, and the fractal dimension-based damage
detection method. From the direct results of optical fiber sensors, it can
observe the strain increase and also determine the strain distribution through
the blade surface. This information is important to study concerned topic on
the static and dynamic properties of this composite blade, for example, the
fatigue characteristic, etc. From the results of PZT sensors, in the later part of
the test when the cracks produce, it can obviously detect the signal from
cracks. Then, the fractal dimension-based damage detection method was
employed to calculate the damage index and results are encouraged.

It should be pointed out that the most important and difficult problems for
structural health monitoring and damage detection are the actual application of the
above techniques. Such as the data measured under changing environmental and
operational conditions will be effected by noise and so on, the application also
requires the fast decision based on the damage detection algorithms. These
approaches should be further developed for online monitoring of wind blades.
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Chapter 10
Sensor Fault Diagnosis in Wind Turbines

Manuel Gálvez-Carrillo, Laurent Rakoto and Michel Kinnaert

Abstract This chapter addresses the early detection and isolation of sensor faults
in a systematic and unified way and illustrates the approach on wind turbine
simulation data. Three problems are successively considered: individual signal
monitoring, fault detection and isolation (FDI) in redundant sensors, and FDI
based on analytical redundancy. In all three cases, a specific approach to generate
fault indicators, also called residuals, is presented and combined with an online
statistical change detection/isolation algorithm. The considered case studies con-
sist of wind turbine generator speed monitoring, as well as FDI in the stator current
and voltages of a wind-driven doubly fed induction generator. For the latter
problem, the fact that the three-phase signals are balanced allows one to determine
a simple signal model from which a multiobserver scheme is designed for residual
generation.

Keywords Sensor fault detection and isolation � Statistical change detection/
isolation algorithm � Multiobserver scheme � Three-phase signals � Doubly fed
induction generator
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phðrðiÞÞ Probability density function of r(i) that depends on the vector
parameter h

q Quantization error
r(i) ith sample of the residual vector
s(r(i)) Log-likelihood ratio for r(i)
ta Alarm time instant
us,abc, ur,abc Stator and rotor three-phase voltages
v,w Process and measurement noise vectors respectively
x State vector
y Output vector
^ Stands for estimate
m As an upper index indicates measurement
abc As a lower index indicates three-phase signals
s As a lower index indicates a stator signal (voltage or current)
r As a lower index indicates a rotor signal (voltage or current)
* As an upper index indicates a reference signal within a closed loop
LðrðiÞÞ Probability law of r(i)
Np Number of encoder pulses per revolution
Nðl0;RÞ Normal distribution with mean l0 and variance R
Q�s Reactive power reference
Rv, Rw Variance of v and w respectively
Rk

1
Set of k independent residual samples

SðRk
1Þ Log-likelihood ratio for the data set Rk

1, assuming a change in the
mean at time k0

Tsc Time window used for speed estimation
Ts Sampling period
T�g Generator torque reference
U a; bð Þ Probability law of a uniform statistical distribution in the interval

[a,b]
Kk0ðRk

1Þ Likelihood ratio for the data set Rk
1, assuming a change in the mean

at time k0

x Frequency
Xg Generator speed
g Portion of the damaged bars of a code wheel
hs Angle that fulfills xs ¼ dhs

dt

h Vector that parameterizes a probability density function
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10.1 Introduction

Fault diagnosis systems aim at detecting and locating degradations in the operation
of wind turbine components as early as possible. This way, maintenance opera-
tions can be performed in due time, and during time periods with low wind speed.
Therefore, maintenance costs are reduced as the number of costly corrective
maintenance actions decreases. Besides, the loss of production due to maintenance
operations is minimized.

Fault detection and isolation (FDI) in wind turbines has been the subject of a
large number of publications notably stimulated by different benchmark problems
[1, 2]. In those benchmarks, the authors mostly consider various sensor and
actuator faults like sensor faults on pitch position and generator speed measure-
ments, pitch actuator faults, and converter faults. Structural health monitoring has
also been considered for wind turbines specifically. The aim is to detect changes
such as delamination and cracks in the structural parts of the turbine, namely the
tower and the blades. Presently, visual inspection through regular maintenance
operations is the usual approach. Yet specific robots are being developed to make
this task easier, and the permanent monitoring, thanks to appropriately placed
sensor networks for strain and displacement measurement, is also under investi-
gation [3, 4]. Last but not least, vibration monitoring techniques have been thor-
oughly studied for the monitoring of the gearbox, the bearings, and the generator.
Commercial products have been developed for these components, specially since
gearbox is responsible for the largest downtime [5, 6].

A complete monitoring system should have a modular structure with appro-
priate methods for each component, as depicted in Fig. 10.1. The lower layer
within this architecture consists of measurement validation modules. The latter
aim at detecting and locating (or isolating) sensor faults. These different mea-
surement validation modules will be the focus of this chapter. A short section will
address faults that can be detected by analyzing the measurement samples issued
by a single sensor. This includes excessive noise on the measurements, flat signals,
and outliers. However, the focus of this chapter will be on incipient faults like
small sensor bias and drifts, which typically require the use of several sensor
signals to achieve FDI. Two approaches can be distinguished depending on the
instrumentation: hardware redundancy and analytical redundancy. The first
approach applies for redundant sensors, namely groups of sensors that are mea-
suring the same physical quantity. A sensor exhibiting a significant discrepancy
with respect to the others will be discarded. A way to handle this issue within a
proper statistical framework will be discussed. On the other hand, analytical
redundancy amounts to detecting incoherencies between a model of the supervised
system and data recorded online on this system [7]. A systematic approach to
handle sensor faults in the voltage and current sensors that equip a wind-driven
doubly fed induction generator (DFIG) will be used to illustrate this class of
methods.
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The approaches that are used in this chapter rely on statistical change detection/
isolation algorithms. Hence, the second section provides a review of the relevant
material. In Sect. 10.4, single sensor monitoring is briefly discussed. Section 10.5
then addresses sensor FDI based on hardware redundancy. Finally, the last section
is dedicated to the use of analytical redundancy for sensor FDI.

10.2 Statistical Change Detection/Isolation Algorithms

The FDI systems that are presented below consist of two parts, a residual generator
and a decision system. The first generates signals called residuals, namely fault
indicators, that are designed in such a way that they have zero mean in the absence
of fault and non-zero mean in the presence of faults. Besides, the residual sequence
is made of statistically independent data samples. Residual generation will be
addressed separately in the case of hardware redundancy and analytical redun-
dancy. However, in both cases, the decision system relies on statistical change
detection/isolation algorithms to decide on the presence of a fault (fault detection)
and to indicate the faulty component (fault isolation). Therefore, the tools used in
the decision system are first presented before dealing with the two types of
redundancy. In the following sections, fault detection is first addressed, next a
detection/isolation algorithm is presented.

Fig. 10.1 Hierarchical structure of a fault detection and isolation system
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10.2.1 Fault Detection

The following hypothesis testing problem is the basis for the development of fault
detection algorithms.

Data: A set of independent random vectors Rk
1 ¼ frð1Þ; rð2Þ; . . .; rðkÞg, where

k denotes the present time instant, characterized by the probability density function
phðrðiÞÞ. The latter depends on a parameter vector h that takes value h0 in fault free
mode and h1 in faulty mode, with h1 6¼ h0. Typically h will be the mean or the
variance of the probability distribution in the sequel.

Problem: choose between the following two hypotheses:

H0 LðrðiÞÞ ¼ ph0ðrðiÞÞ for i ¼ 1; . . .; k

H1 LðrðiÞÞ ¼ ph0ðrðiÞÞ for i ¼ 1; . . .; k0 � 1

¼ ph1ðrðiÞÞ for i ¼ k0; . . .; k

where k0 is the fault occurrence time which is actually unknown, and LðrðkÞÞ
denotes the probability law of r(k).

By Niemann Pearson’s lemma, the relevant test to decide between the two
hypotheses is based on the likelihood ratio [8]. In our specific setting, assuming
that k0 is known, this can be written as:

Kk0ðRk
1Þ ¼

Qk0�1
i¼1 ph0ðrðiÞÞ

Qk
i¼k0

ph1ðrðiÞÞQk
i¼1 ph0ðrðiÞÞ

¼
Yk

i¼k0

ph1ðrðiÞÞ
ph0ðrðiÞÞ

where the mutual independence of the samples rðiÞ; i ¼ 1; . . .; k has been
accounted for. The test can be stated as follows:

Accept hypothesis H0 when Kk0ðRk
1Þ� ka, otherwise accept H1, where ka is a

user defined threshold that depends of the acceptable probability of false alarm a.
Taking the natural logarithm of both sides of the above expression yields an

equivalent test which is often easier to implement, particularly with distributions
belonging to the exponential family, like the Gaussian distribution. The following
notation will be used to denote the resulting log-likelihood ratio:

Sk0ðRk
1Þ ¼ ln Kk0ðRk

1Þ ¼
Xk

i¼k0

ln
ph1ðrðiÞÞ
ph0ðrðiÞÞ

¼
Xk

i¼k0

sðiÞ ð10:1Þ

where s(i) denotes the log-likelihood ratio for the i-th sample. The test obviously
becomes:

Accept hypothesis H0 when Sk0ðRk
1Þ� ha, otherwise accept H1, where

ha ¼ ln ka.
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Now, as k0 is actually unknown, it is substituted by its maximum likelihood
estimate. The resulting decision function at time k can then be written as:

gðkÞ ¼ max
1� j� k

SjðRk
1Þ ð10:2Þ

An alarm is triggered at the time instant ta defined as:

ta ¼ minfk : gðkÞ[ hag ð10:3Þ

and the estimated fault occurrence time can be determined from

k̂0 ¼ arg max
1� j� ta

SjðRk
1Þ ð10:4Þ

This test can be implemented recursively in order to handle the increasing
number of data as time elapses. The derivation of this recursive algorithm is
explained in [8], and we only describe the algorithm here.

CUSUM algorithm—recursive form

gðkÞ ¼ maxð0; gðk � 1Þ þ sðkÞÞ gð0Þ ¼ 0 ð10:5Þ

dðkÞ ¼ dðk � 1Þ1fgðk�1Þ[ 0g þ 1 dð0Þ ¼ 0 ð10:6Þ

ta ¼ minfk : gðkÞ[ hag ð10:7Þ

k̂0 ¼ dðtaÞ ð10:8Þ

where 1{x} is the indicator function of event x. It is equal to 1 when x is true and to
zero otherwise.

As an example, let us consider the case where the residual is normally
distributed.

10.2.1.1 Example

In fault free mode, the probability law of the nr-dimensional residual vector is
assumed to be

LðrðiÞÞ ¼Nðl0;RÞ

while upon occurrence of a fault, it is given by

LðrðiÞÞ ¼Nðl1;RÞ
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where Nðl;RÞ denotes the multinormal distribution with mean l and variance R.
The associated probability density function is the following:

pðrðiÞÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞnr detR

p exp � 1
2
ðrðiÞ � lÞTR�1ðrðiÞ � lÞ

� �
ð10:9Þ

Straightforward computations yield the following expression for s(i) in this
case:

sðiÞ ¼ ðl1 � l0ÞTR�1 rðiÞ � 1
2
ðl1 þ l0Þ

� �
ð10:10Þ

Notice that the factor ðl1 � l0ÞTR�1 can be seen as a vector form of signal-to-
noise ratio that weights the contributions of the different components of rðiÞ.

Let us now turn to the situation where several faults can possibly occur.

10.2.2 Detection/Isolation Algorithm

The problem amounts to generating an alarm when one out a set of nf possible
faults can occur, given a sequence of independent samples of a residual vector
frð1Þ; rð2Þ; . . .; rðkÞg. The corresponding hypothesis testing problem can be stated
as follows.

Data: A set of independent random vectors Rk
1 ¼ frð1Þ; rð2Þ; . . .; rðkÞg where k

denotes the present time instant characterized by the probability density function
phðrðiÞÞ. The latter depends on a parameter vector h that takes value h0 in fault free
mode and h‘; ‘ ¼ 1; . . .; nf in fault mode ‘ (with h‘ 6¼ hq; 0� q 6¼ ‘� nf )

Problem: Choose between the following nf þ 1 hypotheses:

H0 LðrðiÞÞ ¼ ph0ðrðiÞÞ for i ¼ 1; . . .; k

H‘; ‘ ¼ 1; . . .; nf LðrðiÞÞ ¼ ph0ðrðiÞÞ for i ¼ 1; . . .; k0 � 1

¼ ph‘ðrðiÞÞ for i ¼ k0; . . .; k

In order to decide that a fault of type ‘ has occurred, the log-likelihood ratio
between fault ‘ and all other possible fault modes, as well as the fault free mode
should be larger than a threshold h‘. The test function for fault ‘ can thus be
written:

g�‘ðkÞ ¼ max
1� j� k

min
0� q 6¼‘� nf

ðS‘qj ðRk
1ÞÞ
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where the exponent ‘q refers to the log-likelihood ratio between hypotheses ‘ and q.
As above, the maximization over j aims at determining the most likely fault
occurrence time. An alarm for fault ‘ 2 f1; . . .; nf g will be triggered at time t‘a such
that

t‘a ¼ inffk� 1 : g�‘ ðkÞ[ h‘g

where h‘ is a user-defined threshold that depends on the specifications regarding
the probability of false alarm and missed isolation. It turns out that the decision
function can be implemented in a recursive way while guaranteeing attractive
optimality properties of the algorithm [9, 10]. Let us introduce the following
notation for the decision function of the CUSUM algorithm between hypothesis
H‘ and H0:

g‘0ðkÞ ¼ maxð0; g‘0ðk � 1Þ þ s‘0ðkÞÞ ð10:11Þ

where s‘0ðkÞ ¼ ln
ph‘
ðrðkÞÞ

ph0 ðrðkÞÞ
. Then recursive computation of the decision functions

can be written:

g�‘ ðkÞ ¼ min
0� q 6¼‘� nf

ðg‘0ðkÞ � gq0ðkÞÞ ‘ ¼ 1; . . .; nf ð10:12Þ

where g0;0ðkÞ ¼ 0, and an alarm is generated when

g�‘ðkÞ[ h‘ for some ‘ ¼ 1; . . .; nf ð10:13Þ

The detection/isolation algorithm can be summarized as follows:

• Initialization:
Set g‘0ð0Þ ¼ 0; ‘ ¼ 1; . . .; nf .

• Upon receipt of the kthresidual sample,
perform the following operations:

– Compute the nf CUSUM test functions according to Eq. (10.11).
– Decision

Compute g�‘ ðkÞ from Eq. (10.12), for ‘ ¼ 1; . . .; nf .
If g�‘ðkÞ[ h‘, then an alarm for fault ‘ is issued at the kth time instant
and the algorithm stops.

We now turn to some practical issues.
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10.2.3 Practical Issues

Two issues have to be discussed, namely the setting of the parameters of the
recursive algorithm and the actions to be taken once an alarm has been generated,
in order to detect a possible fault disappearance.

As far as the setting of the parameters is concerned, one should distinguish the
choices of h0; h‘; ‘ ¼ 1; . . .; nf and the thresholds h‘. h0 is normally determined
from a set of data obtained in healthy operation. These data are processed by the
residual generators to be described next, in order to generate a residual set
frð1Þ; . . .; rðNÞg. h0 is then determined as an empirical estimate of the corre-
sponding characteristics (mean or variance for instance), of the probability density
function of the residual. For what regards h‘; ‘ ¼ 1; . . .; nf , the fault magnitude is
usually not known; yet one has to quantify the effect of the fault on the residual in
order to set h‘; ‘ ¼ 1; . . .; nf . This is achieved typically by considering the fault
‘; ‘ ¼ 1; . . .; nf with the smallest magnitude one wishes to detect and isolate. This
magnitude will depend in the end on its effect on the technical-economic perfor-
mance of the system, which is yet to be determined, and is outside the framework
of this chapter. The fault is superimposed to the recorded measurements (provided
the sensor is not used within a closed loop) or simulated via a model of the
supervised process; a residual vector is computed from these data and the
parameter vector of the residual probability density function, namely h‘; is esti-
mated from this residual sequence.

The choice of the threshold can be performed in two steps. An a priori setting of
the threshold values can be determined from analytical expressions of the mean
detection/isolation delays in terms of the thresholds and a measure of the distance
between the statistical distribution of the residual in fault free and faulty modes
[10, 11]. This a priori value can be fine tuned from a set of experimental data in
fault free mode, and possibly in faulty mode. By processing the residual generated
from these data with the decision system, one should notably check that the mean
time between false alarms meets the specifications and possibly increase the
threshold if too many false alarms are observed.

As far as detection of a possible fault disappearance is concerned, two
approaches can be distinguished. In the case of the CUSUM algorithm given by
Eqs. 10.5–10.8 aimed at fault detection, once a change from H0 to H1 has been
detected, it is natural to look for the opposite change, namely:

Choose between the following two hypotheses:

H0 LðrðiÞÞ ¼ ph1ðrðiÞÞ for i ¼ ta; . . .; k

H1 LðrðiÞÞ ¼ ph1ðrðiÞÞ for i ¼ ta; . . .; k1 � 1

¼ ph0ðrðiÞÞ for i ¼ k1; . . .; k

where k1 is the unknown fault disappearance time, and ta is the alarm time instant.
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A recursive algorithm that performs this choice is easily obtained by noticing
that the likelihood ratio of rðkÞ associated to the above problem is the inverse of
the likelihood ratio for the initial problem. In terms of log-likelihood ratio, this
corresponds to a sign change. Hence, the following strategy is proposed to detect
possible fault disappearance. From time instant ta þ 1, run the following recursive
CUSUM algorithm

gdisðkÞ ¼ maxð0; gdisðk � 1Þ � sðkÞÞ gdisðta þ 1Þ ¼ 0 ð10:14Þ

dðkÞ ¼ dðk � 1Þ1fgðk�1Þ[ 0g þ 1 dðta þ 1Þ ¼ 0 ð10:15Þ

ta;dis ¼ minfk : gdisðkÞ[ hag ð10:16Þ

k̂1 ¼ dðta;disÞ ð10:17Þ

On the other hand, when the detection/isolation algorithm given by Eqs. 10.11–
10.13 is used, the detection of fault disappearance corresponds to a new hypothesis
test, which cannot be translated into a simple transformation of this algorithm, like
a sign change. Therefore, the easiest way to proceed is to re-initialize all the nf

decision functions computed from Eq. 10.11 to zero each time a threshold is
crossed in Eq. 10.13, and to keep issuing an alarm as long as periodic crossing of
the threshold is observed.

Let us now consider the application of the above tools to handle sensor fault
detection first.

10.3 Individual Signal Monitoring

Usual alarm systems check whether the signal issued by a sensor lies within the
measurement range. Yet somewhat more involved verifications can be made on a
single signal before resorting to hardware or analytical redundancy to look for
small magnitude faults. We will illustrate this claim by using a recursive CUSUM
algorithm for variance change detection in order to detect the appearance of an
excessive measurement noise on a signal. The same type of algorithm can also be
used to detect a flat signal.

10.3.1 Excessive Noise

Let us assume that the measured signal can be modeled as:

yðtÞ ¼ cxðtÞ ð10:18Þ
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ymðkTsÞ ¼ yðkTsÞ þ vðkTsÞ ð10:19Þ

where the first equation corresponds to the measurement process with t 2 R the
continuous time, x(t) is the physical signal which is measured, c is the sensor gain
and y(t) the sensor output. The second equation models the data acquisition system
operating at the sampling period Ts. vðkTsÞ denotes the measurement noise, sup-
posed to be a normally distributed zero mean white noise sequence with variance
r2. kTs will be replaced by k below, for the sake of concision.

An excessive noise is characterized by an increase in the noise variance to cr2

where c [ 1. Such an increase may occur notably due to a poor contact in an
electric connection. It induces an increase in the variance of y(k). Hence monitoring
this variance is a natural way to detect excessive noise. To determine an empirical
estimate of the variance, an empirical estimate of the mean of y(k) is needed. Yet
this estimation step will be avoided here by exploiting typical properties of x(t).
Indeed, the spectrum of x(t) is normally concentrated in the low frequency range
with regard to measurement noise. Hence, it is reasonable to assume that, within a
time window around time kTs, the physical signal can be described as

xðtÞ ¼ a1t þ a0 with t 2 ½ðk �W=2ÞTs; ðk þW=2ÞTs�

where a0; a1 2 R and W is an even integer corresponding to the window size.
Under this hypothesis, the trends within the signal y(t) can be filtered out by

considering its second derivative d2
yðtÞ

dt2
. Translating this procedure on the mea-

surement sequence amounts to computing

rðkÞ ¼ ymðk þ 1Þ � 2ymðkÞ þ ymðk � 1Þ
T2

s

ð10:20Þ

which is an approximation of the second derivative of y(t) at time kTs. Given the
white noise hypothesis, the variance of r(k) is equal to r2

r ¼ 6r2=T4
s . Notice that

division by T2
s can be omitted in Eq. 10.20 without affecting the removal of the

trend. This corresponds the approach used in Sect. 10.4.2.
It is then straightforward to detect the change in the variance of r2

r by using the
recursive form of the CUSUM algorithm given by Eqs. 10.5–10.8 applied to the
following hypothesis test:

Choose between the following two hypotheses:

H0 LðrðiÞÞ ¼Nð0; 6r2=T4
s Þ for i ¼ 1; . . .; k

H1 LðrðiÞÞ ¼Nð0; 6r2=T4
s Þ for i ¼ 1; . . .; k0 � 1

¼Nð0; 6cr2=T4
s Þ for i ¼ k0; . . .; k and c[ 1

where k0 is the unknown fault occurrence time.
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Straightforward computations yield the following expression for the log-like-
lihood ratio s(k) in Eq. 10.5:

sðkÞ ¼ ln
1ffiffiffi
c
p �

rðkÞ2

2
T4

s

r2

1
6c
� 1

6

� �
ð10:21Þ

This method is illustrated by a case study in the next section.

10.3.2 Application to Incremental Encoder Fault

The detection of excessive noise is applied to generator speed measurements for a
wind driven DFIG. Such measurements are typically determined from an incre-

mental encoder. The generator speed estimate, X̂gðkÞ, is then obtained by com-
puting the frequency of the encoder pulses over a time window Tsc as

X̂gðkÞ ¼
60DNðkÞ

NpTsc
½rpm�

where Np is the number of pulses per revolution and DNðkÞ is the measured
number of pulses over the time window.

The quantization error on this speed estimate is given by qh ¼ 60
NpTsc
½rpm�, [12].

An excessive noise can be due to imperfections of the encoder code wheel. For
instance, when a portion g 2�0; 1½ of the bars of the code wheel is damaged, a
reduction to ð1� gÞNp of the number of pulses per revolution can be induced. This
imperfection generates an increase of the quantization error to qf ¼ 60

ð1�gÞNpTsc
½rpm�.

To illustrate the algorithm for excessive noise detection, a wind turbine is
simulated with the AERODYN and FAST software [13]. The main data of the
variable-speed variable-pitch wind turbine are represented in Table 10.1. The
weather conditions correspond to a mean wind speed equal to 14.2 m/s and a 18 %
wind turbulence intensity. The incremental encoder parameters are Np ¼ 1; 024
and Tsc ¼ 0:01 s. In the wind turbine simulator, the quantization error on the
generator speed measurement is modeled by an additive uniformly distributed
white noise in the interval [-q, 0], namely LðvðkTsÞÞ ¼ Uð�q; 0Þ [12]. q is equal
to qh (qf) when the encoder is healthy (faulty). The simulation represents the
occurrence of an excessive noise with g equal to 10 % at time instant 10 s.

The algorithm described by Eqs. 10.5–10.8, in which Eq. 10.21 is substituted
for the log-likelihood ratio, is applied to r(k) with r2 ¼ q2

h=12 and the increase

factor in the variance c ¼ 1=ð1� gÞ2. Note that the division by T2
s is omitted in the

computation of Eq. 10.20 for rðkÞ. g is set to 10 % as the algorithm is intended to
detect a damage affecting at least 10 % of the bars of the code wheel.
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The generator speed measurement is represented in the upper subplot of
Fig. 10.2. The second subplot represents the estimation of the second derivative of
the generator speed, from the measurements. At the appearance time of the
excessive noise (10 s), the decision function g(k) (third subplot in Fig. 10.2)
increases and exceeds the threshold, set at 10, around the time instant 15 s. The
alarm is then switched to 1 and the decision function gdisðkÞ is activated for
detecting the fault disappearance (see lower subplots in Fig. 10.2). For the chosen
algorithm parameters, the detection delay of an excessive noise on the incremental
encoder is around 5 s.

10.3.2.1 Note

The algorithm for excessive noise detection is based on the detection of a variance
change under the hypothesis of white Gaussian noise. Nevertheless, even with an
additive uniform white noise, the algorithm performance is not significantly affected
due to the fact that the pdf of rðkÞ is close to a Gaussian distribution (see Fig. 10.3).

10.4 Fault Detection and Isolation Based on Hardware
Redundancy

Hardware redundancy can notably be encountered for wind turbine speed mea-
surements. Indeed, both rotor speed and generator speed are measured, and they
are directly linked through the gear ratio. Besides, redundant measurements of the
generator speed are quite usual. We successively address the issue of residual
generation and residual evaluation in the following sections.

10.4.1 Residual Generation

A given physical quantity, say x (a temperature, a pressure, a flow, a position, a
velocity, …) is measured by a set of sensors, possibly based on different sensing
principles. The mathematical model describing the measurement process can be
written as:

Table 10.1 Main wind tur-
bine data

Parameter Value

Nominal power, Pn 1,250 KW

Nominal speed, vwn 12.5 m/s

Generator reference speed, Xref
g

1,116 rpm
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ymðkÞ ¼ CxðkÞ þ vðkÞ þ fðkÞ ð10:22Þ

with x 2 R; yðkÞ 2 Rp; vðkÞ 2 Rp; fðkÞ 2 Rp. ymðkÞ denotes the vector made of
the p sensor measurements. vðkÞ stands for the measurement noise vector. It is a
zero mean white noise vector with variance R. fðkÞ is a vector of additive faults
that can notably represent a bias or a drift on the sensors. Finally C is a p� 1
matrix of sensor gains. If the measurement noises on the different sensors are
assumed to be independent, matrix R takes the form R ¼ diagj¼1;pfr2

j g and the

scalars r2
j can be chosen in accordance with the precision class of the instrument

notably.
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Fig. 10.2 Detection of excessive noise on the incremental encoder for the generator speed, X̂g:

the estimated speed;
dd2

Xg

dt2
: the estimated second derivative of the generator speed; gðkÞ and

gdisðkÞ: decision functions of the presence and disappearance of excessive noise, respectively; A:
alarm signal indicating the presence of excessive noise
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To generate fault indicators, the unknown quantity x has to be eliminated from
Eq. 10.22. To this end, let us consider a full row rank matrix NC such that
NCC ¼ 0. Thus the rows of NC span the left null space of matrix C. Multiplying
Eq. 10.22 on the left by NC yields:

NC~yðkÞ ¼ NC~vðkÞ þ NC
~f ðkÞ ð10:23Þ

Let us set

rðkÞ 	 NCyðkÞ ð10:24Þ
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Fig. 10.3 Histogram of the estimated derivative of the generator speed; dashed line, pdf of the
normal distribution Nð0; q2=2Þ; solid line, theoretical pdf of r(k) for uniform white noises
Uð�q; 0Þ. Left normal healthy condition, q ¼ qh ¼ 60

NpTsc
, Right presence of excessive noise, q ¼

qf ¼ 60
ð1�gÞNpTsc

where g ¼ 10%
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as a candidate residual vector. It is indeed easily seen from Eq. 10.23 that the
probability law for rðkÞ is

LðrðkÞÞ ¼Nð0;NCRNT
CÞ when fðkÞ ¼ 0

LðrðkÞÞ ¼NðNCfðkÞ;NCRNT
CÞ when fðkÞ 6¼ 0

rðkÞ can thus be used as a fault indicator.
A hypothesis on the fault type is needed to be able to apply the decision system

described in Sect. 10.3 in order to process the residual vector defined in Eq. 10.24.
Bias-like faults will be considered from now on. In this case, the fault vector fðkÞ
can be written fðkÞ ¼ 
bjej1fk� k0g where ej ¼ 0 . . . 0 1 0 . . . 0½ �T is
the jth standard basis vector, bj is the fault magnitude and 1fk� k0g is the indicator
function of event fk� k0g. Notice that both positive and negative bias should be
detected and isolated; hence, the ± symbol in the expression of fðkÞ. In these
conditions, the change in the mean due to the fault can be detected and isolated
using the algorithm presented in Sect. 10.3.2 in which the number of faults is
nf ¼ 2p. The required log-likelihood ratio for each residual sample takes the form

s‘0ðkÞ ¼ eT
j NT

CbjðNCRNT
CÞ
�1ðrðkÞ � 1

2
NCbjejÞ ‘ ¼ 1. . .; p

s‘0ðkÞ ¼ �eT
j NT

CbjðNCRNT
CÞ
�1ðrðkÞ þ 1

2
NCbjejÞ ‘ ¼ pþ 1. . .; 2p

By insertion of these expressions into Eq. 10.11, Eqs. 10.11–10.13 yield the
required decision system.

10.5 Fault Detection and Isolation Based on Analytical
Redundancy

In this section, the relationships between different physical quantities is exploited
through a mathematical model in order to achieve detection and isolation of
incipient faults on the measurements of these quantities. This is the principle of
analytical redundancy. The approach is illustrated for the monitoring of stator
current and voltage measurements in a wind-driven DFIG. A specific property of
these signals is exploited, namely the fact that they consist of balanced three-phase
signals. This feature is very helpful for detecting and locating small additive faults.
Notice that the monitoring of the rotor current sensors has to be performed with a
more involved approach. Indeed, due to closed-loop control, a sensor fault on a
rotor current is attenuated and propagates to the other measurement channels,
while this situation is not so pronounced with stator current and voltage mea-
surements. Therefore, the monitoring of stator voltages and currents sensors can be
performed without resorting to a model of the DFIG. A simple signal model is
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used which is not subject to parameter variations. The reader is referred to [14, 15]
for a detailed description of a method for rotor current monitoring, where the
DFIG model is used and the parameter variations are accounted for.

The following sections successively address modeling of a balanced three-
phase system, residual generation for three-phase signals, and application to the
monitoring of stator voltages and currents for a wind-driven DFIG.

10.5.1 Model of a Balanced Three-Phase System

Consider a sinusoidal signal with amplitude Mo, frequency xo and phase /o,
represented by:

yðtÞ ¼ Mo sinðxot þ /oÞ ð10:25Þ

This particular signal can be modeled by the following state-space representation

_x1ðtÞ
_x2ðtÞ

� �
¼ 0 xo

�xo 0

� �
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

Ao

x1ðtÞ
x2ðtÞ

� �
|fflfflfflffl{zfflfflfflffl}

xðtÞ

ð10:26Þ

yðtÞ ¼ 1 0½ �|fflfflffl{zfflfflffl}
Co

x1ðtÞ
x2ðtÞ

� �
ð10:27Þ

where xð0Þ ¼ ½Mo sinð/oÞ;Mo cosð/oÞ�
T is the initial state.

The idea behind the modelling of a sinusoidal signal is now used to model a
three-phase balanced system. Consider a balanced three-phase sinusoidal electric
system (current or voltage). All the signals have identical amplitudes (M) and
frequencies (xe), and their mutual phase shift is 2p=3. They can be described by:

yaðtÞ ¼ M sin xeðtÞt þ /að Þ ð10:28aÞ

ybðtÞ ¼ M sin xeðtÞt þ /a �
2p
3

� �
ð10:28bÞ

ycðtÞ ¼ M sin xeðtÞt þ /a þ
2p
3

� �
ð10:28cÞ

where /a is the initial phase of yaðtÞ. Notice that although we consider the same
frequency for all the signals, the value of xe can be time-varying as explicitly
indicated above. Since the system in Eqs. 10.28a–10.28c is balanced, the sum-
mation of the three signals must be equal to zero:
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yaðtÞ þ ybðtÞ þ ycðtÞ ¼ 0 ð10:29Þ

which means that one of the signals yjðtÞ, for j 2 fa; b; cg, can be computed from
the other two.

Taking into account this property, and exploiting model described in
Eqs. 10.26–10.27, any balanced three-phase sinusoidal system can be generated by
a state-space model of the following form:

_xðtÞ ¼ AðxeðtÞÞxðtÞ ð10:30Þ

yðtÞ ¼ CxðtÞ ð10:31Þ

with state vector xðtÞ ¼ ½x1ðtÞ; x2ðtÞ�T , output vector yðtÞ ¼ ½yaðtÞ; ybðtÞ; ycðtÞ�T ,

and initial state xð0Þ ¼ ½M sinð/aÞ;M cosð/aÞ�
T . Matrices AðxeðtÞÞ and C are

defined by:

AðxeðtÞÞ ¼
0 xeðtÞ

�xeðtÞ 0

� �
; C ¼

1 0

� 1
2 �

ffiffi
3
p

2

� 1
2

ffiffi
3
p

2

2
64

3
75 ð10:32Þ

Model described by Eqs. 10.30–10.32 can be extended to a balanced three-
phase system with multiple harmonics, for which the monitoring methodology
described below extends in a straightforward way [16]. The above model is used
for the design of residual generators in the following section.

10.5.2 Residual Generation

The presence of sensor faults in a balanced three-phase system can be modeled as
follows. First, model given by Eqs. 10.30–10.32 is discretized with sampling
period Ts. Adding the effect of electromagnetic disturbances and measurement
noise to the resulting discrete-time model yields:

xðk þ 1Þ ¼ UðxeðkÞÞxðkÞ þ wðkÞ ð10:33Þ

ymðkÞ ¼ CxðkÞ þ vðkÞ þ fðkÞ ð10:34Þ

with UðxeðkÞÞ ¼ expðAðxeðkÞÞTsÞ, where xeðkÞ is assumed to be constant over
the sampling period Ts. Vectors wðkÞ and vðkÞ are uncorrelated zero-mean
Gaussian white noise sequences with covariance matrices Rw and Rv, respectively.

fðkÞ ¼ ½faðkÞ; fbðkÞ; fcðkÞ�T is a vector containing the faults, with fiðkÞ the fault in
the i-th sensor, for i 2 fa; b; cg. The three-phases will alternatively be indexed
with i 2 f1; 2; 3g below.
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Multiple observer strategies can be used to detect and isolate sensor faults on
the basis of model in Eqs. 10.33–10.34. Two classical schemes can be distin-
guished, namely the Dedicated Observer Scheme (DOS) and the Generalized
Observer Scheme (GOS) [7, 17]. Both schemes are presented in Fig. 10.4.

The residual generation system per three-phase signals consists of three
observers when using the GOS or the DOS. The i-th observer, i 2 f1; 2; 3g is
designed on the basis of model dynamics described by Eq. 10.33 with the fol-
lowing output equation:

~ym
i ðkÞ ¼ ~CixðkÞ þ ~viðkÞ þ ~f iðkÞ ð10:35Þ

For the GOS, ~ym
i ðkÞ denotes vector ymðkÞ without the i-th measurement, ~f iðkÞ

denotes vector fðkÞ without the i-th component, and ~Ci stands for matrix C without
the i-th row. For the DOS, ~ym

i ðkÞ is the i-th measurement in vector ymðkÞ, ~f iðkÞ is

the i-th fault or the i-th component in fðkÞ, and ~Ci is the i-th row of C. ~viðkÞ is a
zero-mean Gaussian white noise sequence with covariance matrix R~vi. It turn out
that, for both schemes, the pair ð~Ci;UðxeÞÞ is observable when xe is a non zero
constant, or uniformly completely observable when xeðtÞ is varying within an
interval ½xmin;xmax� with xmin;xmax 2 R

þ. Hence, both schemes can be imple-
mented in the considered application.

For residual generation purposes, the observers are Kalman filters described as [18]

x̂iðkjk � 1Þ ¼ Uðx̂eðk � 1ÞÞx̂iðk � 1Þ ð10:36Þ

Miðkjk � 1Þ ¼ Uðx̂eðk � 1ÞÞMiðk � 1ÞUðx̂eðk � 1ÞÞT þ Rw ð10:37Þ

ŷiðkÞ ¼ ~Cix̂iðkjk � 1Þ ð10:38Þ

KiðkÞ ¼Miðkjk � 1Þ~Ci
~CiMiðkjk � 1Þ~CT

i þ R~vi

� 	�1
ð10:39Þ

x̂iðkÞ ¼ x̂iðkjk � 1Þ þKiðkÞð~ym
i ðkÞ � ŷiðkÞÞ ð10:40Þ

MiðkÞ ¼Miðkjk � 1Þ �KiðkÞ~CiMiðkjk � 1Þ ð10:41Þ

In Eqs. 10.36–10.41, the frequency xeðkÞ has been replaced by its estimate
x̂eðkÞ. This estimation can be obtained, for instance, by a frequency-locked loop
(FLL) as described in [19].

The i-th residual can be set as the innovation of the i-th Kalman filter (KF),
namely a two-dimensional vector when using the GOS or a scalar signal when
using the DOS:
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riðkÞ ¼ ~ym
i ðkÞ � ŷiðkÞ ð10:42Þ

As it is not easy to distinguish the effect of wðkÞ and ~viðkÞ on the measured
signals, the covariance matrices Rw and R~vi are used as tuning parameters. They
are selected in order to adjust the residual transient response and its sensitivity to
faults. Specifically, the i-th KF gain KiðkÞ is designed so that the effect of a single
fault on the residuals produced by the GOS (DOS) corresponds to the the incidence
Table 10.2 (3). In these tables, a ‘1’ in row i and column j indicates that residual ri

changes significatively upon occurrence of fault fj, whereas a ‘0’ means that the
residual presents very low sensitivity to fault fj, for j 2 f1; 2; 3g.

Per three-phase signals (currents or voltages), three residual vectors ri,
i 2 f1; 2; 3g, are obtained. By stacking the three residual vectors, we can define

vector rðkÞ ¼ ½r1ðkÞT ; r2ðkÞT ; r3ðkÞT �T , which can be processed by a decision

(a)

(b)

Fig. 10.4 Sensor FDI system with residual generation based on the a GOS, b DOS
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system of the form presented in Sect. 10.3.2. rðkÞ is a 6-dimensional vector when
using the GOS, and a three-dimensional vector when using the DOS. The residual
vector resulting from these two schemes can be written as:

rðkÞ ¼ r0ðkÞ þ m‘C‘1fk� k0g ð10:43Þ

where r0ðkÞ can be considered as a zero-mean Gaussian white noise sequence with
known variance RrðkÞ that corresponds to fault free measurements, C‘ is the ‘-th
column of the incidence table and m‘ stands for the magnitude of the fault effect on
the residual. m‘ is supposed to be constant and equal to its steady state value, for the
sake of simplicity. Transient effects could be accounted for as in [11].

Thus the fault detection/isolation problem can be stated as the following
hypothesis test.

Choose between:

H0 LðrðiÞÞ ¼Nð0;RrðiÞÞ for i ¼ 1; . . .; k

H‘; ‘ ¼ 1; . . .; nf LðrðiÞÞ ¼Nð0;RrðiÞÞ for i ¼ 1; . . .; k0 � 1

¼Nðm‘C‘;RrðiÞÞ for i ¼ k0; . . .; k

where k0 is the unknown fault occurrence time.
This is exactly the form of the problem statement in Sect. 10.3.2, except that the

variance of the residual is time-varying. Yet this can be accounted for in a
straightforward way in the computation of the the log-likelihood ratios [14, 15].

RemarkDue to the fact that Rw and R~vi are used as tuning parameters for the
Kalman filters, the whiteness of the residual sequence is not guaranteed. However,
the CUSUM algorithm is known to be robust to this hypothesis [20].

In the next section, a validation example for voltage and current sensor FDI on
a DFIG is presented.

10.5.3 Fault Detection and Isolation in the Stator Voltage
and Current Sensors of a Wind Driven DFIG

The presentation of the case study consists of the problem statement, the design of
the residual generator and the decision system, and their validation in simulation.

10.5.3.1 Problem Statement

The controlled DFIG depicted in Fig. 10.5 is considered. The rotor side controller
(RSC) aims at reaching the desired reference generator torque T�g and the stator
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reactive power Q�s exchanged between the DFIG and the grid. As is usual for
control purposes, the measured three-phase stator voltages um

s;abc, stator current
im
s;abc and rotor currents im

r;abc are transformed into the appropriate rotating dq frame

by the Park transformation represented by the dq=abc blocs in the figure [21]. ĥs

and ĥr represent estimates of hs and hr. These two angles are defined with respect

to a suitable reference axis and they fulfill dhs

dt
¼ xs,

dhr

dt
¼ xr where xs and xr are

respectively the stator and rotor signal frequencies. The symbols v and f, indexed
by a signal name, correspond to the measurement noise and the additive fault
affecting this signal, in accordance with the measurement Eq. 10.34. Finally Xg

denotes the generator speed. The design of the RSC controller is described in
Chapter 5 of [15].

Our aim is to design a diagnostic system that detects and isolates faults on
the stator voltages vm

s;abc and the stator currents ims;abc while being insensitive to
possible faults on the rotor currents. This diagnostic system should work properly
in the whole operating range of the wind-driven DFIG. All the fault magnitudes
are expressed as a percentage of the peak value of the signal at the rated operating
point. The nominal faulty situation (minimum fault to be detected) is defined as the
presence of an offset in the stator current (stator voltage) sensor with magnitude
equal to 5 % (2 %). The choice of a lower nominal fault amplitude for the stator
voltage is justified as follows. A fault in the stator voltages not only affects the
computation of the control law since the stator voltages are used for both state
estimation and computation of the stator active and reactive power, but also affects
the estimated angle for the Park transformation which is obtained by a phase-
locked loop/frequency-locked loop. This is the reason why a lower fault magnitude
is considered for the stator voltages than for the stator currents. The error on the
estimated angle for the Park transformation due to a bias or phase unbalance in
the stator voltages has been studied in [22]. Finally, a mean detection/isolation
delay of �s‘� 0:04 s is imposed for all six sensor faults.

Table 10.2 Incidence table using the GOS

r f1 f2 f3
r1,1 0 1 0

r1,2 0 0 1

r2,1 1 0 0

r2,2 0 0 1

r3,1 1 0 0

r3,2 0 1 0
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10.5.3.2 Residual Generator and Decision System Design

Let us denote by f1, f2, and f3 the faults affecting us;a, us;b and us;c respectively, and
by f4, f5, and f6 the faults affecting is;a, is;b, and is;c. Then by combining two GOS
schemes, one for monitoring the stator voltages and one for monitoring the stator
currents, a 12-dimensional residual vector is obtained that complies with the
incidence matrix of Table 10.4. Indeed, each observer output r‘ðkÞ, where ‘ 2
f1; 2; 3g for the stator voltages and ‘ 2 f4; 5; 6g for the stator currents, is a two-
dimensional vector. Both three-phase systems are assumed to have constant fre-
quency xe ¼ 2pfs rad/s, with fs ¼ 50 Hz the synchronous frequency for the design
of the Kalman filter based on model described by Eqs. 10.33 and 10.35.

The residual vector can be processed by the multi-CUSUM algorithm described
by Eqs. 10.11–10.13 to detect and isolate faults. To this end, the mean and
covariance of the residual vector have to be evaluated in fault free mode and for
the nominal fault to be detected.

From a first set of 5 s of simulated data in healthy conditions, with the system in
its rated operating point, the value of the covariance matrix (R) for the residual
vector r(k) is obtained. The residual mean presents negligible values, so l0 is set to
zero. On the basis of the indicated minimum fault magnitudes, each l‘, for
‘ ¼ 1; 2; . . .; 6, is calculated, assuming that vector C‘ is the ‘-th column in
Table 10.3. The thresholds are set to h‘ ¼ 3� 104 for ‘ 2 1; 2; 3 and h‘ ¼ 6� 103

for ‘ 2 f4; 5; 6g, to comply with the required mean detection/isolation delay.

Fig. 10.5 Faults affecting the three-phase signals in a controlled DFIG
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10.5.3.3 Simulation Scenario

The performance of the designed FDI system is tested via simulations where
additive sensor faults in the stator currents and voltages, changes in the reference
variables (T�g and Q�s ) and in the disturbances (Xg), as well as additive sensor faults
in the rotor currents are carried out. Changes in the reference of the generator
torque T�g and in the generator speed Xg are related to changes in the mean wind

speed (�V) since the wind-driven DFIG is operating according to its ideal power
curve shown in Fig. 10.6a. Changes in operating points can also be characterized
in terms of the slip of the DFIG, which is defined as s ¼ ðxs � npXgÞ=xs with np

the number of pole pairs of the generator (see Fig. 10.6b).
For validation purposes, a simulation of the DFIG including parameter varia-

tions, as described in [15] is performed. To avoid too lengthy simulations, given
the small step size needed for the numerical resolution of the differential equations
describing the generator dynamics, the variations of the operating point that are
simulated are much faster than the ones expected in a real wind turbine. Indeed, for
a wind turbine the operating point variations depend mainly on the wind speed
variations, that lie in the low frequency range (up to 10 Hz). In addition, according

Table 10.3 Incidence table for single faults using the DOS

r f1 f2 f3
r1 1 0 0

r2 0 1 0

r3 0 0 1

Table 10.4 Incidence table using GOS

r f1 f2 f3 f4 f5 f6
r1,1 0 1 0 0 0 0

r1,2 0 0 1 0 0 0

r2,1 1 0 0 0 0 0

r2,2 0 0 1 0 0 0

r3,1 1 0 0 0 0 0

r3,2 0 1 0 0 0 0

r4,1 0 0 0 0 1 0

r4,2 0 0 0 0 0 1

r5,1 0 0 0 1 0 0

r5,2 0 0 0 0 0 1

r6,1 0 0 0 1 0 0

r6,2 0 0 0 0 1 0
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to some grid codes, the resulting power changes (that are related to both the
generator torque and speed) must be smaller than 0.1 p.u./min (see p. 122 of [23]).
We can expect that, if the sensor FDI system can cope with such fast operating
point variations, it will achieve good performance for slower variations as well.

Changes in the generator speed Xg are depicted in the form of slip changes in
Fig. 10.7a. We can see that a wide range of operating conditions are covered. The
first 6 s of the simulation correspond to supersynchronous operation (s \ 0), at
t = 6 s the machine drifts toward synchronism (s = 0) and at t = 8 s the machine
is forced to operate at subsynchronous values of speed (s [ 0).

Three faults are simulated, each affecting one of the three sets of sensors
measuring, respectively ir;abc, vs;abc and is;abc, as presented in Fig. 10.7b. First,
between t ¼ 1 s and t ¼ 2 s, a fault of 5 % in the sensor ‘ ¼ 8 occurs, which
corresponds to the measurement of ir;b. Recall that the rotor currents are not
monitored. Then, between t = 4 s and t = 5 s, a fault of 2 % in the sensor ‘ ¼ 1
occurs, which corresponds to the measurement of us;a. Finally, between t ¼ 8:5 s
and t ¼ 9:5 s, a fault of 5 % in the sensor ‘ ¼ 6 occurs, which corresponds to the
measurement of is;c.

The applied changes in the reference of Tg and the resulting generator torque is
depicted in Fig. 10.8a. The reference of the stator reactive power Qs is set to zero
for the first 8 s of simulation, and at t = 8 s, a step change of 0.05 [p.u.] is made,
as presented in Fig. 10.8b.

In both the controlled variables, Tg and Qs, the effect of the additive faults are
clearly noticeable. The presence of bias in the measurement of a stator or rotor
three-phase signal produces oscillations in the dq components of the measured
signal. These oscillations have a frequency equal to the frequency of the faulty
stator or rotor signal. Since the dq components are used for computing the control
law as well as the controlled variables, oscillations around the reference value of
both Tg and Qs appear in the presence of the faults.
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Fig. 10.6 Operating conditions for a wind-driven DFIG: a Ideal power curve: active power (Pe)
versus wind speed (V). b Slip (s) versus wind speed (V)
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10.5.3.4 Results and Discussion

The outputs of the two GOS are depicted in Fig. 10.9a for the stator voltages
(‘ 2 f1; 2; 3g) and in Fig. 10.9b for the stator currents (‘ 2 f4; 5; 6g). In
Fig. 10.9a, the fault in sensor 1 (us;a) between t = 4 s and t = 5 s produces a
change in the mean in components r2;1 and r3;1, which is consistent with the
incidence Table 10.4. In Fig. 10.9b, the mean of components r4;2 and r5;2 presents
a sustained change only between t ¼ 8:5 s and t ¼ 9:5 s, which corresponds to the
fault in sensor 6 (is;c). All the residuals r‘ for ‘ 2 f4; 5; 6g are affected by the other
sensor faults because of their propagation due to the control algorithm, but their
means remain close to zero. The same behavior occurs in the presence of changes
in the references and in the disturbance.

The decision functions resulting from treating the resulting 12-dimensional
residual vector rðkÞ using the multi-CUSUM algorithm are presented in
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Fig. 10.10a for the stator voltages (‘ 2 f1; 2; 3g) and in Fig. 10.10b for the stator
currents (‘ 2 f4; 5; 6g). For the presentation of the decision functions in
Figs. 10.10a, b we have used the thresholds h‘ as normalization factor.

In Fig. 10.10a, only g�1, corresponding to fault in the sensor measuring us;a

crosses the threshold after t ¼ 4 s. Therefore, this fault is correctly detected and
isolated. From Fig. 10.10b, only g�6, corresponding to fault in the sensor measuring
is;c crosses the threshold after t ¼ 8:5 s. Notice the repeated crossing of the
threshold while the fault is present, due to the re-initialization strategy in
Sect. 10.3.3. The fault in sensor ‘ ¼ 8 (ir;b) produces positive values in g�‘ for
‘ 2 f4; 5; 6g. In addition, changes in the reference and in the disturbance produce
transients of small amplitude in these decision functions. However, in both cases,
the decision functions do not cross the corresponding threshold. Again, we can
conclude that the fault in the stator current is;c is correctly detected and isolated. In
addition for both faults are detected and isolated within the required detection/
isolation delay.
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Simulations with fault magnitudes of 2, 3, 5, 8 % for the stator voltages, 5, 8,
10, 15 % for the stator currents have been performed. In all the cases, the decision
algorithm was able to detect and isolate all the faults, with a detection/isolation
delay lower than the required one. We can conclude that, with the proposed sensor
FDI system based on the model of the three-phase signals, sensor FDI for the stator
voltages and currents can be achieved. The performance is not affected by either
changes in the references or in the disturbance, or by faults in the rotor currents.

Faults in the rotor currents are compensated by the control algorithm; so the
effect of the fault in the signals is not noticeable as in the case of faults affecting
the stator voltages and the stator currents. This is shown in Fig. 10.11.

Figure 10.11a depicts the measured stator and rotor currents when the fault in
sensor is;c (‘ ¼ 6) is present between t ¼ 8:5 s and t ¼ 9:5 s, while Fig. 10.11b
presents both currents when the fault in sensor ir;b is present between t ¼ 1 s and
t ¼ 2 s. Notice in Fig. 10.11a that the measurement of is;c presents a change in
its mean, and that the fault does not produce significative changes in the mean
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of the other stator current measurements, nor in the rotor current measurements.
On the contrary, Fig. 10.11b shows that upon occurrence of an additive fault on
the sensor measuring ir;b (‘ ¼ 8), the fault is propagated, due to the control
algorithm to the other two rotor currents, and it affects the mean of all three rotor
currents. Finally, the stator currents are also affected by the fault in sensor ‘ ¼ 8.
Oscillations with frequency equal to the rotor current frequency (xr ¼ xs � npXg

[rad/s]) appear, but the means of the stator currents remain unchanged.
Because of these observations, the approach described in Sect. 10.6.2 cannot be

applied to perform sensor FDI in the rotor currents. A method based on a model
of the DFIG, as described in [14, 15], is needed in this case. Nevertheless, using
such a model will imply being sensitive to variations in the electrical parameters
(mainly as function of the temperature) due to the large variation in the operating
conditions. A proper handling of this issue is proposed in the indicated references.
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10.6 Conclusion

Three issues have successively been considered, namely single sensor monitoring,
FDI in redundant sensors, and analytical redundancy for sensor FDI. In all cases, a
decision system based on a recursive statistical change detection/isoltion algorithm
has been used.

The algorithm for excessive noise detection has been applied to generator speed
measurements in a wind driven DFIG. These data were obtained from a wind
turbine simulation corresponding to realistic wind conditions.

Analytical redundancy has been applied to FDI of stator voltage and current
sensors. It has been emphasized that a simple signal model can be used, accounting
for the balanced nature of the three-phase signals. This allows one to avoid the use
of a model of induction generator, which is subject to parameter changes, for FDI.
In the validation involving simulated data from a controlled DFIG, the
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performance of the resulting sensor FDI system is not affected by changes in the
reference signals and by disturbance variations. In addition, faults affecting the
rotor currents do not degrade the performance of the sensor FDI system. Besides, it
was observed that the control algorithm partially hides the fault affecting a par-
ticular rotor current sensor, and the effect of the fault is propagated to the other two
rotor current sensors.

10.7 Future Work

As wind turbines are growing larger and larger, the concern for online structural
health monitoring is increasing. This can notably be achieved through sensor
networks. Therefore, sensor monitoring for sensor networks appears to be an
important issue. This raises new problems such as the development of decentral-
ized methods allowing to handle a large number of sensors, and the determination
of proper ways to handle transmission delays and packet losses in sensor networks
in the framework of sensor monitoring. Initial work on this topic goes into two
directions: data-based methods [24], and model based methods [25]. In the later
case, the available results on decentralized state observers appears to be an
interesting starting point [26, 27, 28]. Open issues include the generalization of
classical multiobserver schemes, such as the generalized observer scheme and the
dedicated observer scheme, to sensor network while accounting for scalability and
decentralization. The extension of statistical change detection/isolation algorithms
to this context is also just starting to be tackled [29]. Another issue concerns
the integration, in the design of the FDI system, of the notion of risk (namely the
probability that a certain fault appears) and of the potential impact of a fault on
the process performance. The choice of the decision threshold should notably
account for risk and fault impact. This would allow one to go toward risk-based
maintenance.
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Chapter 11
Structural Load Analysis of Floating
Wind Turbines Under Blade Pitch System
Faults

Rannam Chaaban, Daniel Ginsberg and Claus-Peter Fritzen

Abstract High performance and reliability are required for floating wind turbines
due to the fact that they operate under hard conditions with minimum access for
maintenance and high cost of repair. Therefore, the assessment of the severity of
possible faults on the floating turbine structure will provide good guidelines once
they occur either to employ the appropriate protective strategies such as turbine
shutdown, or to continue power operation at reduced or full capacity. Furthermore,
it will motivate the development of fault-oriented identification algorithms and
fault-tolerant control systems that enhance the floating turbine reliability. As the
pitch system has the highest failure rate, the faults of such system are of great
interest. Several pitch system faults are considered and compared in this chapter
including blade pitch sensor bias and gain faults, in addition to the performance
degradation of the pitching mechanism, actuator stuck, and actuator runaway.
Regardless of the origin of the fault inside the pitch system, these faults lead to an
increased rotor imbalance which has different effects on the turbine structure and
the platform motion. A utility-scale turbine mounted on the barge platform con-
cept, and modeled using an aero-hydro-servo-elastic simulation tool is used to
simulate these faults, and to study their effects as function of the fault magnitude
and the mean wind speed in the full load region.
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Nomenclature

b Blade pitch angle
bref Reference blade pitch angle
C Damping coefficient
CP;max Maximum power coefficient
e(t) Error signal
g Generator efficiency
h Hub height
ID Drive-train inertia
J Turbine inertia term about platform pitch axis
K Stiffness coefficient
KP Proportional gain
KI Integral gain
k Tip speed ratio
N Gearbox ratio
Xg Generator speed
Xg;rated Rated generator speed
Xr Rotor speed
Xr;rated Rated rotor speed
xn Natural frequency
Prated Rated output power of the generator
dP
dh

Sensitivity of the rotor aerodynamic power to the scheduling parameter

R Rotor radius
q Air density
T Aerodynamic rotor thrust
T0 Aerodynamic thrust over the rotor at the linearization point
Tg Generator torque
td Time delay
h Scheduling parameter
V Average wind speed over the rotor disk
w(t) Noise
_x Tower top (hub) velocity
n Platform pitch angle
_n Platform pitch angular velocity
€n Platform pitch angular acceleration

f Damping ratio
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11.1 Introduction

With the steady increase in wind power worldwide, offshore wind farms are most
likely to be a sizable contributor of electricity production in some countries due to
the high quality of offshore wind resources and their proximity to the big shore
cities. To date, offshore wind turbines are limited to shallow water supported by
conventional fixed-bottom substructures [1]. Different types of substructures are
used according to water depth such as gravity bases for water depth to about 10 m,
fixed-bottom mono-piles for water depth to about 30 m, and tripods and lattice
frames used in water to about 50 m in depth [1]. For deeper water more than 60 m,
these support structures are no longer economically feasible and new types of
turbine support are needed. Floating support platforms are one of the potential
solutions. Numerous configurations of the floating support platforms are available
from the offshore oil and gas (O&G) industry. The technical feasibility of
developing offshore floating wind turbines platforms is out of question as the O&G
industry has already proven the long-term survivability of such support structures.
However, the main concern regarding this new trend to invade deep water is the
development of a cost-effective offshore floating wind turbine that can find its way
into the competitive energy market. This concern motivates the research for
optimized designs while making use of the gained knowledge from the offshore
O&G industry.

Floating substructures could be divided into three main concepts according to
the method used to achieve stability in pitch and roll. These three primary concepts
are the tension leg platform (TLP), spar buoy and barge (Fig. 11.1). The TLP uses
mooring lines combined with excess buoyancy to provide restoring pitch and roll
moments, the spar buoy platform provides similar moments by its deep draft and
ballast, while the barge platform uses its shallow draft combined with the large
water-plane area moment to generate the needed restoring moments. Hybrid

Fig. 11.1 Floating platforms concepts
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concepts of these main three platforms are also possible [2]. In June 2009, the
world’s first spar buoy supported floating wind turbine was installed off the coast
of Norway in 220-m deep water [3].

The floating platform introduces six new degrees of freedom (DOFs) to the
system; these added DOFs, if not taken into account actively or passively, can
negatively affect the power production and turbine structural loading. The load
comparison between land-based and floating turbines shows dramatic increase in
the loading of the floating structure, basically, in tower base fore-aft and side-side
bending moments, blade flap-wise and edge-wise bending moments, and drive-
train torsional loading [4]. This overall increase in structural loading is related to
the motion of the platform in the fore-aft direction (platform pitch motion) that
induces the oscillatory wind inflow relative to the rotor, and excites the gyroscopic
yaw moment in combination with the spinning inertia of the rotor. The turbine
motion in the fore-aft direction in combination with the blade pitch control
engaged in the above-rated region results in a servo-induced negative damping to
the pitch motion. Considering, for example, a single DOF model of the floating
wind turbine where the platform pitch angle is the only considered DOF (assuming
rigid body model for tower, blades, drive-train, and platform). The equation of
motion of such simple model could be written as

J€nþ C _nþ Kn ¼ hT ð11:1Þ

where n; _n; €n are the platform pitch angle, rotational velocity and rotational
acceleration, respectively, J is the inertia term that combines the turbine and
platform pitch inertia in addition to the added inertia due to hydrodynamic radi-
ation in pitch, C is the damping term that combines the damping associated with
the hydrodynamic radiation in pitch and the linearized damping associated with
the hydrodynamic viscous drag in pitch, K is the stiffness term that combines the
hydrostatic restoring in pitch and the linearized hydrostatic restoring in pitch from
all mooring lines, h is the hub height, and T is the aerodynamic rotor thrust.

The aerodynamic rotor thrust depends on the relative wind speed at the hub
height, blade pitch angle b and rotor speed Xr. Assuming a slow change in hub
translation, and using the first-order Taylor series expansion, then

T � T0 �
oT

oV
_x ð11:2Þ

with V is the average wind speed over the rotor disk, _x is the tower top (hub)
velocity, and T0 is the aerodynamic thrust over the rotor at the linearization point.
The hub translation and the platform pitch angle are related such as

x ¼ hn: ð11:3Þ
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Using Eqs. (11.2) and (11.3) in the equation of motion (11.1) then

J

h2
€xþ C

h2
þ oT

oV

� �
_xþ K

h2
x ¼ T0 ð11:4Þ

An interesting result obtained from this simple model is the dependency of the
damping term on the thrust sensitivity to wind speed oT

oV. Using a closed-loop blade-
pitch speed-regulation controller along with the 5 MW mounted on the barge
platform as an example, the sensitivity of the closed loop could be ‘‘ideally’’
estimated from the slope of the steady-state thrust versus wind speed response
presented in Fig. 11.2. The maximum negative slope can be found directly above
the rated wind speed; moreover, the maximum thrust over the rotor is at the rated
wind speed [5]. The decrease in thrust sensitivity in the full load region is due to
the engagement of the pitch control loop in this region (Fig. 11.2). This control
loop changes the blade pitch angle such as to adapt the rotor aerodynamic effi-
ciency with the above-rated wind speeds, which in turn will also affects the
damping term in Eq. (11.4).

The negative damping of the platform pitch motion affects the turbine perfor-
mance, as this motion induces the oscillatory wind inflow relative to the rotor, and
in combination with the spinning inertia of the rotor it excites the gyroscopic yaw
moment which turns the turbine away from the wind. Several publications
explored the negative damping behavior and suggested some guidelines for con-
troller design to avoid it, yet, the most interesting result is presented by Larsen and
Hansen which states that, to avoid negative damping implied by a conventional
controller, the controller frequency should be less than the natural frequency of the
floating wind turbine, and the decreased performance of controlling power and
rotational speed can be compensated by a nonlinear gain on the pitch regulator [6].
Using this result, Jonkman updated the baseline gain-scheduled proportional
integral (GSPI) controller developed originally for land-based turbines to suit the
new conditions of floating platforms [5]. Other methods to stabilize platform
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Fig. 11.2 Rotor thrust over operating regions, maximum at rated wind speed and blade pitch
angle active in full load region
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motion either using the individual blade pitching (IBP) [7, 8], or making the rotor
speed changing as function of platform pitch velocity [9] are also studied in the
literature.

Furthermore, many quantitative studies of wind turbine reliability have been
carried out in the past 10 years. One of the recent studies is the Reliawind project
survey that studied wind turbine subassembly reliability information from of
35,000 down events obtained from 350 onshore wind turbines operating for
varying length of time [10]. The Reliawind survey shares the well-known failure
rates to the public domain, where the pitch system failure rate dominates by more
than 20 % failures/turbine/year. The power module takes a considerable share of
the failure rates, while sensors take the highest rate of failures in the control and
communication module. Partial results of this survey for submodules with failure
rates higher than 2 % are shown in Fig. 11.3.

As the conventional control methods developed to decrease platform motions
depend heavily on controlling the blade pitch angle, and with the high failure rates
of the pitch system along with the failure rates of the sensors needed for the control
loop, this raises the question about the possible effects of a malfunctioning blade
pitch system on the floating wind turbine in terms of performance and structural
loading. Very recently, this topic starts to draw the attention of the research
community aiming to analyze the dynamic response of wind turbines during dif-
ferent fault scenarios, and comparing their structural loading to the loading created
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Fig. 11.3 Normalized failure rate and average downtime of subsystems and assemblies for
turbine of multiple manufacturers. Failures with failure rate less than 2 % are excluded, and full
results are available in [10]
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during normal operation or extreme events in order to estimated the severity of
each fault on the turbine structure.

Bachynski et al. [11] studied the dynamic response of the floating wind turbine
subject to three different faults, the first fault is the blade seize where the pitch
actuator of one blade is blocked, the second one is the blade seize, recognized by
the controller and followed by shutdown (grid disconnection and aerodynamic
braking), and the last fault is the grid loss followed by shutdown. The faults are
assumed to be detected within a short period of the fault event. A utility-scale wind
turbine mounted on different floating platforms are used, and platform motions in
addition to the structural loading caused by fault events are compared to loads
encountered during normal operation and during selected extreme weather con-
ditions. The main results of this study indicate that the platform motions and
mooring loads are dominated by the extreme wave conditions and hardly affected
by the faults, while the tower bending moments are more affected by fault con-
ditions; moreover, they found that blade bending loads in flap-wise direction are
sensitive to the imbalance while in edge-wise direction are sensitive to shutdown.
This study, though it is limited to the actuator seize and the shutdown process
directly after it, gives a good idea about the floating system dynamic response to
the fault-induced imbalance in the rotor and its effects on the platform motions.

In another study, Etemaddar et al. [12] investigated the effect of the magnitude
of different faults on a land-based wind turbine where the faults are assumed to
proceed through the simulation undetected. While Bachynski et al. used a col-
lective blade pitch controller, Etemaddar et al. used an individual blade pitch
controller in their work. The sensitivity of each control method to faults depends
on the fault origin and type which should be taken into account when comparing
the results. The presented results by Etemaddar et al. indicate that the individual
blade pitch control can reduce the penalty term of pitch sensor and pitch actuator
faults on output power and thrust load; however, the main effect of pitch sensor
fault is on the shaft main bearing bending loads. Moreover, the study did not
mention the effect of the faults on the tower loading.

Nevertheless, modern wind turbine control systems are equipped with condition
monitoring and fault detection and isolation systems, once the fault is detected and
isolated the common approach is to deploy the condition monitoring system and
shut down the turbine. However, not all faults share the same severity on the
turbine, some faults change the characteristics of a component such as the slower
performance of the pitching system, this change in the performance can be adapted
if the turbine is equipped with a fault-tolerant control system, or it might be just
monitored without engaging any preventive procedure in case of well-known
effects of such fault. Most condition monitoring systems and fault detection sys-
tems in wind turbines are signal-based, which makes fault detection and isolation
more challenging knowing that different faults may show similar signals. This last
point draws particular attention to the undetected occurring faults in wind turbines
and their effects on its structure. This chapter examines the effects of undetected
occurring pitch system faults on floating wind turbines. These faults lead to an
imbalance in the aerodynamic loading over the rotor disk, which will affect not
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only the rotor and the nacelle assembly, but also the tower and the floating plat-
form. However, the effects depend on how the rotor imbalance is built up, the
operating condition, and the fault magnitude.

This chapter is organized as follows: Sect. 11.2 describes the considered ref-
erence floating wind turbine model used in simulation along with its operating
region and the implemented controller, in addition to the considered pitch system
model. The sensor and actuator faults of the pitch system are presented in
Sect. 11.3. Section 11.4 goes through the simulation setup, the environmental
conditions (ECs) in addition to the addressed fault scenarios. The obtained sim-
ulation results are discussed and analyzed in Sect. 11.5. Finally, Sect. 11.6 states
the final conclusion of this chapter.

11.2 Wind Turbine

11.2.1 Reference Wind Turbine

The NREL offshore 5-MW baseline turbine [13] model mounted on the barge
platform is used as a reference wind turbine (RWT). The turbine is a fictitious
5-MW machine with its properties based on a collection of existing wind turbines
of similar rating since not all turbine properties are published by manufacturers.
The barge is a rectangular platform designed to be a cost effective and easy to
install platform suitable for shallow water. It utilizes the buoyancy due to its large
water-plane area to maintain stability. Since most of the platform is above the
water, it is very sensitive to incident waves. The main properties of this turbine and
the barge platform are listed in Table 11.1.

11.2.2 Regions of Operation

The variable-pitch variable-speed wind turbine operates typically in two different
regions, namely the full load region where the wind speed is above its rated value,
and the partial load region where the wind speed is less than its rated value
(Fig. 11.4). In the full load region (known also as the above-rated region), the wind
has enough energy to run the turbine at its rated rotor speed, and the main task of
the controller is to adapt the aerodynamic efficiency of the rotor by pitching the
blades into or out of the wind in order to keep the rotor speed at its rated value. On
the contrary, the maximum aerodynamic efficiency is maintained in the partial load
region (also known as the under-rated region) where the wind speed is less than its
rated value, and the controller task is to follow the maximum power production by
changing the rotor speed and consequently the generator torque. The partial load
region could also be divided into subregions in order to handle the transition at the
cut-in wind speed where the rotor should be accelerated till it reaches the power
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Table 11.1 Floating
reference wind turbine
properties [4, 22]

Turbine

Rated power 5 MW

Rotor type, blades Upwind/3 blades

Control Variable speed and variable pitch

Rotor/hub diameter 126 m/3 m

Hub height 90 m

Cut-in/rated/cut-out
wind speed

3/11.5/25 m/s

Rated rotor speed 12.1 rpm

Rated generator speed 1173.7 rpm

Blade pitch range -1� to +90�
Maximum blade pitch rate ±8 deg/s

Barge platform

Length 40 m

Width 40 m

Height 10 m

Draft 4 m

Water depth 150 m

Platform mass 5,452,330 kg

Roll and pitch inertia 726:9� 106 kg�m2

Yaw inertia 1; 454� 106 kg�m2

Number of mooring lines 8

Fig. 11.4 Wind turbine operating regions
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production speed, or the transition at the rated wind speed between the partial and
full load regions (Fig. 11.2).

Blade pitching is activated only in the full load region, while in the partial load
region the blades are kept at zero pitch angle in order to maintain the maximum
aerodynamic efficiency of the rotor.

11.2.3 Wind Turbine Control

Two control methods for blade pitching are available, the first method is the
collective blade pitching (CBP) which is the process of changing the pitch angle of
all blades in the same time, or in other words, all blades have the same pitch angle
at any time. The second method is the IBP where each blade is set to a different
angle from the other blades. The use of each method depends on the set objec-
tive(s) of the controller in the full load region. If regulating rotor speed is the main
task, CBP can do the job, however, if the task is extended to reduce blade loading
or adapt to the varying aerodynamic loading over the rotor disk, the IBP is the right
candidate [7, 14]. These two control methods pose different performance
requirements over the blade pitch actuators, while the CBP is used to adjust the
blades angles according to the slow changes in the wind speed which might happen
once every few rotations, the IBP requests many adjustments of the blades angles
per each rotation. This difference in performance requirement should be taken into
account when faults are introduced, and in analyzing the results.

The controller design follows the classical linear design methods applied to a
linearized wind turbine model at a number of operating points that spans over the
different operating regions. Due to the change of the turbine characteristics over
the operating regions, the gain-scheduling control methods are used successfully to
control turbines.

The collective blade pitch GSPI is one of the first well-documented controllers
that have been implemented to control floating wind turbines, it is used in the
literature as a baseline controller to compare the obtained results. This work will
follow the same steps and use the baseline GSPI controller to study the blade
pitching system fault effects on the floating turbine.

The GSPI controller is a sophisticated collective pitch controller that employs a
gain-scheduling technique to compensate for the nonlinearity in the turbine by
changing the controller gain according to a scheduling parameter. This controller
was originally developed by Jonkman for the standard land-based 5-MW turbine
[13], and later was implemented to the same turbine mounted on the three main
floating platforms [5]. The controller has two separate control loops, the first is the
collective blade pitch control loop which employs the gain-scheduling technique to
the proportional integral controller. This control loop is active only in the full load
region. The second one is the generator torque control loop that switches the
objective between the partial and the full load regions. The structure of the
baseline GSPI is shown in Fig. 11.5.
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As the RWT does not have any model for the pitch system, the pitch system
model block is added between the blade pitch controller and the turbine model.
The measured outputs are the generator speed, generator torque, and the three
blade pitch angles. A Gaussian noise with zero mean and given standard deviation
is added to the deterministic output values in order to emulate measurement noise.
The noise standard deviation depends on sensor type, and the difficulty to get the
measurement. The blade pitch angles are measured for example on the cylinder of
the pitch actuators in the hydraulic pitch systems, while the generator torque is
provided by soft sensors in the converters, and the generator speed is measured
using a speed encoder. The used standard deviations are for the generator speed
noise 0.0158 rad/s, for the generator torque noise 45 Nm, and finally for the pitch
angle measurement noise 0.2� [15].

11.2.3.1 Blade Pitch Control

The GSPI control law is given in Eq. (11.5) where b tð Þ is the collective blade pitch
control command, KP is the proportional gain, KI is the integral gain, both gains
are functions of the scheduling parameter h, while e(t) is the error signal to be
driven to zero. The error signal is given in Eq. (11.6) where Xg is the measured
generator speed, and Xg;rated is the rated generator speed of the turbine. The
scheduling parameter h is taken to be the previous measured collective blade pitch
angle. As the three pitch angles are measured, the collective pitch angle is obtained
by averaging the measurements of all pitch angles.

bðtÞ ¼ KP hð Þe tð Þ þ KI hð Þ
Z t

0

e sð Þds ð11:5Þ

Fig. 11.5 GSPI control structure with pitch system model. Only one pitch system is included in
this diagram. br

i is the noise-free blade pitch angle (i ¼ 1; 2; 3), bm
i is the pitch angle

measurement, Xr
g is the noise-free generator speed, Xm

g is the generator speed measurement.

bc ¼ 1
3 b1 þ b2 þ b3ð Þ is the collective blade pitch angle. Tgen is the generator torque command,

and bi is the blade pitch command, s is Laplace complex variable
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e tð Þ ¼ Xg � Xg;rated: ð11:6Þ

The proportional and integral gains are scheduled such as the rotor DOF has the
same response of a closed-loop system defined by the natural frequency x0 and
the damping ratio f0 at each wind speed in the full load region. The scheduling
gains are calculated using the following equations

KP hð Þ ¼ 2IDXr;ratedf0x0

N � dP

dh

� � ð11:7Þ

KI hð Þ ¼ IDXr;ratedx2
0

N � dP

dh

� � ð11:8Þ

where ID is the drive-train inertia, Xr;rated is the rated rotor speed, N is the gearbox
ratio, and dP

dh represents the sensitivity of the rotor aerodynamic power to the
scheduling parameter (e.g., collective blade pitch angle). For further details on
how the sensitivity is converted into a function of the scheduling parameter, the
reader is referred to [4].

11.2.3.2 Generator Torque Control

The generator torque control is basically used in the under-rated region to follow
the maximum power production by changing the rotor speed as the wind speed
changes. In the above-rated region, two approaches are presently used, the first one
uses constant generator torque (rated value), with this approach the power will be a
function of the fluctuations of the rotor speed about its rated value as the wind
speed changes, these speed fluctuations are minimized by the pitch controller. The
second approach is to use a constant generator power, which means to adapt the
generator torque within certain limits to the changes of the rotor speed in order to
produce constant output power. This second approach assumes that the generator
torque can move above its rated value to some maximum value, and the fluctua-
tions are constrained to a maximum torque rate.

Considering maximum power production in the partial load region, the gen-
erator torque is a function of the rotor speed such as

Tg ¼
pqR5CP;max

2k2N3
X2

g ð11:9Þ

where q is the air density, R the rotor radius, CP;max is the maximum power coef-
ficient, k is the tip speed ratio corresponding to CP;max. Considering the constant
output power approach for the full load region, the generator torque is given as
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Tg ¼
Prated

gXg
ð11:10Þ

where Prated is the rated output power of the generator, and g is the generator
efficiency.

11.2.4 Pitch System

The pitch system adjusts the angle of the blade by rotating it. In a three-bladed
wind turbine, three identical pitch systems are used. These systems could be
electrical or hydraulic, and regardless of the system nature they share common
components, system response, and fault symptoms. The common components
include the actuator, the controller, and the sensors. The pitch system can be
satisfactory modeled as a second-order system [16] with a time delay td and a
reference signal bref such as

€bðtÞ ¼ �2fxn
_bðtÞ � x2

n bðtÞ � brefðt � tdÞð Þ ð11:11Þ

where td is the time delay related to the communication between the turbine
controller and the pitch system controller, b tð Þ is the pitch angle, bref tð Þ is the
reference pitch angle, xn and f are the natural frequency and damping ratio of
the pitch system model, respectively. The block diagram that illustrates the pitch
system model along with the constraints on the pitch slow rate and range is shown
in Fig. 11.6. The constraints are added to represent the limitations of the actual
pitch actuator.

The GSPI controller was originally designed [5] without considering the pitch
system model in the turbine. As the considered pitch system model has higher
dynamics than the turbine dynamics, the pitch system does not affect the controller
design. Figure 11.7 shows the bode magnitude of the transfer function from the
collective pitch angle to the generator speed for the RWT model with and without
pitch system model. The transfer function is obtained from linearizing the non-
linear model of the turbine implemented in FAST (All DOFs in FAST are enabled
such as tower fore-aft and side-side modes, blade flap-wise and edge-wise modes,

Fig. 11.6 Block diagram of pitch actuator including slow rate and range limitations. s is Laplace
complex variable

11 Structural Load Analysis of Floating Wind Turbines ... 313



drive-train torsional mode in addition to platform translational and rotational
DOFs) at a chosen operating point in the middle of the full load region, e.g., the
wind speed at the operating region is 18 m/s and the rotor speed is 12.1 rpm. A
hydraulic pitch system is considered by a second-order model that has the natural
frequency at xn ¼ 11:11 rad/s and damping ratio f ¼ 0:6 (see Table 11.5). It is
clear that adding the pitch system model to the turbine model does not affect the
dynamics of the system below 2 Hz. For this reason, the GSPI gains are not
affected.

11.3 Faults

An undesired change in the characteristics of a component is normally called a
fault. Faults in general could be categorized according to their temporal profile as
incipient or abrupt. Incipient faults are slow to happen and progress slowly with
time and system dynamics are gradually changed, on the contrary, abrupt faults are
sudden and unexpected. Abrupt faults are generally more easier to detect than the
incipient faults; however, they might have severe consequences on the system.
Faults on wind turbines have different degrees of severity and accommodation.
Once faults are detected, a safe and fast shutdown of the turbine might be nec-
essary in response to some of them, while the turbine could be reconfigured to
continue power production in response to other faults.
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Fig. 11.7 Bode magnitude plot of the transfer function between the collective pitch angle and
the generator speed for wind turbine model with (continuous) and without (dashed) actuator
model. Actuator model (dotted) is considered as second-order model of natural frequency xn ¼
11:11 rad/s and damping ratio f ¼ 0:6
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According to wind turbine reliability analysis (Fig. 11.3), the most common
faults occur in the pitch system, power electronics and generator assembly and in
turbine sensors. Faults in the pitch system and sensors result in structural loading
of the turbine due to rotor imbalance and might affect the stability of the floating
platform. These faults are originated by either electrical or mechanical anomalies,
and they can result in different fault scenarios in sensors and pitch system. Fur-
thermore, the optimal operation of wind turbines depends highly on the right rotor
adjustment and balance, and the blade angles have a strong impact not only on the
performance, but also on the emerging loads.

In order to model the faults, the pitch system/sensor equations are to be
updated. The incipient faults are introduced gradually through their magnitude and
rate of change. On the other side, the abrupt faults are modeled by rewriting the
system and measurement equations such that the new equations correspond to the
enforced changes by the introduced fault.

11.3.1 Sensor Faults

Sensor faults are more frequent compared to the turbine structure lifetime. As
turbine monitoring and control uses the sensor data for decision, it is important that
the data acquired are accurate and reliable. Generally, the fault-free sensor is
modeled as

Sm tð Þ ¼ Sr tð Þ þ v tð Þ ð11:12Þ

where Sm tð Þ is the fault-free sensor measurement (e.g., pitch angle or generator
speed), Sr tð Þ is the noise-free value, and v(t) is the measurement noise. The
dynamics of the sensor is ignored as it is too fast compared to the system
dynamics. Sensors might produce different types of faults including—but not
limited to—the following.

11.3.1.1 Bias

The bias could be represented with a constant value that is introduced to the final
measurement such as

Sf tð Þ ¼ Sr tð Þ þ Bþ v tð Þ ð11:13Þ

where B is the bias value (constant), and Sf tð Þ is the faulty sensor measurement.
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11.3.1.2 Gain

The gain error is modeled as

Sf tð Þ ¼ ð1þ aÞSr tð Þ þ v tð Þ ð11:14Þ

where a could be constant or time-dependent gain.

11.3.1.3 Complete Failure

The sensor could generate suddenly a constant value A that might be contaminated
with noise wðtÞ such as

Sf tð Þ ¼ Aþ wðtÞ ð11:15Þ

This fault is an abrupt fault, and it might rise due to a failure in the sensor
electronics.

11.3.2 Pitch System Faults

The blade pitch system is affected by the measurements of the blade pitch angle;
however, as a system the following faults could be recognized.

11.3.2.1 Performance Degradation

The performance of the pitching system might be changing with time, which could
be seen by the change of the system response. The performance degradation is an
incipient fault that could be introduced by changing the model parameter,
Eq. (11.11), such as

€bðtÞ ¼ �2f cð Þxn cð Þ _bðtÞ � x2
n cð Þ bðtÞ � brefðt � tdÞð Þ ð11:16Þ

where the damping ration f and the natural frequency xn are now functions of the
parameter c that is used to describe the change in system performance.

11.3.2.2 Actuator Stuck

The complete failure in the pitch actuator which will lead to loosing the ability of
pitching the blade so it sticks in its current position which will cause the rotor
imbalance. This fault is described as
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bðtÞ ¼ b0 ð11:17Þ

where b0 is the seize angle.

11.3.2.3 Pitch Runaway

The complete failure of the pitch sensor in such way that produces a constant value
will make the pitch control loop unstable, and the output command follows a ramp
function forcing the blade to pitch to feather at the maximum rate till it reaches the
maximum range of bmax ¼ 90�, then the blade will stuck at this position. This fault
is described as

bðtÞ ¼ min bðTOFÞ þ _bmax t � TOFð Þ; bmax

� �
ð11:18Þ

where bðTOFÞ is the current pitch angle at the time of fault TOF, _bmax is the
maximum pitch rate, and t is the time.

11.3.2.4 Bias Error

The bias error is a common problem in pitch systems that might originate from
different sources such as a malfunctioning of the pitch sensor measurement (gain
or bias), or a relative blade angle deviation in the rotor (rotor adjustment problem).
When the bias is introduced, the pitch actuator model equation is modified as

€bðtÞ ¼ �2fxn
_bðtÞ � x2

n bðtÞ � bbiasðtÞð Þ þ x2
nbrefðt � tdÞ ð11:19Þ

where bbiasðtÞ is the bias angle value, which might be constant or depending on
time according to the fault origin.

11.4 Simulation Setup

The state-of-the-art aero-hydro-servo-elastic simulation code FAST (Fatigue,
Aerodynamics, Structures, and Turbulence) is a moderate complexity simulation
code developed by the national renewable energy laboratory (NREL) [17]. This
code is used by the research community and industry to analyze the structural
dynamics of the horizontal axis wind turbines. FAST is built up of different
modules such as the AeroDyn module which is used to calculate the aerodynamic
loading of the wind over the turbine structure, the HydroDyn module that models
the hydrodynamic interaction of the platform with waves and current, the Servo-
Dyn model that includes the turbine control system, and the ElastoDyn module
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that includes the structural dynamics. The full nonlinear RWT model is imple-
mented in FAST, and the used barge platform model is as implemented by
Jonkman [4]. However, the control part, faults, and simulation are developed and
implemented by the authors in Matlab/Simulink.

11.4.1 Environmental Conditions

Three-dimensional turbulent wind fields according to the design load case DLC2.1
of the international standard IEC61400-3 (power production plus occurrence of
faults) with different mean wind speeds in the full load region are used along with
the corresponding wave conditions. The study is limited to the full load region as
the pitch system is active only in this region (Fig. 11.2), and only undetected pitch
system faults are included. All ECs are considered to be correlated as shown in
Table 11.2 with wind and wave conditions for the North Sea. The direction of the
wind is assumed to be aligned with the direction of the waves. The number and
length of simulations are chosen according to the offshore wind turbine standards
that suggests for statistical reasons 12 simulations with different wind and wave
profiles with duration of 10 min each to be carried out for power production plus
fault cases [18].

The turbulent wind profiles are generated using the TurbSim program [19]
based on the Kaimal spectrum for IEC Class C along with a normal turbulence
model (NTM) and wind shear according to the power law with power component
of 0.14 [18]. Meanwhile, the simulated wave series are generated using JON-
SWAP spectra for the incident wave kinematics model with significant wave
height Hs and peak period Tp. Recorded simulation length is 10 min after intro-
ducing the fault at time step TOF = 100 s. Each simulation is repeated 12 times
with different seeds for the turbulent wind and wave fields.

Table 11.2 Environmental conditions, Uwind is the mean wind speed, Hs is the significant wave
height of incident waves, Tp is peak spectral period of incident waves, TMax is the simulation
time after occurrence of fault

EC Uwind
m
s
� �

Hs mð Þ Tp sð Þ Turbine model No. of simulations TMax sð Þ
EC1 11.2 3.10 10.10 NTM 12 600

EC2 14.0 3.60 10.30 NTM 12 600

EC3 17.0 4.20 10.50 NTM 12 600

EC4 20.0 4.80 10.80 NTM 12 600

EC5 23.0 5.40 11.00 NTM 12 600
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11.4.2 Fault Scenarios

The faults in the pitch system originate either from the internal faults in the system
or from the pitch control loop in the GSPI controller as this loop sets the reference
pitch angle. The bias and the gain faults in pitch sensor result in bias and gain in
the final blade pitch angle, while the complete failure of the pitch sensor results in
pitching the blade to feather. The pitch sensor fault also affects the GSPI pitch
control loop, as the faulty pitch measurement affects the choice of the scheduled
gains. Moreover, the generator speed faults will lead to either bias in the final
blade pitch angle or in actuator runaway on the system level. Therefore, only the
listed faults in Table 11.3 are considered.

Different magnitudes for each fault are simulated in order to estimate the
severity of the fault as function of its magnitude. Some magnitudes depend on the
corresponding environmental condition, other magnitudes are absolute. The
dependency of the fault on the environmental condition is introduced in order to
prevent losing rotor torque, which in turn will shut down the turbine (Table 11.4).

As the hydraulic pitch systems are common in utility-scale wind turbines, a
hydraulic system is considered in order to study the performance degradation fault
effects. The hydraulic pitch system consists of the main pump that provides the
hydraulic pressure to the system, a set of valves that have different tasks such as the
servo valves that control the position of the actuators and the blade pitch motion is
achieved through an actuator, e.g., cylinder (Fig. 11.8). The system is also provided
with a controller that accepts the error signal between the measured blade pitch
angle and the set reference one and issues the appropriate command to the servo
valves. The reference pitch angle is set by the baseline GSPI controller, and the basic
implementation of the pitch system controller could be a proportional gain [16].

The performance degradation of the hydraulic pitch system might rise from
different sources such as pump wear, hydraulic leakage, high air content in oil, and
pressure drop [15, 20]. These faults lead to change in the system dynamics and
consequently to performance degradation, and in case of total failure, it leads to
actuator stuck in its current position. The change in the dynamics is pronounced by
varying the nominal natural frequency xn and damping ratio f of the system into
the new values xnðcÞ and fðcÞ where the parameter c is used to identify the fault
type shown in Table 11.5.

Table 11.3 List of
considered pitch
system faults

Fault
code

Fault Fault
type

Pitch
sensor

B Bias Incipient

C Gain Incipient

Pitch
system

D Performance
degradation

Incipient

E Actuator stuck Abrupt

F Actuator runaway Abrupt
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Pump wear is an irreversible slow process over the years that results in low
pump pressure. As this wear is irreversible, the only possibility to fix it is to
replace the pump which will happen after pump wear reaches certain level.
Meanwhile, the pump will still be operating and the system dynamics is slowly
changing, while the turbine structure should be able to withstand the effects of this

Table 11.4 List of magnitudes simulated for each fault

Fault code Magnitude Notes

M1 M2 M3 M4

B -7� -3� 3� 7� Absolute

C -0.10 -0.05 0.05 0.10 Absolute

D see Table 11.5 Absolute

E 0 % 50 % 100 % 125 % Of mean pitch in fault-free case

F – – – – Only one magnitude (+90�)

Fig. 11.8 Hydraulic blade pitch system structure. The pitch sensor measures, for example, the
actuator stroke x as function of the blade pitch angle b. The pitch controller could be a simple
proportional gain. bref is the set reference pitch angle

Table 11.5 Parameters for
the hydraulic pitch system
under different conditions
[15, 20]

Faults Parameters

xn rad/sð Þ f

No fault (fault-free) 11.11 0.6

High oil content in the oil (M1) 5.73 0.45

Pump wear (M2) 7.27 0.75

Hydraulic leakage (M3) 3.42 0.9

Pressure drop 3.42 0.9
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fault. Pump wear after approximately 20 years of operation might result in pres-
sure reduction to 75 % of the rated pressure, which is reflected by the faulty
natural frequency xpw ¼ 7:27 rad/s and a fault damping ratio of fpw ¼ 0:75.

Hydraulic leakage is another irreversible incipient fault, but is introduced
considerably faster than the pump wear. When this fault reaches a certain level,
system repair is necessary, and if the leakage is too fast, it will lead to a pressure
drop and the preventive procedure is deployed to shut down the turbine before the
blade is stuck in undesired position. The fast pressure drop is easy to detect and
requires immediate reaction, yet the slow hydraulic leakage reduces the dynamics
of the pitch system, and for a reduction of 50 % of the nominal pressure, the
natural frequency under this fault condition is reduced to xhl ¼ 3:42 rad/s and
the corresponding damping ratio is fhl ¼ 0:9. If the hydraulic pressure is too low,
the hydraulic system will not be able to move the blades which will cause the
actuator to stuck in its current position resulting in blade seize.

On the contrary to pump wear and hydraulic leakage, high air content in the oil
is an incipient reversible process, which means that the air content in the oil may
disappear without any necessary repair to the system. The nominal value of the air
content in the oil is 7 %, whereas the high air content in the oil corresponds to
15 %. The effect of such a fault is expressed by the new natural frequency xha ¼
5:73 rad/s and the damping ratio of fha ¼ 0:45 (corresponding to the high air
content in the oil). The pitch system step response to each of the previously
illustrated faults that induce a change in performance is shown in Fig. 11.9.

The performance degradation of the hydraulic system is simulated by updating
the natural frequency and damping ratio of the first blade according to a given rate.
This fault is introduced only to the first blade at time of fault TOF, and the natural
frequency and damping ratio are changed gradually from their nominal values
xn; f to their new values xnðcÞ, fðcÞ as in Eq. (11.16). The new values are reached
within duration Ti.
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Fig. 11.9 Step response for the normal and fault conditions of the pitch system
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The incipient faults are introduced gradually to the system between simulation
time TOF and TOF + Ti where TOF is the time step at which the fault is intro-
duced, and Ti is the time duration at which the fault propagates from the fault-free
case to the faulty condition. The value of Ti does not represent the actual value as
some faults, e.g., the pitch sensor bias, will develop slowly such as ±1deg/month
which could be considered as zero rate compared to the simulation time of 10 min.
The time duration Ti is used to increase the development rate of the fault, which
will not affect the results, as most of the important effects of the faults are
introduced after the fault reaches the set magnitude. Ti = 50 s is considered in all
simulations of incipient faults and this time is considered within the recorded
simulation time.

In addition to the previously illustrated faulty cases with their magnitudes, the
fault-free system is simulated at the above-mentioned environmental conditions,
these fault-free cases are used as reference to estimate the severity of the fault on
the normal operation of the turbine.

11.5 Results Discussion and Analysis

11.5.1 Performance Indices

To quantify the effects of each fault at each operating condition and at each fault
magnitude, a set of performance indices are used to monitor the key components of
the wind turbine. The performance indices involve two types of calculations, the
root mean square (RMS) and the damage equivalent load (DEL) values. The cal-
culation of the DEL requires using the rain flow counting algorithm [21], the fatigue
DEL is calculated at a reference frequency of 1 Hz. All calculated indices are
normalized to their corresponding fault-free values, then averaged over all simu-
lations. A brief description of each performance index is given in the following

• Generator power error: the normalized RMS is calculated for the generator
power error in order to study the fault effect on the output power as the GSPI
controller follows a constant output power strategy in the above-rated region. A
value larger than one for this index means that the fault will increase the error
in the generated power.

• Blade pitch rate: the normalized RMS of the blade pitch rate is calculated in
order to monitor the effect of the fault on the actuator usage. The index is
calculated for the first blade where the fault is induced, and for the second
blade which will be along with the third blade working as fault-free blades,
however, they will be affected by the faulty first blade. A value larger than one
for this index means higher actuator usage.

• Platform motion: the normalized RMS indices are calculated for platform
rotational motions, roll, pitch, and yaw in order to monitor the fault effects on
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the platform stability. An index value larger than one means that the fault
excites the corresponding motion.

• Tower fore-aft, side-side, and torsional moments fatigue DEL: the damage
equivalent loading index for the tower moments shows the fault effect on the
tower loading. An index value larger than one means the rotor imbalance
increases the dynamic loading over the tower and reduces the useful average
lifetime.

• Low speed shaft (LSS) non-rotating bending fatigue DEL at the shaft tip at 0�
direction (vertical) and at 90� direction (horizontal): this index shows the fault-
induced rotor imbalance effect on the low speed shaft (LSS) bending moment.
An index value higher than one means higher dynamic loading on the LSS.

• Blade root flap-wise and edge-wise bending moment DEL: this index monitors
the fault-induced loading over the blades in flap-wise and edge-wise directions.
An index higher than one means increase of the blade loading moment.

11.5.2 Blade Pitch Bias Fault

The bias in blade pitch angle causes rotor imbalance which affects the LSS and the
tower bending moments. The GSPI controller performance is not affected that
much with this bias as the collective blade pitch angle is used for gain scheduling
only, which means minor deviations in the reference pitch angle. The bias fault has
most effect at EC2 (Table 11.2) where the thrust force over the rotor disk is close
to its maximum value (Fig. 11.10). As the GSPI pitch controller switches between
the full and partial load control methods which means disabling the pitch control in
the partial load region, this reduces the fault effects at EC1, yet the high thrust
force. The fault effect also depends on the bias magnitude but not the sign. Fur-
thermore, the blade flap-wise and edge-wise moments in addition to tower fore-aft
and side-to-side moments show negligible response to this fault.
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Fig. 11.10 Fault: blade pitch sensor bias. Normalized DEL (NDEL) of tower torsional and LSS
moments. High DEL at maximum bias (absolute) and at EC2
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Furthermore, the bias fault has minor effect on the power production with the
exception of the first bias magnitude at EC1 and EC2 (see Fig. 11.11) where the
error shows limited effect for the negative bias, this is due to the pre-switching
between the operating regions. The bias fault also affects the faulty pitch actuator
mostly at EC1, and this effect decreases with the increase of mean wind speed.
Again, the main reason of this high effect is the switching of the GSPI pitch
controller between the operating regions, with negative bias (magnitudes M1 and
M2), the faulty blade starts to move after the healthy blades which means it should
have high pitching rate in order to catch the set-point, the opposite happens to the
positive bias (magnitudes M3 and M4).

The platform pitch and yaw motions show negligible response to the fault,
while the roll motion is affected close to the switching region (EC1 and EC2)
basically due to the usage of the generator torque in response to the increased
power error. The big inertia of the platform minimizes the effects of the rotor
imbalance on the platform motion, at the cost of increasing this effect on the tower
torsional moment and the LSS moments. The faulty blade affects the rotor speed,
and as far as the turbine is operating in the full load region where the constant
output power strategy is engaged and the generator torque is changing according to
rotor speed. With the negative bias in blade pitch angle, the controller is delayed in
switching to the partial load region though the rotor speed is less than rated. This
will increase the generator torque, which will excite the platform roll motion.
The opposite effect happens with positive bias of the blade pitch angle when the
turbine is operating far from the switching region (EC3 till EC5) where this effect
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Fig. 11.11 Fault: blade pitch sensor bias. Normalized RMS (NRMS) of generator power error,
blade pitch rates, and platform motion
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disappears. Furthermore, the effect of constant output power as control strategy is
more pronounced in the higher part of the full load region, where the positive or
negative bias leads to similar change in rotor speed and generator torque compared
to the normal operating conditions.

11.5.3 Blade Pitch Gain Fault

The gain fault does not affect the blades root moments, neither the tower fore-aft
and side-side moments. However, the fault effect is clear on the tower torsional
moment and the LSS moments DEL which increase with the mean wind speed and
the absolute magnitude of the fault (Fig. 11.12). The reduced effects of the fault on
the EC1 are due to the switching between the operating regions. The effect
increases with the wind speed as the measured pitch angle will increase for higher
wind speeds, and the gain fault is becoming bigger. Therefore, the same gain fault
for small measured pitch angles (such as in EC1 and EC2) does not produce higher
effect on the structural response even though the aerodynamic thrust over the rotor
disk is at its maximum value at EC1.

The gain fault also introduces minor effects on the RMS power error, and the
platform motions. The effect seen by the bias fault at EC1 and EC2 in the gen-
erator power error and platform roll motion is not present here as there is no delay
in switching between the operating regions, in addition to that, at EC1 the mea-
sured pitch angle is small, which means small fault due to the change in pitch
sensor gain, and the resulting rotor imbalance is marginal (Fig. 11.13).

11.5.4 Actuator Performance Degradation

Only the third magnitude M3 of the performance degradation fault has an effect
on turbine structure as it has slower response compared to the other magnitudes

T
ow

er
 to

rs
io

na
l N

D
E

L

EC1 EC2 EC3 EC4 EC5
0.8

0.9

1

1.1

1.2

1.3

L
SS

 h
or

iz
on

ta
l N

D
E

L

EC1 EC2 EC3 EC4 EC5
0.8

0.9

1

1.1

1.2

1.3

L
SS

 v
er

tic
al

 N
D

E
L

 

 

EC1 EC2 EC3 EC4 EC5
0.8

0.9

1

1.1

1.2

1.3

M1 M2 M3 M4

Fig. 11.12 Fault: blade pitch sensor gain. Normalized DEL (NDEL) of tower torsional and LSS
moments. DEL increases with the wind speed and the absolute value of the gain error
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(M1 and M2). This effect is clear by the increased tower torsional and LSS DEL
indices. The slow performance of the actuator increases the rotor imbalance due to
the late response of the faulty blade compared to the others (Fig. 11.14). However,
the slow performance of the pitch system does not affect power production;
moreover, its effects on platform motion are marginal. On the other side, the slow
performance decreases the faulty blade pitch rate and introduces small increase to
the rate of the healthy blades as they try to compensate for the slow behavior of the
faulty one. The slow pitch system also works as a low-pass filter as it cannot
respond to the high frequency measurement noise as the healthy blades do which is
clear from Fig. 11.15.
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Fig. 11.13 Fault: blade pitch sensor gain. Normalized RMS (NRMS) of generator power error,
blade pitch rates and platform motions. Platform motion is hardly affected by this fault
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11.5.5 Actuator Stuck

Actuator stuck has dangerous effects on the turbine structure, and the angle at
which the blade seize plays a big roll in the total structural loading. The small
stuck angles leave the blade at the maximum aerodynamic loading, which increase
significantly the rotor imbalance, so the LSS and the tower torsional moments are
mostly affected, with DEL going up to 5 times compared to the faulty-free turbine
operating under the same condition. The fault also affects the faulty blade flap-
wise and edge-wise bending moments. For example, the stuck angle at 0� repre-
sents the maximum aerodynamic loading over the faulty blade. As the turbine
operates at EC1, the stuck angle will not increase the rotor imbalance as this angle
is close to the mean pitch angle for a fault-free turbine operating under the same
condition. The rotor aerodynamic loading will lose the balance as the faulty blade
is always at maximum aerodynamic loading with the increase of mean wind speed
in the full load region, while the faulty blade is still stuck at 0� and the other blades
are pitching following the set-point of the GSPI pitch controller. This will result
from one side to an increased root loading moment of the faulty blade, and from
the other side due to rotor imbalance, the LSS and tower torsional loading
moments are also increased as it is clear from Fig. 11.16.

The generator power is also affected by this fault, with minimum generator
error RMS at EC1. The effect of this fault increases between EC2 and EC3 then it
reduces for EC4 and EC5, the increase in generator error is related to the increased
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Fig. 11.15 Fault: actuator performance degradation. Normalized RMS (NRMS) of generator
power error, blade pitch rates, and platform motions
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fluctuations of the generator torque due to the fault-induced changes in the gen-
erator speed. This fault also excites the platform pitching motion, in particular if the
actuator stuck at small pitch angles where the aerodynamic loading over the faulty
blade is still high (M1 and M2). The platform pitching motion response for this fault
is also affected by the mean wind speed, with higher response at EC3 and actuator
stuck angle of 0� the platform pitch motion shows an increase of up to 25 %. The
platform roll also demonstrates an increase in response of up to 13 % (Fig. 11.17).

11.5.6 Actuator Runaway

Once this fault is introduced to the turbine, the rotor speed is reduced gradually
to zero, and the turbine is shut down due to the loss of the aerodynamic torque.
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Fig. 11.16 Fault: actuator stuck. Normalized DEL (NDEL) of tower, LSS, and blade root
moments
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The GSPI pitch controller tries to restore the aerodynamic torque by pitching the
healthy blades to 0� in order to increase the rotor moment, however, with the faulty
blade is pitched to feather (90�) the aerodynamic moment is not enough to move the
rotor. If the turbine goes in operation in such condition, the structure of the turbine
will be very affected, especially the tower in addition to the LSS. The tower side-
side (roll) bending moment DEL will be more than 3 times higher at EC4 and EC5,
the tower fore-aft (pitch) moment DEL will be more than 2 times higher at EC2,
while the maximum tower torsional DEL will be about 2.5 times higher at EC1, of
course all compared to the normal operating condition (Fig. 11.18). The blade root
moments in both directions, flap-wise and edge-wise, show a decrease in DEL for
both faulty and healthy blades as the turbine is shutting down.

On the other side, platform motion is very affected by such fault. The platform
pitching motion increases more than twice over the full load region, while the yaw
motion is highly affected by higher wind speeds (EC4 and EC5) with more than 5
times compared to the normal operating conditions. The roll motion is less
affected, but still above the normal level with up to 47 % more at EC2 and EC4.
The direct dependency of the platform yaw motion excitation with the wind speed
is clear, as this motion is mostly affected by the rotor imbalance with two blades
are pitched to maximum aerodynamic efficiency and one blade is pitched to
feather, this will create a difference between the aerodynamic thrust over the left
and half side of the rotor disk according to the position of the blades, which, in
turn, will build up a moment along the tower axis. As the rotor speed at EC4 and
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Fig. 11.17 Fault: actuator stuck. Normalized RMS (NRMS) of generator power, blade pitch
rates, and platform motions
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EC5 is considerably lower than rated, the rate of the imbalance-induced moment
will be lower, giving the platform yaw motion the time to respond to such exci-
tation moment. The effect disappears at lower wind speeds (e.g., EC1) where the
rotor speed is almost zero, and the moment built up due to the imbalanced aero-
dynamic loading is considerably less than at higher mean wind speed; at lower
mean wind speeds, the imbalance moment is mostly dominated by the turbulent
wind loading that has higher change rate so the platform yaw motion is not able to
follow these changes which result in an increased tower torsional moment loading
(Figs. 11.18 and 11.19).

As the rotor speed decreases the turbine loses the thrust force over the rotor
disk, and the restoring moment due to buoyancy forces the turbine to pitch back to
the vertical position. As the generator torque control algorithm uses the collective
blade pitch angle to switch between the operating regions, this algorithm will
always see the turbine to be operating at the full load region, even though the rotor
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Fig. 11.18 Fault: actuator runaway. Normalized DEL (NDEL) of tower and LSS moments
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Fig. 11.19 Fault: actuator runaway. Normalized RMS (NRMS) of platform motion
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speed is down to zero, so the generator torque is always set to produce the rated
output power. This will lead to a series of acceleration and decceleration of the
rotor due to the induced inflow by the platform pitching and the changes of
generator torque by the torque control loop, resulting in exciting the platform pitch
motion.

The time series of the actuator runaway fault at EC3 are shown in Fig. 11.20.
Once the fault is introduced at time step TOF, the faulty blade (blade 1) is pitched
at maximum rated to feather leading to gradual decrease of generator speed to
zero. The direct effect of such a fault is clear from the LSS moments, which shows
high transient response with magnitudes up to 3 times the mean LSS moment. The
same transient response is also clear on the tower torsional moment with similar
high magnitudes as in LSS moments. The transient response settles down as the
faulty blade stuck at feather, and the rotor imbalance effects over the turbine
structure starts to dominate.

11.6 Conclusion

This chapter studies the structural loading effects of various pitch system faults in a
floating wind turbine. The considered faults include the bias and gain errors in
pitch sensor measurements, the performance degradation of the pitch actuator, in
addition to the actuator stuck and actuator runaway faults. The simulations use the
utility-scale 5-MW wind turbine mounted on the barge platform model subject to
different wind and wave profiles that correspond to the full load region. The
turbine is equipped with the standard GSPI controller with two control loops,
the first for collective pitch control which is engaged in the full load region, and
the second loop is for generator torque control that switches the control objective
according to the operating region. Different fault magnitudes are also considered in
order to assess the magnitude effect on the turbine. Moreover, different perfor-
mance metrics are used to evaluate the fault effects on the turbine structure.

Regardless of the fault magnitude, LSS moments in addition to the tower
torsional moment are the most affected measures by pitch sensor faults. However,
the effect depends on the fault type, magnitude, and operating condition. While the
pitch sensor bias has the maximum DEL in the middle of the full load region, the
pitch sensor gain fault shows direct dependency of the DEL with wind speed.

Actuator performance degradation has effect on the turbine structure only if the
actuator has very slow response (M3), otherwise, the effect is marginal as the
faulty actuator dynamics are still higher than the turbine dynamics. This result is
strongly related to the type of pitch controller used by the turbine for power
production in the full load region. The implemented strategy employs the col-
lective pitch control concept to pitch the blades away from the wind as the wind
speed exceeds its rated value, which will reduce the aerodynamic efficiency as a
result, and maintain the rotor speed close to its rated value. The used GSPI con-
troller has reduced gains (compared to the gains used for similar controllers of
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offshore turbines) in order to increase platform pitch motion damping, this in its
turn, decreases the demand for the pitch system giving the chance even for the slow
pitch system to follow—to some limit—the controller commands. Therefore, if the
control strategy is changed, and the demands on the pitch system are increased, the
slower pitch system response will fail to respond on time and rotor imbalance will
build up resulting in an increase in structural loading. A good example for such
increased demands on the pitch system is the usage of IBP control strategy to
accommodate the changes in the turbulent wind profile, or to compensate the
vertical wind shear, or even to use the IBP to build up a restoring moment over
the rotor disk that can counteract the pitch moment of the platform due to waves.

Actuator stuck shows a different effect on the turbine structure, starting with the
increased blade root loading of the faulty blade that stuck at angles close to zero and
increases with the wind speed. LSS and tower bending and torsional moments are
also affected by this fault where the moments are increased up to 5 times in some
cases. Furthermore, actuator runaway has substantial effect on the turbine structure,
namely on tower bending and torsional moments, and an LSS bending moments.

The barge platform motion is mainly affected by the actuator stuck and actuator
runaway, while other faults show negligible influence. The actuator stuck excites
the platform pitch motion as a response to the fault-induced increase in generator
power error. However, the excited pitch motion is still small compared to that
caused by the actuator runaway fault. This later fault also excites the platform roll
and yaw motions with amplitudes that depend on the mean wind speed. Other
platform concepts might show different response to these faults due to their own
dynamics, which is different from the studied barge platform; therefore, the pre-
sented results are limited to the barge platform concept.

Finally, in some cases, the process that the fault affects the turbine structure is
explained; in other cases, more work is needed to completely understand the
connection between the introduced fault and obtained result due to the high
complexity of the turbine dynamics and the coupling between the modes in
addition to the aero-structural dynamical interaction where the fault is introduced.
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Chapter 12
Vibration Mitigation of Wind Turbine
Towers with Tuned Mass Dampers

Okyay Altay, Francesca Taddei, Christoph Butenweg
and Sven Klinkel

Abstract Because of its minor environmental impact, electricity generation using
wind power is getting remarkable. The further growth of the wind industry
depends on technological solutions to the challenges in production and construc-
tion of the turbines. Wind turbine tower vibrations, which limit power generation
efficiency and cause fatigue problems with high maintenance costs, count as one of
the main structural difficulties in the wind energy sector. To mitigate tower
vibrations auxiliary measures are necessary. The effectiveness of tuned mass
damper is verified by means of a numeric study on a 5 MW onshore reference
wind turbine. Hereby, also seismic-induced vibrations and soil–structure interac-
tion are considered. Acquired results show that tuned mass damper can effectively
reduce resonant tower vibrations and improve the fatigue life of wind turbines.
This chapter is also concerned with tuned liquid column damper and a semiactive
application of it. Due to its geometric versatility and low prime costs, tuned liquid
column dampers are a good alternative to other damping measures, in particular
for slender structures like wind turbines.

Keywords Structural control � Tuned mass damper � Tuned liquid column
damper � Semiactive � Soil–structure interaction

Nomenclature

In appearance order:
ds; dA Logarithmic damping decrement-Structural and aerodynamic
D Damping ratio
KFS, CFS, MFS Stiffness, damping coefficient, and mass of the foundation-soil

system
SFS Dynamic stiffness of foundation-soil system
X Excitation frequency
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uF, PF Displacement and harmonic loading of foundation
GS, qS, tS Shear modulus, density, and Poisson’s ratio of soil
rF Equivalent radius of foundation
hu; huz Rocking and torsional mass moments of inertia of foundation
Kx, Ky, Kz, Kuz Stiffness coefficients of foundation-soil system
Cx, Cy, Cz, Cuz Damping coefficients of foundation-soil system
fD Natural frequency of tuned mass damper/tuned liquid column

damper
l� Mass ratio between tuned mass damper and modal mass of

structure
fH Natural frequency of structure
fD,opt, DD,opt Optimal frequency and damping ratio of tuned mass damper/

tuned liquid column damper
u; _u; €u Displacement, velocity, and acceleration of liquid column

motion of tuned liquid column mass damper
dP Pressure loss
xD Fundamental circular frequency of tuned mass damper/tuned

liquid column damper
c1; c2 1. and 2. geometric factor of tuned liquid column damper
€xþ €xg; xþ xg Acceleration and displacement of structure caused by base

excitation
L1, L2 1. and 2. effective length of liquid column
a Angle of the liquid column
V, H Vertical and horizontal length of the liquid column
AV, AH Area of the vertical and horizontal liquid column
DH ; xH Damping ratio and fundamental circular frequency of structure
l Mass ratio between tuned liquid column damper and modal

mass of structure
f(t) Dynamic excitation force
kact, cact Stiffness and damping coefficient of seismic actuator
mtf Total mass of turbine and foundation
Xact Frequency of seismic actuator
fg(t) Seismic excitation force
xg;0; _xg;0 Realized seismic foundation motions
xg;seis; _xg;seis Desired seismic foundation motions

12.1 Introduction

Wind turbines count as one of the most important techniques of renewable energy
production and perform an increasing share in the electric power market.
According to the statistics presented in the annual report of Global Wind Energy
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Council (GWEC), the energy generation capacity of the worldwide operating wind
farms increased in 2012 by about 20 % and reached a total of 283 GW [16].

A further growth of the wind energy industry depends mainly on the techno-
logical developments, especially considering production and construction methods
of the plants. From certification authorities, specified minimum design lifetime of
a new wind turbine is currently only 20 years, which, compared with the pro-
duction and maintenance costs economically is not sufficient enough. The main
challenge to the design of a wind turbine is caused by alternation loadings initiated
by wind, waves, and earthquake-induced dynamic excitation forces. For instance,
the load change of the rotor blades and thereby of the entire tower structure of a
wind turbine designed for 20 years corresponds to approximately 2�108 [18],
which is about 100 times more than a standard highway bridge.

The performance of a wind turbine is primarily determined by its tower height
and rotor diameter. With respect to lifetime problem and for the purpose of
building higher and more effective plants, it is necessary to improve the structural
dynamics of wind turbines. Several methods can be applied to mitigate the tower
vibrations and achieve better structural response.

12.2 Tower Vibrations

Onshore wind turbine towers carry, besides static gravity loading from nacelle,
also wind-induced loadings from rotor mainly in fore-aft direction. In side-to-side
direction wind flow causes vortex-induced tower vibrations. Furthermore, in
seismic regions turbine towers must withstand earthquake-induced extreme loads.
These dynamic loadings threaten structural safety and affect the lifetime of plants.

Wind turbine towers show different dynamic responses depending on the utilized
construction material. Hereby, besides material strength, the damping properties must
also be considered. The dynamic characteristics of a wind turbine tower rely also on
the structural properties. Especially, stiffness and mass, which determine the natural
frequencies of the tower, are important for the resonant behavior of wind turbines.

12.2.1 Wind Loading

Depending on the wind speed and turbulence intensity wind induces different
tower vibrations, which can be categorized as periodic vibrations of resonant
behavior and transient vibrations.

During normal wind conditions at low wind speeds, tower vibrations are mainly
characterized by resonant type of oscillations. At these wind speeds, the revolution
frequency of rotor blades is usually quite near the fundamental frequency of the
tower fore-aft modes. Wind turbines behave like a harmonically oscillated single
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degree Of freedom (SDOF) system. Because of low damping values enormous
tower deflections can occur. During design process, in order to prevent these
resonant vibrations, the stiffness and therefore the fundamental frequency of the
tower are chosen depending on the rotor blade revolution frequencies. Hereby, the
rotational frequency of the rotor is called one-per-revolution frequency (1P).
Depending on the number of blades, the blade passing frequency is called two-per-
revolution (2P) or three-per-revolution frequency (3P). As shown in Fig. 12.1,
according to the relationship between tower fundamental frequency and the rev-
olution frequencies of the rotor blades, wind turbine towers are classified as stiff,
soft, and soft–soft. The 1P and 3P regions shown in Fig. 12.1 are defined by the
cut-in and rated rotor speeds. Therefore, for instance, a soft tower can still
response resonantly during start-up phase below cut-in wind speeds. Depending on
the duration, this fatigue loading influences the lifetime of a wind turbine.

Turbulence wind loading depends on the average wind speed and turbulence
intensity. For the load calculations, several wind models are described in certifi-
cation documents for the wind turbines. Hereby, also the site-specific conditions
and interactions with other wind turbines can be taken into account.

The amplitudes of the turbulence-induced tower vibrations depend mainly on
the damping property of the plants, which consists of aerodynamic and structural
damping. The damping ratio of a wind turbine can be calculated by the logarithmic
damping decrement using the values in Table 12.1 [13]. According to this method,
a steel turbine tower has approximately a damping ratio of 1.4 %.

As mentioned before, the load change in the entire tower structure of a wind
turbine designed for 20 years corresponds to approximately 2�108 [18]. Half of the

Fig. 12.1 Classification of wind turbine towers depending on the revolution frequencies of the
rotor blades

Table 12.1 Logarithmic damping decrements and damping ratios of wind turbines [13]

Structural type dS dA d = dS + dA D = d/2p (%)

Steel tower 0.015 0.070 0.085 1.4

Concrete tower 0.040 0.060 0.100 1.6

d Logarithmic damping decrement
D Damping ratio
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load change occurs during wind speeds below rated wind speed [18]. Therefore, it
can be concluded that half of the fatigue loading is caused by periodic tower
vibrations.

12.2.2 Seismic Loading

Annual installations of wind power have increased constantly across the world
over the last decades, expanding the market toward seismically active areas. If a
project is located at sites with relevant seismic hazard, the wind unit must be
designed considering a reasonable likelihood of earthquake occurrence during the
operational state or an emergency shutdown. In some cases, seismic plus opera-
tional loads may govern tower and foundation design. Figure 12.2 shows the
representation of the seismic hazard in Europe in combination with the average
wind speed at 50 m from the ground. The latter is a key issue for the site suitability
assessment for wind power and must be greater than 5-6 m/s. The map reports also
annotations of the wind power installations in European countries by the end of
2012 according to GWEC [16]. A large part of the south European coastal areas
presents high seismic hazard and such wind conditions, which are sufficiently
suitable for financial returns from modern wind turbines.

Norms and guidelines come to the aid of practitioners, providing general
suggestions for the seismic design of wind turbines. However, an accurate
approach for the superposition of earthquake and wind effects is still missing.

This topic has aroused the interest of researchers all over the world. Seismic
design loads are less crucial than standard design loads under extreme wind
conditions [7, 25, 26]. Therefore, the load combinations prescribed by the Inter-
national Electrotechnical Commission (IEC) [19] provide also a seismic safe
design.

Also, Ritschel compared the loads occurring during earthquakes with IEC
design loads for the case of a 60 m hub height wind turbine [28]. Modal and
transient analyses were also compared. The earthquake response was covered by
the design load at most of the tower sections. However, a peak acceleration of
0.3 g may be considered the maximum seismic excitation, a 60 m hub height wind
turbine can withstand. For the blades, earthquake loads are much lower (about
70 %) than the design loads, governed typically by the 50-years gust load case,
therefore are not decisive. They found that the modal approach yields relatively
conservative results near the tower base with respect to the results of transient
analysis. This work confirmed the general rule that a frequency domain analysis
produces more conservative results than a time domain analysis, because of the
smaller number of considered participating modes. However, in the frequency
domain, phase information gets lost and possible in-phase summation of wind and
seismic signals cannot be detected. Transient analyses are generally preferred
because of the higher accuracy and more realistic representation of the problem.
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In practice, the evaluation of earthquake effects can be performed through
different approaches, depending on the aim of the investigation. Focusing on the
treatment of seismic effects on wind turbine, besides the usual building codes such
as Eurocode (EC), International Building Code (IBC), and German code (DIN),
one may refer to the following special guidelines for wind turbine:

• IEC, EN 61400-1:2005 + A1:2010: Design requirements [19];
• Det Norske Veritas and Risø National Laboratory, Guidelines for Design of

Wind Turbines 2002 [14];
• American Wind Energy Association-AWEA, ASCE/AWEA RP2011: Rec-

ommended Practice for Compliance of Large Land-based Wind Turbine Sup-
port Structures 2011 [6];

• Germanischer Lloyd Industrial Service-GL, Guideline for the certification of
wind turbine GL-Chap. 2.4.2 [17];

• Danish Standards-DS, DS472 1992 [10];

Fig. 12.2 Seismic hazard map of Europe with annotation of suitable site for wind power
installation with average wind speed at 50 m from the ground[5 m/s and of wind power installed
in each country by the end of 2012
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• Deutsches Institut für Bautechnik-DIBt, Richtlinie für Windenergieanlagen
Einwirkungen und Standsicherheitsnachweise für Turm und Gründung, 2012 [13].

The majority of the standard codes suggests an idealization of wind turbine as a
vertical beam with a concentrated mass at the top. The latter includes the weight of
rotor, nacelle, gear box, and a part of the tower.

Any analysis procedure is permitted for the evaluation of horizontal seismic
forces: Equivalent lateral force, modal response spectrum, and response history
analysis. The seismic forces are then combined with the operational loading equal
to the greatest between:

1. Design load during normal power production at the rated wind speed and
2. Design load calculated for an emergency stop at rated wind speed.

The partial safety factors for all load components are set to 1.0.
A very conservative method is presented in Annex C of the IEC [19], where the

natural frequencies higher than the first are neglected and the wind turbine is
idealized as an SDOF system. Once the natural period of the SDOF system is
determined, a correspondent spectral ordinate is selected from the standard design
response spectrum. Multiplying the spectral acceleration by the mass of the SDOF,
an equivalent static seismic load is obtained. In this case, a standard design
response spectrum with a damping coefficient of 1 % is applied.

As described above, standard codes tend to suggest simplified techniques, which
are suitable for normal civil buildings. However, a more detailed modeling of the
seismic response of wind turbines can be achieved with the aid of computer-aided
aerodynamic tools. Nowadays, aerodynamic computational tools are widely used
and have become an indispensable support for design considerations, especially
when dealing with nondeterministic phenomena, such as earthquake and wind.

12.2.3 Soil-Structure Interaction

The first step in any dynamic analysis is the determination of the structural
dynamic properties. These depend on the performance of all components, from the
tip of the rotor blades to the underlying ground. During this step, the interaction
between the soil and the structure so-called soil-structure interaction (SSI) must be
taken into account because of several interrelated effects:

• First of all the dynamic natural properties of the structure are modified by the
presence of a compliant soil.

• Consequently, the minimum frequency separation between the natural frequency
of the structure and the rotor operational frequency (1P) as well as the blade
passing frequency (2P or 3P) may be violated and resonance effects may raise.

• On the one hand, the frequency content of the dynamic load may lead to
vibration amplification or attenuation phenomena, with possible high shear
force and overturning moment at the tower base.
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• On the other hand, the compliance of the soil attributes a certain additional
damping properties to the structural SSI system compared with the fixed base
model, leading to energy dissipation.

• Moreover, large motions of the foundation may disturb the control processes of
the machine leading to an inefficient production or even an emergency
shutdown.

It is obvious from the above discussed points that the SSI effects can act in
opposite directions and it is not possible to establish deductively whether the
displacements of the tower will decrease or not. In general, for each specific
configuration of wind unit and underlying soil, an exhaustive investigation is
necessary. Norms and guidelines [6, 13, 14] provide only few suggestions in
regard to the SSI analysis. Indeed, the awareness of these sophisticated aspects
encounters hardly a straightforward application in practical regulations and
therefore it is only roughly mentioned.

An all-encompassing dynamic analysis of a soil–wind turbine system appears
certainly intricate. Anyway, it is possible to isolate the decisive aspects of the
problem and reduce the number of variables at play.

In dynamic SSI, the modeling procedures can be classified into rigorous and
approximate. The former are usually used in the substructure method, while the
latter lend themselves to the direct method of analysis. In the substructure method,
the soil and the structure are analyzed separately with different approaches and
then coupled at the interface enforcing compatibility and equilibrium conditions,
while in the direct methods the whole system is solved through a unique one-step
technique.

Rigorous modeling satisfies the radiation condition for unbounded media,
which enforce that the wave propagation energy is radiated toward infinity. This
condition can be used to find the fundamental solution (also called Green’s
functions) of the wave propagation problem in each specific medium configuration
(i.e., half space and full space). Finally, boundary integral equations can be built
upon the fundamental solutions. The problem can be solved also numerically
discretizing the interface in boundary elements. This procedure is called boundary
element method (BEM). The main advantage of rigorous modeling is that the
radiation condition is automatically satisfied and the problem size is reduced by
one, as only the interface between soil and structure must be taken into account.
Further explanations can be found in [24]. However, the fundamental solution is
only available for the homogenous isotropic half space. For complicated soil
configurations, the fundamental solutions can be found only numerically and no
closed analytical form is available. For example, for the horizontally layered
unbounded medium, one may resort to the thin layer method (TLM) [9] or to the
precise integration method (PIM) [20] for computing the Green’s functions.

Among approximate modeling methods, there are several combinations of finite
element method (FEM) and artificial boundaries (transmitting, viscous, paraxial,
etc.), which have highly energy absorption capabilities. Also, infinite elements can
be used as an extension of the finite element method. The drawbacks of these
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extended FEM are the large size of the model, as the soil boundary must be located
far away from the structure and the residual error caused by the wave energy
reflection at the model boundary.

Besides advanced numerical methods, the most popular approach in practice for
SSI analysis applied to wind turbine is the spring-dashpot analog model. Here, the
foundation-soil system can be converted into a mechanical model of springs,
dashpots, and masses (Lysmer’s analog), also called lumped parameter model
(LPM). This model represents the soil trough in just two free parameters, the
stiffness KFS and the damping CFS coefficients, and gives good results for the low
and medium frequencies. The mass parameter MFS can be added to obtain a better
fit between the real system and the LPM. The dynamic stiffness SFS of the LPM
can be expressed as a function of the excitation frequency X as

SFSðXÞ ¼ KFS � X2MFS þ iXCFS ð12:1Þ

The dynamic stiffness relates the displacements of the foundation uF(X) to the
applied harmonic load PF(X) as

uFðXÞ ¼
PFðXÞ
SFSðXÞ

ð12:2Þ

The model can be enriched with additional lumped masses, dashpots, and
springs, increasing the number of free parameters. This is especially important for
layered half-space or stratum over bedrock.

Previous research works [1, 7, 8, 28, 33] proved that LPMs can predict accu-
rately the dynamic response of soil-turbine systems in the case of a homogeneous
isotropic medium. They confirmed that if the soil compliance is included, the
natural frequencies of the system decrease with respect to the fixed base system
and the most affected frequencies are those related to the second and third bending
modes. Investigation of the influence of soil layering on the turbine dynamics can
be found in [5, 30, 31], where rigorous methods were applied.

Standard codes usually suggest a representation of the foundation-soil influence
in terms of a set of linear frequency-independent springs, connected the turbine
model at the foot of the tower (Fig. 12.3).

Stiffness coefficients can be computed according to the DNV/Risø Guidelines
[14] or to the DIBt Provisions [13], which refer to the recommendations of the
Building Ground Dynamics Work Group [12]. Alternative coefficient formulas
may be used if justified by rational engineering analysis.

The LPMs proposed by standard codes are generally made up of six uncoupled
springs, one along each of the six degrees of freedom. They are frequency inde-
pendent and no coupling between translational and rotational degrees of freedom is
considered. The LPM can be implemented in structural multidegrees of freedom
model in the form of diagonal stiffness and damping matrices. The matrix coef-
ficients depend on the soil properties (shear modulus GS, density qs, Poisson’s ratio
tS) and on the foundation geometry (a representative length of the footing and
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mass moment of inertia). The foundation geometry can be idealized as an
equivalent rigid disk footing of radius rF (Fig. 12.4) in order to simplify the
calculation of mass moments of inertia.

The LPM proposed by the DNV/Risø [14] does not include dashpots or ficti-
tious masses. The formulas for the soil spring coefficients address the case of
homogeneous half space, stratum over bedrock, and stratum over half space. From
the formulas it emerges that, the thinner the layer becomes the stiffer the gen-
eralized spring is. A comparison between the DNV model and rigorous model can
be found in [32] (Fig. 12.5).

The DIBt coefficients can be computed according to the formulas in Table 12.2.
Compared to the DNV/Risø model, the DIBt LPMs include also six dashpots (one
along each of the six degrees of freedom).

Fig. 12.3 Wind turbine model with soil springs for the soil–structure interaction influence

Fig. 12.4 Modeling of the foundation-soil system according to standard codes [13, 14]
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In case of embedded foundations, a modification of the above reported coef-
ficients is necessary. An investigation of the soil–structure interaction effects on
the wind turbine dynamics is presented in Sect. 12.4.3.4.

12.3 Vibration Mitigation Methods

In order to mitigate wind turbine tower vibrations several systems are invented and
applied. The most common methods can be classified as blade pitch control,
auxiliary dampers, and tuned mass dampers (TMD). Figure 12.5 shows some of
these methods and categorizes them according to the vibration characteristics by
means of a soft tower. As discussed in Sect. 12.2.1, the dynamic tower response
depends mainly on the wind speed and contains both transient and periodic
components. The efficiency of a mitigation method relies on the response

Fig. 12.5 Comparison of
vibration mitigation methods
and tower vibration
characteristics

Table 12.2 Stiffness and damping coefficients for the modeling of the foundation-soil system [14]

Stiffness coefficients Damping coefficients

Horizontal translation
Kx ¼ Ky ¼

8GSrF

2� tS
Cx ¼ Cy ¼

4:6r2
F

2� tS

ffiffiffiffiffiffiffiffiffiffiffi
GSqS

p
Vertical translation

Kz ¼
4GSrF

1� tS
Cz ¼

3:4r2
F

1� tS

ffiffiffiffiffiffiffiffiffiffiffi
GSqS

p
Rocking

Ku ¼
8GSr3

F

3ð1� tSÞ
Cu ¼

0:8r4
F

ð1� tSÞð1þ BuÞ
ffiffiffiffiffiffiffiffiffiffiffi
GSqS

p

Bu ¼
3ð1� tSÞ

8
hu

r5
FqS

Torsion
Kuz ¼

16GSr3
F

3
Cuz ¼

2:3r4
F

1þ 2Buz

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
BuzGSqS

p

Buz ¼
huz

r5
FqS
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characteristics of the tower. As known from other slender structures, TMD can
dissipate especially periodic vibrations. Therefore, they count as an effective
method to mitigate oscillations with definite frequencies like the revolution fre-
quencies 1P and 3P, or vibrations of resonant nature, referred to as f1 in Fig. 12.5.

12.3.1 Blade Pitch Control and Brake Systems

To prevent excessive tower vibrations and generating loading most of the modern
wind turbines use blade pitch control and brake systems, which regulate automati-
cally the angle and speed of rotor blades depending on the wind speed and opera-
tional conditions. By means of these measures, the turbines can generate constant
power and avoid critical high rotor speeds. This vibration mitigation method is
especially effective at high wind speeds inducing transient tower vibrations.

12.3.2 Dampers

Wind turbines feature very low damping characteristics compared with other
structures. As shown in Sect. 12.2.1, the total damping ratio of a wind turbine
resulting from structural and aerodynamic damping equals 1–2 %. With the use of
auxiliary dampers, the structural damping properties can be improved. For instance,
hydraulic dampers with viscose liquids as a passive application or with magneto-
rheological and electrorheological fluids as a semiactive damper can dissipate the

Fig. 12.6 Wind turbine with tuned mass damper (a) and pendulum damper (b)
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oscillation energy locally at installation spots of the turbine similar to the buffers
used by the automobile industry. Hereby, due to their adaptation characteristic,
semiactive dampers can mitigate vibrations over a broader frequency range com-
pared with passive elements. In order to control tower vibrations in all directions,
both passive and semiactive dampers are to be positioned in the inner side of the
turbine tower in polar formation, which blocks the tower shaft and disturbs
the accessibility of the nacelle. Material costs and necessary maintenance effort
make the effective application of the auxiliary dampers difficult.

12.3.3 Tuned Mass Dampers

For conventional slender structures, the mitigation of wind-induced periodic
vibrations is commonly achieved through TMD. A standard TMD consists of an
auxiliary mass, which is attached to the main structure by means of spring and
dashpot elements. The natural frequency of a TMD is defined by its spring con-
stant and the damping ratio caused by the dashpot. The tuned parameter of the
TMD enables the auxiliary mass to oscillate with a phase shift with respect to the
motion of the structure, leading to damping forces on the structure. TMD can
suppress especially periodic vibrations very effectively. Nevertheless, because of
mechanical challenges, it is not easy to find a suitable spring element, which can
be tuned to the fundamental frequencies of wind turbines, as they are generally
lower than 0.4 Hz. Therefore, TMD can mainly be used to mitigate higher tower
modes.

A pendulum damper counts also as a TMD and consists of an auxiliary mass,
which can be hung below the nacelle of a wind turbine and supported by dampers or
friction plates. The pendulum length is tuned to the natural frequencies of the turbine
tower modes. For a wind turbine with a fundamental frequency of 0.4 Hz, the
resulting pendulum length is according to Eq. 12.3 more than 1.5 m. Hereby, fD is
the damper frequency, L pendulum length, and g acceleration due to gravity. For
lower frequencies this value increases exponentially. To solve this problem, mul-
tistep pendulum dampers can be used. Hereby, the auxiliary mass is attached to
multiple pendula, which are interlinked to each other by various mechanical joints.
Figure 12.6 shows a wind turbine with TMD and pendulum damper.

fD ¼
1

2p

ffiffiffi
g

L

r
ð12:3Þ

12.3.3.1 Calculation of Optimal Parameters of Tuned Mass Damper

For the calculation of optimal TMD parameters, especially the criteria developed by
Den Hartog and Warburton are commonly used [12, 32]. The results of these applied
criteria are optimal values for the natural frequency and damping ratio of TMD.

12 Vibration Mitigation of Wind Turbine Towers with Tuned Mass Dampers 349



Using the resonance curves of a harmonically excited SDOF oscillator, Den
Hartog derived the optimal frequency and the damping ratio as in Eq. 12.4–12.5.
Hereby, l* is the ratio between effective mass of TMD and modal mass of the
structure. fH is the natural frequency of the structure.

fD;opt ¼ fH
1

1þ l�
ð12:4Þ

DD;opt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

3l�

8ð1þ l�Þ3

s
ð12:5Þ

The same procedure can also be used with the tuning criterion of Warburton,
who has enlarged the criterion of Den Hartog also for other stochastic excitations
such as earthquake. The tuning parameters of a TMD attached to a stochastically
excited SDOF can be calculated by Eq. 12.6–12.7.

fD;opt ¼ fH

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� l�=2

p
1þ l�

ð12:6Þ

DD;opt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l�ð1� l�=4Þ

4ð1þ l�Þð1� l�=2Þ

s
ð12:7Þ

12.3.4 Tuned Liquid Dampers

Tuned liquid dampers such as tuned sloshing damper (TSD) and tuned liquid
column damper (TLCD) count also as TMD. Figure 12.7 shows a wind turbine
with a TSD and TLCD. These dampers have naturally very low fundamental
frequencies and therefore can be easily tuned to the tower frequencies of wind
turbines. As these dampers use commonly water as auxiliary masses and do not
need any mechanical elements like springs or joints, they feature a better alter-
native to other vibration mitigation methods for wind turbines.

12.3.4.1 Tuned Sloshing Dampers

The TSD consists of an open tank filled with a Newtonian liquid such as water
with antifreeze. Depending on the tank geometry and liquid depth, different natural
frequencies can be achieved. In order to control the vibrations effectively, TSD
should be installed like TMD and pendulum damper near the tower top, for
instance in the nacelle. As the turbine tower starts to vibrate, the movement of
TSD tank causes the liquid to slosh and develop waves, which dissipate the
oscillation energy. Hereby, the fundamental frequency of TSD depends on non-
linear phenomena, which are caused by sloshing and tank–liquid interaction.
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Further research is needed for a better prognosis of the efficiency of this damper
for the wind turbines. A more stable vibration mitigation process can be achieved
by TLCD, which is described in the following section. Figure 12.7 shows a wind
turbine with a TSD.

12.3.4.2 Tuned Liquid Column Dampers

The TLCD, patented in 1910 by Frahm, consists of a U-shaped tank, which is filled
similar to TSD with a Newtonian liquid [15]. Originally invented to mitigate
rolling motions of ships, the TLCD counts as one the first damping devices. The
vibration energy of the oscillating damper liquid dissipates by turbulence effects
and friction caused local pressure loss. In civil engineering, TLCD became known
first after the publications and patent application by Sakai [29]. In addition to low
material and maintenance costs, because of the geometric flexibility, TLCD is
assumed to be a better choice compared to other damping measures, particularly
for slender structures like wind turbines.

Mathematical Description

Figure 12.8 shows a TLCD attached to a horizontally excited structure. The liquid
motion and oscillation effects can be derived with the nonlinear Bernoulli equa-
tion, whereas the natural frequency of the liquid damper depends only on the
geometry of the tank.

Fig. 12.7 Wind turbine with tuned sloshing damper (a) and tuned liquid column damper (b)

12 Vibration Mitigation of Wind Turbine Towers with Tuned Mass Dampers 351



The equation of motion and the fundamental circular frequency of a TLCD are
given in Eq. 12.8–12.9.

€uþ dP _uj j _uþ x2
Du ¼ �c1ð€xþ €xgÞ ð12:8Þ

xD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2g

L1
sin a

r
ð12:9Þ

Hereby, the motion of the liquid column is defined by u(t) and the motion of the
structure, which is caused by a dynamic force and base excitation equal to
x(t) + xg(t). The coefficient dP specifies the pressure loss, which is caused by
turbulence and friction effects induced by changes in the stream direction and
sectional area of the tank. The geometric factor c1 (Eq. 12.10) scales the inter-
action force between structure and TLCD depending on the geometry of the tank.
The fundamental circular frequency xD of TLCD depends on the so-called
effective length L1 (Eq. 12.11) of the liquid column, inclination of the vertical tank
parts a, and the acceleration g due to gravity. The geometric factor c1 and the
effective length L1 depend on the angle a, vertical length V and the horizontal
length H of the liquid stream, and sectional areas AV, AH.

c1 ¼
H þ 2V cos a

L1
ð12:10Þ

L1 ¼ 2V þ AV

AH
H ð12:11Þ

The damping forces resulting from the impulse of the liquid mass are given in
the following equation for a structure, which is idealized as an SDOF oscillator.
Hereby, DH and xH are the damping ratio and fundamental circular frequency of
the structure, l the mass ratio of liquid to modal mass of the structure, xg the base
motion, f(t) an excitation force, and c2 a further geometric factor of TLCD.

€xþ 2DHxH _xþ x2
Hx ¼ �€xg þ f ðtÞ � lð€xþ €xg þ c2€uÞ|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}

Damping forces

ð12:12Þ

Fig. 12.8 A horizontally excited structure with a tuned liquid column damper
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c2 ¼
H þ 2V cos a

L2
ð12:13Þ

L2 ¼ 2V þ AH

AV
H ð12:14Þ

As described above, the fundamental frequency of TLCD depends on five
geometric variables: V, H, AV, AH, and a. An increasing mass ratio l causes an
increase in the TLCD efficiency. The geometric factors c1 and c2 also influence the
efficiency of TLCD. The damping effect reaches its maximum, if the geometric
factor c1 scaled by c2 has its maximum. The interaction force of the structure
acting on TLCD increases, if the geometric factor c1 also increases. Further, if the
TLCD tank has a short height, the liquid can even slop over. To avoid this, it is
better to keep c1 as low as possible and compensate the efficiency loss by maxi-
mizing the second geometric factor c2.

Calculation of Optimal Parameters of Tuned Liquid Column Damper

The optimal parameters of TLCD can be derived by applying tuning criteria of
mechanical mass dampers, which can be easily adapted through analogy approa-
ches. In order to use these equations with TLCD, the parameters of an equivalent
TMD must be calculated. The analogy can be derived from the equation of motion
of TLCD used by substituting liquid stream deflection u by u* = u/c1. The mass
ratio l* of TLCD can then be calculated as in Eq. 12.15. By using l* in the
equations of Den Hartog or Warburton, the optimum frequency and damping ratio
of TLCD can be found.

l� ¼ lc1c2

1þ lð1� c1c2Þ
ð12:15Þ

As the geometric factors c1 and c2 also influence the efficiency of TLCD, it is
better to use an extended optimization approach, which also considers the math-
ematical description of the TLCD geometry within the tuning procedure as
described in [2, 4].

Semiactive Tuned Liquid Column Dampers

Semiactive structural control systems can sense and adapt their dynamic behavior
according to the actual condition of the main structure and environment. These
adaptive devices offer a broad range of new application possibilities, which enable
the trend toward design of economically more efficient and more esthetic struc-
tures. The adaptation of the damper parameters can be achieved by various
methods.
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The semiactive Tuned Liquid Column Damper (S-TLCD) [2–4] uses the effects
of the tank geometry to change both its natural frequency and damping ratio.
Hereby, a control system identifies the dynamic properties of the turbine tower by
sensors and calculates the optimum parameter of the damper. The semiactive
damping system can tune itself to the changing tower dynamics, which are pri-
marily caused by degradation effects, temperature, and soil conditions. To modify
the frequency, S-TLCD uses movable panels, which change the flow area of the
vertical sections of the damper tank. The damping ratio is adapted by using an
orifice as patented by Sakai [29]. As a result, compared to a passive strategy,
thanks of the permanent optimum tuning of the damper parameters, S-TLCD
works more efficiently. Figure 12.9 shows the S-TLCD with a horizontally excited
structure. In the side view of the damper the movable plates are illustrated.

The dynamic properties of S-TLCD can be determined using the Bernoulli
equations as described in the last section for TLCD. Hereby, the effective lengths
L1 and L2 are calculated by Eq. 12.16 and 12.17. The equation of motion and the
frequency equation of TLCD (Eq. 12.8–12.9) can be used furthermore.

L1 ¼ 2V3 þ V2 þ
AV2

AV1
ð2V1 þ V2Þ þ

AV2

AH
H ð12:16Þ

L2 ¼ 2V3 þ V2 þ
AV1

AV2
ð2V1 þ V2Þ þ

AH

AV2
H ð12:17Þ

12.4 Reference Wind Turbine with Tuned Mass Damper

The effectiveness of TMD and TLCD is numerically verified by means of a 5 MW
reference onshore wind turbine. In this chapter, the following calculations are
presented:

• Onshore wind turbine with TMD
• Onshore wind turbine with TLCD
• Seismically excited onshore wind turbine with TMD
• Onshore wind turbine with TMD considering SSI

Fig. 12.9 Semiactive tuned liquid column damper [2, 3]
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12.4.1 System Properties of the Reference Wind Turbine

The turbine specifications are described by the U.S. Department of Energy’s
National Renewable Energy Laboratory (NREL). The relevant system properties
are summarized in Table 12.3. Further specifications relating to the reference wind
turbine can be found in the technical report by NREL [21].

The dynamic parameters of the turbine tower modes in fore-aft direction are
listed in Table 12.4. In Fig. 12.10, the tower fundamental frequency and the
number of rotor revolutions per minute are shown. As shown by this diagram, the
first fore-aft tower frequency is placed between one- and three-per-revolution
frequencies to avoid the occurrence of a resonant condition. However, the tower
frequency is still quite near the three-per-revolution frequency. Therefore, espe-
cially by low wind speeds resonant tower vibrations are to be expected.

12.4.2 General Simulation Parameters

The simulation of the reference wind turbine with TMD is carried out by the
aeroelastic dynamic horizontal axis wind turbine simulator FAST [22] with FAST-
SC [23]. FAST is developed by NREL. FAST can simulate two fore-aft and two
side-to-side bending modes of turbine tower. FAST-SC is an expanded code of
FAST, which can simulate wind turbines with TMD and is developed by the
University of Massachusetts. The wind turbine is simulated with a TMD connected
in the nacelle to the tower top. TMD controls hereby vibrations in fore-aft
direction. Seismic calculations are carried out combining FAST-Seismic [27] with
FAST-SC and main program FAST.

Table 12.3 Relevant system
parameters of the reference
wind turbine

System property Parameter

Rating/configuration 5 MW/3 Blades

Control Variable speed, collective
pitch

Cut-in, rated and cut-out wind
speed

3, 11.4, 25 m/s

Cut-in and rated rotor speed 6.9, 12.1 rpm

Hub height 90 m

Rotor diameter 126 m

Table 12.4 Natural frequen-
cies, modal masses, and the
structural damping ratio of
tower fore-aft modes

1. Mode 2. Mode

Natural frequency f1 = 0.324 Hz f2 = 2.900 Hz

Modal mass m1 = 403.969 t m2 = 480.606 t

Damping ratio D1 = 1 % D2 = 1 %
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The wind turbine is assumed to be in operation and system controls for variable
speed and blade pitch are active. The simulations are carried out for normal wind
conditions with a normal wind profile model as described in IEC 61400-1 [19].
The relevant simulation parameters of the wind field are listed in Table 12.5.

12.4.3 Simulation Results

12.4.3.1 Onshore Reference Wind Turbine with a Tuned Mass
Damper

The first calculations are carried out by means of the onshore version of the
reference wind turbine, which is assumed to be connected rigidly to the ground. In
order to mitigate the first fore-aft tower bending mode vibrations, the TMD is
tuned to the fundamental frequency of 0.324 Hz. The parameters of the turbine and
TMD are summarized in Table 12.6.

Figure 12.11 compares the time histories of tower deflection with and without
TMD for the cut-in, rated, and cut-out wind speeds. The frequency spectra of the
tower responses are shown in Fig. 12.12. Hereby, resonant tower vibrations occur
especially at the cut-in wind speed 3 m/s. This can be seen also in the frequency

Fig. 12.10 One- and three-
per-revolution frequencies of
the reference wind turbine

Table 12.5 Wind field sim-
ulation parameters

Number grid points 31 9 31

Grid dimension 145 9 145 m

Simulation time 1,030 s

Time step 0.05 s

Turbulence model Kaimal

Turbulence type Normal turbulence
model

Wind profile type Power law

Height of the reference wind speed 90 m

Mean wind speeds 3–25 m/s
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Table 12.6 Parameters of
the onshore reference wind
turbine with TMD

Tower height h = 87.60 m

Fundamental frequency of wind turbine fH = 0.324 Hz

Structural damping ratio of wind turbine DH = 1 %

Modal mass of wind turbine mH = 403.969 t

Mass ratio TMD/mH l* = 5 %

Fundamental frequency of TMD fD,opt = 0.309 Hz

Damping ratio of TMD DD,opt = 12.7 %

Fig. 12.11 Tower deflection
time histories of the onshore
reference wind turbine for the
cut-in, rated, and cut-out
wind speeds
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spectrum, where mainly two particular frequencies are being excited: the first
natural frequency of tower fore-aft mode and the 3P-frequency. At rated and cut-
out wind speeds, the response of the tower is more stochastic within broadband

Fig. 12.12 Frequency
spectra of the onshore
reference wind turbine tower
response for the cut-in, rated,
and cut-out wind speeds
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frequency spectra. TMD can suppress especially the resonant vibrations. There-
fore, the efficiency of TMD at cut-in wind speed is much higher than at rated and
cut-out speeds.

The efficiency of the TMD is evaluated by means of RMS-values of the turbine
tower displacement in fore-aft direction. From the results with and without TMD, a
reduction factor is calculated using Eq. 12.18. This factor is equivalent to the
vibration energy, which is dissipated by TMD. From the total 1,000 s simulation
time of the turbine response, the last 600 s is used for evaluation. Hereby, the
specified time step of the simulations equals 0.0125 s. To eliminate the static
tower deflection, which cannot be reduced by TMD, a high-pass filter is applied
with a cutoff frequency at 0.1 Hz.

R ¼ 1� RMSwith TMD

RMSwithout TMD

ð12:18Þ

Figure 12.13 shows the resulting RMS-values. Figure 12.14 shows the differ-
ence between the RMS-values with and without TMD. The reduction factors for
the analyzed wind speeds can be found in Fig. 12.15. As these graphs also sum-
marize, the designed TMD mitigates the vibrations of the reference wind turbine,
especially at wind speeds lower than 5 m/s. The reduction factor varies between 20
and 80 % (Fig. 12.15). At higher wind speeds, the tower vibrations are reduced
slightly by means of the additional structural damping caused by TMD. Hereby,
the reduction factor varies between 5 and 20 % (Fig. 12.15).

12.4.3.2 Onshore Reference Wind Turbine with a Tuned Liquid
Column Damper

As described in Sect. 12.3.4.2 by means of the analogy, similar results can also be
obtained using TLCD [4]. Table 12.7 lists the calculated optimum parameters of
TLCD. Hereby, the active damper mass is, as for TMD, about 5 %. For the chosen

Fig. 12.13 RMS-values of
tower deflection of onshore
reference wind turbine with
and without TMD
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tank dimensions, a geometric factor c1�c2 of about 60 % is reached. With a dis-
tributed TLCD system or by changing the geometry, a further improvement of the
damper efficiency can be achieved.

The calculated tower displacement for cut-in, rated, and cut-out wind speeds are
presented in Fig. 12.16. Figure 12.17 shows the frequency spectra of these time
histories. The results vary slightly from the vibration reduction reached by TMD.
The main difference is caused by the liquid mass, which changes the natural
frequencies of wind turbine and consequently influences also the dynamic
response of the tower to certain wind speeds. The evaluation of the RMS-values is
presented in Fig. 12.18.

Fig. 12.14 Difference
between the RMS-values of
tower deflection of onshore
reference wind turbine with
and without TMD

Fig. 12.15 Reduction factors
of TMD attached to the
onshore reference wind
turbine

Table 12.7 Optimum TLCD
parameters

Horizontal length H = 9.932 m

Vertical length V = 1 m

Area of the horizontal section AH = 3.086 m2

Area of the vertical section AV = 1 m2

Inclination of the vertical tank parts a = 90�
Total damper mass mD = 32.650 t

Geometric factors c1�c2 = 0.58
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Fig. 12.16 Tower deflection time histories of the onshore reference wind turbine for the cut-in,
rated, and cut-out wind speeds with and without TLCD

Fig. 12.17 Frequency spectra of the onshore reference wind turbine tower response for the cut-
in, rated, and cut-out wind speeds with and without TLCD

Fig. 12.18 RMS-values and reduction of tower deflection of onshore reference wind turbine
with and without TLCD
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12.4.3.3 Seismically Excited Onshore Reference Wind Turbine
with Tuned Mass Damper

In the following paragraph, an example of seismic analyses of wind turbines
is presented. These were carried out with the aid of the software FAST-Seismic
[26, 27], which offers the possibility to consider the interaction between earth-
quake loadings and aerodynamics of wind turbines.

The FAST-Seismic is a modified version of FAST tool. In FAST-Seismic, it is
possible to apply base shaking to the turbine model, which still includes all the
feature of the normal FAST program. In FAST-Seismic, a damped oscillator of
stiffness kact is connected to the base of the turbine model. This damped actuator is
used to translate specified motions into required seismic forces. The actuator
stiffness kact is calculated as

kact ¼ mtfð2pXactÞ ð12:19Þ

where mtf is the mass of turbine and foundation, and Xact is the actuator frequency.
At each time step, the damped oscillator is subjected to seismic forces, calculated
as

fgðtÞ ¼ kactðxg;seis � xg;0Þ þ cactð _xg;seis � _xg;0Þ ð12:20Þ

where cact is the actuator damping coefficient, xg,0 and _xg;0 are the realized foun-
dation motions, xg,seis and _xg;seis are the desired seismic foundation motions.
Tuning frequency and damping, the realized motions get closer to the desired
seismic motions.

FAST-Seismic provides routines to modify the user-defined or synthetically
generated input motions. The user can also manipulate the motions through baseline
corrections and target response spectrum adjustments. For the calculations, five
recorded accelerograms are applied in the fore-aft and side-to-side tower directions
equally. The following historic earthquakes are used (Fig. 12.19):

El Centro Earthquake: 1979, recorded in Bonds Corner
Takochi Oki Earthquake: 1968, recorded in Hachinohe
Kobe Earthquake: 1995, recorded at KJMA
Kocaeli Earthquake: 1999, recorded in Düzce
Northridge Earthquake: 1994, recorded in Tarzana.

The time step is set to 0.005 s. The acquired results are presented for each
earthquake in Figs. 12.20, 12.21, 12.22, 12.23, and 12.24. Similar to the previous
calculations, from the 1,000 s total simulation time, a 600 s part of it is analyzed.
Earthquakes started at 100 s. Depending on the excited frequencies, most of the
earthquakes cause a significant tower vibration, which can be clearly separated
from the wind-induced vibrations.

As shown in Figs. 12.25, 12.26, and 12.27, TMD causes an important
improvement of the tower dynamics. Compared to previous results, the vibration
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Fig. 12.19 Accelerograms of the analyzed earthquakes

Fig. 12.20 Tower deflection time histories of the seismically excited onshore reference wind
turbine for the cut-in, rated, and cut-out wind speeds—El Centro Earthquake

Fig. 12.21 Tower deflection time histories of the seismically excited onshore reference wind
turbine for the cut-in, rated, and cut-out wind speeds—Hachinohe Earthquake
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mitigation occurs at higher wind speeds. TMD shows a discrete efficiency
regarding earthquake-induced vibrations that have caused resonant tower oscilla-
tions. The difference between El Centro and Hachinohe earthquakes shows the
influence of earthquake parameters on the TMD efficiency. As the reference wind
turbine responds to Hachinohe Earthquake with resonant vibrations, TMD reaches
a much better result than during El Centro Earthquake.

Fig. 12.22 Tower deflection time histories of the seismically excited onshore reference wind
turbine for the cut-in, rated, and cut-out wind speeds—Kobe Earthquake

Fig. 12.23 Tower deflection time histories of the seismically excited onshore reference wind
turbine for the cut-in, rated, and cut-out wind speeds—Kocaeli Earthquake

Fig. 12.24 Tower deflection time histories of the seismically excited onshore reference wind
turbine for the cut-in, rated, and cut-out wind speeds—Northridge Earthquake
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Fig. 12.25 RMS-Values of tower deflection of seismically excited onshore reference wind
turbine with and without TMD

Fig. 12.26 Difference between the RMS-values of tower deflection of seismically excited
onshore reference wind turbine with and without TMD
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12.4.3.4 Onshore Reference Wind Turbine with Tuned Mass Damper
Considering Soil-Structure Interaction

In the following example, the SSI effects are presented for three different types of
soil: soft, medium hard, and hard soil. The foundation of the turbine was assumed
to be rigid and no embedment was considered. The soil properties are reported in
Table 12.8, while the foundation properties are collected in Table 12.9.

Fig. 12.27 Reduction factors of TMD attached to the seismically excited onshore wind turbine

Table 12.8 Soil properties

Soil properties Soft soil Medium hard soil Hard soil

Shear modulus GS in MN/m2 3 120 5,000

Poisson’s ratio tS 0.35 0.30 0.25

Soil density qS in kg/m3 1,600 1,900 3,000

Table 12.9 Foundation geometry and material properties

Foundation equivalent radius rF = 11.30 m

Density of the foundation material qF = 2,500 kg/m3

Thickness of the foundation dF = 2.50 m

Foundation mass mF = 2507187.29 kg

Rocking mass moment of inertia Hu = 81341512.88 kg m2

Torsional mass moment of inertia Huz = 160071372.35 kg m2
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The stiffness coefficients are calculated according to Table 12.2 in Sect. 12.2.3.
For example, the stiffness and damping coefficients for the translational degree of
freedom of the platform over soft soil are obtained as

Kx ¼
8GSrF

2� tS
¼ 8 � 3 � 106 � 11:3

2� 0:35
¼ 1:644 � 108 N/m ð12:21Þ

Cx ¼
4:6r2

F

2� tS

ffiffiffiffiffiffiffiffiffiffi
GSqS

p
¼ 4:6 � 11:32

2� 0:35

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3 � 106 � 1600
p

¼ 2:466 � 107 Ns/m ð12:22Þ

Repeating the calculation for each of the six degrees of freedom, the stiffness
and damping matrices for the soft soil can be completed (Eq. 12.23–12.24).
Table 12.10 contains the whole set of spring-dashpot coefficients for the three
different soil types.

K ¼

0:164
0 0:164 sym
0 0 0:209
0 0 0 17:759
0 0 0 0 17:759
0 0 0 0 0 23:086

2
6666664

3
7777775
� 109 N=m ð12:23Þ

C ¼

0:025
0 0:025 sym
0 0 0:046
0 0 0 1:303
0 0 0 0 1:303
0 0 0 0 0 0:918

2
6666664

3
7777775
� 109 N � s=m ð12:24Þ

Table 12.10 Spring-dashpot coefficients for the three soil types

Soil type DOF Stiffness K [N/m] Damping C [N s/m]

Soft soil Horizontal 1.644�108 2.466�107

Vertical 2.086�108 4.627�107

Rocking 1.776�1010 1.303�109

Torsional 2.309�1010 9.178�108

Medium hard soil Horizontal 6.381�109 1.650�108

Vertical 7.749�109 2.961�108

Rocking 6.596�1011 8.337�109

Torsional 9.235�1011 6.325�109

Hard soil Horizontal 2.583�1011 1.300�109

Vertical 3.013�1011 2.242�109

Rocking 2.565�1013 6.468�1010

Torsional 3.848�1013 4.949�1010
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The calculated tower displacements are presented for each soil type in
Figs. 12.28, 12.29, and 12.30. The simulation time equals to 1,000 s and 600 s of
it are used for the evaluation. To improve the numeric accuracy, the time step is
reduced for hard soil to 0.001 s and for other soil types to 0.005 s. Tower vibra-
tions with hard soil and medium hard soil show only a minor difference,

Fig. 12.28 Tower deflection time histories of the onshore reference wind turbine for the cut-in,
rated, and cut-out wind speeds—Hard soil

Fig. 12.29 Tower deflection time histories of the onshore reference wind turbine for the cut-in,
rated, and cut-out wind speeds—Medium hard soil

Fig. 12.30 Tower deflection time histories of the onshore reference wind turbine for the cut-in,
rated, and cut-out wind speeds—Soft soil
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when compared to the presented results with rigid ground connection in Sect. 12.4.
3.1. On the other hand, soft soil causes a significant change in the tower response.
The main reason for this major change is the frequency shift. As the difference
between the fundamental frequency of tower bending mode and the 3P-frequency
grows, the possibility of resonant vibrations reduces. This can be clearly identified
in the time history of tower vibration at cut-in wind speed 3 m/s (Fig. 12.30).

The evaluation of RMS-values of tower vibrations is presented in Figs. 12.31,
12.32, and 12.33. As discussed in Sect. 12.4.3.1, TMD reduces especially the
resonant vibrations efficiently. Therefore, the vibration mitigation of the wind

Fig. 12.31 RMS-values of onshore wind turbine tower deflection with and without TMD

Fig. 12.32 Difference between the RMS-values of onshore wind turbine tower deflection with
and without TMD

Fig. 12.33 Reduction factors of TMD attached to the onshore wind turbine for different wind
speeds
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turbine on soft soil is quite insignificant. This confirms also the importance of SSI
for the dynamic response of turbine towers. The acquired results of medium hard
and hard soil are similar to the previous results calculated with rigid ground
connection. The TMD is highly efficient at wind speeds, which cause resonant
tower vibrations.

12.5 Conclusion

Tower vibrations occur in fore-aft direction depending on the wind speed and
structural properties in the form of periodic and transient oscillations. These
vibrations threaten the structural stability and reduce the lifetime of wind turbines
significantly. To mitigate tower vibrations, several methods have been investi-
gated. In this chapter, the efficiency of tuned mass damper (TMD) is analyzed for
wind and earthquake-induced tower vibrations of onshore wind turbines. Fur-
thermore, tuned liquid column damper (TLCD), which belongs also to the group of
TMD, has been studied. The numerical verification of efficiency of the analyzed
damper is carried out by means of a 5 MW reference onshore wind turbine.
Hereby, four calculation campaigns are presented: Onshore Turbine with TMD
and TLCD, seismically excited onshore turbine with TMD and onshore turbine
considering soil–structure interaction (SSI) with TMD.

As known from other conventional slender structures, TMD can especially
mitigate resonant vibrations effectively. The acquired results of onshore with TMD
and TLCD enhance this phenomenon. During low wind speeds, the 3P frequency of
the reference wind turbine is quite near the fundamental frequency of the tower
bending mode in fore-aft direction. Therefore, near the cut-in wind speed 3 m/s, the
reference wind turbine responses is mainly characterized by resonant tower
vibrations. By using a TMD or TLCD these vibrations can be effectively reduced.
The vibration energy level reduced by TMD and TLCD amounts to a value hereby
between 20 and 80 % depending on the wind speed. At higher wind speeds, the
resonant nature of the vibrations disappears and tower oscillations become more
transient. The efficiency of a damping at transient vibrations mainly depends on the
auxiliary damping added to the main structure. At higher wind speeds, the vibration
energy reduction acquired by TMD and TLCD reaches up to 20 %.

Also, in seismic regions electricity generation using wind power is getting
remarkable. Therefore, in order to numerically verify the efficiency of TMD, the
onshore reference wind turbine is seismically excited. Hereby, five historic
earthquakes are used: El Centro, Hachinohe, Kobe, Kocaeli, and Northridge. With
the exception of El Centro each earthquake causes resonant tower vibrations. It is
observed that similar to the transient wind-induced vibrations, the efficiency of
TMD during seismic impact caused motion is nominal. On the other hand, cal-
culated results show that by using a TMD, resonant tower vibrations, which
usually occur during the post-earthquake phase, can be effectively reduced.
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The last calculation campaign deals with the SSI effects on the efficiency of
TMD. Indeed, because of the frequency shift caused by soil stiffness, the dynamic
response of the turbine tower can change remarkably, which affects also the TMD
efficiency. Therefore, during the design phase of a vibration mitigation system
local SSI effects should always be considered.

The load change of the rotor blades and thereby of the entire tower structure of
a wind turbine designed for 20 years corresponds to approximately 2�108. About
the half the fatigue loading is caused by periodic tower vibrations, which occur
especially during wind speeds below the rated wind speed. As the acquired results
show that TMD and TLCD can effectively reduce resonant tower vibrations, it can
be concluded that using these devices the fatigue life of wind turbines will
be significantly improved.

Semiactive structural control systems can sense and adapt themselves to the
changing structural properties. Therefore, these intelligent dampers operate more
efficiently compared to passive systems. In this chapter, a semiactive tuned liquid
column damper (S-TLCD) is also presented, which can modify its frequency and
damping properties. Especially for slender structures, like wind turbines with
changing dynamic properties, semiactive dampers offer new possibilities.

12.6 Future Work

The transient tower vibrations caused by turbulent wind can be reduced by
improving the damping properties of the tower. Therefore, the future work will
consist mainly on the development of such dampers, which should be integrated in
the filigree construction of the wind turbine. Either as a passive or as a semiactive
application, the material cost and the maintenance effort of these dampers should
be kept affordable.
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Chapter 13
A Semi-active Control System for Wind
Turbines

N. Caterino, C.T. Georgakis, F. Trinchillo and A. Occhiuzzi

Abstract A semi-active (SA) control system based on the use of smart mag-
netorheological (MR) dampers to control the structural response of a wind turbine
is proposed herein. The innovative approach is based on the implementation and
use of a variable-properties base restraint. This is able to modify in real time its
mechanical properties according to the instantaneous decision of a given control
logic, the latter addressed to control one or more structural response parameters.
The smart base restraint is thought to be a combination of a smooth hinge, elastic
springs, large-scale adjustable MR dampers, and a control algorithm that instan-
taneously commands the latter during the motion, making them to modulate the
reactive force as needed to achieve the performance goals. The design and oper-
ation of such a system are shown with reference to a case study consisting of an
almost 100 m tall wind turbine, realized in a 1/20 scale model at the Denmark
Technical University (DTU). Shaking table tests have been performed under the
action of two different types of wind loads and by using two purposely written
control logics, highlighting the high effectiveness of the proposed SA control
technique and encouraging to further investigate in such direction.
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13.1 Introduction

In the last years the need for optimization procedures to design higher and higher
wind turbines, even offshore, in a cost-effective way and of control techniques to
reduce the wind-induced structural demand has definitely grown. Most of the
scientific literature on this topic is related to passive control strategies, often based
on the use of tuned mass or tuned liquid dampers.

Herein, the possible use of a semi-active (SA) control technique is investigated,
based on the use of magnetorheological (MR) dampers, also performing large-
scale shaking table tests. Previous researches on SA control of wind turbines are
not much based on numerical simulations.

Kirkegaard et al. [1] for the first time explored the possibility of using MR
dampers to control a wind turbine, numerically evaluating their effectiveness when
driven by a classical optimal clipped control algorithm. The proposed idea was
pioneering and, also because of this, it results to be very interesting, even if
difficult to be implemented in a real case. As a matter of a fact, the authors
consider the installation of an MR device at the base of the tower, in vertical
position, so as to be able to be solicited by relative vertical displacements induced
by the top movement of the turbine to which the damper should be mechanically
connected. Also an experimental test model has been built by the said authors,
even if adopted for passive tests only (constant voltage fed to the MR damper at
the maximum level—‘‘passive-on’’ condition). The wind turbine model was a 3 m
high steel frame with a 200 kg top mass. The MR damper was connected to the
shaking table and to the top of the frame structure by a steel bar designed so as to
avoid buckling. Comparing numerical (SA) and experimental (passive) results in
terms of top displacement, appreciable improvements in the SA strategy are
highlighted by the authors.

Karimi et al. [2] and Luo et al. [3–5] showed the effectiveness of SA control for
floating wind turbines by using tuned liquid column dampers (TLCD). This kind of
device is generally used as a passive damper, even if it may turn into an SA
damper with the addition of a controllable valve. With a control logic based on an
H? feedback methodology, the authors proposed to adopt the orifice opening
according to the structure response and loading conditions. Luo et al. also explored
the possibility of using MR fluids within the TLCD, rather than a common viscous
fluid, so leading to a ‘‘smart’’ TLCD [6, 7]. The numerical simulations reported in
the above papers show that this kind of control strategy may lead to a strong
reduction of the top displacement.

Arrigan et al. [8] considered SA tuned mass dampers (STMD) to control wind
turbine blades in flapwise vibrations. Four STMDs were added to the wind turbine
numerical model, one to each blade tip and one at the nacelle to control the
response of each component. Simulations made by the authors showed a signifi-
cant reduction in displacement response of the system for turbulent wind loading.
A successful response reduction under a steady wind load was demonstrated.
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Rodríguez et al. [9] explored the possibility to use passive or SA dampers in a
toggle brace assembly integrated within the hollow column of a wind turbine
tower. They evaluated the effectiveness of this control technique in terms of
reduction of base bending moment for extreme and fatigue loads. Different con-
figurations of such system have been compared by authors, each defined by a given
number, position, and inclination of the devices in both the horizontal and vertical
planes. The best option leads to a reduction in the moment demand at the base of
the tower up to 20 % in extreme cases and around 10 % in fatigue.

The basic idea for the SA control technique proposed herein consists in using the
smart MR devices so as to realize a time-variant base restraint, whose ‘‘stiffness’’ is
in real time driven by a purposely written control logic. The latter instantaneously
takes decision and calibrates MR dampers to reduce the bending stress at the base of
the tower, secondarily to bound the top displacement within acceptable limits so as
to avoid significant, detrimental second order effects.

This strategy has been experimentally assessed at the shaking table facility of
the Denmark Technical University (DTU) in Copenaghen, where the present
control concept was initially conceived. Two different base accelerograms were
imposed for the tests, equivalent to an extreme short operating gust and a longer
high velocity wind buffeting, respectively. Moreover, two distinct control algo-
rithms have been designed and adopted for the tests, different in the way they
approach the problem. The first is inspired to the eigenstructure selection tech-
nique [10, 11] and is addressed to significantly increase the modal damping ratios,
and to make the fundamental mode similar to a rigid rotation of the tower around
the base hinge. The second algorithm follows a more physical approach, being
designed to bound the stress at the base and, as a secondary objective, the top
displacement demand within given limits.

All the performed tests highlight the effectiveness of the proposed control
technique in reducing the stress demand at the base, this at the cost, in the worst
case, of a slight increase in top displacement.

13.2 Basic Idea of the Semi-active Control Strategy

The realization of a time-variant restraint at the base of the tower exploiting the
potential of smart dampers is the basic idea herein proposed to reduce wind-
induced structural demand to high-rise turbines. This is roughly described in
Fig. 13.1, where the original wind turbine is modeled as a single degree of freedom
dynamic system with top mass, stiffness, and inherent damping equal to m, kT and
cT respectively, fully restrained at the base (Fig. 13.1a). The idea is replacing this
perfectly rigid base restraint with a controllable one that, during the motion, can be
instantaneously made more or less ‘‘stiff’’ depending on what is more beneficial in
terms of reducing the structural demand. Figure 13.1b schematically describes a
possible way to materialize this concept, by installing at the base of the tower a
smooth hinge, a rotational spring (stiffness k/), and a rotational variable damper
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(damping constant c/, variable in time) externally driven in real time by a control
algorithm. The same concept can be practically implemented by means of two
vertical linear springs (ks) installed at a given distance (ls) from the hinge and two
vertical variable dampers (cd), each placed at the distance ld from the hinge
(Fig. 13.1c).

MR dampers are suggested to be adopted as variable devices within this setup.
At macro scale, MR fluids behave as semi-solid bodies as far as the shear stress
does not exceed a threshold, whose value depends on the intensity of the magnetic
field the fluid is immersed in, the latter depending in turn on the current intensity in
coils placed around the fluid. This behavior is associated to the nature of the fluid,
a suspension of micron-sized magnetizable particles. Upon application of a
magnetic field, particles align and form fibrous aggregates that generate orders-
of-magnitude viscosity changes within characteristic times of milliseconds.

When the base damping is set to a low value, the tower is able to relax, hence to
convert its potential energy into kinetic energy and to reduce the bending moment
at the base. Thus the SA base system implies stress reduction, even at the cost of a
possible increase of top displacement, which has to be bounded within certain
limits to control the top displacements. The springs allow to reset the tower to the
initial position at the end of a severe wind-induced excitation.

This idea has been physically realized and tested at the laboratory of the
DTU (Copenaghen) by using prototype MR dampers provided by Maurer Söhne
(Germany). The results gained from this campaign will be presented and discussed
in the following sections.

13.3 Experimental Setup

A 3 MW wind turbine with horizontal power transmission axle has been assumed
as reference structure for the experimental campaign performed at the DTU lab-
oratory (Fig. 13.2). The tower is 102.4 m tall, made of steel Q345 (modulus of
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Fig. 13.1 Basic idea of SA
control of a wind turbine via
MR dampers
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elasticity 206,000 MPa, Poisson ratio 0.3, yielding stress 345 MPa), with a vari-
able hollow circular cross section with external diameter variable from 2.30 m
(top) to 4.15 m (bottom). The weight of the tower, including the flanges and
internals, is 3,713 kN (body) and 1,210 kN (nacelle, including the rotor blades).
Chen and Georgakis [12, 13] showed the equivalence, from a dynamic point of
view, of this structure with a single degree of freedom (DOF) system made up of a
tapered tubular cantilever beam with a concentrated mass at the top. In the same
studies, the development of a 1/20-scale model of the prototype structure is pre-
sented. This test model is characterized by a 5.12 m high vertical tube with uni-
form cross section U133/4 (i.e., a hollow circular one with 133 mm of external
diameter and 4 mm in thickness), chosen according to the principle of the
equivalent flexural stiffness, with a lumped mass of 280 kg placed at the top
(Fig. 13.3).

The base of the model is realized so as to be stiff enough, by means of two
parallel, horizontal steel C profiles (UPN 240 cross section) whose top and bottom
flanges are firmly bolted to stiff, horizontal steel plates. It is connected in the
middle to the shaking table through a cylindrical steel hinge, with interposed a
small, stiff steel frame. On both sides of the base, one cylindrical spring (89 kN/m
stiff) and one MR damper (described in the next section) are installed.

The shaking table facility used for the test consists of a platform made of
20 mm thick aluminum plates 1.5 9 1.5 m in plan. The table can be moved in a
single horizontal direction by a 100 kN hydraulic actuator MTS 244.22. Stiffness
grid plates of 300 9 300 mm are welded to the top and bottom plates. Further-
more, in the areas where the forces are transmitted, additional stiffeners have been
added.
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Fig. 13.2 Structural model of the reference wind turbine [12]. Dimensions in milimeters
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Figure 13.3 shows the overall experimental setup, whereas Fig. 13.4 includes a
detail of the base to better understand how the smart base restraint has been
realized. Such figures also report the type and position of all the transducers
adopted, whereas further details are given in the following sections. Some pho-
tographs of the setup are given in Fig. 13.5.

13.3.1 Electronic Equipment and Transducers

The electronic equipment adopted for the experimental activity on the wind tur-
bine model can be formally distinguished into two parts: conventional tools for
structural laboratory tests and an extra-equipment properly required for SA control
by means of two MR dampers.

The position of the transducers belonging to the first group is shown in
Figs. 13.3 and 13.4. The horizontal displacements of the shaking table were
measured through a laser transducer supported by a steel stick (WayCon laser,
model LAS-T-500, range of measure 50–550 mm). The same kind of laser
transducer was located at 2/3 of total height of the tower and fixed to an external
wood stick to measure the absolute horizontal displacement of that section. The
axial displacements of springs were measured by a third laser transducer attached
on the steel plate where one of the 2 springs (the one closer to the actuator) is
installed (WayCon laser, model LAS-T-250, range of measure 50–300 mm).
Rotation of the base and axial displacements of MR dampers have been calculated

Fig. 13.3 Experimental
setup
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online, by considering the reciprocal position of cylindrical hinge, dissipators, and
springs (Fig. 13.4). Two load cells mounted under each MR device allowed to
measure the reacting forces (AMTI load cells, model MC5-5000, range ±22 kN).
It is worth noting that base stress and top displacement have been calculated online
from the above-mentioned available displacement measures, being the stress of
steel well below the yielding value.

The additional electronic equipment used to drive the SA tests include
(Fig. 13.6):

1. No. 2 power supplies type BOP (Bipolar Power Supply) provided by Kepco
Inc. (New York, USA), model 50–4 M, maximum power output of 200 W,
maximum input power of 450 W, power source-power sink capabilities in the
range ±50 V (voltage) and ±4 A (current); commanded from a remote
location (PC) through a voltage signal in the range 0–10 V, with alternative
operations as voltage driver (control loop gain 5.0 V/V) or as current driver
(control loop gain 0.4 A/V);

2. No. 1 embedded controller National Instruments PXI-8196 RT, high-
performance platform for testing in real time;

Fig. 13.4 Detail of the base of the mock-up structure
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3. No. 2 data acquisition boards National Instruments PXI-6259, multi-function
high-speed, optimized for high accuracies and speed of acquisition (up to
2,800 kHz), 8-channel analog inputs, 4 analog outputs (in the range ±10 V),
16 bits of resolution;

4. No. 1 digital multimeter National Instruments PXI-4065, 6 �-digit for high
speed measuring of voltage, current and resistance;

5. No. 2 connector blocks National Instruments BNC-2110;
6. No. 1 voltage attenuator module (10 to 1) National Instruments SCC-A10, dual

channel, with voltage inputs up to ±60 V (‘‘C’’ in Fig. 13.6);
7. No. 1 capacitance of 1.0 lF needed to stabilize the current loop (‘‘A’’ in

Fig. 13.6);
8. The software environment NI Labview Professional Development System

(‘‘B’’ in Fig. 13.6);
9. Real time operating system labview by NI for testing in real time;

10. No. 1 chassis national instruments able to host components 2, 3, 4 (‘‘D’’ in
Fig. 13.6).

Fig. 13.5 Photograph of the
structural model installed at
the DTU laboratory. Overall
view (a), lateral (b) and front
(c) view of the base
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13.4 Magnetorheological Dampers

The devices adopted for the tests were two full-scale prototype SA MR dampers
(Fig. 13.7) designed and manufactured by the German company Maurer Söhne.
The overall dimensions of each device are 675 mm (length) 9 100 mm (external
diameter), with a mass of about 16 kg. A maximum force of about 30 kN can be
developed along the longitudinal axis, whereas the presence of special spherical
pin joints at both ends prevents the rise of bending, shear, and torsional moment in
the piston rod. The dampers have a stroke of ±25 mm. The external diameters of
the piston head and of the piston rod are 100 and 64 mm, respectively. A magnetic
circuit composed of coils, in series with a global resistance of 3.34 X, can generate
the magnetic field in the device. The current in the circuit can be provided in the
range 074 A.

The MR dampers were first experimentally tested by using a self-balanced
testing apparatus (Fig. 13.8). Some general information is provided herein. Further
details can be found in [14].

Figure 13.9 shows the results of four ‘‘passive’’ (constant value of current) tests
done imposing the same harmonic displacement at the mobile end of the device
(frequency 1.5 Hz, amplitude 20 mm) with four different current levels (0.0, 0.9,
1.8, and 2.7 A).

The force-displacement and force-velocity cycles clearly show how the dam-
per’s mechanical behavior strongly depends on the magnetic field inside the device
and, in turn, on the current intensity inside the coils. In particular, the maximum
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Fig. 13.6 Electronic equipment for acquisition and semi-active control
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Fig. 13.7 One of the two prototype MR dampers
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measured force turned out to be approximately 2 kN when no current was given to
the damper and to achieve the values 12, 22, and 27 kN when the feeding currents
0.9, 1.8, and 2.7 A were provided, respectively.

The force-displacement loops look substantially like a superposition of a vis-
cous and friction-like behavior (Fig. 13.10), both depending on the magnitude of
the current intensity [15]. This behavior, based on the properties of Bingham solids
[16], can be analytically described as in Eq. 13.1 where _x is the relative velocity
between the damper’s ends, Cd the viscous damping, Fdy the plastic threshold, both
functions of the applied magnetic field and, in turn, of the intensity of current i:

F ¼ Cd ið Þ � _xþ Fdy ið Þ � sgn _xð Þ: ð13:1Þ

The relationships Cd (i) and Fdy (i) have been found by interpolating by a
second order polynomial function the experimental data (Eqs. 13.2–13.3, where A,
kN, s, m are the adopted units of measure) and are graphically described in
Fig. 13.11.

Cd ið Þ ¼ �1:870 i2 þ 13:241 iþ 6:851 ð13:2Þ

Fdy ið Þ ¼ �1:952 i2 þ 13:962 iþ 0:181: ð13:3Þ

The curves in Fig. 13.11 show an asymptotic trend of the MR effect associated
to magnetic saturation of the MR fluid.

A detailed report of the response time analysis of such prototype MR dampers
based on the above-mentioned experimental data is also presented in [17]. The
promptness turned out to be mainly related to the electric part of the control chain.
‘‘Power source—power sink’’ capabilities resulted to be crucial to make the device
able to operate in real time. Furthermore, current-driven operations rather than
voltage-driven resulted to be strongly recommended to dramatically shorten
control lead times. In voltage-driven operations, the power supply provides a fixed
voltage and the current slowly modifies until it reaches the desired value, corre-
sponding to the ratio voltage/resistance. In current-driven operations, the power
supply provides a fast changing voltage spike so as to quickly modify the current
inside the damper, causing in turn a fast change in the mechanical behavior of the
damper. If the current must be increased, the power supply provides for a short

Fdy

F

Cd

Fig. 13.10 Bingham model for MR dampers
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period a voltage spike and then sets the voltage to the reference value, whereas if
the current must be decreased, a negative spike of voltage is issued.

Figure 13.12 qualitatively shows what happens to voltage and current into an
MR damper when the two approaches are adopted, showing the delay with which
the current (and the corresponding magnetic field) reaches the desired value when
a voltage-based approach is adopted.

It is experimentally demonstrated that using current-based strategy for control
and an appropriate and suitably tuned electric hardware, the response time of the
above-mentioned prototype SA MR dampers can be comfortably bounded to
8–10 ms.
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Recently, these smart devices has been successfully used also in a wide
experimental campaign to SA control earthquake-induced vibrations of a 3D large
scale steel structure installed on a shaking table facility at the University of
Basilicata (Italy), allowing a comparison of four different control algorithms and
resulting very effective in reducing structural response [18]. Herein, the high
versatility of SA control strategies based on MR dampers is demonstrated.

13.5 Control Algorithms

The first controller adopted for the shaking table tests is based on the eigen-
structure selection theory [10, 11]. It is a full-state feedback algorithm relying on
real-time definition of a desired control force and on the ability of the SA reacting
forces to mimic it during the motion. The second algorithm instead is designed to
bound the stress at the base within acceptable, given limits, also controlling the top
displacement to avoid the occurrence of significant second order effects.

A simplified, lumped-mass model of a wind turbine tower mounted on a
rotating base is shown in Fig. 13.13. The base is linked to the ground through two
elastic elements (springs), two SA MR dampers and a hinge, as described in
Sect. 13.2. In the figure:
h is the height of the tower;
m1-mr are the lumped masses of the model;
k1-kr are the stiffnesses associated to the various DOFs;
c1-cr are the viscous damping coefficients associated to the various

DOFs;
a is the rotation of the base;
d0 = a 9 h is the corresponding rigid displacement of the top of the tower;
d1-dr are the elastic displacements of the lumped masses;
ks is the stiffness of each base spring;
fd1-fdm are m independent control forces available;
ls is the distance between each spring and the hinge;
ld is the distance between each SA MR damper and the hinge.

The equations of motion of the n = r + 1 DOFs system in the absence of any
external disturbance are

M €dþ C _dþK d ¼ �P fd ð13:4Þ

where M, C and K are, respectively, the mass, damping, and stiffness matrices,
P is the n 9 m allocation matrix of the control forces fdi collected in the control
vector fd and d = [d0 d1 … dr]

T is the vector collecting the DOFs, whose com-
ponents are scalar functions of time. However, the dependency from time will be
explicitly written only when needed.
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When the control forces are not present, in the typical hypothesis of neglecting
damping, the eigenvector analysis of the system described by Eq. 13.4, namely the
search for solutions of the equation

x2I�M�1K ¼ 0 ðdim I ¼ n� nÞ ð13:5Þ

where I is the identity matrix, yields real eigenvalues xi (angular frequencies),
each associated to real eigenvectors ui, that can be ordered in the columns of a
matrix U:

ð13:6Þ

The linear system of n time-invariant differential equations of the second order
(Eq. 13.4) can be also written as a set of 2n linear time-invariant first order
differential equations in the state-space representation:

_z ¼ A zþ B fd ð13:7Þ

where

A ¼
0n�n In�n

�M�1K �M�1C

� �
ðdim A ¼ 2n� 2nÞ

B ¼
0n�1

�M�1P

� �
ðdim B ¼ 2n� mÞ

ð13:8Þ
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Fig. 13.13 Lumped-mass
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and

z ¼ ½d _d�T ¼ d0 . . . dr
_d0 . . . _dr

� �T ð13:9Þ

is the system state. The 2n eigenvalues and eigenvectors of A fully describe the
free motion of the system shown in Fig. 13.13 when uncontrolled (fdi = 0). In
particular, for the structural system considered, the complex eigenvalues si come in
conjugate pairs which correspond to angular frequencies xi and modal damping
ratios ni [19] as follows (j is the complex unity):

si;ic ¼ �fixi � j xi

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

i

q
ð13:10Þ

or, conversely, as

xi ¼ sij j ni ¼ �
RealðsiÞ

sij j
: ð13:11Þ

Each modal frequency and damping ratio can be drawn through Eq. 13.11 from
either the corresponding eigenvalue si or from its complex conjugate si,c. Analo-
gously, the 2n eigenvectors of A come in complex conjugate pairs that can be
collected in a 2 9 2n matrix W:

ð13:12Þ

Each column of the matrix W can be thought as made of 2 n-component vectors.
The first n-component vector is actually the complex modal shape, the second part
is the modal shape times the corresponding complex frequency. If damping can be
neglected, the following equation holds:

ð13:13Þ

otherwise wi is the complex modal shape corresponding to the real, undamped
counterpart ui, but explicitly considering the damping. W* here denotes the subset
of W directly comparable to U.

Let us assume that each control force fdi, at a given instant of time, has a
specific value fui, function of the system’s state through a gain matrix G as follows:

fd tð Þ ¼ fd1ðtÞ . . . fdm ðtÞ½ �T¼ fu tð Þ ¼ fu1ðtÞ . . . fumðtÞ½ �T¼ �G � z tð Þ:
ð13:14Þ
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In this case, the free vibrations (Eq. 13.7) becomes:

_z ¼ A zþ B fd ¼ A zþ B �Gzð Þ ¼ A�BGð Þ ¼ ACL z: ð13:15Þ

Eigenvalues and eigenvectors of ACL (summarizing the properties of the closed
loop controlled system) are different from those of A or, in other words, fre-
quencies, damping ratios, and modal shapes of the controlled system are different
from those of the uncontrolled one. Therefore, a question arises if modal param-
eters can be modified in a more favorable way. An answer to this question was
probably first introduced by Moore [11] and then explored by many scholars, but
the authors are unaware of any application to the particular case of SA controlled
wind turbines. In the latter case, in order to reduce stresses in the supporting tower,
it would be desirable to have a first modal shape of the controlled structure
dominated by a highly damped rigid motion around the hinged base and higher
modes with mass participation factors close to 0.

Let us assume that a matrix G does exist so that sd,i and wd,i are the desired
eigenvalue and eigenvector of the i-th mode of the closed loop (CL) system. When
the CL system vibrates according to that mode, the system state varies proportionally
to the displacements and velocities described by the corresponding eigenvector:

zðtÞ ¼ wd;i � esd;i�t ð13:16Þ

and in this case the desired control forces fui can be expressed as:

fui tð Þ ¼ ui � esd;i�t ¼ �G zðtÞ ¼ �G wd;i � esd;i�t: ð13:17Þ

The product ACL�wd,i can be written as:

ACL wd;i ¼ ðA� B GÞwd;i ¼ A wd;i þ B �G wd;i

� �
¼ A wd;i þ B ui: ð13:18Þ

Being sd,i and wd,i an eigenvalue and the corresponding eigenvector of ACL, the
same product is also equal to:

ACL wd;i ¼ sd;i wd;i: ð13:19Þ

By combining Eqs. 13.18 and 13.19,

ACL wd;i ¼ A wd;i þ B ui ¼ sd;i wd;i ð13:20Þ

or

B ui ¼ sd;i I� A
� �

wd;i ð13:21Þ
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and, finally,

wd;i ¼ sd;i I� A
� ��1

B
h i

ui ¼ Hi ui (dim Hi ¼ 2n� mÞ: ð13:22Þ

Equation 13.22 shows the relationship among the desired eigenvalue sd,i and
eigenvector wd,i, the matrix of the original, uncontrolled system A and the cor-
responding control forces ui, i.e., the control forces able to make the controlled
system vibrate according to desired modal shape, frequency and damping ratio.
Should the matrix Hi be invertible, calculation of the control forces ui would be
straightforward. However, it is generally not. An approximate approach to solve
Eq. 13.22 for ui is to consider the pseudo-inverse matrix Hi^ of Hi. In this case, ui

can be approximately evaluated as

ui ¼ H^i wd;i ¼ HT
i Hi

� ��1
HT

i

h i
wd;i: ð13:23Þ

However, by using the approximation expressed by Eq. 13.23, the actual
eigenvector wCL,i of the CL system will be similar, but not exactly equal to the
desired one wd,i:

wCL;i ¼ Hi ui ffi wd;i : ð13:24Þ

If the approximation of Eq. 13.23 is acceptable, by selecting the desired fre-
quency and damping ratio (through sd,i) and the shape (through wCL,i) of each
mode of vibration, it is possible to calculate the corresponding values of the
desired control forces ui and the resulting CL eigenvector wCL,i, to be collected in
the matrices U and WCL, respectively:

U ¼ u1 u2 . . . u2n½ � ðdim U ¼ m� 2nÞ
WCL ¼ wCL;1 wCL;2 . . . wCL;2n

� �
ðdim WCL ¼ 2n� 2nÞ:

ð13:25Þ

Recalling Eq. 13.17, it is:

U ¼ �G WCL ð26Þ

and, therefore, the gain matrix can be found as

G ¼ �U �W�1
CL: ð13:27Þ

Once G is calculated through Eq. 13.27, the corresponding control forces fu

defined by Eq. 13.14 are able to approximately transform the original structure so
that it has the desired modal properties:

• frequency and damping ratio of each selected mode;
• modal shapes.
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It is worth to notice that the procedure described before works also if only a portion
of a CL eigenvector is desired to have a given shape. In other words, the selection
can be also referred to portions of some or all CL eigenvectors. Due to the approx-
imate calculations introduced before, the less demanding is the eigenvector selection,
the most accurate is the result, i.e., the closer are CL and desired eigenvectors.

Provided that more than one independent controller be available and that the
positioning of such controllers yields a controllable system, for a feed-back con-
trolled wind turbine it is thus possible to directly design the modal behavior, in
terms of both modal frequencies and damping ratio, and modal shapes. When there
is only one controller available, as in the case of the experimental activity
described herein, it is possible to directly design modal frequencies and damping
ratio only, and to indirectly control modal shapes.

13.5.1 Closed-Loop Eigenstructure Selection (CLES)
Algorithm

A simplified structural model of the wind turbine mock up described in the pre-
vious sections is shown in Fig. 13.14. It is a 2 DOFs system whose equations of
motion in the absence of any external disturbance are:

mT mT

0 ma=h

� �
€del
€drig

� �
þ cT 0

0 0

� �
_del
_drig

� �
þ kT 0

0 2 � ks � l2
s=h

� �
del

drig

� �

¼ � 0
2 � ld

� �
� fd ð13:28Þ

or

M €dþ C _dþK d ¼ �p fd ð13:29Þ

where:
mT = mtop + mtow is the translational mass of the model;
mtop = 280 kg is the translational mass at the top of the tower;
mtow = 15.4 kg is the 1st mode translational mass of the vertical structure;
ma = 8,329 kg m2 is the rotational mass of the model;
cT = 32.4 Ns/m is the equivalent linear viscous damping of the tower;
kT = 13,855 N/m is the lateral stiffness of the tower;
ks = 89,000 N/m is the stiffness of each base spring;
ls = 0.65 m is distance between each spring and the hinge;
ld = 0.45 m is distance between each SA MR damper and the hinge;
h = 5.26 m is the height of the tower;
fd is the force exerted by each SA MR damper;
a is the rotation of the base;
drig = a 9 h is the rigid portion of the top displacement;
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del is the elastic part of the top displacement;
M, C, and K are the mass, damping, and stiffness matrices;
p is the vector describing the position of the dampers;
d = [del drig]T is the vector collecting the DOFs of the system.

Parameters cT and kT have been defined according to a preliminary identifi-
cation campaign of the fixed base tower, which turned out to show a natural period
of vibration of 0.92 s and a damping ratio equal to 0.8 % [12, 13]. Once the tower
is mounted on the rotating support, the resulting 2 DOFs free (fd = 0) system
described by Eq. 13.28 has modal periods equal to:

1st mode : T1 ¼ 2:09 s;

2nd mode : T2 ¼ 0:92 s:

The first mode is dominated by a rigid rotation around the base hinge, whereas the
second replies the elastic motion of the tower alone on a fixed base, as shown in
Eq. 13.30 where the undamped modal shapes are ordered as columns of the matrix U
and normalized, for clarity, so that one component of each eigenvector is set to 1:

U ¼ 1:000 0:000
0:239 1:000

� �
drig

del

	 

: ð13:30Þ

By considering the dampers in their ‘‘off’’ state, they are equivalent to linear
viscous damper with a constant cd = 6,900 Ns/m [17]. In this case, the force in
each damper is equal to (the sign is already considered in the model of Fig. 13.14).

fd ¼ cd � ld � _drig=h ð13:31Þ
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δrig δel
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Fig. 13.14 Structural model
of the tested mock-up
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and Eq. 13.28 can be written as

mT mT

0 ma=h

� � €del

€drig

" #
þ

cT 0

0 2 � cd � l2d=h

� � _del

_drig

" #
þ

kT 0

0 2 � ks � l2
s=h

� �
del

drig

� �
¼

0

0

� �
:

ð13:32Þ

or

M €dþ Coff
_dþK d ¼ 0 ð13:33Þ

being Coff the damping matrix when the SA MR dampers are switched off. This
system can be equivalently described in the state space as

_z ¼ Aoff z ð13:34Þ

where z is the state vector of the system and Aoff is the matrix describing the
dynamic behavior of the tested model when the dampers are switched off, defined
as follows:

z ¼ ½ del drig
_del

_drig �T; Aoff ¼
02�2 I2�2

�M�1K �M�1Coff

� �
ð13:35Þ

The complex eigenvalues of Aoff describe the periods Ti and the modal damping
ratios ni of the tested model. They are as follows:

1st mode : T1 ¼ 2:09 s n1 ¼ 5:6 %;

2nd mode : T2 ¼ 0:92 s n2 ¼ 0:8 %:

The first objective of the control algorithm is to achieve higher damping ratios
without changing the periods of vibration. This objective can be reached through
the classical pole placement procedure of System’s Theory. If a ‘‘desired’’ force
u for each damper is assumed, Eq. 13.29 can be written, in the state space, as

_z ¼ A zþ b u ð13:36Þ

where

A ¼ 02�2 I2�2

�M�1K �M�1C

� �
b ¼ 02�1

�M�1 p

� �
ð13:37Þ

If the control force is proportional to the system’s state through Eq. 13.14, it
can be showed that the gain matrix G can be designed so as that the eigenvalues of
the controlled system can be arbitrarily assigned or, in other words, the desired
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values of damping ratios and natural periods can be achieved [10]. Therefore, the
matrix G can be designed so as to achieve the first objective of maintaining the
modal periods while increasing the modal damping ratios.

As said before, within the experimental setup herein focused, only one inde-
pendent control force was available, provided by the 2 SA MR dampers. Should
more independent control forces be available, the gain matrix G could be designed
to arbitrarily modify the modal shapes of the controlled system, too. Actually, this
is the second objective of the control strategy adopted, i.e., to modify the modal
behavior of the tower so as to obtain a dominant, highly damped mode corre-
sponding to a rigid rotation of the structure around the base hinge and a secondary
mode combining a rigid rotation to an elastic deformation of the tower bounded by
a damping ratio significantly higher than that of the tower alone (0.8 %). Due to
the presence of only one independent controller, the procedure described before
cannot be applied. However, also the pole placement technique modifies, through
G, the CL system matrix and, in turn, its complex eigenvectors (i.e., the modal
shapes of the controlled tower). Therefore, when the desired control force u is
designed through Eq. 13.14 so as to obtain the given values of periods of vibration
and modal damping ratios for the CL system, also the modal shapes of the con-
trolled system change compared to the original, uncontrolled one. Based on a trial
and error iterative procedure, authors ended up with the following feedback
control law:

u ¼ �2 � g1 g2 g3 g4½ � � z ð13:38Þ

where:
g1 = 597 N/m; g2 = 0; g3 = 408 Ns/m; g4 = 1,154 Ns/m.
In this case, the CL controlled tower shows the following periods and damping

ratios:

1st mode : T1 ¼ 2:09 s n1 ¼ 20 %;

2nd mode : T2 ¼ 0:92 s n2 ¼ 5 %:

Correspondingly, the complex eigenvectors of the controlled towers, ordered as
columns of the matrix W* and normalized as before, are:

W� ¼ 1:000j j\ 0	 0:084j j\93	

0:234j j\� 27	 1:000j j\ 0	

� �
drig

del

	 

ð13:39Þ

Equation 13.39 shows only a portion (W*) of the eigenvector matrix W of the
controlled tower. Indeed, in the present case the eigenvectors come in complex
conjugate pairs carrying, each pair, exactly the same piece of information. Fur-
thermore, each eigenvector has four components, two related to displacements
(shown in Eq. 13.39) and two relates to velocities (out of interest in the present
case). Complex eigenvectors in Eq. 13.39 are described through their module and
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phase. The first mode resulted to be dominated by a rigid rotation of the tower
around the base with a reasonably high damping ratio, whereas the second mode is
dominated by the elastic strain of the tower. For the latter, however, in the con-
trolled system a rigid rotation is also involved, so that a damping ratio of about
5 % (
0.8 %) can be obtained due to the SA MR dampers.

If active devices had been involved, the force u(t) should be imposed instant by
instant to them in order to achieve the target performances of the structure. In the
present case of SA control, instead, this force has to be intended as a desired
control action, that is the one the MR dampers have to mimic in real time to lead to
an effective control of the tower response. Therefore, the CLES algorithm has been
set so as to modulate the current fed to the SA MR dampers with the aim to make
the reacting force fd(t) of each damper as close as possible to the theoretical value
u(t). This kind of logic can thus be expressed as follows:

if fd tð Þ � u tð Þ\0 ! i tð Þ ¼ 0
if fd tð Þ � u tð Þ� 0 and fd tð Þj j\ u tð Þj j ! i tð Þ ¼ i t � dtð Þ þ imax � i t � dtð Þ=n½ �
if fd tð Þ � u tð Þ� 0 and fd tð Þj j � u tð Þj j ! i tð Þ ¼ i t � dtð Þ þ 0� i t � dtð Þ=n½ �

ð13:40Þ

where i(t–dt) is the current commanded to the dampers in the instant before the
actual one (t), dt is the sampling time for control (1 ms), n is a dimensionless
parameter (C1) introduced to smoothen the variation of the command current
between 0 and imax.

13.5.2 Two Variables (2VAR) Algorithm

An alternative control algorithm has been formulated and adopted for the shaking
table tests of the wind turbine model. It is based on a more physical and easier
approach in respect to the above-mentioned CLES controller.

The basic idea consists in controlling the base stress and top displacement so as
to ‘‘force’’ them to be within a given range. Reducing top displacement and base
stress are two performance objectives in conflict to each other. Actually, the
demand of base bending stress can be reduced by ‘‘relaxing’’ the base restraint
(i.e., reducing the damping of the SA devices). However, as a direct consequence,
the top displacement demand (related to both the rigid body motion—due to the
base rotation—and the elastic deflection of the tower) will increase.

This controller has been developed aiming to achieve a trade-off between these
two contradictory objectives. To do that, first of all, a limit value for both base
stress and top displacement have been assumed (rlim and xlim in the following,
respectively). Then, by denoting with r(t), x(t) and _x(t), respectively, the maxi-
mum stress at the base, the top displacement, and the top velocity at the instant of
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time t, the following logic has been assumed to take the decision about the optimal
status (‘‘on’’ or ‘‘off’’) to be set for the dampers in that instant:

ifjr tð Þj\rlim ! i tð Þ ¼ imax ð13:41Þ

ifjr tð Þj �rlim and x tð Þj j\xlim ! i tð Þ ¼ 0 ð13:42Þ

if jr tð Þj �rlim and x tð Þj j � xlimand x tð Þ _X tð Þ[ 0! i tð Þ ¼ imax ð13:43Þ

if jr tð Þj �rlim and x tð Þj j � xlim and x tð Þ _X tð Þ� 0! i tð Þ ¼ 0: ð13:44Þ

In other words, the controller keeps ‘‘stiffer’’ the base restraint until the stress
does not exceed the limit value (Eq. 13.41), whereas ‘‘relaxes’’ it (switching off
the MR dampers) when this limit is passed and the displacement falls within the
limits (Eq. 13.42). When both stress and displacement are beyond the respective
threshold values, the controller switches on the dampers if the displacement is
going in the direction of a further increase (so trying to invert or at least to damp
this trend; Eq. 13.43), otherwise it switches off the MR devices to make sure they
do not hinder the ongoing reduction of displacement (Eq. 13.44).

Figure 13.15 graphically describes this algorithm, in a schematic way, showing
what is the decision of the controller (switch on or switch off) depending on the
occurrence of each of the four above-mentioned possible combination about the
state of base stress and top displacement.

It is worth noting that the practical use of such control algorithm require a
preliminary calibration through properly setting the three involved parameters, i.e.
imax, rlim and xlim.

13.6 Experimental Activity and Results

Two load cases were considered:

• an extreme operating gust (EOG), i.e., a sharp increase, then decrease in wind
speed within a short period of time;

• a high velocity wind buffeting, i.e., a load case (called ‘‘parking’’, PRK) that
typically concerns a wind turbine when ‘‘parked’’ (with a controlled shut-
down) due to the high-velocity wind.

Chen and Georgakis [12, 13], for both load cases, have defined an equivalent
base acceleration time history (Fig. 13.16), that is the base input that would give
the same top mass response of the real, fixed base structure subjected to the wind
action. This kind of analysis has been made using the wind turbine aeroelastic code
HAWC2 (Horizontal Axis Wind turbine simulation Code, second generation),
realized at the DTU (Denmark) for calculating wind turbine response in time
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domain [20]. These accelerograms have been reproduced through the shaking table
facility to perform all the dynamic tests discussed in the following.

The mock-up structure has been tested first in a fixed base (FB) condition. The
FB configuration has been realized using the same setup of Fig. 13.4, simply

top displacement

σlim

xlim

OFF

(2) (4) (3)

OFF ON

(1)

ON

ba
se

 s
tr

es
sFig. 13.15 The logic behind

the 2VAR controller
(numbers refer to
Eqs. 13.41–13.44)

Fig. 13.16 Equivalent base
accelerations corresponding
to the two wind load cases:
a Extreme operating gust
(EOG), b Parking (PRK)
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imposing the MR dampers to work as rigid links, feeding them with a constant
current of 3 A during the overall duration of the tests. Actually the expected (then
registered) maximum force applied to the dampers for the two FB tests were less
than 5 kN, therefore much less than the threshold value for the ‘‘friction’’ force Fdy

of the devices (about 27 kN for 3 A, according to Eq. 13.3). Table 13.1 summa-
rizes the peak absolute value for displacement x (top of the tower relative to the
base) and for base stress r for both load cases.

The structural model has been tested first using the CLES control algorithm.
The higher value of the dimensionless parameter n involved in the procedure, as
previously said, gives smoother variations of command voltage in time. According
to the results of three pre-tests, the values n = 15 for the EOG load case and n = 1
for PRK load case were selected.

Subsequently, various tests have been performed with the 2VAR control
algorithm to evaluate and compare the effects, in terms of reduction of the
structural response, of different couples of stress (rlim) and displacement (xlim)
limits chosen within the ranges [10, 40] MPa and [16, 46] mm respectively. The
best combination of limit values resulted to be (rlim, xlim) = (30 MPa, 46 mm) for
the EOG load case, and (rlim, xlim) = (12 MPa, 20 mm) for the PRK input.

For each of the above-mentioned tests the reduction of the base stress has been
monitored as the first objective to be achieved. Moreover, the effectiveness in
controlling top displacement has been evaluated, even if a moderate increase has
been considered acceptable. In particular, peak top displacement less than 1.3
times the peak registered in the FB condition have been tolerated, not causing
significant detrimental second order effects to the tower.

The main experimental results related to the four tests (two load cases, two
controllers) are described in the next sections, first with reference to the EOG, then
to the PRK load cases.

In the following, the command voltage has to be intended as a 0–10 V voltage
signal in output from the controller (PC) and in input to the power supplies, the
latter having, when adopted as current driver, a control loop gain 0.4 A/V. The
maximum intensity of current inside the dampers for all the tests has been set equal
to 1 A. Therefore, the maximum command signal is 2.5 V.

Table 13.1 Fixed base con-
dition: peak response of the
tower under both load cases

input max|r| [MPa] max|x| [mm]

EOG 51 39

PRK 29 25
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13.6.1 SA Control for the Extreme Operating Gust
Load Case

An extreme operating gust (EOG) is a sharp increase and then decrease in wind
speed that occurs over a short period of time while the turbine is operating. The
equivalent base acceleration time history in Fig. 13.16 has been considered herein
to assess the effectiveness of both SA control strategies, reproducing such input
signal through the DTU shaking table, properly commanding the MTS actuator.

In the following, the results obtained with the CLES controller are described
first, then those corresponding to the 2VAR logic.

13.6.1.1 CLES Controller: Response Reduction Under the EOG
Load Case

The desired control force u(t) as defined in Sect. 13.5.1 has been calculated in real
time during the entire duration of the test. The CLES controller modulated the
command signal so as to make the current vary between 0 and 1 A, aiming, at each
instant of time, at making the MR reactive force as close to u(t) as possible.

Figure 13.17 shows the results in terms of base stress, top displacement,
command voltage, and forces, desired and actual force exerted by MR dampers,
respectively. The time window 4–10 s has been plotted, i.e., that corresponding to
the most significant part of the accelerogram imposed at the base. The first two
diagrams—(a) and (b)—allow to compare the SA controlled response to that
corresponding to the FB condition, under the same input base motion.

The actual control force of the MR dampers satisfactory tracked the desired one
(Fig. 13.17d), thanks to the modulation of the command voltage according to the
above-mentioned logic (Fig. 13.17c). This lead, as expected, to a strong reduction
of base stress, trading off larger peak top displacement, however, within the tol-
erance assumed in respect to the one registered for the FB case. Table 13.2 helps
synthesize such findings, in terms of peak values of base stress and of top dis-
placement recorded for the whole duration of the test. The CLES controller, in
respect to the FB case, reduced the peak base stress of 67 %, even at the cost of
28 % larger peak top displacement.

13.6.1.2 2VAR Controller: Response Reduction Under the EOG
Load Case

The performance of the 2VAR controller with limit values of rlim and xlim equal to
30 MPa and 46 mm, respectively, is described in the following. Figure 13.18
shows the results in terms of base stress, top displacements, and command voltage,
allowing the comparison with the FB response under the same base input motion.
The first two diagrams—(a) and (b)—are referred to the overall duration of the
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EOG accelerogram, whereas diagrams (c), (d), and (e) are focused on a 2 s time
window (5.5–7.5 s), so highlighting the behavior of the uncontrolled and con-
trolled tower during the strongest phase of the base excitation.

It can be observed that the top displacement always resulted to be within the
limit of 46 mm, therefore only conditions in Eqs. 13.41 and 13.42 occurred.
Figure 13.18c–e highlights the position of two instants of time (6.19 and 6.77 s)
where the condition of Eq. 13.42 and of Eq. 13.41, respectively occurred, causing
a switch-off and a switch-on of the current in the devices. Looking again at
Fig. 13.18, the reduction of stress and displacement compared to FB case (except
for the peak displacement) is quite evident. In particular, around the strong phase
of the excitation, the control algorithm, also thanks the promptness of the control

Fixed base 
Semi-active control 

Fixed base 
Semi-active control 

Desired 
MR force 

(a)

(b)

(c)

(d)

Fig. 13.17 EOG load case: SA control via the CLES controller and comparison with the FB case

Table 13.2 EOG input: peak
response of the FB structure
and of the SA case using the
CLES controller

Case max|r| max|x|

Fixed base 51 MPa 39 mm

Semi-active CLES 17 MPa 50 mm

FB ? SA -67 % +28 %

Percentage variation from the first to the second condition
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chain, perfectly worked in ‘‘pushing down’’ the peak values of stress demand,
forcing it to stay within the fixed limits.

Table 13.3, as for the CLES controller examined above, shows the peak values
of base stress and top displacement for the FB and the 2VAR controlled cases. It
allows to conclude that the 2VAR control logic, in respect to the FB case, reduced
the peak base stress of 29 %, even at the cost of a 15 % increase of the peak top
displacement.

13.6.2 SA Control for the Parking Load Case

When a pitch-controlled wind turbine shuts down due to the high-velocity wind,
the loss of power leads to a sudden pitch of the rotor blades, leading to a ‘‘sling-
shot’’ effect, followed by a free-decay response. When parked, the wind turbine

Fig. 13.18 EOG load case: SA control via the 2VAR controller and comparison of the response
with the FB case
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will be subjected to high velocity wind buffeting, which is herein referred to as
‘‘parking’’ (PRK) load case.

The equivalent base acceleration time history in Fig. 13.16 has been considered
to assess the effectiveness of both SA control strategies, reproducing such input
signal by the shaking table. In the following, the results obtained with the CLES
controller first, then with the 2VAR control logic, are discussed. Since the long
duration of the input (more than 2 min), a 10 s time window has been chosen to
plot the response time-histories, not to lose their readability and to show in a
clearer manner how the controllers worked.

For the PRK load case, the control activity resulted to be higher than in the
EOG case. The control algorithms switched on or off the MR devices many more
times, making them able to better dissipate the input energy. From this perspective,
the higher acceleration demand (value and number of peaks) corresponding to the
PRK load case justifies the better response reduction achieved by the same SA
system if compared to the EOG input.

13.6.2.1 CLES Controller: Response Reduction Under the PRK
Load Case

Figure 13.19 shows the results in terms of base stress, top displacements, com-
mand voltage, and forces, respectively desired and actually exerted by MR
dampers, within the selected 10 s time window. Also in this case, the controller
has been able to drive MR dampers to react similarly to the ideal device, i.e., the
one that would exactly output the desired control force u(t). With reference to
the assumed sample time window, Fig. 13.19 clearly shows that the CLES con-
troller lead to a strong reduction of the base stress, without significantly altering
the response in terms of displacement. Confirming this finding, Table 13.4 shows
peak values, over the entire input duration, of base stress and top displacement and
their percentage variation in respect to the FB case. The peak base stress results to
be reduced of 48 %, while the peak top displacement did not change appreciably.

Table 13.3 EOG input: peak
response of the FB structure
and of the SA case using the
2VAR controller

Case max|r| max|x|

Fixed base 51 MPa 39 mm

Semi-active 2VAR 36 MPa 45 mm

FB ? SA -29 % +15 %

Percentage variation from the first to the second condition
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13.6.2.2 2VAR Controller: Response Reduction Under the PRK
Load Case

The 2VAR controller for the PRK input has been set with rlim = 12 MPa and
xlim = 20 mm, as said above. Figure 13.20 shows the results in terms of base
stress, top displacements, and command voltage, allowing the comparison with the
FB response under the same base input motion, over the above 10 s time window.

The effectiveness of the SA control strategy based on the 2VAR logic clearly
emerges comparing the plots of the response parameters with those referred to the
FB case. As a matter of a fact, both base stress and top displacement in the SA test
result to be forced by the controller to stay within the assigned limits.

(a)

(b)

(c)

(d)

Fixed base Semi-active control 

Fixed base Semi-active control 

Desired u(t) MR force 

Fig. 13.19 PRK load case: SA control via the CLES controller and comparison of the response
with the FB case

Table 13.4 PRK input: peak
response of the FB structure
and of the SA case using the
CLES controller

Case max|r| max|x|

Fixed base 29 MPa 25 mm

Semi-active CLES 15 MPa 25 mm

FB ? SA -48 % 0 %

Percentage variation from the first to the second condition
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As previously done with reference to the other application, the peak values for
base stress and top displacement are assumed as synthetic indicators of the
response for both FB and 2VAR controlled cases. Table 13.5 shows these values
and the percentage variation from the FB to the SA case. It allows to conclude that
the 2VAR control logic, for the PRK load case, lead to a significant reduction of
the peak base stress (31 %), even if smaller than the one (48 %) obtained with the
CLES controller. On the other hand, the 2VAR control logic has also been able to
damp the top displacement, making the peak value 8 % smaller with respect to the
FB case.

13.7 Conclusions

The theoretical base and the experimental activity about an SA control system for
wind turbines based on MR devices has been described. The main findings of the
research activity are as follows:

σlim

-σlim

xlim

(a)

(b)

(c)

-xlim

Fixed base Semi-active control 

Fixed base Semi-active control 

Fig. 13.20 PRK load case: SA control via the 2VAR controller and comparison of the response
with the FB case

Table 13.5 PRK input: peak
response of the FB structure
and of the SA case using the
2VAR controller

Case max|r| max|x|

Fixed base 29 MPa 25 mm

Semi-active 2VAR 20 MPa 23 mm

FB ? SA –31 % -8 %

Percentage variation from the first to the second condition
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• Structural control of wind turbines based on SA MR dampers and on a base
restraint rearrangement of the tower looks feasible;

• Significant reduction of stresses in the turbine tower can be reached trading off
a minor increase of the top displacement. Due to the proposed control system,
however, displacements of the tower are only partly related to strain;

• Obviously, control algorithms play a relevant role in the behavior of the
controlled systems. However, in judging their performances the complexity and
the overall reliability of the system (number and type of sensors, real-time
computing effort needed) should be taken into account.

A further optimization of the response of a wind turbine can be envisioned by
considering the possibility of fully reshaping the modal behavior. The theoretical
base of such a strategy is also presented herein, based on the exploitation of more
than one independent control force. The possibility of adopting multiple SA MR
dampers in the structural control of wind turbines represents the next research step,
currently in progress, of the research activity.
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Chapter 14
Wind Farm Lab Test-Bench
for Research/Education on Optimum
Design and Cooperative Control
of Wind Turbines

Mario García-Sanz, Harry Labrie and Julio Cesar Cavalcanti

Abstract This chapter presents a low-cost, flexible lab test-bench wind farm for
advanced research and education on wind turbine and wind farm design and
control. The mechanical, electrical, electronic and control system design of the
wind turbines, along with the dynamic models, parameters and classical pitch and
torque controllers are introduced in detail. Furthermore, the study presents a
variety of experiments that (a) quantifies the effect of the number of blades in the
aerodynamic efficiency, (b) estimates the generator efficiency, (c) validates the
rotor-speed pitch control system, (d) proves the concept of maximum power point
tracking for individual wind turbines, (e) estimates the aerodynamic Cp/k char-
acteristics, (f) calculates the power curve, and (g) studies the effect of wind farm
topology configurations on the individual and global power efficiency. The
experimental results prove that the dynamics of the test-bench corresponds well
with full-scale wind turbines. This fact makes the test-bench wind farm appro-
priate for advanced research and education in wind energy systems.
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14.1 Introduction

Wind turbines are complex systems with large flexible structures that work under
very turbulent and unpredictable environmental conditions and for a variable
electrical grid. When wind turbines are combined into large wind farms, additional
turbine interaction problems, grid integration issues, and cooperative control
matters add more complexity to the engineering design and control.

The efficiency and reliability of a wind farm strongly depend on the applied
control strategies. Large nonlinear characteristics and high model uncertainty due
to the interaction of the aerodynamics, mechanical, and electrical subsystems, both
at the turbine level and the wind farm level are central difficulties in the design
process. Stability problems, maximization of wind energy conversion issues, load
reduction strategies, mechanical fatigue minimization problems, reliability mat-
ters, availability aspects, and costs per kWh reduction strategies demand advanced
cooperative control systems to regulate variables such as pitch, torque, power,
rotor speed, yaw orientation, temperatures, currents, voltages, and power factors of
every wind turbine [1, 2].

Every new design and control idea in the wind energy field has to be tested and
validated in a realistic scenario before moving forward to a final certification and
commercial implementation. Frequently, this experimentation and validation is
extremely expensive or even not possible. For all these reasons, this chapter
presents a new low-cost and flexible test-bench wind farm for advanced research
and education in optimum wind turbine/wind farm design and cooperative control.

14.2 System Description

Figure 14.1 shows a general view of the wind farm test-bench. It includes four
variable-speed pitch-controlled wind turbines (1), a supervisory control and data
acquisition (SCADA) system with a central control unit (2), a smart grid with
batteries for energy storage, variable electrical loads, solar panels and switches for
different grid topologies (3), and a group of fans to create different wind profiles
and disturbances (4).

14.2.1 Wind Turbine Description

Figure 14.2 shows a general view of each wind turbine unit. It is a variable-speed
pitch-controlled wind turbine composed of a multi-blade aerodynamic rotor (1)
able to support a set of 2, 3, 4, 5 or 6 blades.

The drive-train has a mechanical gearbox with a brushless induction electrical
generator (2) and a connection (11) to the grid system through the current/torque
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Fig. 14.1 Wind farm general view: (1) wind turbines; (2) SCADA and central control system;
(3) smart micro grid with batteries, electrical loads, switches and solar panels; (4) fan system
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Fig. 14.2 Wind turbine
general view: (1) 6-blade
rotor; (2) generator;
(3) micro-controller; (4) yaw
motor; (5) pitch motor;
(6) rotor speed encoder;
(7) pitch angle sensor;
(8) yaw angle sensor;
(9) current sensor and
current/torque actuator;
(10) voltage sensor; (11) grid
connection
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actuator (10). A set of micro-controllers (3) collect all the sensor information
(6, 7, 8, 9, 10) and drives the pitch (5) and yaw (4) motors. The sensors collect in
real-time data of rotor speed (6), pitch angle (7), yaw angle (8), and current (9) and
voltage (10) at the output of the generator. In addition, with the above information,
the system identifies in real-time the mechanical torque Tr applied to the shaft—
see Eq. (14.43)—and the power P—see Eq. (14.1)—generated by the wind
turbine.

The mechanical structure of the turbine, including the foundation, tower, blades
and gearboxes for the pitch and yaw systems are built of LEGO blocks and wheels,
giving highly modular characteristics to the prototypes. The real-time control
system runs on LEGO microprocessors (3) and an external computer with Mat-
lab—(2) in Fig. 14.1.

14.2.1.1 Aerodynamics: Rotor Blades

Figure 14.3 presents the four wind turbines of the wind farm, with three different
rotor options (3, 4 and 6 rotor-blade) and a particular site configuration, while
generating power into the electrical grid, and with the hierarchical control system:
five NXT LEGO microprocessors for the distributed individual wind turbine
control and the central computer under Matlab for the SCADA and central control
system.

Each wind turbine uses a horizontal axis rotor that (1) can be configured to use
two, three, four, five or six blades each, and (2) can be easily lengthened by adding
an additional piece at the blades’ root. The blades themselves have a drag model
airfoil design, meaning the drag coefficient CD of the blade is significantly larger
than the lift coefficient CL. In addition to a drag model airfoil, the blades each have
additional texturing near the end of the blade to contribute to the effectiveness of
the drag system. Figure 14.4 shows a 3-blade and a 6-blade rotor options.

Fig. 14.3 Wind farm control
for optimum energy
production with 3, 4 and 6
rotor-blade wind turbines
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14.2.1.2 Mechanics: Main Structures, Power Train, Tower, Nacelle,
Gearboxes

The structure of the wind turbine is built around the pitch and yaw gearboxes. In
order to change the angle of attack of the wind on the blades a pitch-controlled full
sized wind turbine changes the pitch angle of the blades relative to the center of the
rotor. This is infeasible on a small scale, so in order to implement control of the
angle of attack in a comparable manner the actuators move the entire nacelle pitch
angle relative to the horizontal axis. The effect on the rotor speed is very strong, as
it is in a commercial wind turbine, so high precision is necessary, making a direct
drive method (motor directly connected to the pitch shaft) ineffective. Thus a
gearbox is implemented which gives the controller very high precision control of
the pitch angle of the nacelle with minimal backlash (see Fig. 14.5). Then, the

Fig. 14.4 Aerodynamics: 3-blade and 6-blade rotor options

Fig. 14.5 Pitch system: motor, gearbox, mechanical configuration and tower
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motor is connected to a series of gears which step up in size, decreasing the rate of
rotation at each step. The largest of these moves a worm gear, giving a huge
increase in the precision while simultaneously reducing backlash, with a total
gearbox ratio of rtg = 1/140. The worm moves two other gears, also stepping up in
size, the larger of which is directly connected to the nacelle. In this way, the
resulting pitch angle is the nacelle pitch angle relative to the horizontal axis
perpendicular to the wind direction. It is represented as b in Fig. 14.12.

For the nacelle angle relative to the vertical axis, the yaw angle, we developed a
second gearbox to move the entire tower relative to the base (see Fig. 14.6). This
gearbox is much less complex; however, it does reduce error from the motor and
increase precision. The base itself, aside from housing the motor and gearbox for
the yaw control, is built to be relatively heavy to anchor the system better. It also
allows for the NXT microcontroller to be attached. In this way, the resulting yaw
angle is the tower angle relative to the vertical axis that passes through the center
of the tower. It is represented as a in Fig. 14.12.

14.2.1.3 Electrical Components: Generator, Grid Connection

The wind turbines use a DC motor made by LEGO as a simple generator (the
E-motor)—see Fig. 14.2, element (2) and Fig. 14.7a. It has a single rotor and a
small gearbox with a 9.5:1 gearing ratio. It can either induce a voltage or be

Fig. 14.6 Yaw system: motor, gearbox, mechanical configuration, tower and foundation
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induced to move by an applied voltage. The linear characteristics of the E-motor/
generator are calculated based on [8], so that:

Pmec ¼ Tr Xr ; Pelec ¼ ugen igen ; Pelec ¼ Pmec gg ð14:1Þ

Tg ¼ KT igen; where KT ¼ 0:0609 Nm=A ð14:2Þ

Plosses ¼ Pcu þ Protation; Pcu ¼ i2
genRa; Ra ¼ 21:95 ohm; Protation ¼ 0:1508 W

ð14:3Þ

being Pmec the mechanical power at the generator shaft (in watts), Tr the
mechanical torque at the shaft (in Nm), Xr the rotor speed (in rad/s), Pelec the
electrical power produced by the generator (in watts), ugen the voltage at the output
of the generator (in volts), igen the generator current (in A), gg the generator
efficiency, Tg the electrical torque (in Nm), and Plosses the generator losses (in
watts) due to the Joule effect Pcu and friction Protation.

The generator is connected to the grid system through an actuator able to
change the current igen—see Fig. 14.2, element (9)- and therefore the electrical
generator torque Tg, which is opposite to the mechanical torque Tr in Fig. 14.12,
Table 14.1 and Eqs. (14.24), (14.27), (14.43) and (14.44).

14.2.1.4 Sensors: Rotor Speed, Pitch and Yaw Angles, Voltage,
Currents, Torque, Power, Wind

There are various electronics on each wind turbine, falling into two categories:
actuators and sensors. There are three kinds of sensors on the wind turbine. On the
nacelle there is a glide wheel angle sensor—see Fig. 14.2, number (6), Fig. 14.7c
and Ref. [6], which is configured to record the rotor velocity. This sensor has a one
degree resolution and very low resistance as it has almost exactly the same surface
area as the generator, so it does not strongly affect the mechanics or aerodynamics

Fig. 14.7 a DC generator with gearbox (E-motor), b Actuator (NXT-motor), c Angle sensor
(Glide-Wheel-AS), d CurrentMeter for NXT, e VoltMeter for NXT
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of the system. For each angle (pitch and yaw), at the end of the actuator drive-train
(end of the gearbox—see Figs. 14.5 and 14.6), there is an encoder. These encoders
are the same as the glide wheel on the rotor (see Fig. 14.7c and [6]). They are
configured to record the absolute angle of the nacelle and tower for the pitch and
yaw angles, respectively—see Fig. 14.2, numbers (7) and (8).

For measuring the electrical properties of the wind turbine there is a current
sensor (CurrentMeter for NXT) and a voltage sensor (VoltMeter for NXT) on each
wind turbine—see Figs. 14.7d and e respectively, and Fig. 14.2, numbers (9) and
(10). The current sensor has a resolution of 1 mA and can measure currents up to
12.5 A. The voltage sensor has a resolution of 1 mv and can measure voltages up
to 26 v. These sensors are very reliable and the inherent offset errors are easily
accounted for in software. Although they are not made by LEGO, they are built
specifically to work with LEGO NXT Intelligent Brick firmware and are shaped to
work the LEGO blocks [6]. Each sensor is directly connected to the NXT
microcontroller.

Table 14.1 Parameters for wind turbine model (see Fig. 14.12 and [2])

Kl low-speed shaft torsional stiffness coefficient
(Nm/rad)

Bl low-speed shaft torsional damping
coefficient (Nms/rad)

Kh high-speed shaft torsional stiffness coefficient
(Nm/rad)

Bh high-speed shaft torsional damping
coefficient (Nms/rad)

hl angular position of the gearbox low- speed
part (rad)

hh angular position of the gearbox high-
speed part (rad)

Tl torque applied to the gearbox by the low-
speed shaft (Nm)

Th torque applied to the gearbox by the
high-speed shaft (Nm)

Rt gear ratio (-) Iw equivalent moment of inertia of gearbox
elements, at hl (kg m2)

v1 upstream wind speed (m/s) N number of blades (-)

mt mass of the tower (kg) mn mass of the nacelle (kg)

mh mass of the hub (kg) mb mass of each blade (kg)

rb blade radius (m) h tower height (m)

yt axial displacement nacelle (m) c angular displacement blade (rad)

Kt tower stiffness coefficient (N/m) Bt tower damping coefficient (Ns/m)

Kb blade stiffness coefficient (N/m) Bb blade damping coefficient (Ns/m)

Ir moment of inertia of elements at Xr (rotor,
blades, hub, shaft, etc.) (Kg m2)

Ig moment of inertia of elements at Xg

(generator, shaft, etc.) (Kg m2)

hr rotor angular position (rad) hg generator angular position (rad)

Xr ¼ _hr rotor angular speed (rad/s) Xg ¼ _hg generator angular speed (rad/s)

Tr aerodynamic torque applied by the
wind on the rotor (Nm)

Tg antagonistic electrical torque applied on
the shaft (Nm)

FT thrust force applied by the wind on the rotor (N)

rp distance from the center of the rotor to the center of pressure, or point where the equivalent
lumped force FT is applied. rp = (2/3) rb (m)
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14.2.1.5 Actuators: Pitch and Yaw Motors, Torque

The pitch and yaw actuators—see Fig. 14.2, numbers (5) and (4) respectively- are
NXT motors (see Fig. 14.7b and [5]). They are DC motors and deliver a high
torque thanks to its internal speed reduction gear train (gearing ratio = 1:48).
Because of that, they turn slowly and efficiency is somewhat reduced. Although
each one includes an internal rotation encoder to measure the position of the shaft
with one degree resolution, we use glide wheel angle sensors at the end position of
the actuator drive-train in order to have a direct measurement of the actual angles
(see also Sect. 14.2.1.4).

The NXT motors consume a current of 60 mA in a no-load situation and up to
2 A in a stalled situation, with a maximum stalled torque of 50 N cm for a few
seconds. The NXT motors are protected by a thermistor (Raychem RXE065 or
Bourns MF-R065). That means that the high 2 A current and associated stalled
torque can be sustained only for a few seconds. They have a non-standard phone
plug type to connect to the NXT microprocessor. At the regular 9 v input the
motors run at 170 revolutions per minute (rpm). For other inputs the motors follow
the linear characteristics:

Xmotor ¼ ð170=9Þ u ð14:4Þ

Xmotor ¼ �ð170=50Þ Tmotor þ 170 ð14:5Þ

imotor ¼
ð00:94=30Þ Tmotor þ 0:06 ðfor 0� Tmotor� 30 N.cmÞ
ð1=20Þ Tmotor � 1=2 ðfor Tmotor [ 30 N.cmÞ

�
ð14:6Þ

with Xmotor the motor speed in rpm, u the voltage applied to the motor in volts,
Tmotor the motor torque in N. cm and imotor the motor current in A [8].

14.2.1.6 WT Microprocessors: Real-Time Control for Rotor Speed,
Pitch, Yaw, Torque, Power

The individual wind turbine control system is based on the intelligent NXT 2.0
LEGO� brick, which has a 32-bit microprocessor, a large matrix display, 4 input
and 3 output ports, and Bluetooth and USB communication links. The system is
interchangeable with the new EV3 Intelligent LEGO� Brick [5] or the Arduino
microcontroller [9].

Each wind turbine has one NXT microcontroller attached to the foundation (see
Fig. 14.2). It is connected to the pitch and yaw motors (output ports) and the rotor
speed, pitch angle, voltage, and current sensors (input ports). An additional NXT
microcontroller is connected to the four yaw angle sensors (input ports) of the four
wind turbines of the wind farm.

In this way, the wind farm control system presents a hierarchical structure, with
a central computer that runs under Matlab for the Supervisory Control and Data
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Acquisition (SCADA) system, and the five LEGO microprocessors for the dis-
tributed wind turbine control units.

14.2.2 Wind Farm Description

The wind farm (see Fig. 14.1) is composed of (1) four variable-speed pitch-
controlled wind turbines (2) a supervisory control and data acquisition (SCADA)
system with a central control unit (3) a smart grid with batteries for energy storage,
variable electrical loads, solar panels, and switches for different grid topologies,
and (4) a group of fans to create different wind profiles and disturbances.

14.2.3 Supervisory Control and Data Acquisition (SCADA)
System

The Supervisory Control and Data Acquisition (SCADA) system is the central
computer-controlled system that monitors the wind farm (the four wind turbines
and micro grid) and coordinates the distributed controllers of each wind turbine. It
is based on Matlab [7] and runs on a personal computer. Figure 14.8 shows one of

Fig. 14.8 Supervisory control and data acquisition (SCADA) system
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the main windows of the SCADA system, with real-time data collected by the
sensors of the four wind turbines: voltages, currents, rotor speeds, powers, torques,
pitch angles and yaw angles.

14.2.4 Smart Micro Grid

An electrical smart micro grid with variable load is connected to the generators of
the four wind turbines at the output of the farm. The micro grid is composed of a
set of batteries for energy storage, variable electrical loads, solar panels as addi-
tional renewable generators and switches to create different grid topologies (see
Fig. 14.9).

14.2.5 Wind Source Equipment

A group of three fans creates the wind profile, with variable speed, direction and
frequency of variation (see Fig. 14.1). The two largest fans are used to generate the
main wind flow and the smallest one to create wind disturbances and turbulences
in speed and direction.

6
1

2

3

4

5

Fig. 14.9 Smart micro grid: (1) wind turbines; (2) grid connection; (3) switches and electrical
loads; (4) batteries; (5) solar panels; (6) SCADA and central control system
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14.3 Modeling of Wind Turbines

14.3.1 Power Curve of a Wind Turbine

A qualitative power curve of a variable-speed wind turbine is shown in Fig. 14.10.
This graph presents the actual power P supplied by the wind turbine to the grid
versus the undisturbed upstream wind speed v1. Two main areas (below and above
rated power Pr) and four regions (Regions 1 through 4) divide the graph.

Below rated power (v1 \ Vr) the wind turbine produces only a fraction of its
rated power, and therefore, an optimization strategy to capture the maximum
amount of energy at every wind speed needs to be performed. Above rated power
(Vr \ v1) the wind speed has more power than the rated power, and a limitation
control strategy to generate only the rated power is required. The four regions of
the power curve present the following characteristics:

• Region 1. The objective in this region is to obtain the maximum efficiency. This
is usually done by means of controlling the rotor speed Xr by changing
the electrical torque Tg, to compensate the wind speed variations and keep the
turbine at the maximum aerodynamic power coefficient Cpmax (MPPT: Maxi-
mum Power Point Tracking). The power P supplied by the wind turbine to the
grid follows the expression:

P ¼ Pg gc ¼
1
2

q Ar Cp v3
1 gg gc ¼ Tr Xr gg gc ¼ Pa gg gc ð14:7Þ

Power (P) 

Wind
speed(v)

Below rated – power optimisation Above rated – power limitation

Region 1 

Torque control:

maximum 
aerodinamic 

efficiency 

Region 3 

Pitch control:

stability,  
disturbance 

rejection 

Region 4

Extended mode:

load limitation, 
partial power 

Region 2

Transition:

good 
efficiency, 

smooth 
transients 

Rated wind 
speed vr

Pr

vcut in vcut offvrv12 v34

Fig. 14.10 Power curve of a variable-speed wind turbine (see [2])
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where Pg is the power supplied by the electrical generator, gc the efficiency
from the output of the generator to the grid connection, q is the air density,
Ar = p rb

2 the rotor effective surface, rb the rotor radius, Cp the aerodynamic
power coefficient (see also Sect. 14.3.3), v1 the undisturbed upstream wind
speed, gg the electrical generator efficiency, Tr the mechanical torque at the
shaft due to the wind, Xr the rotor speed, Pa the power at the shaft given by
the aerodynamics, and k is the tip speed ratio,

k ¼ Xrrb=v1 ð14:8Þ

• Region 2. It is the transition between a torque control with fixed pitch mode
(Region 1) to a fixed torque with a variable pitch mode (Region 3).

• Region 3. The objective in this region is to limit and control the incoming
power at rated power, regulate the rotor speed and minimize the mechanical
loads. This is done by means of controlling the rotor speed Xr by changing the
pitch angles b (Pitch control).

• Region 4. An extended mode in very high winds can be obtained by means of
varying the pitch closed-loop performance. Through a rotor speed Xr limita-
tion, the extreme loads can be reduced.

14.3.2 Power Generation According to the Number of Blades

It is well known that in the ideal scenario of an infinite number of blades and no
losses the upper limit for the aerodynamic rotor power coefficient is the Betz limit:
Cpmax = 0.593. For a real situation, considering a finite number of blades N,
typical frictional losses, and rotating wakes in the out-coming airflow, the aero-
dynamic power coefficient Cp is always smaller than the Betz limit. Figure 14.11a
presents some typical Cp curves versus the tip speed ratio k and for different pitch
angles b. A numerical approximation of the aerodynamic power coefficient Cp is
given by the following equations (see [2], Chap. 12),

CP k; bð Þ ¼ c1
c2

ki
� c3b� c4

� �
expð�c5=kiÞ

ki ¼
1

kþ c6b
� c7

b3 þ 1

� ��1 ð14:9Þ

where: c1 ¼ 0:39 ; c2 ¼ 116 ; c3 ¼ 0:4 ; c4 ¼ 5 ; c5 ¼ 16:5 ; c6 ¼ 0:089 ; c7

¼ 0:035

The maximum value of these curves (maximum power coefficient Cpmax)
depends on the number of blades N. An experimental expression that presents the
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effect of the number of blades N in the maximum rotor power coefficient Cpmax for
a classical wind turbine with 25 \ CL/CD \? is shown in (14.10),

Cpmax ¼ 0:593 kopt kopt þ
1:32þ kopt � 8

20

� �2

N2=3

2
6664

3
7775

�1

�
0:57k2

opt

CL

CD
1þ 1

2N

� � ð14:10Þ

where N is the number of blades, CL is the rotor lift coefficient and CD is the rotor
drag coefficient (see also [2], Chap. 12). Figure 14.11b shows some calculations of
Cpmax using this expression with CL/CD = 76 and for N = 3, 4 and 5

14.3.3 Dynamics of Rotor Speed Versus Torque, Pitch Angle
and Wind Velocity Variation

Figure 14.12 shows a variable-speed pitch-controlled wind turbine with a
mechanical (gearbox) drive-train. A shaft connects a large inertia rotor at one end
(blades) with a gearbox, which is coupled to a generator at the other end. The wind
applies an aerodynamic torque Tr to the rotor, which is connected to the low-speed
shaft of the gearbox. At the other end of the drive-train, the generator, with a
power converter, applies an antagonistic electrical torque Tg on the high-speed
shaft of the gearbox. The rotor presents a moment of inertia Ir. The shaft has a
torsional stiffness coefficient Ks and a viscous damping coefficient Bs. The gen-
erator shows a moment of inertia Ig. The rotor angle is hr, the rotor speed is
Xr = dhr/dt, and the generator angle is hg. Also, w is the yaw angle error (nacelle-
wind angle) and b is the pitch angle (blades).

The excitation current, Ix, is introduced in the rotor, and the active and reactive
power, respectively P and Q, are supplied to the grid. f, U and / are the frequency,
voltage, and power factor at the grid connection point respectively.

N = 3 blades

N = 4 blades

N= 5 blades

Cp

λ

βk

βk+1

...

...

C
p

λ λ opt

C pmax

Betz limit (0.593)

Cpmax (N)

(a) (b)

Fig. 14.11 a Typical aerodynamic power coefficient Cp as a function of k and b. b Maximum
power coefficient Cpmax for different number of blades N at a given b [2]
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The Euler-Lagrange method (energy-based approach) is applied to obtain
general mechanical state space model of wind turbine. The main parameters of the
wind turbine model are described in Table 14.1 (see [2] for more details).

The wind turbine dynamic equations of motion that describe the behavior of the
system, under the influence of external forces (wind), and as a function of time, are
developed as a set of mechanical differential equations. The equations of motion in
Lagrangian mechanics are the Lagrange equations of the second kind, also known
as the Euler-Lagrange equations. Note that Ek is used for kinetic energy and Ep

for potential energy. Dn is the dissipation function to include non-conservative
forces, Qi the conservative generalized forces and qi for the generalized coordi-
nates. Defining L as the Lagrangian function L = Ek – Ep, the Euler-Lagrange
equation is as follows:

d
dt

oL

o _qi

� �
� oL

oqi
þ oDn

o _qi
¼ Qi ð14:11Þ

Kl

r

Ir

Rotor
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Fig. 14.12 A variable-speed pitch-controlled wind turbine (see [2])
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The generalized coordinates qi are (see also Fig. 14.12):

q ¼ ½qi� ¼ yt c hr hg hl½ �T ð14:12Þ

where yt is the axial displacement of the nacelle, c is the angular displacement of
the blades out of the plane of rotation, hr is the rotor angular position, hg is the
generator angular position and hl the gearbox low-speed shaft position.

The Energy and dissipation function equations, Ek, Ep, Dn are:

Ek ¼
m1

2
_y2

t þ
m2

2
ðrb _cþ _ytÞ2 þ

Ir

2
_h2

r þ
Ig

2
_h2

g þ
Iw

2
_h2

l ð14:13Þ

Ep ¼
Kt

2
y2

t þ
N

2
KbðrbcÞ2 þ

Kl

2
ðhr � hlÞ2 þ

Kh

2
ðRthl � hgÞ2 ð14:14Þ

Dn ¼
Bt

2
_y2

t þ
N

2
Bbðrb _cÞ2 þ Bl

2
ð _hr � _hlÞ2 þ

Bh

2
ðRt

_hl � _hgÞ2 ð14:15Þ

Based on Eqs. (14.11) through (14.15), the state space description for the wind
turbine is (see [2], Chap. 12, for details):

_x ¼ Axþ Bu; y ¼ Cx ð14:16Þ

A ¼

0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 1

� Kt

m1

NKbrb

m1
0 0 0 � Bt

m1

NBbrb

m1
0 0 0

Kt

m1rb
�ðm1 þ m2ÞNKb

m1m2
0 0 0

Bt

m1rb
�ðm1 þ m2ÞNBb

m1m2
0 0 0

0 0 �Kl

Ir
0

Kl

Ir
0 0 �Bl

Ir
0

Bl

Ir

0 0 0 �Kh

Ig

KhRt

Ig
0 0 0 �Bh

Ig

BhRt

Ig

0 0
Kl

Iw

KhRt

Iw
�Kl þ KhR2

t

Iw
0 0

Bl

Iw

BhRt

Iw
�Bl þ BhR2

t

Iw

2
66666666666666666666666666664

3
77777777777777777777777777775

ð14:17Þ

B ¼

0 0 0

0 0 0

0 0 0

0 0 0

0 0 0
1

m1
1� rp

rb

� �
0 0

1
m1rb

m1 þ m2ð Þrp

m2rb
� 1

� �
0 0

0 1
Ir

0

0 0 � 1
Ig

0 0 0

2
666666666666666666666664

3
777777777777777777777775

ð14:18Þ
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C ¼

0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 1

2
66664

3
77775 ð14:19Þ

where:

State variables : x ¼ ½ yt c hr hg hl _yt _c _hr
_hg

_hl �T ð14:20Þ

Inputs : u ¼ ½FT Tr Tg �T ð14:21Þ

Outputs : y ¼ ½ _yt _c _hr
_hg

_hl �T ð14:22Þ

According to the rotor aerodynamics and the characteristics of Cp and CT (see
[2] ), the inputs of Eqs. (14.16) and (14.21), FT and Tr, depend on v1, b and Xr in a
nonlinear way. If the aerodynamic part of these equations is linearized around a
working point (v10, b0, Xr0), and the bias components are ignored, the inputs FT

and Tr can be described by a transfer matrix whose elements are just gains, so that,

FT sð Þ
Tr sð Þ

� �
¼ KFX KFV KFb

KTX KTV KTb

� � Xr sð Þ
v1 sð Þ
b sð Þ

2
4

3
5 ð14:23Þ

where the gains are calculated by using the CT and Cp curves. Now, the transfer
matrix description G(s) of the wind turbine is calculated by using the transfor-

mation GðsÞ ¼ C sI � Að Þ�1B for yðsÞ ¼ GðsÞuðsÞ.

_yt sð Þ
_c sð Þ

Xr sð Þ
Xg sð Þ
Xl sð Þ

2
66664

3
77775 ¼ PðsÞ bd sð Þ

Tgd sð Þ

� �
þ DðsÞv1 sð Þ ð14:24Þ

where the plant matrix and the disturbance matrix are,

PðsÞ ¼

l11 sð Þ l32 sð Þ KFXKTb�KFbKTXð ÞþKFb

1�l32 sð ÞKTX
AbðsÞ l11 sð Þ l33 sð ÞKFX

1�l32 sð ÞKTX
ATðsÞ

l21 sð Þ l32 sð Þ KFXKTb�KFbKTXð ÞþKFb

1�l32 sð ÞKTX
AbðsÞ l21 sð Þ l33 sð ÞKFX

1�l32 sð ÞKTX
ATðsÞ

l32 sð Þ KTb

1�l32 sð ÞKTX
AbðsÞ l33 sð Þ 1

1�l32 sð ÞKTX
ATðsÞ

l42 sð Þ KTb

1�l32 sð ÞKTX
AbðsÞ l42 sð Þl33 sð ÞKTXþl43 sð Þ�l43 sð Þl32 sð ÞKTX

1�l32 sð ÞKTX
ATðsÞ

l52 sð Þ KTb

1�l32 sð ÞKTX
AbðsÞ l52 sð Þl33 sð ÞKTXþl53 sð Þ�l53 sð Þl32 sð ÞKTX

1�l32 sð ÞKTX
ATðsÞ

2
66666666664

3
77777777775

ð14:25Þ
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DðsÞ ¼

l11 sð Þ l32 sð Þ KFXKTV � KFV KTXð Þ þ KFV

1� l32 sð ÞKTX

l21 sð Þ l32 sð Þ KFXKTV � KFV KTXð Þ þ KFV

1� l32 sð ÞKTX

l32 sð Þ KTV

1� l32 sð ÞKTX

l42 sð Þ KTV

1� l32 sð ÞKTX

l52 sð Þ KTV

1� l32 sð ÞKTX

2
666666666666664

3
777777777777775

ð14:26Þ

The rotational speed Xr of the wind turbine rotor is continuously modified (a)
by the controllers and actuators, which changes the blade pitch angles bd and the
electrical torque Tgd; (b) by the wind speed v1; and (c) through the dynamics of
the rotor speed Xr itself (see Fig. 14.13).

The transfer functions of the rotor speed Xr(s) versus the demanded blade pitch
angle bd(s), the demanded electrical torque Tgd(s), and the wind speed v1(s), are
(see Fig. 14.13 and Ref. [2], Chap. 12, for details),

XrðsÞ ¼ F1ðsÞv1ðsÞ þ F2ðsÞbdðsÞ þ F3ðsÞTgdðsÞ ð14:27Þ

where,

F1ðsÞ ¼
KTV nl32ðsÞ

dtf ðsÞ
¼ D1ðsÞ ð14:28Þ

F2ðsÞ ¼
KTb nl32ðsÞAbðsÞ

dtf ðsÞ
¼ PðsÞ ð14:29Þ

F3ðsÞ ¼
nl33ðsÞATðsÞ

dtf ðsÞ
¼ HðsÞ ð14:30Þ

and,

nl32ðsÞ ¼ Ig Iw s4 þ ðBh Iw þ Ig Bl þ Ig Bh R2
t Þs3 þ ðBh Bl þ Ig Kl þ Ig Kh R2

t

þ Kh IwÞs2 þh Bl þ Bh KlÞsþ Kh Kl

ð14:31Þ

nl33ðsÞ ¼ �Bh Rt Bl s
2 � Rt ðKh Bl þ Bh KlÞs� Kh Rt Kl ð14:32Þ
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dtf ðsÞ ¼ dl32ðsÞ � nl32ðsÞKTX

¼ Ir Iw Ig s5 þ ½ðIr Ig Bl þ Bh Ir Iw þ Ir Ig Bh R2
T þ Bl Iw IgÞ � ðIg IwÞKTX�s4. . .

þ ½ðKl Iw Ig þ Bh Ir Bl þ Bl Ig Bh r2
t þ Kh Ir Iw þ Ir Ig Kl þ Bl Bh Iw þ Ir IgKh R2

t Þ
� ðBh Iw þ Ig Bl þ Ig Bh R2

t ÞKTX �s3. . .

þ ½ðBl Kh Iw þ Kl Ig Bh R2
t þ Kh Ir Bl þ Bh Ir Kl þ Kl Bh Iw þ Ig Bl Kh R2

t Þ
� ðBh Bl þ Ig Kl þ Ig Kh R2

t þ Kh IwÞKTX�s2. . .

þ ½ðIg Kl Kh R2
t þ Kh Ir Kl þ Kl Kh IwÞ � ðKh Bl þ Bh KlÞKTX�s

� ðKh Bl þ Bh KlÞKTX

ð14:33Þ

14.4 System Identification

Figure 14.14 shows the control system block diagram of the wind turbine. Gp(s),
Gt(s), c1 and c2 are part of the control algorithm, which works in the metric system.
Gp(s) is the rotor speed pitch controller, Gt(s) the torque controller, and c1 and c2

the coefficients needed to operate with the NXT motor and the Glide-Wheel sensor
(see Sect. 14.2), which work in degrees and rpm respectively: c1 = 180/p deg/rad
and c2 = p/30 rad/s/rpm.

The blocks F1(s), F2(s) and F3(s) in Fig. 14.14 correspond to the Eqs. (14.28)–
(14.30) developed in Sect. 14.3.3, all in the metric system. They represent
respectively the transfer functions from the wind speed, pitch angle and electrical
torque to the rotor speed. The following sections identify experimentally the
parameters of the dominant dynamics of these transfer functions.

14.4.1 Rotor-Speed Versus Pitch-Angle Transfer Function
F2(S)

The dominant dynamics of the rotor-speed versus pitch-angle transfer function
Xrs(s)/b(s) = P1(s), and the transfer function of the pitch-angle versus actuator-input

+
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Fig. 14.13 Block diagram for rotor speed control system [2]
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b(s)/bdi(s) = Ab(s)rtg are identified experimentally by applying step inputs to the
pitch motor of the wind turbines under different wind speeds. Figure 14.14 shows the
input/output signals.

For the estimation of the first transfer function the wind speed is set as a
periodic function v1 = v1m + v1a sin(2pf t + h) m/s, with v1a = 0.125 m/s,
f = 0.2 Hz, and h = 58�, and under three scenarios of average wind speed:
v1m = 3.68, 4.22, and 4.75 m/s. During the experiments the generator torque Tgd

and the yaw angle a = 0 are maintained constant. Then the pitch angle at the
nacelle b is changed from 0 to 5� and the rotor speed Xrs is measured. For the
second transfer function a second experiment studies the wind turbine with no
wind (v1 = 0) and constant torque Tgd, when the actuator input bdi is changed from
0 to 700� and the actual pitch angle at the nacelle b is measured.

Using the signals obtained in these experiments and applying classical system
identification techniques, the structure, parameters, and uncertainty of both
transfer functions are found as shown in Eqs. (14.34) and (14.35).

XrsðsÞ
bðsÞ ¼ P1ðsÞ ¼

k1

s
xn1

� �2
þ 2 f1 s

xn1
þ 1

ð14:34Þ

bðsÞ
bdiðsÞ

¼ rtg AbðsÞ

¼ rtg

1

s
xn2

� �2
þ 2 f2 s

xn2
þ 1

� �2 represents the dynamics of the actuator

ð14:35Þ

The estimated parameters for Eqs. (14.34) and (14.35) for different wind
speeds, and with Xrs in rpm and b and bdi in degrees, are:

Ωr1(s)
rpm

Ωr3(s)
rpm

tower
gearbox

−

+

v1(s)
m/s

Ωr_ref (s)
rad/sec
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Eq. (34)
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Fig. 14.14 WT control system block diagram
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• For v1m = 3.68 m/s

k1 ¼ �4:1067; xn1 ¼ 0:675 rad=s; f1 ¼ 0:4815

• For v1m = 4.22 m/s

k1 ¼ �5:4756; xn1 ¼ 0:675 rad=s; f1 ¼ 0:4815

• For v1m = 4.75 m/s

k1 ¼ �5:4756; xn1 ¼ 0:675 rad=s; f1 ¼ 0:4815

• For all v1

xn2 ¼ 5 rad=s; f2 ¼ 0:83; rtg ¼ 1=140

Now, the complete plant F2(s) in Fig. 14.14 and expressions (14.27) and
(14.29) is:

F2ðsÞ ¼ PðsÞ ¼ XrðsÞ
bdðsÞ

¼ c2 P1ðsÞ rtg AbðsÞ c1

¼ c2
KTb nl32ðsÞ

dtf ðsÞ
rtg AbðsÞ c1 ;

½rad/sec�
½rad� ð14:36Þ

Figures 14.15a–c present the first set of experiments for v1m = 3.68, 4.22, and
4.75 m/s respectively, and with constant Tgd. They show (a) the experimental rotor
speed Xrs in rpm, measured with the rotor speed Glide-Wheel sensor when the
nacelle pitch angle b changes as a step input from 0 to 5�; and (b) the estimated
rotor speed using Eq. (14.34) for the same pitch angle b.

Figure 14.15d presents the second set of experiments, with v1 = 0 and a con-
stant Tgd, showing (a) the experimental pitch angle b measured with the nacelle
Glide-Wheel sensor when a 0 to 700� step is applied to the actuator input bdi and
(b) the estimated nacelle pitch angle using Eq. (14.35) for the same actuator input
bdi.

14.4.2 Rotor-Speed Versus Electrical-Torque Transfer
Function F3(S)

The dominant dynamics of the rotor-speed versus electrical-torque transfer func-
tion Xrs(s)/Tg(s) is identified experimentally by applying step inputs to the elec-
trical torque of the wind turbines under different wind speeds and a constant pitch
angle (see Figs. 14.14 and 14.24). The experimental rotor speed Xrs is measured
with the rotor speed Glide-Wheel sensor (in rpm), and the applied electrical torque
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Tg is measured using the current sensor (Sect. 14.2.1.4), and is given in Nm. Using
the signals obtained in these experiments and applying classical system identifi-
cation techniques, the structure, parameters and uncertainty of the transfer function
is found as shown in Eq. (14.37a). Figure 14.24a shows the applied input Tg in
mN.m and Fig. 14.24b the experimental rotor speed Xrs and the estimated rotor
speed with the model in Eq. (14.37), both in rpm.

XrsðsÞ
TgðsÞ

¼ QðsÞ 1
c2

� �
¼ kwt

s
xnwt

� �2
þ 2 fwt s

xnwt
þ 1

1
c2

� �
ð14:37aÞ

where: kwt ¼ �7165; xnwt ¼ 10:1256 rad=s; fwt ¼ 0:7, and where Xrs is in rpm
and Tg in Nm.

The complete plant F3(s) in Fig. 14.14 and expressions (14.27) and (14.30) are
(metric system):
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F3ðsÞ ¼ HðsÞ ¼¼ XrðsÞ
TgdðsÞ

¼ ATðsÞQðsÞ ¼ ATðsÞ
nl33ðsÞ
dtf ðsÞ

;
½rad/s�
½Nm� ð14:37bÞ

14.4.3 Rotor Speed Versus Wind Speed Transfer Function
F1(S)

The gain of the rotor-speed versus wind-speed transfer function Xrs(s)/v1(s) is
identified experimentally by changing the wind speed to different values—see
Fig. 14.15a–c for v1m = 3.68, 4.22 and 4.75 m/s, t \ 30 s-, v1 = v1m + v1a

sin(2pf t + h), as shown in Eq. (14.38).

XrsðsÞ
v1ðsÞ

¼ kwv

s1sþ 1
ð14:38aÞ

where: kwv ¼ 160:87; s1 ¼ 1:35 s, v1a = 0.125 m/s, f = 0.2 Hz, h = 58�, Xrs in
rpm and v1 in m/s.

The plant F1(s) in Fig. 14.14 and expressions (14.27) and (14.28) are (metric
system):

F1ðsÞ ¼ D1ðsÞ ¼
XrðsÞ
v1ðsÞ

¼ kwv

s1sþ 1
c2;
½rad/s�
½m/s� ð14:38bÞ

14.5 Control System Design

14.5.1 Rotor Speed Control System

The Quantitative feedback theory (QFT)—see [2–4]—has demonstrated to be an
excellent controller design methodology to deal with the compromises between
several, often conflicting, performance specifications, model uncertainty, and
practical implementation. Its transparent design process allows the designer to
consider all these compromises simultaneously, and to find the controller that
satisfies the set of requested performance specifications for every plant within the
model uncertainty while using the minimum amount of feedback. In this section,
we present the QFT design of the controller to regulate the rotor speed of the wind
turbines with the pitch angle actuators.

14.5.1.1 Control Objectives and Configuration

The main objective of the pitch control system (see Fig. 14.10 in Region 3) is: (a)
to regulate the rotor speed at the rated (nominal) value Xr = Xr-ref; (b) to reject the
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wind disturbances (effect of v1 variation); and (c) to avoid over-speed situations
(with significant DXr) that can be dangerous for the turbine.

Based on Figs. 14.13 and 14.14 and Eqs. (14.27)–(14.38), Fig. 14.16 shows a
simplified block diagram for the rotor speed/pitch control system.

14.5.1.2 Modeling

The dynamics between the rotor-speed Xrs(t), given by the pitch angle sensor at the
nacelle, and the controller signal bdi(t) at the actuator input was calculated in
Eqs. (14.34) and (14.35), and is summarized here for convenience—see Eq. (14.39).

XrsðsÞ ½rpm�
bdiðsÞ ½��

¼ P1ðsÞ rtg AbðsÞ ¼
k1

s
xn1

� �2
þ 2 f1 s

xn1
þ 1

rtg
1

s
xn2

� �2
þ 2 f3 s

xn2
þ 1

� �2

ð14:39Þ

with:

k1 2 �5:4756; �4:6733½ � � 10%; xn1 2 0:675� 10%½ � rad/sec; f1 2 0:4815� 10%½ �
xn2 ¼ 5 rad=s; f2 ¼ 0:83; rtg ¼ 1=140

where the rotor-speed Xr(s) is in rpm (the rotor sensor gives the information in
rpm) and the demanded pitch angle bdi in degrees (the NXT motor needs degrees).

The QFT templates of this model—Eq. (14.39)—, including the parametric
uncertainty, are calculated with the QFT Control Toolbox [2, 3] and are shown in
Fig. 14.17.

14.5.1.3 Control Specifications

The performance specifications required for the rotor speed controllers include
robust stability and robust disturbance rejection. They are defined in Eqs. (14.40)
and (14.41).

Specification 1 (Robust Stability).

XrðjxÞ
Xr ref ðjxÞ

				
				 ¼ P jxð ÞG jxð Þ

1þ P jxð ÞG jxð Þ

				
				 � l ¼ 1:3 ; 8x ð14:40Þ

This stability specification, l = 1. 3 in magnitude Eq. (14.40), is introduced in
the QFT Control Toolbox [2, 3]. It implies a gain margin of 4.95 dB and a phase
margin of 45.23�.
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Specification 2 (Robust Output Disturbance Rejection).

XrðjxÞ
dðjxÞ

				
				 ¼ 1

1þ P jxð ÞG jxð Þ

				
				� 6jx

6 jxþ 1

				
				; for x

¼ 0:001 0:005 0:01 0:05 0:1½ � rad/s

ð14:41Þ

The QFT bounds are calculated with the QFT Control Toolbox [2, 3] and are
shown in Fig. 14.18, with the worst case scenario (intersection of bounds) for the
stability and output disturbance rejection specifications and for Xrs(s)/bdi(s)—
Eq. (14.39)—at all the frequencies of interest.
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Fig. 14.16 Simplified block diagram for rotor speed control system [2]
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14.5.1.4 Controller Design

A robust controller Gp(s) for the system Xrs(s)/bdi(s)—Eq. (14.39) and the above
performance specifications—Eqs. (14.40) and (14.41)—is calculated by using the
loop-shaping window of the QFT Control Toolbox [2, 3], as shown in Fig. 14.18.
The controller Gp(s) has a Proportional-Integral (PI) structure with a first order filter,
as shown in Eq. (14.42). It meets all the performance specifications, which are the
QFT bounds requirements at every frequency of interest, as is seen in Fig. 14.18.

GpðsÞ c2 c1 ¼
bdiðsÞ
eðsÞ ¼

�4:5 s
2þ 1

 �

s s
4þ 1

 � analog 00s00 expressionð Þ ð14:42aÞ

GpðzÞ c2 c1 ¼
bdiðzÞ
eðzÞ ¼

�7:8722 z�1 þ 1:1389 z�2

1� 1:0025 z�1 þ 0:0025 z�2
digital 00z00 expressionð Þ

ð14:42bÞ

The controller algorithm is:

• Rotor speed data received from the sensor (Glide-Wheel AS): Xrs(n) in rpm.
• Error calculation: e(n) = Xrs_ref(n)–Xrs(n), with Xrs_ref(n) and Xrs(n) in rpm.
• Control law, based on Eqs. (14.42a) and (14.42b):

bdiðnÞ ¼ 1:0025 bdiðn� 1Þ � 0:0025 bdiðn� 2Þ � 7:8722 eðn� 1Þ þ 1:1389 eðn� 2Þ
ð14:42cÞ

being bdi(n) the demanded pitch angle at the input of the NxT motor in degrees,
e(n) = Xrs_ref(n)–Xrs(n) the control error in rpm, and Tsampling = 1.5 s the sam-
pling time (see also Fig. 14.14). An anti-wind-up function is also implemented in
the algorithm to help the controller when the actuator is saturated at the upper or
lower limits.

Equation (14.42a) shows the controller in continuous-time Gp(s)c2c1.
Equation (14.42b) shows the controller in discrete-time Gp(z)c2c1 after a discret-
ization with a zero-order hold approach and for a sampling time Tsampling = 1.5 s.
And Eq. (14.42c) shows the control algorithm in terms of the actuator inputs
bdi(n - k) (in degrees) and the control errors e(n - k) (in rpm), implemented in
the microcontroller with a sampling time of 1.5 s.

14.5.2 Power/Torque Control System

Power maximization is typically achieved by optimizing in real-time the power
coefficient Cp for each tip speed ratio k = Xrrb/v1—see Fig. 14.11a. As wind
speed v1 changes, the rotor speed Xr is automatically modified in order to keep the
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machine at maximum Cp. This is usually performed by controlling the electrical
torque Tg and pitch angle b.

The electrical torque Tg is manipulated in Regions 1 and 2 (below rated,
Fig. 14.10) in order to get a maximum aerodynamic efficiency Cp. This strategy
aims to keep optimal the relation between wind speed v1 and rotor speed Xr as long
as possible—see kopt in Fig. 14.11a. To do so, the rotor speed Xr is modified by
changing the electrical torque Tg, opposite to the wind torque Tr, to follow the
wind speed changes, and then keep k = kopt.

From Eq. (14.7), the aerodynamic torque Tr on the rotor is,

TrðtÞ ¼ 0:5 q A CpðtÞ v1ðtÞ3
.

XrðtÞ ð14:43Þ

Now, neglecting mechanical losses in the shaft, the resulting demanded elec-
trical torque Tgd that maximizes the power capture at every wind speed is:

TgdðtÞ ¼ Ka XrðtÞ2 ð14:44Þ
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with,

Ka ¼ 0:5 q A r3
b Cpmax

.
k3

opt ð14:45Þ

and where Cpmax is the maximum power coefficient, obtained at kopt—see
Fig. 14.11a.

Equation (14.44) shows a very simple and useful expression to set up the torque
in Regions 1 and 2 (below rated, Fig. 14.10). The expression is based on the rotor
speed sensor Xr and the Cp/k curves provided by the blade manufacturer
(Fig. 14.11). These curves usually give only a first approach for steady state and
laminar flow conditions. For a more complete approach, some improvement can be
done by slightly changing Eqs. (14.44) and (14.45), taking into account drive-train
losses and some additional dynamic conditions. Due to the erosion and dirtiness of
the blades and the variation of the air density at different weather conditions, the
aerodynamic power coefficient Cp also becomes time variant. Then, for a more
advanced approach, a reduction of the constant Ka, or the application of adaptive
techniques to estimate it, will be appropriate to optimize the energy capture
(Maximum Power Point Tracking, MPPT).

14.6 Research and Education Experiments

14.6.1 Effect of Number of Blades, Aerodynamic
and Generator Efficiency

As we saw in Sect. 14.2.1.3, the generator torque Tg, and as a result the generator
power Pg and efficiency gg, varies with the rotor speed Xr according to
Eqs. (14.1)–(14.3)—see also Fig. 14.20a. At the same time, the number of blades
of the rotor affects the rotor speed and then the aerodynamic power coefficient Cp,
as it was described in Sect. 14.3.2 and Eqs. (14.7) (14.8) and (14.10).

The rotor radius of each wind turbine is rb = 0.13 m, and the rotor effective
surface Ar = p rb

2 = 0.0531 m2. Knowing the normal air density q = 1.225 kg/m3,
and putting a wind turbine under the effect of an average wind speed of
v1 = 4.24 m/s, a constant pitch angle b = 0, a constant yaw angle a = 0 and a
constant demanded electrical torque Tgd, the results of the experiments for a rotor
with 2,3,4, and 6 blades are shown in Table 14.2 and Fig. 14.19.

The last row shows the experimental results found for the aerodynamic power
coefficient Cp for a rotor with 2, 3, 4 and 6 blades—see also Fig. 14.20b.

The results are consistent with the typical aerodynamic power coefficient in
classical drag-machines. Additionally, the profile of the Cp/N curve found is
similar to the experimental expression (14.10).
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Table 14.2 Effect of number of blades on power generation and aerodynamic efficiency

Rotor 2-blades 3-blades 4-blades 6-blades

Xr (rpm) 86.32 412.35 494.22 502.44

Pg (mW) 9.89 158.08 216.24 214.97

gg (per unit) 0.0545 0.4011 0.4595 0.4614

Pa (mW) 181 394 470 466

k 0.28 1.32 1.59 1.61

Cp 0.073 0.159 0.190 0.188

where Xr the rotor speed, Pg is the power supplied by the electrical generator, gg the electrical
generator efficiency, Pa the power at the shaft given by the aerodynamics and Cp the aerodynamic
power coefficient

2 3 4 5 6
0

25

50

75

100

125

150

175

200

225

250

Number of Blades

Statistical Plot of Power Based on 
Blade Number

P
o

w
e

r 
(m

W
)

2 3 4 5 6
50

100

150

200

250

300

350

400

450

500

550

Number of Blades

Statistical Plot of Rotor Speed Based on 
Blade Number

R
o

to
r 

S
p

e
e

d
 (

rp
m

)

Fig. 14.19 Effect of the number of blades on the rotor speed Xr and on the generator power Pg

0 0.5 1 1.5 2
0

0.05

0.1

0.15

0.2

0.25

tip speed ratio: lambda

ae
ro

dy
na

m
ic

 p
ow

er
 c

oe
ffi

ci
en

t: 
C

p

2 blades

6 blades4 blades

3 blades

0 200 400 600 800 1000 1200
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

rotor speed (rpm)

ge
ne

ra
to

r 
ef

fic
ie

nc
y

2 blades

6 blades

4 blades

3 blades

(a) (b)

Fig. 14.20 a Efficiency gg of the electrical generator: all the experimental cases presented in
Sects. 14.4.1, 14.6.1, 14.6.2 and 14.6.3. The maximum generator efficiency is 0.6131 at 945 rpm.
b Aerodynamic power coefficient versus tip speed ratio as a function of number of blades for
N = 2, 3, 4, 6

14 Wind Farm Lab Test-Bench for Research/Education … 439



The generator efficiency—Fig. 14.20a is modeled as a second order polyno-
mial, as shown in Eq.(14.46), where the rotor speed Xr is in rpm and the generator
efficiency gg in per unit.

gg ¼ �6:8654� 10�7 Xr � 945ð Þ2þ0:6131 ð14:46Þ

14.6.2 Rotor Speed Control with Pitch System

This section applies the control algorithm designed in Sect. 14.5.1—Eq. (14.42)-
to regulate the rotor speed Xr(t) of the wind turbine with the pitch angle actuator
bd(t) in Region 3 (above rated, Fig. 14.10). The main objective of the pitch control
system is to regulate the rotor speed at the rated (nominal) value Xr = Xr-ref,
rejecting the wind disturbances v1, and avoiding over-speed situations that can be
dangerous for the turbine.

Figures 14.14 and 14.16 show the control system configuration and Figs. 14.21,
14.22, 14.23 the results of this experiment. The wind speed is set as a periodic
function v1 = v1m + v1a sin(2pf t + h) m/s, with v1a = 0.125 m/s, f = 0.2 Hz,
h = 58�, and v1m = 3.66 m/s at 0 B t \ 25 s and t [ 31 s, and v1m = 4.3 m/s at
25 B t B 31 s—see Fig. 14.21a. The rotor speed control system is set at a set
point rotor speed Xr = Xr-ref = 320 rpm.

Using the control algorithm calculated in Eq. (14.42), the wind turbine changes
the controller output (the demanded pitch angle or motor input bdi) as shown in
Fig. 14.21b, and then the nacelle pitch angle b, also shown in Fig. 14.21b, to keep
the rotor speed Xr at the nominal value Xr-ref = 320 rpm, as shown in Fig. 14.22a.

The experimental mechanical power at the rotor shaft Pa given by the wind
speed v1, and the electrical power at the generator output Pg are both shown in
Fig. 14.22b. Finally Fig. 14.23 shows experimental results for (a) the wind speed
v1 and blade tip speed Xrrb; (b) the tip-speed ratio k; (c) the aerodynamic power
coefficient Cp; and (d) the Cp versus k plot.

14.6.3 Maximum Power Point Tracking for Individual Wind
Turbine

For Maximum Power Point Tracking (MPPT), Fig. 14.24 shows an experiment of
a 6-blade wind turbine working with a constant pitch angle b = 0, a constant yaw
angle a = 0, and under a wind speed profile v1 = v1m + v1a sin(2pf t + h), with
v1m = 4.75 m/s, v1a = 0.125 m/s and f = 0.2 Hz, h = 58�. At time t = 20 s the
antagonistic electrical torque Tgd (generator torque command) varies from 5.45 to
4.5 mNm—see Fig. 14.24a. As a result the rotor speed Xr speeds up from 560 rpm
(58.64 rad/s) to 625 rpm (65.45 rad/s)—see Fig. 14.24c. This implies a change in
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the tip speed (the rotor radius is rb = 0.13 m) from 7.62 to 8.51 m/s—see
Fig. 14.24b. As the average wind speed is v1m = 4.75 m/s, the average tip speed
ratio changes accordingly from k = 1.60 to k = 1.79—see Fig. 14.24d and
therefore the aerodynamic power coefficient from Cp = 0.179 to Cp = 0.156—see
Fig. 14.25.

These experimental results confirm the fact that the variation of the electrical
torque Tgd in Regions 1 and 2 (below rated, Fig. 14.10) can be used to optimize the
energy production of each wind turbine. Then, as seen in Sect. 14.5.2, a MPPT
strategy can be used to maximize the energy production—see Eqs. (14.44) to
(14.45).
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14.6.4 Estimation of the Cp/k Characteristic of the 6-Blade
Rotor Wind Turbine

This section estimates the Cp/k characteristic of a 6-blade wind turbine. For a
constant wind speed v1m = 3.65 m/s, pitch angle b = 0� and yaw angle a = 0�,
the demanded electrical torque Tgd of the generator is changed from a minimum to
a maximum value (Rload = 133 to 0 ohm). As a result the rotor speed Xr and the
generated power Pg of the wind turbine change. Knowing the generator efficiency
gg at different rotor speeds—Eq. (14.46) and Fig. 14.20a, and using Eq. (14.7)
with the turbine’s parameters (rb = 0.13 m, Ar = p rb

2 = 0.0531 m2,
q = 1.225 kg/m3), the Cp/k characteristic of the wind turbine is calculated
according to Eq. (14.47), as shown in Fig. 14.25.

Cp ¼
Pg=gg


 �
0:5 q Ar v3

1m

; k ¼ Xr rb

v1m
ð14:47Þ

The maximum aerodynamic power coefficient is Cpmax = 0.227 at an optimum
tip-speed ratio kopt = 1.224. A second order polynomial approach of the experi-
mental data is shown in Eq. (14.48).

Cp ¼ �0:259 k2 þ 0:640 k� 0:168 ð14:48Þ

14.6.5 Power Curve for the 6-Blade Rotor Wind Turbine

After the estimation of the aerodynamic power coefficient at different tip-speed
ratios for a 6-blade rotor wind turbine (Cp/k characteristic, Sect. 14.6.4) and the
estimation of the generator efficiency at different rotor speeds—see Eq. (14.46)
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and Fig. 14.20a, this section presents the experimental power curves for the 6-
blade rotor wind turbine.

The study applies the optimum MPPT control strategy presented in Eqs. (14.44)
and (14.45), considering the generator losses—Eq. (14.46)- and with
Ka = 8.8453 9 10-6. All the experiments maintain the pitch angle in Region 1 at
b = 0�. Figure 14.26a shows the power curve (Pg vs. v1) for Regions 1, 2, and 3
(see also Fig. 14.10) of three scenarios: using a 100, 90 and 80 % of the maximum
power coefficient Cpmax. Figure 14.26b shows the rotor speed Xr of the wind
turbine at the operating wind speeds v1 for the three cases.

The rated (nominal) power for the 6-blade wind turbine is Pg_rated = 150 m-
Watts. For the 100 % Cpmax case the rated power is achieved at a wind speed
v1_rated = 4.2 m/s with a rated rotor speed Xr_rated = 324 rpm, the cut-in (wind
turbine connection) is at v1 = 2 m/s and Xr = 180 rpm, the cut-off (wind turbine
disconnection) is at v1 = 5.0 m/s and Xr = 324 rpm, Region 1 is between 2 m/
s B v1 \ 3.6 m/s, Region 2 between 3.6 m/s B v1 \ 4.2 m/s, and Region 3
between 4.2 m/s B v1 \ 5.0 m/s.

For the 90 % case, the rated power is achieved at a wind speed v1_rated = 4.2 m/s
with a rated rotor speed Xr_rated = 333 rpm, the cut-in is at v1 = 2 m/s and
Xr = 180 rpm, the cut-off is at v1 = 5.0 m/s and Xr = 333 rpm, Region 1 is
between 2 m/s B v1 \ 3.7 m/s, Region 2 between 3.7 m/s B v1 \ 4.2 m/s, and
Region 3 between 4.2 m/s B v1 \ 5.0 m/s.

For the 80 % case, the rated power is achieved at a wind speed v1_rated = 4.2 m/s
with a rated rotor speed Xr_rated = 344 rpm, the cut-in is at v1 = 2 m/s and
Xr = 180 rpm, the cut-off is at v1 = 5.0 m/s and Xr = 344 rpm, Region 1 is
between 2 m/s B v1 \ 3.8 m/s, Region 2 between 3.8 m/s B v1 \ 4.2 m/s, and
Region 3 between 4.2 m/s B v1 \ 5.0 m/s.

14.6.6 Wind Farm Topology Configurations and Effect
on Power Efficiency

Topology configuration is critical to the efficiency and effective power generation
of a wind farm system. The aerodynamic effects of each wind turbine on the wind
profile around them are profound. In commercial wind farms, wind turbines are
most often placed far enough apart that their effects are negligible (typically about
9 rotor diameters apart in the predominant wind direction and 5 rotor diameters
apart in the perpendicular direction).

However, with an appropriate advanced controller it may be possible to place
individual wind turbines closer together and compensate for the effects on the wind
profile to maximize energy production in a fixed area. In order to accomplish this,
these effects must first be observed and modeled. This section shows the conve-
nience of the test bench for this analysis.
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Figure 14.27 and Tables 14.3, 14.4, 14.5 shows the configuration of the wind
farm for six different experiments. Each wind turbine has a 6-blade rotor, has no
active controllers, a constant pitch angle b = 0, a constant yaw angle a = 0, and a
constant demanded torque Tgd. The geometric position of each wind turbine in the
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wind farm is shown in Fig. 14.27 and Table 14.3. The rotor velocity and electrical
power generation is measured for each configuration. Tables 14.4 and 14.5 show
the experimental results.

The aerodynamic effects on the wind profile in some cases are strong enough to
completely disrupt the airflow to some turbines (see zeroes in Table 14.5). The
most efficient configuration is the second topology in which one turbine is placed
at the front of the configuration, therefore receiving the strongest uninterrupted
airflow. Interestingly, this is the most efficient, despite the fourth turbine being
completely motionless.

Table 14.3 Wind farm configuration: positions (cm)

Topology Wind turbines

T1 T2 T3 T4

1 (20.32,25.40) (10.16, 25.40) (10.16, 96.52) (20.32, 96.52)

2 (40.64, 15.24) (66.04, 55.88) (15.24, 55.88) (40.64, 96.52)

3 (55.88, 15.24) (45.72, 35.56) (35.56, 60.96) (45.72, 81.28)

4 (55.88, 20.32) (25.4, 20.32) (40.64, 55.88) –

5 (55.88, 15.24) (45.72, 35.56) (35.56, 60.96) (20.32, 15.24)

6 (25.4, 20.32) (45.72, 35.56) (40.64, 60.96) (55.88, 71.12)

Table 14.4 Wind farm configuration: rotor speed (rpm)

Wind turbines

Topology T1 T2 T3 T4

1 207.89 126.34 44.31 52.26

2 947.68 101.25 56.73 0

3 236.50 60.99 84.17 3.08

4 275.04 353.55 59.43 0

5 272.48 256.22 34.81 151.59

6 289.08 623.25 0 59.62

Table 14.5 Wind farm configuration: generated power (mW)

Topology Wind turbines Total WF

T1 T2 T3 T4

1 81.84 49.74 17.44 20.57 169.61

2 373.10 39.86 22.34 0 435.30

3 93.11 24.01 33.14 1.21 151.48

4 108.28 139.19 23.40 0 270.87

5 107.28 100.87 13.71 59.68 281.53

6 113.81 245.37 0 23.47 382.66
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14.7 Conclusions

This chapter presented a new low-cost, flexible test-bench wind farm for advanced
research and education in optimum wind turbine and wind farm design, modeling,
estimation, and multi-loop cooperative control. It is shown in detail the mechan-
ical, electrical, electronic, and control system design of the wind turbines. The
chapter also finds the dynamic models, estimates the parameters and model
uncertainty, and designs some classical controllers. Moreover, the study presents a
variety of experiments that (a) quantifies the effect of the number of blades in the
aerodynamic efficiency, (b) estimates the generator efficiency, (c) validates the
proposed rotor-speed pitch control system, (d) proves the concept of maximum
power point tracking for individual wind turbines, (e) estimates the aerodynamic
Cp/k characteristics, (f) calculates the power curve, and (g) studies the effect of
wind farm topology configurations on the individual and global power efficiency.
The experimental results proved that the performance dynamics of the lab test-
bench corresponds very well with full-scale wind turbines. This fact makes the
system appropriate for advanced research and education in wind energy systems.

14.8 Future Work

The wind turbine design, dynamics modeling, estimation and system identification,
turbine control system, wind farm hierarchical control, and experimentation are
going to be implemented as laboratory classes for undergraduate and graduate
engineering courses on renewable energy and automatic control at the University.
The excellent experimental results achieved with the test-bench wind farm, with a
performance dynamics that corresponds well with full-scale wind turbines, will
allow the students to conduct realistic hands-on experiments and understand wind
energy concepts in depth. Also, the high modularity and flexibility of the wind
turbines and the wind farm will facilitate to develop, implement, and validate
experimentally new research ideas of all kind.
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Chapter 15
Hardware in the Loop Wind Turbine
Simulator for Control System Testing

Yolanda Vidal, Leonardo Acho, Ningsu Luo and Christian Tutiven

Abstract This chapter illustrates how to set up an inexpensive but effective
Hardware-in-the-Loop (HIL) platform for the test of wind turbine (WT) control-
lers. The dynamics of the WT are simulated on the open-source National
Renewable Energy Laboratory WT simulator called FAST (Fatigue, Aerody-
namics, Structures, and Turbulence), which emulates all required input signals of
the controller and reacts to the controller commands (almost) like an onshore real
turbine of 5 MW. The dynamic torque control system runs on an open hardware
Arduino microcontroller board, which is connected to the virtual WT via USB. In
particular, the power generation control in the full load region for variable-speed
variable-pitch wind turbines is considered through torque and pitch control. The
HIL proposed platform is used to characterize the behavior of the WT in normal
operation as well as in fault operation. In particular, a stuck/unstuck fault is
modeled and the behavior of a proposed chattering torque controller is analyzed in
comparison to a baseline torque controller.

Keywords Hardware-in-the-loop � FAST � Arduino � Control � Fault
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sc Generator torque control
xg Generator speed
x̂g Filtered generator speed
xng Rated generator speed
Pe Electrical power
Pref Reference power
h Scheduling parameter
_x Denotes dx/dt

15.1 Introduction

With wind turbines becoming larger and more flexible, the control system has
become extremely important and so has a testing environment for the control
system itself. A comprehensive assessment of WT controllers in the lab reduces
risks of erroneous implementations in the field and significantly shortens com-
missioning times.

Following the lead of the auto industry, the WT industry has begun moving
toward adoption of hardware-in-the-loop (HIL) simulation as a method for real-
time testing of embedded control systems during the development phase without
using prototypes. On the contrary of computer simulation, HIL simulation uses one
or several actual components instead of their simulation model. The other parts of
the process are simulated [7]. Such a methodology has been used in aeronautics for
a long time [12]. Traction applications are nowadays more and more developed
using HIL simulation before the final implementation [14, 17]. HIL tests are
essential for fast and cost-effective commissioning of controllers in the field (or at
sea in the case of offshore wind farms). A major benefit of doing these simulations
is that it allows design engineers to optimize the control system during the
development stage, which is going to have a big impact on reliability. Moreover,
engineers can take exactly the same code that was used in the simulation and run it
directly on the deployed target, saving time and effort in the design process.
Finally, the controllers must be tested in extreme cases, such as faults on sensors
an/or actuators of the WT. However, testing these cases experimentally can seri-
ously damage the WT, thus a HIL approach is preferable.

To this end, a HIL test setup for WT controllers is developed in this chapter.
The torque controller and the communication system can be integrated as hard-
ware in a real-time simulator, which models the behavior of the WT. The HIL
proposed platform is used to characterize the behavior of the WT in region 3 in
normal operation as well as in fault operation. In particular, a stuck/unstuck fault is
modeled and the behavior of a proposed chattering torque controller is analyzed in
comparison to a baseline torque controller.
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This chapter is divided into seven main sections. In Sect. 15.1, we introduce the
scope of the chapter. Section 15.2 is devoted to the HIL setup, explaining in detail
each part and how to setup the overall testbed. Section 15.3 introduces the 5 MW
reference WT used in the simulations and Sect. 15.4 accounts for the wind
modeling. The torque controllers compared in the simulations as well as the pitch
controller are stated in Sect. 15.5. The obtained HIL results are discussed and
analyzed in Sect. 15.6. Finally, Sect. 15.7 states the conclusions of this chapter.

15.2 HIL Test Setup

The overall testing platform consists of two major parts:

• A computer that runs the WT simulator (FAST).
• The turbine controller, programmed on an Arduino Mega microcontroller

board [1], running the dynamic torque control system which is connected to the
virtual WT via USB.

The HIL test platform is shown in Fig. 15.1. The next subsections present in
detail each of these parts and how to setup the overall system.

Fig. 15.1 Experimental setup for the HIL WT control test
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15.2.1 FAST (Wind Turbine Simulator)

The NREL’s National Wind Technology Center (NWTC) develops advanced
computer-aided engineering (CAE) tools to support the wind industry with state-
of-the-art design and analysis capabilities. The NWTC has developed many
software tools that produce realistic models that simulate the behavior of a wind
turbine in complex environments and model the effects of turbulent inflow,
unsteady aerodynamic forces, structural dynamics, drivetrain response, control
systems, and hydrodynamic loading for offshore applications. NREL has also
developed preprocessors to build the models, post-processors to analyze the
results, and utilities to run and manage the processing tasks.

The NWTC CAE tools have become the industry standard for analysis and
development and are used by thousands of American and international wind tur-
bine designers, manufacturers, consultants, certifiers, researchers, and educators.
These tools are developed as free, publicly available, open-source, professional-
grade products as a resource for the wind industry. The open-source approach
facilitates the credibility and adaptability of the tool within the industry. The tools
are modular, well documented, and are supported by NREL through workshops
and an on-line forum (http://wind.nrel.gov/forum/wind/viewforum.php?f=4). They
have been verified through model-to-model comparisons, validated with test
measurements, and certified by Germanischer Lloyd. As a technical supervisory
organization, Germanischer Lloyd services include the mitigation of risks and
assurance of technical compliance for oil, gas, and industrial installations as well
as wind energy parks.

The FAST code [8] is a comprehensive aeroelastic simulator capable of pre-
dicting the extreme and fatigue loads of two- and three-bladed HAWTs. This sim-
ulator was chosen for validation because, in 2005, it was evaluated by Germanischer
Lloyd WindEnergie and found suitable for the calculation of onshore WT loads for
design and certification [13]. An interface between FAST and Simulink was also
developed with MATLAB�, enabling users to implement advanced turbine controls
in Simulink� convenient block diagram form. The FAST subroutines are linked
with a Matlab standard gateway subroutine so the FAST motion equations (in an
S-function) can be incorporated in a Simulink model. This introduces tremendous
flexibility for WT control implementation during simulation. Generator torque,
nacelle yaw, and pitch control modules can be designed in the Simulink environment
and simulated while using the complete nonlinear aeroelastic WT equations of
motion, which are available in FAST. The WT block contains the S-function block
with the FAST motion equations and blocks that integrate the degree-of-freedom
accelerations to obtain velocities and displacements. Thus, the equations of motion
are formulated in the FAST S-function and solved using one of the Simulink solvers.
FAST main features can be summarized as follows:

• Computes structural-dynamic and control-system responses as part of the aero-
hydro-servo-elastic solution.

• Uses a combined 24-DOF modal and multi-body representation.
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• Control system modeling through subroutines, DLLs, or Simulink with
MATLAB.

• Nonlinear time-domain solution for loads analysis.
• Linearization procedure for controls and stability analysis.

We use FAST to simulate the WT and also the wind speed signal. FAST runs on
a laptop with processor Intel Core i5-3230 M to 3.2 GHz and 8GB2 SDRAM
DDR3 to 1600 MHz.

15.2.2 Arduino Microcontroller Board

In contrast to free or open-source software, which is already widely used, open
hardware is quite new. One of the open-source hardware projects that quickly
became popular is Arduino. It was created in 2005 at the Interaction Design
Institute Ivrea (Italy) as a system that allowed students to develop interactive
designs. Arduino (http://arduino.cc/en/) is an open-source physical computing
platform based on a simple microcontroller board, and it offers a software
development environment. The programming language is C/C++ and a number of
libraries make standard applications like printing on an alphanumeric LCD or
using serial communication simple. The board can be programmed using an
USB-interface, and the program is stored in the internal EEPROM of the micro-
controller. Arduino can be used to develop interactive objects, taking inputs from a
variety of switches or sensors, and controlling a variety of lights, motors, and other
physical outputs. Arduino can function autonomously without being connected to a
computer, or alternatively programmed to respond mainly to commands sent from
the computer via various software interfaces or to the data acquired from the input
channels. An extensive documentation about the hard- and software can be found
in Arduino’s web site: http://arduino.cc.

In this work the Arduino Mega2560 microcontroller board has been used. It has
54 digital input/output pins, 16 analog inputs, 4 UARTs (hardware serial ports), a
16 MHz crystal oscillator, a USB connection, a power jack, an ICSP header, and a
reset button. It contains everything needed to support the microcontroller; simply
connecting it to a computer with a USB cable or powering it with a AC-to-DC
adapter or battery to get started. Table 15.1 summarizes the Arduino Mega2560
characteristics.

We use Arduino as the controller hardware. We program the controller in C
code (Arduino language) and download it to the Arduino board to run it in real-
time. The following components were used:

• Start-button to start the controller.
• Buzzer to play tone when controller starts and stops.
• Potentiometer (10 kH) to prescribe the reference power to the WT.
• LCD-Display where the commanded reference power is displayed.

A diagram representation of the HIL setup is shown in Fig. 15.2.
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15.2.3 Setup

The HIL allows control system hardware (Arduino) to be connected directly to
FAST simulations. The Arduino receives inputs from the potentiometer (reference
power, Pref) and the WT simulator (generator speed, xg) and outputs the torque
controller command to the WT simulator. The wind inflow for the simulation is
also given by FAST. A gain scheduled Proportional-Integral (PI) pitch control is
programmed in the WT simulator. Thus, only the torque controller is programmed
in Arduino.

Table 15.1 Summary of
Arduino Mega2560
characteristics

Arduino Mega2560

Microcontroller ATmega2560

Operating voltage 5 V

Input voltage (recommended) 7–12 V

Input voltage (limits) 6–20 V

Digital I/O pins 54 (of which 15 provide
PWM output)

Analog input pins 16

DC current per I/O pin 40 mA

DC current for 3.3 V pin 50 mA

Flash memory 256 KB of which 8 KB
used by bootloader

SRAM 8 KB

EEPROM 4 KB

Clock speed 16 MHz

Fig. 15.2 Block diagram of the HIL experimental setup
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The steps to set up the HIL experiment are:

• Program, in Arduino language, the torque controller, (Euler numerical inte-
gration has been used) and download it to the hardware.

• Reconfigure the Simulink FAST WT simulator in order to communicate with
the hardware inputs and outputs.

• Hardware interface via Universal Serial Bus (USB) port.
• Sampling period of 0.3 s due to single channel communication management

via USB.
• The Matlab Real-Time Sync block allows to synchronize the Simulink model

with the real-time clock. Simulink is run in normal mode.
• To run in real-time we use a fixed-step solver with appropriate step size.

The Arduino and Matlab scripts as well as the Simulink diagram are given in
the Appendix.

15.3 Onshore Reference Wind Turbine

The experimental setup is carried out by means of the onshore version of the 5 MW
reference wind turbine described in [9]. The parameters of the turbine are summa-
rized in Table 15.2. This book chapter deals with the full load region of operation,
that is where the wind speed is above its rated value. The proposed torque and pitch
controllers main task is that the electric power follows the rated power of 5 MW.

15.4 Wind Modeling

In fluid dynamics, turbulence is a flow regime characterized by chaotic property
changes. This includes low momentum diffusion, high momentum convection, and
rapid variation of pressure and velocity in space and time. In the simulations in this
book chapter, new wind data sets are generated with TurbSim [10], a stochastic,
full-field, turbulent-wind simulator developed by NREL. TurbSim generates a
rectangular grid which holds the wind data. In the input text file, that TurbSim uses
as an input, we define:

• Grid settings and position matched with the rotor diameter, and the center of
the grid positioned at hub height. This represents a grid size of 130� 130 m2

centered at 19.55 m.
• The Kaimal turbulence model is selected.
• The turbulence intensity is set to 10 %.
• Normal wind type is chosen with a logarithmic profile.
• Reference height is set to 90.25 m. This is the height where the mean wind

speed is simulated.
• Mean (total) wind speed is set to 18.2 m/s.
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• The roughness factor is set to 0.01 m which corresponds to a terrain type of
open country without significant buildings and vegetation.

It can be seen from Fig. 15.3 that the wind speed covers the full load region
(also called region 3). In particular, note that from 350 to 400 s its value ranges
from the minimum 12.91 m/s up to the maximum of 22.57 m/s.

15.5 Control Strategy

In this section a baseline torque controller and a proposed chattering torque
controller are introduced. As the generator may not be able to supply the desired
electro-mechanic torque depending on the operating conditions, both torque
controllers are saturated to a maximum of 47402.91 Nm and a maximum generator
torque rate saturation of 15000 Nm/s, see [9].

15.5.1 Baseline Torque Controller

The torque control and the pitch control, both, will use the generator speed
measurement as input. As proposed by [9] to mitigate high-frequency excitation of

Table 15.2 Wind turbine characteristics

Reference wind turbine

Rated power 5 MW

Number of blades 3

Rotor/hub diameter 126, 3 m

Hub height 90 m

Cut-in, rated, cut-out wind speed 3, 11.4, 25 m/s

Rated generator speed (xng) 1173.7 rpm

Gearbox ratio 97
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the control systems, we filtered the generator speed measurement for both the
torque and pitch controllers using a recursive, single-pole low-pass filter with
exponential smoothing.

The 5 MW reference wind turbine given by FAST contains a torque controller.
In Region 3, this controller maintains constant the generator power, thus the
generator torque is inversely proportional to the filtered generator speed, or,

sc ¼
Pref

x̂g
; ð15:1Þ

where Pref is the reference power and x̂g is the filtered generator speed. This
controller will be referred as the baseline torque controller.

15.5.2 Chattering Torque Control

In this subsection a chattering torque controller is proposed [15].
The electrical power-tracking error is defined as

e ¼ Pe � Pref ; ð15:2Þ

where Pe is the electrical power and Pref is the reference power. We impose a first-
order dynamic to this error,

_e ¼ �ae� KasgnðeÞ a;Ka [ 0; ð15:3Þ

and consider that the electrical power is described as [2, 3, 5, 11]

Pe ¼ scxg; ð15:4Þ

where sc is the torque control and xg is the generator speed. By substitution of
Eqs. (15.2) and (15.4) into (15.3), and assuming that Pref is a constant function, we
obtain

_scxg þ sc _xg ¼ �aðscxg � PrefÞ � KasgnðPe � PrefÞ;

which, can also be written as

_sc ¼
�1
xg

scðaxg þ _xgÞ � aPref þ KasgnðPe � PrefÞ
� �

: ð15:5Þ

Theorem 1 The proposed controller 5 ensures finite time stability [4]. Moreover,
the settling time can be chosen by properly defining the values of the parameters
a and Ka.
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Proof We now present the Lyapunov function

V ¼ 1
2

e2: ð15:6Þ

Then, based on Eq. (15.3), the time derivative along the trajectory of the system
yields

_V ¼ e _e ¼ eð�ae� KasgnðeÞÞ ¼ �ae2 � Kajej\0: ð15:7Þ

Thus, V is globally positive definite and radially unbounded, while the time
derivative of the Lyapunov-candidate-function is globally negative definite; so
the equilibrium is proven to be globally asymptotically stable. Moreover, finite
time stability can be proven. Equation (15.7) can be written as

_V � � Kajej ¼ �Ka

ffiffiffi
2
p ffiffiffiffi

V
p

:

Thus, _V þ Ka

ffiffiffi
2
p ffiffiffiffi

V
p

is negative semidefinite and Theorem 1 in [4] can be
applied to conclude that the origin is a finite time stable equilibrium. Furthermore,
from [4], the settling time function ts is described as

ts�
1

Ka

ffiffiffi
2
p ðVÞ1=2;

and using Eq. (15.6) leads to

ts�
e

Ka
:

h

The proposed simple nonlinear torque control, see Eq. (15.5), does not require
information from the turbine total external damping or the turbine total inertia.
This control only requires the generator speed and electrical power of the WT.
Thus, our proposed controller requires few WT parameters and it does not need to
filter the generator speed measurement.

15.5.3 Pitch Control

To assist the torque controller with regulating the wind turbine electric power
output, while avoiding significant loads and maintaining the rotor speed within
acceptable limits, a collective pitch controller is added to the rotor speed tracking
error. The pitch angle controller is a gain scheduling PI-controller with the gen-
erator speed as input and the pitch servo set-point as output. That is,
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bk ¼ KpðhÞðxg � xngÞ þ KiðhÞ
Z t

0
ðxg � xngÞdt; Kp [ 0; Ki [ 0; k ¼ 1; 2; 3;

where xg is the generator speed, xng is the nominal generator speed (at which the
rated electrical power of the wind turbine is obtained) and the scheduling
parameter h is taken to be the previous measured collective blade pitch angle. As
the three pitch angles are measured, bk, the collective pitch angle is obtained by
averaging the measurements of all pitch angles. The scheduled gains are calculated
following [9]. Finally, a pitch limit saturation to a maximum of 45� and a pitch rate
saturation of 8�/s is implemented, see [9].

Recall that when using the baseline torque controller the filtered generator
speed measurement is used for both the torque and pitch controllers. However,
when using the chattering controller no filters are needed neither in the torque
control nor in the pitch control.

Note that the pitch control is not simulated as HIL. Only the torque control is
implemented in the Arduino hardware.

15.6 HIL Results

For the proposed controller in Eq. (15.5), the values a = 1 and Ka ¼ 1:5� 105

have been used in the simulations. This controller depends on _xg, thus we com-
puted a first order approximation of _xg in the Arduino board.

15.6.1 Healthy

The simulation results for the healthy case show that for both controllers:

• The electrical power follows the reference independently of the wind fluctua-
tions, as shown in Fig. 15.4 (left).

• The torque action achieves reasonable values, as shown in Fig. 15.4 (right).
• The blade pitch angle is always within the authorized variation domain, as

shown in Fig. 15.5 (left).
• The generator speed is near its nominal value of (1173.7 rpm) due to the pitch

control action, as shown in Fig. 15.5 (right).

15.6.2 Faulty

Blade pitch system faults have the highest failure rate in WT. In this chapter a fault
related to the third pitch actuator has been studied. In the studied fault the gain
scheduled PI collective pitch control is performed by using the average of the
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measurement of all pitch angles. In particular, the actuator is stuck to 0 degrees at
the beginning of the computation then after 50 s it gets unstuck and then each
period of 75 s we switch between being stuck/unstuck. We modeled this fault
using the following ordinary differential equation:

_b3 ¼ p �b3 þ b1ð Þ

where p is a pulse generator of amplitude 10, period 150 s, pulse width (% of
period) 50, and a phase delay of 50 s. When p equals 0 the third actuator is stuck
and when p equals 10 then b3 follows again the pitch control, b1. Initially, the third
actuator is stuck to 0�. The simulation results for the faulty case show that:

• The first blade pitch angle is always within the authorized variation domain, as
shown in Fig. 15.6 (left), but with higher oscillations for the baseline con-
troller. Thus, our proposed controller induces less vibrations in the structure as
the range of movement of the pitch angle is smaller.

• The third blade switches between being stuck/unstuck as can be seen in
Fig. 15.6 (right).

• The transient response of the electrical power has a larger oscillation for the
baseline controller, as shown in Fig. 15.7 (left).
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• The torque action for the baseline controller achieves the saturation limit
(47.40 kN�m) whereas the proposed chattering controller does not, as shown in
Fig. 15.7 (right). When achieving the saturation limit vibrations and limit
cycles can appear, see [16].

• The generator speed for the baseline controller has larger oscillations, as shown
in Fig. 15.8.
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Fig. 15.6 First (healthy) pitch angle (left) and third (faulty) pitch angle (right) for the faulty case

0 200 400 600

4200

4400

4600

4800

5000

5200

time (s)

P
e 

(k
W

)

Kα=1.5e5

Baseline

0 200 400 600

35

40

45

time (s)

τ c (
kN

·m
)

Kα=1.5e5

Baseline

Fig. 15.7 Power output (left) and torque control (right) for the faulty case

0 200 400 600
800

1000

1200

1400

1600

1800

time (s)

ω
g (

rp
m

)

Kα=1.5e5

Baseline

Fig. 15.8 Generator speed
for the faulty case

15 Hardware in the Loop Wind Turbine Simulator ... 461



15.7 Conclusions

This chapter presented an inexpensive but effective HIL platform. By using open-
source solutions both in respect to hardware (Arduino) and software (FAST) the
capabilities to modify the proposed HIL platform are greatly broadened and allow
novel ways of interaction between the developers and end users [6]. Active user
communities exist around Arduino (http://arduino.cc/playground) and FAST
(http://wind.nrel.gov/forum/wind/viewforum.php?f=4).

In conclusion, the HIL proposed platform was found to be suitable for control
system testing. It can be used to characterize the behavior of wind turbines in
normal operation as well as in fault operation. The low-cost and ease of use makes
it attractive in educational and research environments with limited budgets, and in
particular for researchers, students, and universities with limited resources.

Appendix

Arduino script of the proposed controller:
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The Simulink diagram is given in Fig. 15.9.
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