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  Pref ace  

     What Should the Reader Expect from This Book? 

 The background for this book is a series of almost-parallel conferences on clinical 
research methodology organized by the senior and junior Yazici, in either Bodrum or 
Istanbul by the senior and in New York by Yusuf Yazici. However, it was Emmanuel 
Lesaffre, our third coeditor and several times a speaker in these conferences, who 
came up with the idea of this book. These annual conferences have been held since 
2006 as a single-day or weekend courses. The audiences have been, we like to think, 
purposefully small with around 40–50 people, to encourage interactive discussion. 
The full texts of the majority of the presentations for the New York courses are 
available on PubMed as manuscripts derived from the lectures, free to download at 
the web page of  Bulletin of the Hospital for Joint Diseases  (  www.nyuhjdbulletin.org    ). 
It should therefore not come as a surprise to the reader that most of the contributors 
to this book have been speakers at these conferences. 

 We acknowledge that an excellent text and source book on similar topics as in this 
book has been available, namely,  Evidence-Based Rheumatology  by Peter Tugwell, 
also a speaker in our methodology conferences, since 2004. However, we reasoned 
that there still was an unmet need for our book for several reasons. A decade has 
passed since the publication of the volume by Tugwell et al. Ten years is a long 
period, and we believed that many things in rheumatology have signifi cantly changed 
in quantity, direction, and quality. Furthermore,  Evidence-Based Rheumatology  has 
been almost an offi cial guidebook of the Cochrane Foundation and its extension, the 
OMERACT (Outcome Measures in Rheumatology) group. Finally, a continuous and 
critical appraisal of the evidence for what we do or should do is to us the very 
essence of evidence-based medicine. With our book, we attempt to stand up to this 
challenge, both recommended and perceived. 

 We begin with an account of the birth of evidence-based medicine or, perhaps 
more correctly, “new evidence-based medicine,” as we like to call it. Being particular 
about evidence in medical practice has surely been around ever since Enlightenment. 
On the other ha   nd, it surely needed a boost toward the end of the last century with the 
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tremendous increase in our understanding of, and the remedies to, many diseases. 
We argue that there were several important considerations for the emergence of 
evidence-based medicine. First, the biomedical model, most successful in explaining 
and managing acute illness, was surely not that successful in chronic diseases. 
Rather, a biopsychosocial model was more promising. The new evidence-based 
medicine was needed both to guide the practicing physician away from explaining 
the entirety of the multisystem disease of unknown etiology by the biomedical model 
and to check the science in the biopsychosocial model. The unnecessary    medical 
services, especially in the light of ever-rising costs of medical care, were another 
main reas   on behind the new evidence-based medicine. 

 The chapter titled “  Evidence-based medicine in rheumatology: how does it differ 
from other diseases?    ” also reminds us that the birth of rheumatology, as a separate 
subspecialty of internal medicine, is contemporary with the new evidence-based 
medicine. The idea and the scientifi c methodology of evidence-based medicine 
were surely most welcome in that “the multisystem disease of unknown etiology” 
has been and is the main preoccupation of our still relatively young discipline. 

 After all this rationalizing and theorizing, the chapter titled “  A review of statisti-
cal approaches for the analysis of data in rheumatology    ” abruptly and intentionally 
brings us to the reality of numbers. With specifi c instructions to stay away from the 
integral sign, something that    still makes most clinicians uncomfortable, the author 
makes a serious attempt to explain to the reader the arithmetic, both what is and 
what ought to be, behind evidence-based rheumatology. We like to think    that the 
data-driven approach the author utilizes will help to explain the common, descrip-
tive statistical approaches currently in use. His main focus is on the intuitive ideas 
behind the methods rather than on their technical aspects. Practical guidelines are 
also present throughout this chapter. Finally, the reader is also introduced to 
Bayesian methods that are becoming more and more popular. 

 The third chapter begins by emphasizing the importance of disease criteria in 
rheumatology since many of the rheumatologic diseases are, yet, constructs. In addi-
tion, the authors propose that our current separation of criteria as diagnostic or clas-
sifi cation, although having an aura of practical or scientifi c sophistication, is ill 
founded. They underline that the cerebral exercise behind the two is the same. The 
thought barriers to this unhelpful bi-labeling are discussed while proposals for pre-
paring more useful diagnostic/classifi cation criteria are provided. 

 The chapter titled “  Biomarkers, genetic association, and genomic studies    ” on 
biomarkers, including those of the genetic kind, is an assiduous account of our 
tribulations, accomplishments, hopes, and not uncommon wishful thinking around 
how to improve our laboratory capabilities to diagnose and monitor rheumatologic 
diseases. We like to think that this chapter, by using rheumatoid arthritis (RA) as a 
case example, shows how demanding, be it biochemical or genetic, it is to come up 
with a sensitive, specifi c, or more importantly a clinically useful disease marker. 

 The ensuing chapter “  Outcome measures in rheumatoid arthritis    ” is on outcome 
measures in RA. While what happens to the patient at the end of what the physicians 
do or fail to do is the primary concern of medicine, it is rather surprising that we 
have not made a sincere effort to this end until recently. We used to think that we 
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physicians, with our laboratory tests and imaging gadgetry, always knew better than 
the patients themselves how they fared. Well, we now know this is not the case, and 
this chapter is all about how this recent realization relates particularly to RA. 

 The chapter titled “  Issues in setting up a study and data collection    ” is a handy 
manual on both how to go about a research project and, while doing or interpreting 
that, avoid a  biomedical bestiary  of biases. 

 The following two chapters are detailed accounts of the randomized clinical trial 
(RCT), most certainly the fl agship of evidence-based medicine, especially the new 
evidence-based medicine ever since the groundbreaking MRC    streptomycin tuber-
culosis trial of 1948. Over 65 years have passed since the fi rst-ever scientifi c appli-
cation of this very important research tool. As expected, there are many fi ner points 
and caveats concerning the many forms of RCT now available dealing with the study 
design, its analysis, and most importantly the fi t of the one with the other. The 
Bayesian RCT, which is more popular in our age of haste, is also introduced. 

 The following chapter by Ted Pincus is a healthy and critical discussion of per-
haps the undue importance we give to the RCT as our golden measure of evidence. 
He gives in-depth examples to document his concern. One cannot help thinking that 
perhaps it is not only the undue importance the researcher, the practitioner, and the 
health authorities gave to this tool but rather its more recent abuse that justifi es 
many of Ted Pincus’ concerns. 

 Whatever their causes, issues with the RCTs have recently led the medical com-
munity to put increasing faith in observational studies. One reason for this turn is 
our current ability to electronically collect and interpret vast amounts of data in a 
very short time. An additional reason for the recent popularity of observational data 
might be the contemporary interest in the inductive scientifi c approach. 

 Keeping up with our general and hopefully useful critical approach, Marie 
Hudson and Samy Suissa give us an expert overview of the many pitfalls in obser-
vational studies, especially in those studies that stem from data based on large 
patient repositories, such as administrative databases. A clear account of how to best 
recognize and avoid them is provided with special emphasis on data collection 
time–related biases in which the authors are leading experts. 

 With RCT struggling to maintain its fl agship status in the face of many whips and 
arrows, recent years quietly put another mode of research into the pinnacle of evi-
dence in evidence-based medicine. Meta-analysis is the science of reanalyzing the 
outcomes of different studies on a same subject by amalgamating individual research 
reports. Its most popular approach is to combine the experience from the RCTs. The 
Achilles heel of this approach is to put apples and oranges together in such analyses. 
We believe the authors of this relatively short chapter “  Systematic reviews and meta-
analyses in rheumatology    ” give a very useful account of how not to do this. 

 Our    penultimate chapter is “  Ethical issues in study design and reporting    .” Any 
talk about ethics has the danger of being either too dry or too juicy. In this chapter, 
we have tried to avoid a discourse on the Helsinki declaration or provide particular 
examples of physician or industry misconduct which everybody knows and recog-
nizes either from boring texts or daily tabloids. We have attempted to better describe 
what is not readily recognized not only by the public but many a time by the medical 
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professi   on itself. This we like to call the cerebral form of ethics, as distinct from the 
pudendal form of the tabloids. The cerebral form, we propose, is perhaps more per-
tinent to many things we do not like about the science and practice of medicine 
today. 

 Our fi nal chapter is “  Future directions    .” It is our sincere hope that the readers of 
this book will have formulated their own priorities once they have gone this far in 
our book. 

 We extend our appreciation and many thanks to the other invited speakers in the 
New York and Bodrum/Istanbul conferences over the years, who have contributed 
immensely to the ideas presented in this book. They include (in alphabetical order) 
Nurullah Akkoc, Anca Askanase, Martin Bergman, Maarten Boers, Hermann 
Brenner, Isabel Castrejon, David Cella, Jeffrey Curtis, Ayhan Dinc, Haner 
Direskeneli, Maxime Dougados, Anders Ekbom, Onder Ergonul, Brian Feldman, 
Jeffrey Greenberg, Ahmet Gul, Vedat Hamuryudan, Tom Huizinga, Murat Inanc, 
John Ioannidis, Hilal Maradit Kremers, Alfred Mahr, Fredrick Naftolin, Cem 
Ozesen, Salih Pay, Alan Silman, Richard Smith, Tuulikki Sokka-   Isler, Samy Suissa, 
Necdet Sut, Koray Tascilar, Peter Tugwell, and Nathan Vastesaeger. 

 Finally and surely we also much thank our Springer editors for their expert help 
in putting all this together.   

    Istanbul, Turkey Hasan     Yazici, MD    
   New York, NY, USA Yusuf     Yazici, MD    
   Rotterdam, The Netherlands Emmanuel     Lesaffre, Dr. Sc.                                          
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           The Absence of a “Gold Standard” in Rheumatic Diseases 

 The authors are now suffi ciently senior to recall the early 1970s, at which time 
rheumatologists were considered elite members of the medical community in their 
zealous search for evidence in clinical care. Rheumatology fellows were using 
terms such as “sensitivity,” “specifi city,” “true negatives” and “false positives” more 
than trainees in other fi elds. This emphasis may have resulted from an important 
difference in rheumatic diseases versus many other diseases – the absence of a 
single “gold standard” measure for diagnosis, prognosis, management and assess-
ment of outcomes in each  individual  patient with a given diagnosis. Trainees in 
cardiology, endocrinology, nephrology and other fi elds had a lesser interest in com-
plexities of clinical measures as they often had a defi nitive “gold standard,” such as 
sustained elevated blood pressure in hypertension, sustained elevated glucose in 
diabetes mellitus, or a defi nitive biopsy in lymphoma, to guide clinical care. 

 The discovery in 1948 of rheumatoid factor [ 1 ] and the LE cell phenomenon [ 2 ] 
gave hope that a single gold standard biomarker would be available similarly for 
diagnosis, prognosis, management and assessment of outcomes in rheumatoid 
arthritis (RA) or systemic lupus erythematosus (SLE), the two most common 
infl ammatory rheumatic diseases. However, despite extensive clinical research, 
that hope has not been met. Rheumatoid factor was described as present in 
70 % of patients seen with RA in the initial report of Rose, Ragan  et al.  [ 1 ], 
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virtually identical to 69 % in a recent meta-analysis [ 3 ]. Furthermore, rheumatoid 
factor is found in about 5–10 % of people in the general population [ 3 ], including 
patients with chronic infections and no apparent disease at all. Antibodies to citrul-
linated proteins (anti-CCP or ACPA) show increased specifi city for RA, as they are 
seen in fewer than 5 % of individuals in the normal population; however, these 
antibodies are found in only 67 % of RA patients [ 3 ], quite comparable to rheuma-
toid factor. 

 Further biomarkers have been sought in RA based on the erythrocyte sedimenta-
tion rate (ESR) or C-reactive protein (CRP). As with rheumatoid factor and ACPA, 
these measures are abnormal in the majority of patients. However, at this time, at 
least 40 % of patients do not show elevated values [ 4 ], although this proportion has 
declined from about 80 % in the early 80s to approximately 55 % in recent years [ 5 ], 
as RA patient clinical status has been improving [ 6 ]. The absence of a gold standard 
laboratory biomarker such as serum glucose, cholesterol, creatinine, hemoglobin or 
hemoglobin A1c, therefore, distinguishes rheumatic diseases from many chronic 
diseases for clinical trials, other clinical research and routine clinical care.  

   Pooled Indices as Quantitative Measures of Clinical Status 
in Rheumatic Diseases. 

   In the absence of “gold standard” laboratory tests or other quantitative biomarkers such 
as blood pressure or bone densitometry scores, pooled indices are required to assess 
quantitatively clinical status and responses to therapy in individual patients with a rheu-
matic diagnosis. The most successful pooled indices are seen in RA, based on a core 
data set of 7 measures: 3 recorded by a physician from a physical examination,  i.e. , 
tender joint count, swollen joint count, and physician global estimate of status; 3 based 
on a patient self-report questionnaire – physical function, pain, and patient global esti-
mate of status; and only 1 laboratory test, ESR or CRP [ 7 ]. Patients who may have 
many swollen joints and low pain levels, or a reciprocal pattern, are assessed according 
to an identical quantitative index. The core data set has been used for more than 2 
decades and may be regarded as one of the major advances in rheumatology, prerequi-
site for the better status of patients at this time compared with previous decades [ 6 ]. 

 The most prominent traditional index for RA has been the disease activity score 
(DAS) [ 8 ] and DAS28 [ 9 ], based on 4 measures: tender joint count, swollen joint 
count, ESR or CRP, and patient global estimate of status. The limitations of the 
DAS28 include a need for a laboratory test [ESR or CRP], which often is not avail-
able at the time of the visit, and is normal in up to 40 % of patients [ 4 ], and com-
plex calculations, although easily accomplished at an excellent website. These 
limitations are overcome by the clinical disease activity index (CDAI) [ 10 ], which 
is simply a total of 4 measures: 28 tender joint count, 28 swollen joint count, and 
physician and patient global estimates 10 cm visual analog scales (VAS), total 
0–76. An index of only the 3 patient self-report measures, known as routine assess-
ment of patient index data (RAPID3), includes three 0–10 scales for physical func-
tion, pain and patient estimate of global status, total 0–30 [ 11 ]. Levels have been 
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established for high, moderate, low activity or severity of each index [ 12 ]; an index 
of only patient measures is not as specifi c to assess disease activity, since it might 
be sensitive to joint damage and chronic pain, but the other indices also are affected, 
though less so [ 13 ]. 

 In analyses of clinical trials, essentially any 3 or 4 core data set measures will 
give very similar results, as was shown in analyses to establish remission criteria for 
RA [ 14 ]. Some rheumatologists support use of the simplest measure, RAPID3, as 
the patient does 95 % of the work and measurement involves the same single 
observer – the patient – at all visits. At the same time, other rheumatologists, par-
ticularly outside the USA, feel uncomfortable with only patient measures and 
include a CDAI or a DAS28.  

   Indices for Other Rheumatic Diseases  

  Indices exist for many other rheumatic diseases. In general, all include at least one 
measure from a physical examination and from patient self-report questionnaire, as 
well as a laboratory test. All are more complex than a “gold standard” measure. 
However, it also is possible that clinical decisions based on a gold standard measure 
may oversimplify what is needed for optimal patient care in chronic diseases. For 
example, functional status is as signifi cant as ejection fraction to predict 3-year hos-
pitalizations and deaths in congestive heart failure [ 15 ], CD4/CD8 ratios and other 
AIDS-specifi c measures to predict 3-year mortality in AIDS [ 16 ], and physiologic 
data and comorbidities to predict 1-year mortality in hospitalized elder patients [ 17 ]. 
Therefore, the importance of these measures may extend beyond rheumatology. 

 Some indices in rheumatology may be insensitive to clinical changes, which may 
account in part for some of the limitations in clinical trials. If an index includes, say, 
10 measures, only 2 of which may change substantially and the others not at all, the 
index may indicate no change when an important clinical change has occurred in the 
2 measures. Ironically, criteria for psychometric validation of indices based on 
statistical tools such as Cronbach’s alpha and convergent validity generally may 
reduce sensitivity to change. Such sensitivity often is greatest with simple 10 cm 
visual analog scales (VAS). Nonetheless, it is essential to have an index for diseases 
in which certain clinical manifestations may vary widely and be prominent in some 
patients and absent in others, as noted for joint swelling and pain for RA.  

   Prominence of Patient History and Physical Examination 
in Clinical Decisions in Rheumatology    

A survey was conducted in which 313 physicians,  approximately half of whom 
were rheumatologists and half non-rheumatologists, estimated the relative impor-
tance of 5 elements of the clinical encounter – vital signs, patient history, physical 
examination, laboratory tests and ancillary studies (imaging, biopsy, endoscopy, 
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etc.) – in clinical decisions in 8 chronic diseases: congestive heart failure (CHF), 
diabetes mellitus, hypercholesterolemia, hypertension, lymphoma, pulmonary 
fi brosis, rheumatoid arthritis, and ulcerative colitis. The response options were 
1–100 % in 5 equally divided intervals [ 18 ]. 

 As expected, vital signs were most prominent in hypertension; laboratory tests 
were most prominent for diabetes and hyperlipidemia; and ancillary studies were 
most prominent for lymphoma, pulmonary fi brosis, ulcerative colitis, and conges-
tive heart failure (Figure 1) [ 18 ]. RA was the only one of the 8 chronic conditions in 
which a patient history and physical examination accounted for more than 50 % of 
the information required for diagnosis and management (the total could be higher 
than 100 % due to “ties”) [ 18 ]. These data provide evidence that the clinical encoun-
ter in rheumatology practice differs substantially from that in other subspecialties. 

 The results of this survey are refl ected in the 7 items of the RA core data set, 
which includes 3 items from a patient questionnaire, 3 from a physical examination, 
and 1 laboratory test. A patient self-report questionnaire may be regarded as pro-
viding information for the patient history as quantitative data rather than narrative 
non- quantitative descriptions. A formal joint count may be regarded as providing 
information from the physical examination as quantitative data rather than narrative 
non-quantitative descriptions. The RA indices therefore refl ect patient history and 
physical examination in contrast to gold standard biomarkers, which are most prom-
inent in clinical decisions in many other chronic diseases.  

   Limitations of Laboratory Findings  

  As noted above, when rheumatoid factor was discovered in 1948, it was initially 
thought that this autoantibody might be both causative and diagnostic, as with anti-
nuclear antibodies in 1960 for SLE, HLA B27 in ankylosing spondylitis, and mutant 
gene associations in FMF and MEFV [ 19 ]. However, the information from the labo-
ratory is relatively limited in rheumatic diseases, compared to lab tests in other 
subspecialties of internal medicine, such as hemoglobin A1c or serum glucose. Of 
course, laboratory markers are important in groups and as clues to pathogenesis and 
development of treatments. For example, the development of biological therapy for 
RA may be traced directly to identifi cation of rheumatoid factor with subsequent 
recognition of cytokines. 

 Laboratory markers are not positive in 30–50 % of all patients with RA [ 20 ]. 
Furthermore, they are “abnormal” (false positive) in some individuals in the normal 
population who have other diseases or no disease whatsoever, unlike measures such 
as sustained hypertension or elevated glucose over time. 

 There is value in calculating the sensitivity and specifi city and predictive value 
of different tests, for the probability of a certain disease being present in a patient. 
However, the individual patient who may not have any positive tests but has pathog-
nomonic clinical features of a disease has a 100 % probability of having the disease, 
regardless of the test results. A test that is positive in only 70 % of patients has 
limited utility in daily practice, although most rheumatologists are not aware of this 
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problem. It is sobering to remember that information from the laboratory in rheuma-
tology is not pathognomic as in other diseases.  

   Limitations of Imaging  

  Structural changes are prominent in many rheumatic diseases, which might sug-
gest an expectation that imaging would be most informative in diagnosis and man-
agement. Magnetic resonance imaging (MRI) and ultrasound certainly have 
improved sensitivity compared to plain radiographs. However, these new imaging 
modalities have not improved specifi city. It is also worth remembering that the 
severe outcomes of RA such as work disability and premature death are predicted at 
far higher levels of signifi cance by physical function on a patient questionnaire and 
by comorbidities than by hand radiographs [ 21 ]. 

 Ironically, one possible limitation of studies to analyze radiographs as prognostic 
of severe outcomes may be that radiographic data are derived from the hand, 
whereas work disability and death are far more prominently infl uenced by large 
joints, particularly knees, but also hips and shoulders. For example, the initial series 
reported on mortality in RA indicated that 6 joints, 2 shoulders, 2 hips and 2 knees 
could predict mortality as effectively as all joints [ 22 ]. 

 Furthermore, radiographic fi ndings and clinical symptoms are often highly 
dissociated. For example, joint tenderness and radiographic fi ndings have no 
correlation whatsoever [ 23 ]. Many people who may have 4+ osteoarthritis of the 
knee report no pain [ 24 ].  

   Limitations of Histopathology  

  Rheumatic diseases may include biopsies in an effort to establish or feel more 
secure about a given diagnosis. However, many fi ndings have little tissue specifi city, 
such as the synovitis in RA which can be seen in many forms of infl ammatory 
arthritis. While tissue specifi city is seen in immune complexes in the kidneys or 
dermoepidermal junction in SLE, uric acid crystals in synovial fl uid or tophi in 
gout, giant cells and in the vessel wall in giant cell arteritis and in Takayasu disease, 
lymphocyte infi ltration in salivary gland biopsies in Sjogren’s syndrome, and bacilli 
in the intestinal wall in Whipple’s disease; it is diffi cult to further expand the scope 
of histopathology in rheumatic disease.  
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   Rheumatology Assessment as a Challenge 
to the Biomedical Model  

  The major paradigm for advances in medical care over the last two centuries is a 
“biomedical model,” in which clinical observations are translated into quantitative 
high- technology data from laboratory tests and ancillary studies. Early examples 
include bacterial cultures and quantitative laboratory measures of organ function 
(e.g., liver, kidney function tests), which can be used to guide care as “gold stan-
dard’ measures for diagnosis, management, prognosis and assessment of out-
comes in individual patients. 

 Over the last few decades there has been growing awareness that the traditional 
biomedical model, while spectacularly effective in acute disease and acute aspects 
of many chronic diseases, includes some signifi cant limitations, particularly for 
chronic diseases. A classical statement was provided by George Engel, in a widely- 
read article in  Science  in 1978 [ 25 ]:

  “I contend that all medicine is in crisis and, further, that medicine’s crisis derives from  …
adherence to a model of disease no longer adequate for its scientifi c tasks and social respon-
sibilities…The biomedical model embraces both reductionism, the philosophic view that 
complex phenomena are ultimately derived from a single primary principle, and mind-body 
dualism, the doctrine that separates the mental from the somatic." 

   We may contrast the classical biomedical model with a biopsychosocial model of 
disease, which appears relevant to rheumatic diseases as complementary to a bio-
medical model (Table  1 ). 

     Table 1    Comparison of “biomedical model” and “biopsychosocial model” of disease   

  Biomedical Model    Biopsychosocial Model  

 Cause  Each disease has a single 
 “cause” 

 Disease etiology is multifactorial: 
external pathogens, toxins, and 
internal host milieu, genes, 
behavior, social support 

 Diagnosis  Identifi ed primarily through 
laboratory tests, radiographs, scans; 
information from patients of value 
primarily to suggest appropriate tests 

 A patient medical history provides 
50%–90% of the information 
needed to make many, perhaps 
most, diagnoses 

 Prognosis  Also established most accurately 
based on information from 
high-technology sources, rather 
than from a patient 

 Information provided by a patient 
often is the most valuable data to 
establish a prognosis 

 Treatment  Involves only actions of health 
professionals, eg, medications, 
surgery 

 Must involve patient, family, social 
structure 

 Role of health 
professionals and 
patients in general 
health and disease 
outcomes 

 Health and disease outcomes are 
determined primarily by decisions 
and actions of health professionals 

 Health and outcomes of chronic 
diseases are determined as much by 
actions of individual patient as by 
health professionals 
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  Some important differences between the biomedical and the biopsychosocial 
models are summarized in Table  1  [ 26 ].  

   The Biopsychosocial Model in Rheumatic and Other Diseases  

  Some essential elements to the biopsychosocial model (interestingly, without actu-
ally calling it as such) as it applies to rheumatology have been masterfully explained 
and discussed by H. Holman in his 1994 article “Thought Barriers to Understanding 
Rheumatic Diseases” [ 27 ]. Holman asserted that the main problem with the practice 
and the science of rheumatology is that “the prevailing conceptual base of our inves-
tigation is incommensurate with the rheumatic disease problems which we con-
front.” He gives two main reasons:

    1.    While most rheumatologic diseases are chronic, the traditional medical teaching 
put the emphasis on acute pathology.   

   2.    There is the prevailing notion of a “single cause” for a single disease. This, of 
course, has its roots in medicine’s spectacular success in handling the infectious 
diseases. This reductionism is common in research, where we tend to overlook 
interactive biological pathways, common in many of our diseases.    

  As we note, Holman does not give a formal reference to the biopsychosocial 
model in this article. Perhaps he might have decided to underplay the psychological 
and social components of said model. 

 Nonetheless, the Vernon Riley experiment he relates in detail in this paper 
actually provides a brilliant example of the inadequacy of the biomedical model. 
The experiment concerned breast cancer in C3H mice [ 28 ]. This cancer, seen in 
C3H mice, is both genetic and environmental. The tumor appears around 1 year of 
age only among those mice that have been infected with a specifi c virus during 
suckling. All the cross-experiments of the biomedical dictum confi rm these genetic 
and environmental components. 

 Riley introduced a third dimension, a psychosocial dimension if you will, to this 
model. He randomized C3H female offspring into 2 groups: one under usual experi-
mental conditions of crowded cages and frequent blood samples, and the other in 
spacious cages and little if any bleeding. The outcome was that the latter group 
developed the expected tumor a median of almost 200 days later.  

   Limitations of EBM as Randomized Trials in Application 
to Clinical Care  

  The randomized controlled clinical trial may be considered a development in the 
 tradition of the biomedical model. It is designed to mimic a laboratory experiment, 
in isolating a single variable that tests therapy while keeping all the other variables 
constant [ 29 ]. The clinical trial is most successful in acute infectious disease in 
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which the outcome may be known within a week or two. A trial becomes progres-
sively more limited over time in chronic diseases, as discussed in detail in the chap-
ter concerning limitations of randomized controlled clinical trials (see chapter 
“  Limitations of traditional randomized controlled clinical trials in rheumatology    ”). 
Nonetheless, in these introductory comments, we recognize that even proponents of 
evidence-based medicine (EBM) as clinical-based trials recognize some limitations 
in application of results to clinical care. 

 Any evidence, in the last analysis, can be considered as a tool to convince either 
oneself or somebody else of the strength of a “truth” under consideration. More 
simply, evidence is what makes an object or a concept “evident” to us or to others. 
Verbose as it is, this defi nition – unlike its standard dictionary versions – has the 
advantage of emphasizing that the quality of evidence is quite dependent on  a)  who 
is to be convinced and  b)  the circumstances under which “the convincing” takes 
place. To convince your 3-year-old child that his plate is hot, you would never resort 
to the most direct evidence, the “gold standard” as the jargon goes, that he should 
touch it briefl y and see for himself. However, for his mother, and if you are occa-
sionally brave, this direct evidence might be used! 

 One example of some limitations of application of randomized controlled clini-
cal trials to clinical care recognized by a leading proponent of EBM may be found 
in the introduction to the book  Philosophy of Evidence Based Medicine  by 
Dr. Jeremy Howick [ 30 ]. Here the author takes a direct quote from Dr. Chalmers, 
who saw many children with measles who also were malnourished and in general 
poor health, while working as a young doctor in a Palestinian refugee camp in the 
Gaza Strip. Unless there was clear evidence of superinfection he refrained from 
prescribing antibiotics, as he had been taught in medical school. 

 However, mortality among his patients was considerably higher than among 
those of his Palestinian colleague who routinely prescribed prophylactic antibiotics. 
Chalmers observed: “This clinical impression was very sobering. It made me 
wonder whether what I had been taught at medical school might have been lethally 
wrong, at least in the circumstances in which I was working, and precipitated a now 
incurable ‘septicemia’ about authoritarian therapeutic prescriptions and prescrip-
tions unsupported by trustworthy empirical evidence” [ 30 ]. 

 The catch line here is, of course, “…in the circumstances in which I was 
working….” The “evidence” about not starting prophylactic antibiotics in managing 
measles might have been true for the more fortunate locations where Chalmers’ 
professors resided, but not for the Gaza strip. This business of “to whom” and 
“under which circumstances” – or the  external validity  (in the jargon) – is an impor-
tant and often neglected aspect of EBM. 

 All evidence can either be direct or indirect. Some good examples of direct evi-
dence as it concerns our discipline are: a wedge-shaped crushed vertebral body on a 
radiograph in osteoporosis; fi nding sodium mono urate crystals in the synovial fl uid 
(making a diagnosis of gout); colchicine preventing attacks of familial Mediterranean 
fever (management); or anti-Ro antibodies sitting in the cardiac conduction system 
causing heart block in neonates (understanding disease mechanisms). Examples of 
such similar direct evidence from other disciplines are tell-tale EKG fi ndings in a 
myocardial infarction, massive proteinuria in nephrotic syndrome, or antibodies to 
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acetylcholine receptors in myasthenia gravis. Much more common in our fi eld is 
 indirect evidence, as seen in the biopsychosocial model (Table  1 ). Here our young 
discipline differs substantially from other specialties, as noted above.  

   EBM as a Long-Standing Tradition  

  EBM surely did not surely begin abruptly in 1992 when it was publicly announced, 
nor did the Enlightenment and Industrialization bypass evidence in medicine. As 
early as the 17 th  century, Francis Bacon, the scientist and the philosopher, severely 
criticized Hippocrates for the anecdotal nature of his (as the name openly says) 
“aphorisms” [ 31 ]. A century later, the eminent English physician Francis Clifton 
made a strong plea for a meticulous tabulation of disease occurrence in English 
towns by sex, race, age and the type of illness [ 31 ]. The 19 th  century gave us much 
more objective tools for observation like the stethoscope and the microscope. Again 
in the 19 th  century, mankind began to benefi t from scientifi cally powerful medicines 
for prevention: the smallpox vaccine, and antisera to treat diphtheria and tetanus. 
Medicine became much more scientifi c in the 20 th  century, not only with new and 
effective drugs and vaccines, but with spectacular advances in imaging and surgery. 
Moreover arithmetic, statistics, probability and randomness began to be taken seri-
ously, discussed and also required by the physician practitioner and the medical 
scientist alike. 

 In 1948 the fi rst properly randomized clinical trial [ 32 ] was conducted, and 
showed that the new drug streptomycin was superior in treating patients with tuber-
culosis compared to the available “standard of care,” bed rest. Many other, similarly 
well-conducted trials in many other diseases followed. So what was wrong with 
prior EBM that made its founders declare the  new  EBM in 1992? 

 Possibly at least four, and somewhat related, reasons were behind the emergence 
of the new EBM as based on randomized controlled clinical trials. 

 The fi rst was that the new EBM advocates wanted to give to the proponents of 
unconventional remedies one additional blow. This was surely timely, especially in 
the light of ever-rising medical costs in the setting of limited resources. Nothing 
more needs to be said here. 

 A second important issue behind the emergence of the new EBM was that, 
although the science of medicine had progressed substantially, this progression was 
often not translated into usual clinical care. In other words, the application was not 
commensurate with the level of science. 

 A third driving force may have been the relative inability of the biomedical 
model to address common, as well as less common, ills – as aptly exemplifi ed both 
in Dr. Chalmers’ story in the Gaza strip and in Riley’s rats. It was that the traditional 
 science  of medicine fell short of explaining our ills and how to prevent or handle 
them to our satisfaction, and this is surely related to the second issue just discussed. 
However, when EBM is regarded as exclusively based on randomized controlled 
clinical trials, it does not give much headway to the biopsychosocial model. It 
mimics a laboratory experiment with a reductionist focus on a single variable, 
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 attempting to control all other variables through randomization. Instead it does 
something else and this, perhaps, leads us to the fourth issue. 

 The new EBM with its authors, journals, books, governments and surely the drug 
control agencies like FDA considered that the medical fi eld and profession needed 
many degrees and levels of central control – and, as in the fi rst issue, the limited 
money/resource concern was the main reason. To put it another way, for the new 
EBM what was more important was the correct implementation of existing science 
rather than promoting science, and the monetary concern was also dominant. One 
effort toward control was placement of meta-analysis at the top of the hierarchy of 
evidence-based medicine (Figure 2) [ 28 ]. However, a meta-analysis is only as infor-
mative as its component clinical trials, and limitations of clinical trials such as 
patient selection, short-term time frame in chronic diseases, and reporting of data 
only in groups, may render a meta-analysis less accurate concerning clinical care 
than observational studies. 

 It must also be brought up here that this justifi ed concern for money led to a 
central control that, ironically, kindled more money and resource problems – after 
the drug industry began to use this central control, in many instances, to their fi nan-
cial interests [ 33 ,  34 ]. It is as if medicine has learned little from the economists and 
business administrators that central control of business, in the long run, almost 
always takes a bigger chunk out of public money than private enterprise. 

 Over the last few years, some of the limitations of regarding evidence-based 
medicine only as clinical trials, invariably superior to other sources of clinical 
evidence, have gained increasing recognition. A more up-to-date view of “evidence- 
based medicine” is expressed by the Oxford Centre for Evidence-Based Medicine 
[ 35 ]: “While they are simple and easy to use, early hierarchies that placed random-
ized trials categorically above observational studies were criticized [ 28 ] for being 
simplistic [ 36 ]. In some cases, observational studies give us the ‘best’ evidence 
[ 28 ]. For example, there is a growing recognition that observational studies – even 
case-series [ 37 ]  and anecdotes  [ 38 ] can sometimes provide defi nitive evidence.” 
Nevertheless, the principles of “evidence-based medicine” continue to evolve, 
hopefully leading to improved patient care and outcomes.     
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A Review of Statistical Approaches 
for the Analysis of Data in Rheumatology

Emmanuel Lesaffre and Jolanda Luime

 Introduction

Too often statistics is regarded as a set of rules, even recipes, to end up in a final 
P-value or at best a confidence interval. Good Statistical Practice (GSP) is much 
more than (even correctly) applying a bunch of statistical tests. In fact, it involves the 
whole research process from posing the appropriate research questions to writing up 
the results and drawing the appropriate conclusions. The order in which the statisti-
cal techniques are discussed in this chapter somewhat reflects how the statistical 
analysis of comparative studies is done. We start with descriptive statistics, look at 
methods to compare two or more treatments, and then discuss correlation and regres-
sion techniques to finally review methods for the analysis of follow-up studies. We 
also briefly discuss multivariate statistical approaches. In addition, we draw the 
attention to possible pitfalls of the discussed methods to provide guidance in analyz-
ing data. While no clear-cut recipes for GSP can be expected, we hope that this 
chapter helps the reader in preparing a well-motivated statistical plan and analysis.

The appropriate choice of statistical analysis depends on many factors, such as 
the type of measurement (continuous, categorical, count, etc.), the research question 
(comparison of two groups, establishing relationship between one measurement and 
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other measurements, etc.), the size of the study, the presence and amount of missing 
data, outliers in the study, etc. These aspects will be discussed in this chapter.

The statistical techniques are illustrated using the data from two rheumatoid 
arthritis studies conducted in Erasmus MC in Rotterdam, i.e., the RAPPORT and 
the tREACH study. Besides these two data sets, fictive data (inspired by the above 
two data sets) were generated to illustrate some statistical concepts. We used here 
exclusively the freely available R software [1]; however, software packages like 
SAS® [2], SPSS® [3], etc. could have also been used. For more elaborate texts on 
statistics (and some more technical details), many handbooks in the literature can be 
consulted, e.g., [4] and [5].

 Data Sets

 RAPPORT Study

The Rheumatoid Arthritis Patients rePort Onset Reactivation study (RAPPORT 
study) [6] was a longitudinal study that aimed to identify an increase in disease 
activity by self-reported questionnaires in the 3 months preceding the clinical 
assessment. In this study, 159 patients aged 18 years and older with rheumatoid 
arthritis (RA) or polyarthritis using disease-modifying antirheumatic drugs 
(DMARDs) for at least 3 months were recruited. Patient disease activities were 
evaluated using the Disease Activity Score of 28 joints (DAS28) every 3 months as 
part of their standard care by a rheumatologist at the clinic. The DAS28 is a com-
posite index [7, 8], which varies between 0 and 10, built up from swollen joint 
count, tender joint count, a visual analog scale of the patient’s assessment of general 
health, and erythrocyte sedimentation rate at the first hour. A higher score of DAS28 
indicates a higher disease activity. Treatment was recommended to be intensified 
when DAS28 > 3.2 and may be tapered down at DAS28 < 2.6.

In addition, the self-reported instruments consisting of Health Assessment 
Questionnaires (HAQ), Rheumatoid Arthritis Disease Activity Index (RADAI), a 
visual analog scale of the patient’s global assessment of disease activity (VAS 
global), and a visual analog scale for fatigue (VAS fatigue), were measured using a 
web-based form producing patient-reported outcomes (PROs). The HAQ contains 
eight dimensions of daily functional activities such as dressing, rising, eating, walk-
ing, hygiene, reach, and grip, and is scored from 0 to 3 on a Likert scale with 3 cor-
responding to the worst condition [9]. Further, the RADAI measures the self-reported 
disease activity and is composed of five items, each varying between 0 and 10 (for 
items 4 and 5, see [10]): (1) global disease activity during the previous month, (2) 
disease activity in terms of swollen and tender joints throughout the day, (3) amount 
of arthritis pain throughout the day, (4) morning stiffness, and (5) self-assessed 
tender joints. The VAS global was used to estimate the patient’s assessment for 
general health. Note that the VAS global is also a part of the DAS28. Finally, the 
VAS fatigue measures the severity of the patient’s fatigue over the previous week by 
a similar VAS scale [11].
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 tREACH Study

The tREACH is a trial within the Rotterdam Early Arthritis CoHort (tREACH) [12, 
13]. It is a multicenter, stratified single-blinded trial conducted in eight rheumatol-
ogy centers in the Netherlands. RA patients older than 18 years, with arthritis in ≥1 
joint(s), and symptoms less than 1 year are included. Eligible patients were strati-
fied into three strata (low, intermediate, and high) according to their likelihood of 
progressing to persistent arthritis (i.e., RA) based on the Visser prediction rule [14], 
a precursor of the new ACR/EULAR RA 2010 classification criteria [15]. For this 
chapter we use patients with a high risk who were randomized into one of the fol-
lowing initial treatment strategies: (1) triple DMARD therapy (MTX, sulphasala-
zine, and hydroxychloroquine with GCs intramuscular), (2) triple DMARD therapy 
with an oral GC tapering scheme, and (3) MTX with oral GCs as in strategy 2 [12].

 Describing the Collected Data

An essential first step in any empirical research is to describe the collected data with 
numerical values and/or graphical displays. The way this is done depends on the 
type of data. We consider here: categorical data (ordinal and nominal), counts, and 
continuous data. Categorical data, like adverse events in a drug trial, are typically 
summarized in tables with frequencies (and proportions or percentages) of each 
possible outcome as entries. A bar chart with these entries displayed as the heights 
of bars is a common graphical display for such data. When there is ordering in the 
values of the categorical variable, e.g., severity of the adverse event, one speaks of 
an ordinal variable. For a nominal variable, values are not ordered, e.g., for a par-
ticular type of adverse event. A special case of a categorical variable is a binary or 
dichotomous variable, where there are only two possible values. An example is 
gender and for this the nominal variable “1” could stand for men and “2” for women. 
In the RAPPORT study, there are 121 (76 %) men and 38 (24 %) women.

For variables with at least an ordinal character but with too many different values 
(e.g., DAS28), counts, and continuous variables (e.g., weight), the histogram pro-
vides a better way to graphically summarize the distribution of the data. Now the 
X-axis is split up into (often equally sized) intervals, and in each interval, the fre-
quency (proportion/percentage) of values is represented as a bar (in another version 
the area of the bar represents frequencies/proportions/percentages). The histogram 
not only shows the spread of the collected data but can also spot outlying values, 
which are values that are located remotely from the bulk of the data. Figure 1a, b 
show the histograms of baseline DAS28 and HAQ values of the RAPPORT study, 
respectively. The histogram of DAS28 is (roughly) symmetric around its mean, 
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 where Xi represents here the DAS28 value for the ith patient 
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is taken of all 159 patients of the RAPPORT study. In contrast, HAQ has a right-
skewed distribution (with a right tail). The median value corresponds to the value 
such that 50 % of the observations are left to it; it is also referred to as the 50 %-ile 
and denoted as Q50. While the median can always be interpreted as a central value, 
this is not necessarily the case for the mean value, see, e.g., Fig. 1b for HAQ. The 
spread of the collected data around a central value can be expressed in various ways. 
The standard deviation (denoted as s or SD) is the square root of the variance s2, 

which is equal to the average squared deviation of the data from their mean, i.e., 

s
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X X
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n

i
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1
=

-
-( )

=
å . The SD has the advantage over the variance that it is 

expressed in the original units of the data. For example, since blood pressure is 
measured in mmHg, the variance is expressed in mmHg2, while the SD is also 
expressed in mmHg.

When the SD is greater in treatment arm A than in arm B, we conclude that the 
variability of the data must be greater in A than in B. However, apart from this inter-
pretation, it is not immediately obvious how the SD relates to the spread of the data. 
An alternative, easier-to-interpret, measure is the interquartile range (IQR), defined 

Fig. 1 RAPPORT study: (a) histogram of DAS28 at baseline together with the best fitting normal 
distribution, (b) histogram of HAQ at baseline together with the best fitting normal distribution,  
(c) box plots of DAS28 and HAQ at baseline, and (d) error bar plots of DAS28 and HAQ at base-
line. The histograms have the property that the total area of the bars is equal to one. M represents 
the mean and m represents the median. In the error bar plots, the longest bars have length equal to 
the standard deviation; the shortest bars represent the SEM
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as Q75 – Q25, where Q25 is the 25 %-ile and Q75 is the 75 %-ile of the data. The IQR 
is therefore easily understood as the length of the central interval that contains 50 % 
of the data. The mean and median are called summary statistics for location, while 
SD and IQR summarize the variability of the data. The mean/median (SD/IQR) for 
DAS28 in Fig. 1a is 3.37/3.28 (SD = 1.31/ IQR = 3.28 − 2.42 = 0.86), while for HAQ 
(Fig. 1b) we have 0.62/0.50 (SD = 0.63/IQR = 1.00 − 0.125 = 0.875).

It is customary to summarize continuous data in medical publications with 
mean ± SD. While not always understood, this tradition stems from assuming that 
the interval [mean-SD, mean + SD] contains 68 % of the central data. However, this 
interpretation only holds when the histogram can be well approximated by the Gauss 
curve or distribution. The Gauss distribution, also called the “normal” distribution, 
is the most used distribution in mathematics and statistics, see, e.g., [4, 5]. It reflects 
the stochastic behavior of a random measure that is the result of the sum of many 
independent causative factors. Typical measurements that have a normal distribution 
in a general population are height and weight. For DAS28 the interval [3.37 − 1.31, 
3.37 + 1.31] contains indeed 68 % of the central data. The 68 % CI for HAQ, equal 
to [0.62 − 0.63, 0.62 + 0.63], contains about 80 % of the data, but more importantly it 
contains negative values, which is clearly nonsense. In Fig. 1, we observe that the 
Gauss curve approximates well the histogram of DAS28, but not for HAQ.

The error bar plot is a popular way to graphically represent the characteristics of 
the data. In Fig. 1d we show this plot for DAS28 and HAQ. The height of the rect-
angle is equal to the mean, while the bar emanating from it has length equal to the 
SD. Hence, this plot graphically displays the interval [mean, mean + SD]. While 
popular, this plot cannot reveal a possibly skewed distribution of the data. An alter-
native graph is the box (−whisker) plot shown in Fig. 1c. The edges of the box rep-
resent Q25 (lower edge) and Q75 (upper edge); the horizontal line represents the 
median. The lines emanating from the box are called whiskers. The whiskers give a 
graphical impression of the skewness of the distribution. The dots indicate outlying 
values. The definition of the whiskers and outliers depend on the software (here, R).

Time-to-event data express the time until the event of interest occurs. This event 
includes, besides death, also nonterminal events such as remission (DAS < 1.6) in an 
RA study, a cardiac event in a cardiology study, caries in a dental study, etc. Another 
term for such data is survival time. Typically, survival times have a (right) skewed 
distribution, and hence the median (and IQR) is here preferred over the mean (and 
SD). However, most often the exact survival time is not known but is censored.  
A survival time is right censored when it is only known that the event hasn’t hap-
pened during the conduct of the study. Left censoring occurs when event happened 
before the patient entered the study. This may occur in retrospective studies but such 
patients are excluded in cohort studies where an association between a risk factor 
and the event is examined. Interval censoring is relatively common in clinical 
 studies. A survival time is interval censored when it is only known that the event has 
occurred between two examinations. In this chapter we consider only right censoring. 
There are various reasons for (right) censoring. For instance, when patients are rec-
rui ted rather late in the study, the probability is low that they will experience the event. 
Other reasons are: a patient leaves the study prior to experiencing the event because 
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he changed medication, because of adverse events, because the patient died, etc. 
It is important to mention that the time at which censoring occurs must not be 
 correlated with the survival time. For instance, removing patients from the study 
immediately prior to experiencing an event will bias the results and the conclusions 
of every survival analysis applied to the time-to-event data.

Classical statistical descriptive and inference techniques are not appropriate for 
survival data. Indeed, for a right-censored survival time, the true survival is only 
known to be greater than its recorded value. Hence, the mean (median, SD, histo-
gram, box plot, etc.) of the recorded (censored) survival times cannot provide a 
good estimate of the mean (median, etc.) of the true survival times. Indeed, dedi-
cated techniques are needed in such a case, such as the Kaplan–Meier curve. This 
curve is a proper estimate of the distribution of the true survival times, called the 
survivor function. In Fig. 2, we show the Kaplan–Meier curve of a fictive RA study 
where RA patients were followed up from the first time they were in remission until 
their DAS increased above 1.6. This curve shows for each possible survival time 
(less than the maximum observed time) the estimated proportion of subjects in 
remission. The Kaplan–Meier curve provides also an estimate of the median sur-
vival time, which here is 1.5 months; see Fig. 2. However, the Kaplan–Meier curve 
cannot provide other descriptive statistics such as the mean survival and its SD. Note 
that, in the fictive RA study, we assumed right censoring, while in practice, interval 
censoring certainly would apply since DAS needs to be determined at examination 
times by the treating rheumatologist.

Fig. 2 Fictive study: Kaplan–Meier curve that estimates for each time point the proportion of 
patients that are still in remission. The symbol “+” indicates when the “survival” time is right 
censored. The arrow points to the estimated median “survival” time. The dashed lines correspond 
to the 95 % CIs at each observed time of “death”
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 Introduction to Statistical Inference

 The Sample and the Population

The goal of drug research is to establish the effect of an experimental medication for 
all possible eligible patients. These patients constitute the population. The popula-
tion of subjects for whom the drug may apply is to some extent artificial since some 
of the eligible patients may not have been born yet. For this reason, but also due to 
practical (financial, time constraints, etc.) considerations, it is almost never possible 
to examine the whole population of interest, and one must confine to a limited set of 
subjects.

When the sample is taken in a random manner from the population, probability 
laws can tell us how the sample characteristics vary around the population charac-
teristics. For instance, when a new DMARD reduces DAS28 after 3 months on the 
average with 0.5, then this average will fluctuate from study to study around its true 
mean μ (=0.5). The variability in the study mean is expressed by the standard error 
of the mean (SEM). It is in principle impossible to know SEM since studies are 
never repeated in exactly the same way. However, from probability laws, we know 
that it can be estimated from a single study using the formula SEM = s

n
. This 

formula shows that when the patient population is homogeneous (small variance) 
and/or the study is large, there is little variation of the sample mean around the true 
mean and then taking the study mean for the population mean will not induce a great 
error. One can also guess the distance between the true and sample mean with the 
confidence interval (CI). Namely, the 95 % confidence interval given by 
X X- ´ + ´éë ùû2 2SEM SEM,  contains the true mean with 0.95 probability. Note 

that the coefficient “2” in the above expression is approximate and varies with the 
study size, as seen later. Thus, the smaller the 95 % CI, the more precise statement 
we can make about the true mean. For the RAPPORT study, the SEM of the mean 

DAS28 at baseline is equal to 1 31
147

0 11. .=  (for some patients, DAS28 is 

 missing), yielding a 95 % CI equal to [3.15, 3.58]. This implies that we are not sure 
about the true mean of DAS28, but we believe with 95 % certainty that it is greater 
than 3.15 and smaller than 3.58. For HAQ at baseline, we obtained an 

SEM = =0 63
153

0 05. .  and the 95 % CI now becomes [0.52, 0.72]. Bars have 

been added in Fig. 1 that represent the SEM.
Finally, note that the 95 % CI is most popular, but confidence intervals of any 

size can be determined. In fact, occasionally one reports the 90 % CI or the 99 % CI.
The above probability properties hold when the sample is taken from the popula-

tion by random sampling (simple random sampling or a more sophisticated version) 
mechanism. This is often not possible but rather a convenience sample is taken, as 
with the RAPPORT study. This is a sample that is obtained by simply collecting 
the information from (consecutive) patients who are available to the investigator. 
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The problem with a convenience sample is that it is not obvious how the results can 
be extrapolated to a well-defined population. A similar problem occurs with ran-
domized clinical trials (see chapter “The randomized controlled trial: methodo-
logical perspectives”).

 Basic Tools for Statistical Inference

Statistical inference is the activity to draw conclusions from subjects examined in 
an experimental or observational study for use in future similar subjects. For exam-
ple, in the RAPPORT study, we might be interested to know whether the change in 
average DAS28 (in a 12 months’ period) differs between men and women. The 
average difference (DAS28 at 12 months – DAS28 at baseline) for the 26 men for 
whom both measurements were recorded is equal to 0.10 (so in fact an increase in 
disease activity was noticed) and it is −0.052 for the 81 women. The difference in 
averages is not equal to zero. But our interest lies in the difference of means between 
men and women for the populations from which the RAPPORT patients were taken, 
i.e., in the difference between μmale and μfemale. The 95 % CI of μfemale − μmale, com-
puted from the patients with a recorded DAS28 value at both examinations, is equal 
to [−0.69, 0.38]. This interval expresses what we know about the true difference 
from the patients in the RAPPORT study. Since this interval includes zero, we can-
not rule out a zero difference in the true means and we decide that there is no 
(strong) evidence of a different mean change in DAS28 after 12 months of treatment 
between men and women. Suppose now that we wish to know whether the mean age 
of women in the RAPPORT study is different from that of men. The mean age of the 
121 women is 51.5 years, while for the 38 men, it is 58.4 years. Again we compute 
the 95 % CI of μfemale − μmale, where μ now represents the average age, and obtain 
[−11.60, −2.08] (in years). Now the interval excludes zero; hence, we conclude that 
there is (strong) evidence that on average women are younger than men in the 
RAPPORT population.

The confidence interval provides a direct way to draw inference from the study 
to the population. Yet, a more popular and indirect way of inference is based on the 
P-value. When comparing two (unknown true) means, μ1 and μ2, one can distin-
guish two hypotheses:

 
H H0 1 2 1 2 1 2 1 20 0, ,m m D m m m m D m m= = - =( ) ¹ = - ¹( )or and ora  

The hypothesis of interest is given by Ha, called the alternative hypothesis. To 
test this hypothesis, one reasons indirectly and questions whether H0, called the null 
hypothesis, can be rejected. This is done via the P-value. To establish the P-value, 
one computes the difference of the two observed means and evaluates the extreme-
ness of this difference if Δ = 0 were true. The P-value is the result of a statistical test 
and expresses the probability that the observed difference (or more extreme) could 
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have been obtained under H0. A P-value is sometimes referred to as a surprise 
index. When the P-value is small, doubt is raised about H0 and one is inclined to 
reject it. Classically a P-value less than 0.05 or less than 0.01 is considered a value 
too small to sustain the null hypothesis. When P < 0.05, one says that the result is 
statistically significant at 0.05; when P ≥ 0.05, a nonsignificant result is obtained. 
The value of 0.05 is called the significance level of the test (in statistical handbooks 
denoted as α = 0.05). The significance level needs to be chosen prior to performing 
the computations. In this chapter we consider only α = 0.05, which is the most popu-
lar choice but there is in principle nothing against choosing α = 0.01 or α = 0.10, or 
any other value as long as the significance level is specified prior to performing the 
test. The average decrease in DAS28 in 1 year’s time between men and women cor-
responds to P = 0.57, which is not smaller than 0.05, and hence we see no (strong) 
evidence against H0. The conclusion is then that the two groups are not statistically 
significantly different at 0.05 (often denoted as NS). On the other hand, for the com-
parison of the average age between men and women, we find P = 0.0052. This result 
is now statistically significant at 0.05 (often indicated by *) and we state that H0 is 
rejected at 0.05.

The statistical test used above is the two-sample t-test, also referred to as the 
Student’s t-test. The test consists in computing a standardized difference of the two 
sample means X1  and X2 , i.e., T X X X X= -( ) -( )1 2 1 2/ SE , whereby SE X X1 2-( )  
is the standard error of the difference in means (similar to the SEM of a single 
mean). This standardized difference T is then compared to a reference distribution, 
here the t-distribution with (n1 + n2 − 2) degrees of freedom (df). This distribution 
reflects the natural variability of T under the null hypothesis that Δ = 0. The degrees 
of freedom is a parameter that depends on the sample sizes of the groups and deter-
mines the particular t-distribution. Note that when df ≥30, the t-distribution becomes 
close to the normal distribution. For the comparison of the change in DAS28 
between men and women, df = 26 + 81 − 2 = 105. Under the null hypothesis one 
expects that T varies around zero, which translates into a statement that under H0 
there is 95 % chance that T is located between two extreme values roughly equal to 
−2 and 2 (which change with df). Observed T values outside this central interval 
thus indicate that the null hypothesis may not be true and correspond to a P-value 
smaller than 0.05. For the DAS28 comparison, this interval is equal to [−1.983, 
1.983]. We obtained T = −0.577, which belongs to the above central interval and 
therefore P > 0.05. For the comparison of the mean ages between men and women, 
df = 157 and the central interval is now [−1.975, 1.975]. Since T = −2.836 does not 
belong to this interval, P < 0.05.

The two-sample t-test is one of the many statistical tests that were developed 
over the last century to address the various research questions posed in empirical 
research. Much of this chapter deals with reviewing a variety of statistical tests.  
A list of popular statistical tests to compare two groups is given in Table 1 and will 
be further below discussed in section “Statistical tests to compare two groups.”
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 One-Sided and Two-Sided Confidence Intervals and Tests

The confidence intervals and P-values introduced in the previous section are two 
sided. For example, in section “The sample and the population,” we have seen that 
the 95 % CI of the mean DAS28 at baseline is equal to [3.15, 3.58]. This interval is 
bounded at both sides and contains with 0.95 probability the true value. Further, 
there is 0.025 probability that the true value is below 3.51 and 0.025 probability that 
the true value is greater than 3.58. We could, however, also give a one-sided interval 
like [3.15, infinity]. This interval expresses that there is 97.5 % probability that the 
true value is above 3.15. Most often, though, a 95 % two-sided interval is reported.

The P-values reported in the section “Basic tools for statistical inference” above 
are also two sided and therefore sometimes denoted as 2P. When comparing two 
means, this means that the null hypothesis will be rejected when the standardized 
difference of means is either too large positively or too large negatively. Often in 
practice we must be able to reject the null hypothesis for large positive and large 
negative differences. Let’s take the following example from drug research: A drug 
company is primarily interested to discover whether their drug is working better 
than the control drug. In other words, the prime interest lies in rejecting a difference 
in favor of the experimental drug. Suppose that in a large study, the standardized 
difference is equal to 1.69 (value obtained from standard normal table) in favor of 
the experimental drug. Since under the null hypothesis of equal treatment effects, 
5 % of the  studies show a better result than 1.68, the one-sided P-value is smaller 

Table 1 Overview of classical statistical tests to compare two groups

Type of 
measurement

Distributional 
assumptions Large study Small study

Unpaired

Continuous Normal in each 
group and = variance

Two sample 
t-test

Two sample t-test

Normal in each 
group and ≠ variance

Welch test Welch test

Continuous Not normal 
and = variance

Two sample 
t-test

Wilcoxon rank-sum or 
Mann–Whitney testa

Not normal 
and ≠ variance

Welch test

Binary Chi-square test Chi-square test + correction
Fisher’s exact test

Paired

Continuous Difference normally 
distributed

Paired t-test Paired t-test

Difference not 
normally distributed

Paired t-test Wilcoxon signed-rank testa

Binary McNemar test McNemar test + correction
Binomial test

aCan also be used for ordinal data
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than 0.05. But the threshold for two-sided significance is 1.96, and hence at a two-
sided level of 0.05, the result is not significant at 0.05. “One-sided” means that we 
look only in one direction, here in the direction of a better result for the experimen-
tal treatment. On the other hand, suppose that the standardized difference is equal to 
−3, then the two- sided P-value is smaller than 0.01 pointing toward a worse effect 
of the experimental treatment. However, the one-sided P-value in the direction of a 
beneficial effect of the experimental treatment is greater than 0.999. While there is 
no evidence for a significantly better result for the experimental treatment, there is 
also no evidence for a worse effect with the one-sided test because one looks away 
from worse experimental results. Therefore, regulatory agencies demand to use 
two-sided tests (except for non-inferiority tests, see chapter “The randomized con-
trolled trial: methodological perspectives”).

 Type I Error, Type II Error, and the Power of a Test

The fundamental problem in empirical research is that one is never sure about the 
truth. In fact, if the truth were known then empirical research is obsolete and statisti-
cal inference is not needed. Hence, it is upfront never clear whether the null or the 
alternative hypothesis is true so that every decision based on observed data is prone 
to two errors. The Type I error represents the error when one concludes that  
the alternative hypothesis is true (e.g., two treatments have a different effect), while 
the null hypothesis is in fact true (the true treatments have equal effect). But the 
researcher may also decide that there is no evidence for the alternative hypothesis, 
while in fact it represents the truth. In the latter case, a Type II error is committed 
and then the researcher fails to see that the two treatments really differ in efficacy. 
The Type I error is controlled by the construction of the statistical test. Namely, by 
choosing a significance level of 0.05, one automatically fixes the probability of the 
Type I error to 0.05, called Type I error rate. However, the probability of the Type 
II error is not fixed in advance and depends on, among other things, the study size. 
The probability of not committing the Type II error is known as the power of the test 
and is equal to the probability of finding a clinically relevant difference in the two 
groups, if it exists. Establishing the sample size to achieve a desirable power is a 
necessity in randomized controlled trials but is also desirable in explorative studies. 
Such a computation is, however, quite technical (see chapter “The randomized con-
trolled trial: methodological perspectives”).

The above reasoning indicates that statistical inference is based on repeated sam-
pling ideas. That is, the significance level of 0.05 means that the probability of a 
Type I error is fixed at 0.05. In other words, (even) if the null hypothesis is true then 
roughly five out of hundred (independent) statistical tests are significant at 0.05. The 
practical implication is that, when a large number of statistical tests are performed 
in a study, say that a few hundred of variables are compared between two groups 
with about 5 % of them statistically significant at 0.05, then, quite likely, the two 
groups are not different at all (null hypothesis is probably true). Similarly, the power 
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is also expressed in terms of repeated samplings. Namely, when the power is 0.80 
for a clinically relevant different effect, say Δa, then we expect in 100 similar studies 
at least 80 of them with a statistically significant result at 0.05 if the difference is 
indeed at least Δa. Finally, the technical definition of the 95 % CI is that in 95 % of 
the studies set up in the same way as the current study, the true population value is 
included in the 95 % CI. But for the current study, the true value is inside or outside 
that interval. This approach of statistical inference, called the frequentist approach, 
is still most popular in clinical research.

In the frequentist approach, the null hypothesis of equality of group means, pro-
portions, etc. can never be demonstrated. Admitted, such a hypothesis never holds 
in practice (except when two identical treatments are administered). A nonsignifi-
cant result must therefore be interpreted as the “absence of evidence against the null 
hypothesis” possibly due to a too small study size.

The Bayesian approach is an increasingly popular statistical approach for 
 inference but based on quite different principles. In this approach, the role of the 
P-value is taken over by a probability that the hypothesis of interest is true after 
having done the experiment, called the posterior probability. This probability 
addresses, in contrast to the P-value, the research question directly. In section “The 
Bayesian approach” we will elaborate on this approach.

 Choice Between P-Value and Confidence Interval

The analyses of the RAPPORT study in section “Basic tools for statistical infer-
ence” show that zero is inside/outside the 95 % CI of a difference in means when the 
result is not statistically/statistically significant at 0.05. This is true for most statisti-
cal tests. We have:

P ≥ 0.05 (<0.05) if and only if the 95 % CI of the difference does (not) include 
zero.

The 95 % CI is, however, more informative than the P-value since it also pro-
vides the uncertainty with which the true effect is estimated. With the P-value, 
inference is disconnected from the substantive problem and may easily lead to inter-
pretational problems. For instance, there is a long-standing debate in the literature 
about whether a significant P-value weighs more in a large rather than in a small 
study [16]. Major clinical journals like the NEJM, the Lancet, etc. now require 
reporting confidence intervals. For instance, the NEJM guidelines for the authors 
stipulate: “Measures of uncertainty, such as confidence intervals, should be used 
consistently, including in figures that present aggregated results.” Nevertheless, the 
P-value is still here to stand for some time. However, it will probably not be the only 
basis for statistical inference in the future.
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 Use and Misuse of the P-Value

The P-value remains the most used but also the most misused tool for statistical 
inference. For instance, the P-value is often misinterpreted as the probability that 
the posed hypothesis is correct. This, in fact, is the very probability which clearly 
interests the researcher most. However, it can only be obtained by the Bayesian 
approach, as will be seen in section “The Bayesian approach.”

Another quite frequent misuse of the P-value consists in ignoring the increased 
risk of committing a Type I error when repeatedly testing for significance. This is 
called the multiple testing problem. An example illustrates the problem. An experi-
mental treatment is compared to a control treatment in two different studies, with a 
P-value of 0.03 in the first study and a P-value of 0.06 in the second study, both in 
favor of the experimental arm. With α = 0.05, there is in each study a risk of 5 % to 
claim that the two treatments are different while they are in fact equally effective. 
If better performance of the experimental treatment is concluded when at least one 
of the studies shows a significant result at 0.05, then the total risk under the null 
hypothesis of committing a Type I error is about 10 % and not 5 %—what we 
aimed at!

The Bonferroni correction provides an easy but somewhat crude way to deal 
with the multiple testing problem. For two tests, the Bonferroni correction consists 
in dividing the significance level by two, i.e., α = 0.5/2 = 0.025. Significance in each 
test is then claimed only if P < 0.025, reducing the overall risk back to approxi-
mately 5 %. In our example the treatments cannot be claimed different in efficacy 
based on Bonferroni’s correction. For k tests, Bonferroni correction consists in 
dividing the significance level by k, i.e., α/k. For k large, it will then become hard to 
claim any result significant at 0.05. Equivalent to Bonferroni’s correction is multi-
plying the P-value with the number of statistical tests, and check whether the prod-
uct is lower than α [17]. For example, with 10 tests, 10 × P must be smaller than 0.05 
for a test to be called significant at 0.05. In chapter “The randomized controlled 
trial: methodological perspectives”, we will treat more refined ways to correct for 
multiple testing in controlled clinical trials.

There are several versions of the multiple testing problem. Examples are: two 
treatments compared in several studies (above example), two treatments compared 
at several time points or for several variables, more than two treatments compared, 
etc. In (medical) publications, many statistical tests are often needed to arrive at a 
sound (clinical) conclusion. Correction for multiple testing may not always be an 
issue, especially for the exploratory part of the study, as long as one is clear about 
the nature (exploratory) of the tests. A greater concern is opportunistic testing, i.e., 
searching as long as the tests confirm what you always wanted to prove. This is 
called data dredging and emerges especially with a lot of data but no available sci-
entific theory. Finally, we note that statistical testing does not always make sense. 
For instance, a significance test that compares the baseline characteristics of treat-
ments in a randomized controlled trial makes no sense since at the start, the treat-
ment groups are by definition sampled from the same population.
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 Statistical Tests to Compare Two Groups

 Factors That Determine the Choice of the Statistical Test

Table 1 contains common statistical tests to compare two groups of subjects. The 
choice of the appropriate test depends on many factors and here we consider four 
factors: (1) paired versus unpaired data, (2) continuous or binary data, (3) small 
versus large study, and (4) whether distributional assumptions are met or not. 
Statistical tests for counts are not included in the table since they are often analyzed 
(after transformation) as continuous data. If needed, the reader can check the statis-
tical literature for more appropriate tests.

Examples of paired data are two measurements taken on the same subject at two 
time points or sometimes measurements recorded on siblings. This comes down to 
two groups of related data, where one group contains the first measurements and the 
other group the second measurements. With unpaired data, there is no (systematic) 
relationship between the measurements. Two groups of continuous data are most 
often compared via the difference in means or via whole distributions, depending 
whether some distributional assumptions are met or not. Two proportions are com-
pared in different ways, depending on the type of study. With two observed propor-
tions p1 and p2, the absolute risk reduction AR is defined as p1 − p2. In epidemiological 
research, it is more customary to work with the relative risk RR = p2/p1 or the odds 

ratio OR =
-( )
-( )

p p

p p
2 2
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1
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Another factor is the size of the study. However, we must admit that a general 
definition of a large study is lacking, since it depends on technical aspects of the 
statistical test. For instance, two groups of 1,000 subjects certainly qualify for a 
large study to compare two means, but perhaps not when two proportions of rare 
events are compared.

Furthermore, in applying certain tests, some distributional assumptions need to 
be met, like that the data should have a normal distribution or that variances should 
be equal.

That the choice of a statistical test depends on the above (and even other) condi-
tions is purely technical and depends on probability laws developed under the above-
specified conditions; see, e.g., [4, 5]. When the aforementioned conditions are 
fulfilled, the reported P-value and 95 % CI are correct. But these conditions rarely 
apply exactly in practice. For instance, data are never exactly normally distributed. 
Usually simulation studies are conducted to determine the operational characteristics 
of these tests under deviations from these conditions. This gives us a hint of when the 
reported P-value and 95 % CI are to be trusted in practice. We say that a statistical 
test is robust against an assumed condition when the reported P-value is still correct 
despite this assumption violated by the data; see the section before, and below 
“Common statistical tests for the comparison of two groups” below for examples.

In addition to the above, still other factors may play a role in choosing a  particular 
test. For instance, if one is concerned about the impact of outliers on the conclusions 
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of a statistical analysis, a test may be needed that is more robust against such 
 outlying values.

In the next section, we review the statistical tests shown in Table 1. This table can 
be used as guide when performing simple comparisons between two groups or as a 
tool to understand better the Materials and Methods part of a clinical paper.

 Common Statistical Tests for the Comparison of Two Groups

 Continuous Data

The t-test introduced in the section “Basic tools for statistical inference” compares 
the means of, say, two treatments. This test is appropriate for unpaired data from 
two groups each having a normal distribution with equal variances. For unequal 
variances but normal distributions, the t-test for unequal variances, also called the 
Welch test, applies. However, the classical t-test also works well in this case when 
the group sizes are about the same, called the balanced case. This was discovered 
via computer simulation studies. The variance of DAS28 at baseline of men and 
women in the RAPPORT study is equal to 1.50 and 1.17, respectively. Hence, the 
Welch test seems at its place here, giving P = 0.54, but this is basically the same to 
what is obtained from the classical t-test. Another condition for the unpaired t-test 
is normality in each group. Computer simulations have shown that the t-test is 
robust against non-normality in the balanced case. For extremely skewed distribu-
tions, it may be prudent, however, to check the outcome of the t-test with a non-
parametric test. Such a test does not depend on the normality assumption. In fact, 
for a nonparametric test, the data are replaced by their ranks, and hence the P-value 
from the test becomes independent of the distribution of the data. A popular non-
parametric test is the Wilcoxon rank-sum test, also called the Mann–Whitney U test. 
A small fictive example illustrates how the test works. Suppose that the DAS28 
scores after one year of treatment for group A are 1.0, 1.7, 2.9, and 4.5 and for 
group B are 2.1, 3.1, 3.3, and 5.9. To compute the Wilcoxon statistic, these scores 
are ranked irrespective of their group assignment, but their group membership is 
secured. The ordered values are then 1.0, 1.7, 2.1, 2.9, 3.1, 3.3, 4.5, and 5.9 with 
the underlined scores pertaining to group B. In the next step, these ordered values 
are replaced by their ranks 1, 2, 3, 4, 5, 6, 7, and 8, and the ranks pertaining to A 
are added to give the Wilcoxon rank-sum test statistic W = 1 + 3 + 4 + 7 = 15. The 
extremeness of the obtained W is established using probability laws with a P-value 
as result. Here P = 0.484 demonstrating that there is no evidence that the treatments 
differ in efficacy after one year. In addition to robustness of deviations from nor-
mality, a nonparametric test is less vulnerable to outlying values. A disadvantage 
of a nonparametric test is that the link with the original data is broken, providing 
basically only a P-value. Note that Wilcoxon rank-sum test can also be used for 
ordinal data.
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Another way to deal with non-normal distributions is to transform the original 
data such that the transformed data have a normal histogram. The logarithmic func-
tion is a popular choice for right-skewed data but may not work when there are a lot 
of ties in the data. For the HAQ score at baseline, 38 patients have a zero score in 
the RAPPORT study. Before applying the log transform, we added 1 to the score but 
then the 38 log (HAQ + 1) scores are equal to zero and thus log (HAQ + 1) cannot 
have a normal distribution. In fact, none of the classical transformations, including 
the square root, can turn the distribution of HAQ into a normal distribution. Further, 
in a comparative study, it often happens that a different transformation is needed in 
each of the groups. In that case, transforming the data is not an option. In addition, 
an interpretation problem may arise when results are based on transformed data. For 
instance, when the data are log transformed, the 95 % CI of the difference in the 
means on log scale translates into a 95 % CI of the ratio of geometric means on the 
original scale. But such a 95 % CI is more difficult to interpret as the geometric 
mean is not equal to the classical mean.

In the case of paired data, inference is based on the difference between the two 
related values. A statistical significant result is obtained when the mean difference 
is remote from zero, taking into account statistical fluctuations under H0. The clas-
sical statistical test is now the paired t-test. This test requires that the difference of 
the two related values has a normal distribution. If we do not wish to assume this, 
one could apply the nonparametric Wilcoxon signed-rank test, which is now based 
on the ranks of the differences. This test is also appropriate for ordinal data.

Nonparametric statistical tests can be applied to all studies regardless of their 
size. For large studies, the t-test is also applicable even when the data grossly devi-
ate from normality. This is a consequence of The Central Limit Theorem, a key 
result in statistics which allows working with the original data (of any distribution) 
for large studies. In practice “large” means in the balanced unpaired case, group 
sizes of about 20 or more depending on the deviation from normality, but large(r) 
sample sizes may be needed in the unbalanced case.

 Binary Data

When the outcome of interest is binary, the comparison of two groups involves con-
trasting two proportions. For unpaired data and a large sample size, the recom-
mended test is the chi-square test. This test essentially evaluates a standardized 
version of the squared difference of the two proportions under the null hypothesis, 
which is now that the true proportions pA  and πB are equal. Suppose the observed 
proportions under treatments A and B are given by pA and pB, respectively, then the 
chi-square test computes X2 = (pA − pB)2/SE(pA − pB)2, with SE(pA − pB) the standard 
error of the difference in proportions under H0. When X2 is too large (compared 
to what is expected under the null hypothesis), H0 is rejected (at α = 0.05). For 
the actual calculation of the P-value, the chi-square distribution with one degree of 
freedom is used as reference distribution. Table 2 represents a 2 × 2 contingency 
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table contrasting the frequencies of men and women in the RAPPORT study who 
require step-up treatment (DAS28 > 3.2). This table is a special case of an r × c con-
tingency table when there are r rows and c columns in the table. In Table 2 the lower 
case symbols stand for the observed frequencies, while the upper case symbols refer 
to the expected frequencies, i.e., those that one would expect on average to happen 
under the null hypothesis. Comparing the observed with the expected frequencies 
leads to an equivalent expression of X2 given by
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The above expression shows that X2 will be large when the observed frequencies 
deviate a lot from the expected frequencies. For the data in Table 2, we obtained 
X2=1.44 which corresponds to a P-value of 0.23.

For a small study, the chi-square test with continuity correction can be used, but 
Fisher’s Exact test is recommended. Both tests give a more accurate P-value than 
the chi-square test for a small study. Now “small” is given by the Cochrane condi-
tions, which stipulate that the chi-square test may be used when the expected 
 frequencies all exceed 5 (satisfied in our example). The P-value for the Fisher’s 
Exact test is equal to 0.28.

Instead of applying the chi-square test, which only provides a P-value, one could 
also compute the 95 % CI of the absolute risk reduction AR = pA − pB, with pA = b/
(a + b) and pB = d/(c + d). When the 95 % CI of AR does not include 0, the two treat-

ments are statistically significantly different at 0.05. For the relative risk RR B
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and the odds ratio OR B B
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, the value of 1 must not be within the 95 % 

CI to claim a significant effect. Using the observed frequencies in Table 2, the odds 
ratio is easily seen to be equal to ad/bc. For the entries in Table 2, we obtained 
RR = 1.28 with 95 % CI = [0.88, 1.85] and OR = 1.7 with 95 % CI = [0.71, 4.06]. 
Both intervals do include 1 and hence there is no evidence for a difference in the 
true proportions between men and women.

For paired binary data, a similar reasoning applies but of course the tests must 
differ. An example of paired proportions is the proportion of patients that have in the 
RAPPORT study a DAS28 less than 3.2 or greater than 3.2 at baseline (first propor-
tion) versus this proportion at 12 months (second proportion). For a large study, a 
McNemar test is appropriate, which is a variation of the classical chi-square test.  
For a small study, a corrected version is used or the binomial test.

Table 2 RAPPORT study: observed and expected frequencies of patients split up according to 
gender who need a more intensive treatment at month 12

Observed Expected

DAS28 ≤ 3.2 DAS28 > 3.2 DAS28 ≤ 3.2 DAS28 > 3.2

Men a = 17 b = 11 A = 14.25 B = 13.75
Women c = 40 d = 44 C = 42.75 D = 41.25
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 Survival Times

In section “Describing the collected data,” we have introduced survival data and 
mentioned that censoring complicated the analysis of such data. Only right censor-
ing is considered here, which means that it is only known that the survival time is 
greater than the one recorded in the study. Figure 2 shows the Kaplan–Meier esti-
mate (+95 % CI) of the survival function. The Kaplan–Meier curve is a nonparamet-
ric estimate, i.e., no assumption is made about the distribution of the true survival 
times. If one is willing to assume that the survival times have, say, a Weibull or a 
lognormal distribution, then estimates of the mean survival time, its SD, etc. can be 
derived. However, in survival analysis, there for no generally accepted distribution. 
Therefore, one is reluctant to base inference on a particular parametric assumption.

We will defer statistical inference with survival data to section “Cox regression,” 
where the Cox proportional hazards (PH) model is introduced. For now, we will 
limit ourselves by mentioning that the nonparametric tests, such as the Wilcoxon 
test, have been generalized to survival analysis, as well.

 Statistical Tests to Compare More Than Two Groups

Table 1 is limited to statistical tests for the comparison of two groups. In practice a 
variety of statistical tests are required to tackle the research questions that pop up in 
clinical research. In this section we review an extension of some of the techniques 
seen in section “Statistical tests to compare two groups” to compare more than two 
groups. We restrict ourselves here to the unpaired case. The paired case involves 
more complicated statistical techniques suitable for correlated data. Some of these 
techniques are discussed in section “Models for longitudinal studies.”

 One-Way Comparisons with Continuous Measurements

One possibility to compare k ≥ 2 groups is to contrast them two by two and perform 
for each pair a classical unpaired t-test. For k = 5 groups, this means 10 t-tests with 
each 5 % risk of committing a Type I error. A multiple testing problem arises if no 
correction (such as Bonferroni) is applied. A popular and better way to control the 
Type I error rate in this setting is to use an analysis of variance (ANOVA) test.

In an ANOVA test, the between-group variance is compared to the variance of 
the data within the groups. The standardized ratio of these two variances, called the 
F-ratio, should vary around 1 when the null hypothesis of equal means holds. When 
the alternative hypothesis is true, the F-ratio will often be greater than 1. To evaluate 
whether there is more variability of the group means than expected under H0, one 
computes its extremeness using an F-distribution as reference distribution which 
now has two kinds of degrees of freedom depending on the number of groups and 
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the group sizes. Two fictive studies illustrate the use of the ANOVA test below. This 
statistical approach is referred to as one-way ANOVA, because there is only a single 
a factor involved in establishing the groups unlike the ANOVA tests reviewed below 
in section “Two and more way comparisons.”

In both panels of Fig. 3, the DAS28 measurements at month 12 are shown. In each 
of the two experimental treatments (A and B) and the control treatment (C), 25 
patients have been included. All data are fictive and were randomly generated using 
a computer program. In Fig. 3a, it is seen that the true treatment means (indicated by 
the normal densities and their associated means) are unequal, i.e., 2.2, 3.3, and 3.4. 
The true standard deviation is for all groups equal to 1.1. An F-ratio equal to 4.20 
with P = 0.019 is obtained. This F-ratio is judged too high to believe that the true 
means are equal. Because we have generated the data by ourselves, we know that this 
is the correct decision. In Fig. 3b, it is seen that the true treatment means are all equal 
to 2.5 with again SD = 1.1. Now an F-ratio of 2.03 is obtained yielding a P-value of 
0.14 ≥ 0.05 and we cannot reject the Ha, which is again the correct decision.

The ANOVA test assumes normal distributions with equal variances in all groups, 
but a violation of these assumptions is not dramatic when the group sizes are roughly 
equal. When there is gross imbalance, one might need to choose for an alternative 
approach. There is, however, no commonly used test available that generalizes the 
Welch test. Another possibility is to use the Kruskal–Wallis test, which is a general-
ization of the Wilcoxon rank-sum test and is based on the same ranking principle. 
Applied to the same fictive data, we obtained the same qualitative conclusions, but 
different P-values of course, now equal to 0.029 and 0.24, respectively. 

Fig. 3 Fictive study: one-way ANOVA with three treatment groups. (a) shows the case of three 
different true means, while in (b) the three groups have equal true means. The box plots are based 
on each 25 patients drawn from normal populations shown by the curved lines whereby the hori-
zontal lines point to the true means. The observed means are indicated by squares. The dashed 
horizontal line indicates the threshold above which intensified treatment is needed, while below 
the dotted horizontal line indicates that treatment can be reduced
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Transformation of the data to normality might sometimes help, but it is in general 
more difficult to find a transformation that is appropriate for all groups.

The ANOVA F-test only checks whether there is somewhere a difference between 
the treatment groups but does not give insight which groups are statistically 
 significantly different. In the literature, pairwise t-tests are sometimes applied after 
a significant F-test, but this may again inflate the Type I error rate. The correct 
approach is to use so-called multiple comparison tests which penalize the P-value 
for multiple testing, i.e., the P-value is inflated instead of (equivalently) decreasing 
the significance level; see also above in section “Use and misuse of the P-value.” 
There are several types of multiple comparison tests, such as Newman–Keuls, Tukey, 
Dunnett, etc. each with some optimality property. To illustrate their use, we take the 
first fictive example. The pairwise t-tests without correction for multiplicity result in 
P = 0.02 for treatments A and B, and P = 0.011, P = 0.81 for treatments A and C, B 
and C, respectively. With the Tukey multiple comparison test, we obtain (1) 
P = 0.052, (2) P = 0.028, and (3) P = 0.98, respectively. Hence, by correcting for mul-
tiplicity, the first two treatments are not statistically significant anymore. For non-
parametric tests, only the approximate Bonferroni correction can be applied or more 
advanced procedures, which are however not yet supported by common software.

 One-Way Comparisons with Categorical Measurements

When DAS28 is categorized into three classes with cutoff points of 2.6 and 3.2, the 
3 × 3 contingency Table 3 is obtained. The research question is now whether the 
probabilities of belonging to the three disease classes differ in the three treatment 
groups. When the Cochrane conditions (section “Binary data”), above are fulfilled, 
we can apply a chi-square test with now 4 degrees of freedom. As for the 2 × 2 con-
tingency table, this is done by computing X2, which is again a comparison of 
observed with expected frequencies. In general, for an r × c contingency table, the 
degrees of freedom are (r − 1) × (c − 1). For Table 3, X2 = 5.33 with P = 0.26. Compare 
this with the P-value equal to 0.019 obtained from a one-way ANOVA based on the 
continuous responses. This illustrates that discretizing continuous variables implies 
a loss of information and hence a decrease in the power of the study. We note that 
the chi- square test can also be used to test for an association between a row and a 
factor in an r × c contingency table. For instance, suppose that in Table 3 the row 
factor is DAS28 categorized at baseline, then a test for difference in percentages is 

Table 3 Fictive study: contingency table of categorized DAS28 at month 12 using 2.4 and 3.2 as 
cut points (Fig. 3a) together with the row percentages

Treatment DAS28 ≤ 2.6 2.6 < DAS28 ≤ 3.2 DAS28 > 3.2

1 13 (52 %) 5 (20 %)  7 (28 %)
2  8 (32 %) 6 (24 %) 11 (44 %)
3  6 (24 %) 5 (20 %) 14 (56 %)
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actually a test for association between DAS28 at baseline and at month 12. When 
the Cochrane conditions are not satisfied, then Exact tests, which are generaliza-
tions of the Fisher’s Exact test, are recommended.

In the case of a significant test result in an r × c table, there is still the question 
how this significant result came about. For the chi-square test, a significant result 
can only be obtained when for one or more cells in the contingency table the 
observed frequency is remote from the corresponding expected frequency. There 
are advanced statistical approaches to look for the “significant” deviations in the 
contingency table, but they are beyond the scope of this chapter. Another, but ad 
hoc, approach is to collapse classes to create 2 × 2 contingency tables from the r × c 
table and to apply the Bonferroni correction afterward to guard ourselves against 
multiple testing. For instance, from Table 3 one can construct nine 2 × 2 tables, e.g., 
left top table with entries 13, 5, 8, and 6 and left bottom table with entries 8, 6, 6, 5, 
etc. For each of these tables, one can evaluate the association, and the nine P-values 
are multiplied with nine. If 9 × P < 0.05 for a particular subtable, then there is a sig-
nificant association in that subtable. This was not the case here, however.

 Two- and More-Way Comparisons

In one-way ANOVA, the different values of one factor determine the groups. When 
multiple factors are involved, interest may lie in their joint effect on the response. For 
instance, suppose that RA patients are treated with either a control treatment C or an 
experimental treatment E (factor 1), but at the same time concomitant medication c 
or placebo p (factor 2) are administered. Suppose now that an RCT has been set up 
randomly allocating patients to the four possible combinations: (1) C and p, (2) E 
and p, (3) C and c, and (4) E and c. Suppose also that one is interested in the overall 
effect of the experimental treatment on, say, DAS28 but also in the overall effect of 
the concomitant treatment and additionally in their joint effect. The overall effect of 
E is called the main effect of E and similarly for the overall effect of c. Suppose that 
after 12 months of treating the patients with E, the average DAS28 is reduced by 1 
unit whether or not concomitant medication is administered. In that case, one speaks 
of no interaction between the two factors. If also the concomitant medication reduces 
the average DAS28, say by 0.5, then in the absence of interaction, the joint effect of 
the experimental and concomitant treatment results in a decrease of the average 
DAS28 by 1 + 0.5 = 1.5. A statistical interaction between the two factors is present 
when the joint administration does not result in a sum of the individual main effects. 
In our fictive example, the experimental treatment always reduces the average of 
DAS28. The interaction is therefore called quantitative. On the other hand, when the 
joint administration would raise DAS28 on average, then we are dealing with a qual-
itative interaction. For a quantitative interaction, adding the concomitant treatment 
to the experimental treatment does not change our conclusion about the experimental 
treatment, whereas for a qualitative interaction we must conclude that joint adminis-
tration of the two treatments here has a negative impact on the patient.
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In the above paragraph, we assumed that we knew the true treatment effects. In 
practice, they need to be estimated from the study at hand. In a second step, they are 
tested for equality. This is done by a two-way ANOVA analysis and it involves now 
three F-tests, one for each main effect and one for the interaction effect. Each time 
the null hypothesis corresponds to no effect. Under the assumption of normal distri-
butions with equal variances, the null hypotheses are rejected when the correspond-
ing F-values are judged too large under H0. Note that we should test first the 
interaction. If significant, then one explores the main effect of one factor in each 
level of the other factor. Now follows a fictive example to better explain the practical 
procedure.

Inspired by the results of the RAPPORT study, we generated 200 DAS28 values 
(at month 12) from four groups split up according to age less than or more than 55 
years (factor 1) and gender (factor 2). Figure 4a shows the generated DAS28 values 
under no interaction. The F-tests (P-values) are for (1) age (11.44 (P < 0.001)), (2) 
gender (8.15 (P = 0.0048)), and (3) interaction of age with gender (0.021 (P = 0.88)). 
Since there is no evidence for interaction, we can estimate the main effects immedi-
ately. They are equal to (95 % CI) for gender ((male–female): −0.45 ([−0.75, 
−0.14])) and for age ((>55 – <55): −0.53 ([−.84, −0.22])). The above 95 % (Tukey) 
CIs take into account the multiple testing problem. Figure 4b shows the qualitative 
interaction case. The F-value for the interaction is now 21.68 with P < 0.001. Now 
it does not make sense to interpret the main effects for gender and age. In fact, we 
need to estimate the effect of gender in each of the two age classes and the same 
holds for age.

Two-way ANOVA can be further generalized to involve more than two factors. 
In general, such data structures are called factorial designs. Factorial designs also 

Fig. 4 Fictive study: two-way ANOVA with two factors: age < 55 or ≥ 55 and gender. (a) shows 
the case of no interaction between age and gender, while (b) shows the case of qualitative interac-
tion. The solid lines represent the effect of gender in each of the two classes of age, while the 
dashed lines represent the effect of age in the two gender classes
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exist for categorical responses, but these will be treated in section “Regression mod-
els” where we look at regression models for binary outcomes.

 Measuring and Testing Associations

When two or more measurements are taken on the same subject, it may be of inter-
est to see how much they are related. In this section we consider two situations. In 
the first case, we look at a general measure for association between two measure-
ments of possibly different nature, so-called correlation measures. In the second 
case, interest lies in the association of two measurements of the same kind and to 
know whether they indeed measure the same characteristic. These are called mea-
sures of agreement. For both cases, continuous, ordinal, and binary data are consid-
ered here. We also explain the Bland–Altman plot which is a classical tool for 
continuous measurements often used in medical research to evaluate the depen-
dence of agreement on the level of the measurement.

 Association

In the tREACH study, DAS and RADAI (patient-reported outcome of disease activ-
ity) are measured at several time points. One would expect that the two measures are 
positively related, i.e., we expect that when DAS is high, this will be also for 
RADAI. In Fig. 5a, we notice that when DAS28 is high (or low), then RADAI tends 
to be also high (or low). A popular measure to evaluate this association is the Pearson 
correlation coefficient rp. The Pearson correlation rp is zero, when the two 

Fig. 5 (a) Scatterplot of DAS and RADAI at baseline (tREACH study), (b) scatterplot of DAS and 
HAQ at month 6 (RAPPORT study). In addition a smooth line representing the relationship is 
added (using R function lowess)
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measurements show no association. In that case the scatterplot exhibits a circular 
figure (as a pizza) or in general a figure centered on the horizontal line. For a posi-
tive correlation, the two measurements evolve in the same direction, while for a 
negative correlation the opposite is true. The Pearson correlation between DAS and 
RADAI is equal to 0.48, which is appreciable but not particularly high. In absolute 
value, the maximal Pearson correlation is 1. The coefficient rp is an estimate of the 
“true” correlation ρ which would be obtained if we relate all possible DAS and 
RADAI values obtained from the population from which the sample was taken. 
A significance test can then determine whether the true correlation is zero or not, 
i.e., whether H0: ρ = 0. In addition a 95 % CI for ρ can be computed. For our exam-
ple, P < 0.001, indicating that most likely the true correlation is not equal to zero, 
which is confirmed by the 95 % CI equal to [0.38, 0.57] since it does not include 
zero.

The Pearson correlation measures the linear relationship between two measure-
ments. If the relationship has a “banana” shape, then the Pearson correlation does 
not estimate the (nonlinear) association properly. Furthermore, the significance test 
to evaluate H0: ρ = 0 assumes that both measurements have a normal distribution. 
The smooth line (see section “Regression models”) in the scatterplot shows an 
approximate straight line relationship. Thus, for the correct computation of the 
P-value associated with a Pearson correlation, both variables should have a normal 
distribution. In our example the distributions of DAS and RADAI appear to be nor-
mal. For non-normal distributions and/or a nonlinear relationship, the Spearman 
rank correlation rs is preferred. To compute the Spearman correlation, the original 
data are first replaced by their ranks, and on these ranks the Pearson correlation is 
computed. Again, a P-value for ρ = 0 and a 95 % CI can be calculated. Typical for a 
nonparametric procedure, the Spearman correlation is robust against outlying val-
ues. The Spearman correlation between DAS28 and HAQ at month 6 in the 
RAPPORT study is rs = 0.59 (P < 0.001). The scatterplot together with the smooth 
line in Fig. 5b suggests that there is a curvilinear relationship and a skewed distribu-
tion of HAQ. The Spearman correlation of DAS28 and HAQ at month 6 equals 
rs = 0.59, which is lower than the Pearson correlation of 0.64.

We note that it often does not really make sense to evaluate a correlation with a 
P-value. Indeed, often a zero correlation is not expected (e.g., we do expect a non- 
zero correlation between DAS20 at baseline and DAS28 at month 12), but we rather 
wish to know the size of the correlation using a 95 % CI.

The Spearman correlation can also be used for ordinal data. For two binary out-
comes, several measures have been suggested such as the tetrachoric correlation. 
An alternative measure is the cross-ratio, which is in fact equal to the odds ratio but 
now the two binary variables are interchangeable without harming the interpretation 
of the association (symmetric case). For the odds ratio one variable is often consid-
ered to represent the “cause” and the other the “result” (asymmetric case).

It often happens in an explorative study that many correlations are tested without 
a clear hypothesis to evaluate. This clearly inflates the Type I error rate  tremendously 
and may lead to wild speculations of possible relations.
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 Agreement

Suppose that we want to measure how reproducible clinicians can score DAS28, both 
between occasions as well as between clinicians. That is, we wish to know the intra-
rater variability (between occasions) and the inter-rater variability (between clini-
cians). Both measures of variability can be estimated by the intra-class correlation 
(ICC). We assume that there are either two clinicians who score DAS28 on RA patients, 
or that one clinician scores DAS28 twice on each patient. Let sB

2  represent the variance 
of the average of the 2 scores across the patients and sW

2  the variance of the scores 
within the same patient, then the population intra-class correlation is defined as

 
ICC B

B W

=
+
s

s s

2

2 2
.
 

The above formula shows that ICC will always be positive, and must therefore be 
different from the classical (Pearson) correlation. In fact, ICC measures in a scat-
terplot the closeness of the points to the bisecting line, while the classical correlation 
measures the closeness of the points to the best straight line. The sample estimate of 
ICC, i.e., ICC� , is obtained by replacing in the above formula the true variances by 
their sample estimates, by sB

2 and sW
2  . In Fig. 6 three fictive cases of two observers 

scoring the same patients are shown together with the intra-class correlations: (a) the 
scores were generated around the bisecting line whereby the within-patient variance 
of the scores remains constant with increasing values of the scores, (b) the same situ-
ation except that now the within-patient variance of the scores increases with 
increasing values of the scores, (c) the scores between the raters are closely related 
but are not located on the bisecting line. The corresponding Pearson correlations are 
equal to 0.78, 0.78 and 0.99, respectively, which illustrates that the two measures are 
different in nature. Again one can test whether ICC = 0, but we suggest to report the 
95 % CI. As an example, the 95 % CI for ICC of Fig. 6a is equal to [0.71, 0.81].

Finally, to graphically represent whether the within-patient variability sW
2  depends 

on the actual value, the Bland-Altman plot is used. The Bland-Altman plot is a scat-
terplot of the difference of the two values with their average.

Fig. 6 Fictive data: three examples of two raters scoring DAS28. Panel (a) corresponds to 
ICC = 0.76, panel (b) corresponds to ICC = 0.75 and panel (c) corresponds to ICC = 0.75. Further 
information is given in the text
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In Fig. 7, the Bland-Altman plots corresponding to Fig. 6 are shown. In Fig. 6a 
sW

2  remains constant across the different DAS28 values, while for Fig. 6b sW
2   increases 

with DAS28 value. Clearly, Fig. 7a shows that the within-patient variability is con-
stant, while for Fig. 7b the variability increases. Figure 7c shows that there is a 
problem with scoring.

Up to now, we have considered only the situation with two raters. The intra-class 
correlation, but also the agreement measures below can be extended to more than two 
observers. The actual expression of the agreement measure depends on whether the 
measure aims to estimate agreement between the selected observers in the study (study 
clinicians) or among all observers that belong to a particular population (all clinicians).

For binary, nominal or ordinal scores a popular measure of agreement is given by 
the kappa coefficient κ also called Cohen’s kappa. For two binary scores, Cohen’s 
kappa computes the relative degree of agreement, i.e., the agreement corrected for 
spontaneous agreement (also called agreement by chance). The theoretical formula 
for the true κ is given by

 
k

p p
p

=
-
-
o e

e1
,
 

where p o  represents the (population) observed agreement and p e  the (population) 
agreement that happens by pure chance. In Table 4(a) p o  is estimated by 

ˆ .p o =
+

=
82 324

498
0 82 whereas p e  is estimated by ˆ .p e = ´ + ´ =

133

498

124

498

368

498

375

498
0 62 . 

Then ˆ .k = 0 52  is the estimated excess agreement above the agreement obtained by 
pure chance. For Table 4(b) and (c) we obtained ˆ .k = 0 60  and ˆ .k = 0 25 , respec-
tively. In addition one can compute a P-value for the null hypothesis. When kappa 
is zero, then the observed agreement is obtained by pure chance.

Agreement in ordinal data could be measured by weighted kappas. A greater 
weight is then assigned to cells that are further away from the diagonal in the table; 
popular are linear and quadratic weights. Note that there has been a lot of discussion 
in the statistical and epidemiological literature of the value of the kappa-statistic. 
For instance, it has been shown that it is difficult to compare kappa values obtained 
from different studies.

Fig. 7 Fictive data: three examples of a Bland–Altman plot corresponding to Fig. 6 (a), (b) and (c), 
respectively
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 Regression Models

In this section we evaluate the strength of the relationship between two (or more) 
measurements. In addition, we now require also a mathematical expression that 
allows one measurement to “predict” from the other measurement(s). This entails 
an important class of statistical methods, called regression methods. First we treat 
linear regression models, where the response is continuous. Then binary and ordinal 
regression models are considered. We end with Cox regression, which is the most 
popular regression technique in survival analysis.

 Linear Regression

 Simple Linear Regression

In simple linear regression one variable, called the response or outcome, is pre-
dicted from another variable, called the covariate, regressor or predictor. In some 
textbooks the response is called the dependent variable and the covariate is referred 
to as the independent variable. However, this terminology may cause confusion in 
multiple linear regression introduced below and will therefore not be used here.

In Fig. 8 we show the regression line predicting DAS at month 12 in the tREACH 
study from the age (in years) of the patient. The straight line provides the “best” 
linear prediction of the response from the regressor, whereby “best” means that the 
squared deviations of the predicted response from the observed response are mini-
mized with the regression line. The regression line is here given by the following 
formula: DAS = 1.11 + 0.0086 × age. The coefficient 1.11 is called the (estimated) 
intercept and 0.0086 the (estimated) slope, they are also called the regression coef-
ficients. The intercept represents the average DAS for age = 0, while the slope repre-
sents the increase of the average DAS when age is increased by one year. Clearly, 
the intercept has no physical meaning here. When the slope is zero, the regression 
line is horizontal and hence the response and regressor are not related. With a posi-
tive slope the response increases on average when the regressor increases, while for 
a negative slope the opposite is true. Note that the regression coefficients depend on 
the scale of the response and the regressor. For instance, when age is replaced by 

Table 4 Fictive study: three examples upon which Cohen’s kappa is computed

(a) (b) (c)

Rater 2 Rater 2 Rater 2

Rater 1 82 51 133 97 33 130 21 98 119
42 324 368 47 321 368 0 379 379

124 375 498 134 364 498 21 477 498

The tables are obtained by binarizing the DAS28 scores with threshold 2.6, which represents the 
upper bound below which the disease activity is considered low
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age/10 the slope must be multiplied with 10. This dependence on the scale of the 
regressor, but also of the response, makes it difficult to compare the magnitude of 
the regression coefficients.

The regression coefficients 1.11 and 0.0086 estimate the true regression coefficients 
which relate the two variables in the population. The classical assumption of simple 
linear regression is that the response deviates in a Gaussian way around a straight line 
with a variance that remains constant across the values of the regressor. The true rela-
tionship of the response with the regressor is not known but assumed to be linear. Hence 
for the observed response for the ith subject, denoted here as yi, it is assumed that

 y xi i i= + +b b e0 1 ,  

with xi  the regressor value for the ith subject and e i  the deviation of the response 
from the straight line, called the ith residual. It is assumed that this residual has a 
normal distribution. The true regression coefficients are estimated from the data. 

Here the estimates are: ˆ ˆ. , .b b0 11 11 0 0086= = . From these estimates the predicted 

response DAS agei i
� = + ´ˆ ˆb b0 1  can be determined for each subject. The above sta-

tistical assumptions (linear relationship, Gaussian distribution around the regression 
line with constant variance) allow to: (1) derive the standard errors of the estimates, 
(2) test the null hypotheses that the true regression coefficients are zero, i.e., 
β0 = 0, β1 = 0 and (3) provide (95 %) confidence bounds for the predicted values and 
the responses at the different regressor values.

In Table 5, a classical regression output is shown, with the regression estimates, 
their standard error, the computed t-value (estimate/SE) and the corresponding 
P-value. For both regression coefficients the null hypothesis is rejected, i.e., there is 

Fig. 8 tREACH study: (a) simple linear regression, regressing DAS at month 12 on age at base-
line. The solid straight line is the estimated regression line, the dashed lines express the 95 % 
confidence bounds for the predicted values, and the dotted lines express the 95 % confidence 
bounds for the individual observations; (b) Q–Q plot to check normality of the residuals

E. Lesaffre and J. Luime



41

evidence that the true regression coefficients are not zero. However, we are only 
interested in verifying H0: β1 = 0. Since P < 0.05, we believe that there is some rela-
tionship between DAS at month 12 and age. The strength of the relationship is clas-
sically expressed with the coefficient of determination, denoted as R2. The coefficient 
of determination expresses the proportion of variability of the response that is 
explained by the regression model. The minimal value of R2 is 0 when the regressor 
has no predictive ability. The maximal value of 1 is obtained when all points lie on a 
(non-horizontal) straight line. For our example, R2 = 0.021 which is low and hence 
DAS is not well predicted from age. This example is an illustration that a significant 
relationship does not immediately result in good prediction. In addition, we can esti-
mate the 95 % confidence boundaries for the predicted responses (dashed lines) and 
the future responses (dotted lines), they are both indicated in Fig. 8a. Finally, it can 
be verified that R2 is equal to the square of the Pearson correlation, i.e. equal to rp

2.
Each regression analysis should be accompanied by diagnostic plots that verify 

the statistical assumptions. Such an exercise is too often neglected in practice. 
Linearity of the relationship can be graphically inspected by comparing the linear 
regression line with a smooth fit. This is a curvilinear plot that expresses the relation-
ship between response and regressor nonparametrically, i.e., without any restrictions. 

The assumption of normality can be checked with a Q–Q plot that plots the obtained 

residuals, here r̂i i i= -DAS DAS� , on the Y-axis and their expected value (under 
normality) on the X-axis. If normality applies, a straight line is (approximately) 
obtained. Another possibility is to apply a normality test, which formally tests 
whether the distribution of residuals is Gaussian. For the model predicting DAS28, 
the Q–Q plot in Fig. 8b shows some deviation from normality for the distribution of 
the residuals. Fortunately, since linear regression is rather robust against non-nor-
mality of the residuals, there is no immediate reason to look for another model.

 Multiple Linear Regression

In multiple linear regression, several regressors are involved in a linear relationship 
with the response. The computational procedure to determine the regression coef-
ficients is similar as for simple linear regression. Also, the assumptions upon which 
the statistical tests are based are the same as for simple linear regression. Yet, find-
ing the appropriate model and interpreting the regression coefficients is now far 
more complex than with simple linear regression. To better explain, let us suppose 
that in the tREACH study we wish to predict DAS at month 12 from DAS at  baseline, 
age, gender, and the treatment (1) triple therapy + prednisone oral (A), (2) triple 
therapy + prednisone injection (B), or (3) MTX + prednisone oral (C). In Table 6 we 

Table 5 tREACH study: regression estimates for the regression 
model with response DAS at month 12 and age as regressor

Coefficient Estimate SE t-value P

Intercept 1.11 0.21 5.41 <0.001
Age (years) 0.0086 0.004 2.30 0.023
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show the estimates of the multiple regression model. From that table we conclude 
that only age and gender significantly influence DAS at month 12.

The regression model estimated in Table 6 can be written as
DAS month 12 = 0.16 + 0.13 × DAS baseline + 0.010 × age + 0.50 × gender + 0.11 × 

treatment B + 0.19 × treatment C.
The estimated regression coefficients tell us that (on average) DAS at month 12 

is higher for females and for greater values of DAS at baseline and age. Treatment, 
on the other hand, appears not to have any significant effect. Thus, the interpretation 
of regression coefficients appears to be the same as with simple linear regression. 
However, there is an important difference, namely, the value and interpretation of 
the regression coefficient depends on which other regressors are in the model. To 
better understand this, let us look at the following fitted regression models to DAS 
(at month 12) for the tREACH data:

• Model 1: DAS = 1.11 + 0.0086 (0.023)× age
• Model 2: DAS = 0.59 + 0.012 (0.0015)× age + 0.53 (<0.001)× gender
• Model 3: DAS = 0.24 + 0.010 (0.0054) × age + 0.52 (<0.001)× gender + 0.13 

(0.011)× DAS baseline
• Model 4: DAS = 0.85 + 0.0070 (0.24)× age + 0.13 (0.76)× gender + 0.0074 

(0.32)× age× gender
• Model 5: DAS = 0.93 − 0.0025 (0.91)× age + 0.54 (<0.001)× gender + 0.00013 

(0.52) × age2

Each time, the P-value of the regression coefficient is given in parentheses. 
Model 1 is a simple linear regression model including only age. The model pro-
vides the univariate effect of age on the response, i.e., older age implies a higher 
DAS at month 12. The regression coefficient of age in Model 2 represents the effect 
of age when gender is kept constant, i.e., it represents the effect of age within males 
and females separately. It is said that the effect of age is controlled for gender and 
this significantly augments the effect of age here. This is called the multivariate 
effect of age when gender is included in the model. Note that the women are signifi-
cantly younger in this study. Together with the fact that women have a higher DAS 
at month 12, it explains why this model shows a stronger effect of age. DAS at 
 baseline value is included in Model 3, which has (as expected) a significant impact 

Table 6 tREACH study: regression model with response DAS at month 12 and DAS28 at baseline, 
age, gender, and treatment as regressors

Coefficient Estimate SE t-value P

Intercept 0.16 0.27 0.62 0.54
DAS baseline 0.13 0.051 2.45 0.015
Age (years) 0.010 0.003 2.86 0.0047
Gender (0 = male) 0.50 0.11 4.58 <0.001
Treatment B 0.11 0.12 0.86 0.39
Treatment C 0.19 0.12 1.55 0.12
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on the DAS value at the end. In Model 4, the product of age with gender, also called 
the interaction between age and gender, is added to the model. Now none of the age 
regression coefficients is significant anymore. This is an illustration of multicol-
linearity in the regressors. Multicollinearity is a common phenomenon when highly 
correlated regressors are included in the model causing unstable regression compu-
tations. Model 4 is a sign that one must be quite careful in building up the model 
and interpreting the regression coefficients. Model 5 illustrates that with linear 
regression nonlinear relationships can also be expressed. There is, however, again 
a multicollinearity problem since age is positively and highly (closely) linearly cor-
related with age2. The linear relationship between age and age2 can be removed by 
working with a centered age, namely, with agec = age-mean (age), and agec2. For 
this model, the regression coefficients for gender and agec2 remain the same but the 
regression coefficient of agec changes drastically and is now statistically significant 
(P = 0.0014).

The above shows that building an appropriate multiple linear regression model 
may be not that easy. Below is a list of challenges that one may face in the model- 
building process:

• When a large number of regressors is available, it is not immediately clear which 
regressors to include in the model. It is popular to select regressors in an auto-
mated manner, using, e.g., stepwise selection procedures. However, it is known 
that these procedures do not necessarily result in a meaningful model. In addi-
tion, since such a procedure involves many decisions to include or exclude a 
regressor, the reported P-values therefore suffer severely from the multiple test-
ing problem.

• In multiple linear regression, there is much more freedom to deviate from the 
model assumptions. In order to achieve an appropriate model, we might have to 
transform the regressors, add double products, and/or transform the response. 
Such transformations might also be needed to improve the normality of the resid-
uals. When the variance of the response is not constant, the model needs to be 
further expanded and another computational procedure is needed.

• To find out whether the constructed model is appropriate, i.e., satisfies the statis-
tical assumptions, a battery of diagnostic plots is needed. One example of such a 
plot, the Q–Q plot of the residuals, was seen for simple linear regression. 
However, many other residual plots are needed to check the multiple linear 
regression model. In addition, diagnostic procedures should be used that can 
highlight influential observations, i.e., observations that have an unduly large 
effect on the estimates of the regression coefficients.

Constructing the appropriate multiple linear regression model may therefore 
need considerable statistical background. All these efforts do not, however,  
guarantee that we find the true model, if such a thing exists. We can only hope for a 
useful one.
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 Logistic Regression

When the response is binary, linear regression is not appropriate anymore. Most 
popular is the logistic regression model whereby the probability of experiencing an 
event (scored as “1”) is expressed as a function of the covariates using the logistic 
function. More specifically, let πi be the probability of experiencing the event and xi 
the regressor for the ith individual, then the simple linear logistic model is given by
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where exp(a) = ea and the function exp(a)/(1 + exp(a)) is referred to in the literature 
as the expit function. The parameters β0 and β1 are again called the regression coef-
ficients, with β0 playing the role of an intercept and β1 of a slope. In Fig. 9, four 
logistic models are shown in a fictive preclinical setting relating morbidity to the 
dose of an experimental drug. It is immediately seen that always 0 1< <p i , what-
ever the values of β0 and β1 and of the regressor are. When β1 > 0 (β1 < 0), increasing 
(decreasing) the regressor will increase the probability of an event, while β1 = 0 
implies that the regressor has no impact on the response.

For a binary regressor, it can be shown that exp(β1) expresses the odds ratio relat-
ing the binary response to the regressor. For a continuous regressor, exp(β1) 
expresses the odds ratio of the response with the regressor when the regressor 
increases by one unit. In practice β0 and β1 are estimated from the data, resulting in 
b̂0  and b̂1 . For each individual, the predicted response π̂¡ can be computed by plug-
ging in the estimates b̂0  and b̂1  in the expression for π̂¡. Based on these estimates, 
one can test whether the true regression coefficients β0 and β1 are equal to zero. As 
for linear regression, we will be only interested in the test β1 = 0. Again 95 % CIs for 
β0 and β1 can be computed.

As for linear regression, more than one regressor can be included in the logistic 
regression model. The interpretation of the regression coefficients then depends on 
which other regressors are included in the model. For instance, exp(β1) then 
expresses the odds ratio of the regressor with the binary response but controlled for 
the other regressors.

The computational procedure to establish the estimates of the regression coeffi-
cients is iterative, i.e., the numerical algorithm needs several steps to end up in the 
estimates. This is in contrast to linear regression where analytical solutions are 
available for the regression coefficients. But, apart from the numerical procedure, 
the same challenges as in linear regression are to be dealt with in logistic regression. 
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For instance, it is not immediately clear which regressors should be included in the 
model and whether they need to be transformed. Two measures of performance are 
popular: (1) an adapted R2, called Nagelkerke’s R2, such that its minimal value is 0 
and maximal value is 1; and (2) a concordance measure (between 0.5 and 1), which 
measures the proportion of pairs of observations that have the same ordering in the 
observed (binary) responses as in the corresponding pair of predicted responses. For 
a non-predictive model, the concordance is equal to 0.5.

As an illustration, we explore in the tREACH study the relationship between a 
binary outcome bDAS (obtained from binarizing DAS at month 12 using threshold 
2.4) and various regressors. Then, bDAS is 1 if there is low disease activity (<2.4), 
0 otherwise. Three models express the probability of having low disease activity as 
a function of regressors. We obtain (within parentheses P-values):

• Model 1: logit (pDAS) = 2.53 − 1.23 (0.0078)× gender
• Model 2: logit (pDAS) = 4.02 − 1.39 (0.004)× gender – 0.025 (0.054)× age
• Model 3: logit (pDAS) = 4.62 − 1.38 (0.004) × gender – 0.023 (0.082) × age −0.22 

(0.23) × DAS baseline

Fig. 9 Fictive preclinical study: four logistic models are shown relating 
p b b b b

i i i
= + + +( ) ( )( )exp / exp

0 1 0 1
1x x  to x

i
 with: (a) β0 = 0, β1 = 1; (b) β0 = 2, β1 = 1; (c) 

β0 = 0, β1 = 2; and (d) β0 = 0, β1 = − 1. The solid line represents the logistic curve for different values 
of the log(dose). The dashed lines point to the log(dose) that corresponds to probability = 0.5
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In Model 1, only gender is included. According to the fitted logistic model, 
males in the tREACH study show a lower disease activity. The odds ratio for gen-
der is equal to 0.29, with 95 % CI = [0.11, 0.72]; hence, female patients have a 
lower probability to have a low disease activity at the end of treatment. One can 
verify that these estimates are the same as those obtained from a 2 × 2 contingency 
table. In Model 2, age is added to the model. Now the regression coefficient of 
gender is controlled for age. The odds ratio is slightly decreased to 0.25 with 95 % 
CI = [0.098, 0.63]. In Model 3, the DAS value at baseline is added to the model, but 
surprisingly it appears to have no impact on the response. For the three models, 
Nagelkerke’s R2 is equal to 0.058, 0.083, and 0.092, respectively, while the con-
cordance is for the three models 0.611, 0.663, and 0.674, respectively. We see 
some increase in predictive performance when age is added to the model, but none 
of the models does a satisfactory job in predicting low disease activity at the end 
of the study.

The logistic regression model is one of the most popular models in epidemiol-
ogy to search for risk factors for a variety of diseases. Its popularity has much to do 
with the property that the odds ratio obtained from a logistic model obtained from 
a case–control study is equal to the odds ratio obtained from a logistic model 
applied to a corresponding cohort study (see chapter “Methodological issues rele-
vant to observational studies, registries and administrative health databases in 
rheumatology”).

Other models for binary outcomes in this class are the probit and complementary 
log–log regression model, for which the expit function is replaced by other S-shaped 
functions. An extended version of the logistic regression model has been suggested 
for an ordinal response, called the ordinal logistic regression model.

Finally, the logistic model belongs to a general and important class of statistical 
models, called generalized linear models. This class of models hosts many impor-
tant models in statistics.

 Cox Regression

A regression model for a survival response needs to take care of (right) censored 
observations. By far the most popular regression model for survival data is Cox 
regression model proposed by Sir D.R. Cox in 1972 [18]. Cox’s approach is based 
on a fundamental assumption on the hazard function, which we first introduce. We 
recall that “survival” does not need to be interpreted literally, but rather “death” 
means the occurrence of an event, such as drug survival or the occurrence of arthri-
tis in ACPA-positive arthralgia over time or cardiovascular events.
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 The Hazard Function

The hazard function expresses the instantaneous risk for “dying” as a function of 
time that applies to a subject. More formally, the hazard function h(t) is defined as

 
h t

t t t t

t
( ) =

+[ ]( )Prob death in alive at,
,

D

D  

for small Δt. The formula reads as follows: given that a subject is alive at time t, the 
hazard at time t is the probability of dying in an interval of size Δt immediately after 
time t, divided by Δt.

The survival function and the hazard function provide complementary informa-
tion, with the former describing the cumulative process of dying. Further, for each 
(theoretical) survival function, there is a corresponding hazard function. In fact, 
when we know the survival function, we also know the hazard function and vice 
versa. It is illustrative to look at some common hazard functions in Fig. 10. The 
constant hazard is the hazard caused by a variety of causes that may happen during 
any time in the life of an individual, such as a fall, a car accident, etc. The hazard 
caused by surgery is typically high at the time of surgery and then decreases with 
time. The aging process causes people to die when they get older; hence, the hazard 
function increases with age. Finally, the bathtub hazard function is seen when the 
different risks jointly apply to a population.

Fig. 10 Some examples of theoretical hazard functions
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The hazard function can be easily computed when a parametric assumption of 
the survival distribution is made, such as a Weibull distribution. Without such an 
assumption, it is difficult to obtain a reliable estimate of the hazard function from 
the data. This was recognized by Cox in 1972, who proposed a method that allows 
estimating the effect of risk factors on survival without needing to estimate the haz-
ard function.

 The Proportional Hazards Assumption

The proportional hazards assumption (PH assumption) specifies that the impact of 
a regressor acts multiplicatively on the hazard function. In the case of a binary 
regressor, say gender, the PH assumption implies that the hazard function for males 
is proportional to that for females. When the hazard ratio is equal to 2, we have

 

h t

h t
Male

Female

( )
( )

= 2.

 

This signifies that the instantaneous risk for men (hMale (t)) is twice the risk for 
women (hFemale (t)). When the ratio is not constant, we say that the PH assump-
tion is violated. The hazard ratio h t h t cMale Female( ) ( ) =/  is equivalent with 

hMale(t)  = h0(t) × exp[log(c)] = h0(t) × exp[β1 × gender] with b1 = ( )log c  and  gender = 0 
for a female and 1 otherwise. In the above re-expression, the hazard function of the 
female patients plays the role of a baseline hazard. When there are p regressors in the 
model, the PH assumption generalizes to

 
h t h t x x xx p p( ) = ( )´ + +éë ùû0 1 1 2 2exp .b b b�

 

Summarized, the PH assumption assumes that the regressors act multiplicative 
on the hazard function and their effect remains constant during the study. The 
regression coefficients represent, as for the other regression models, the strength of 
the regressors in the presence of the other regressors.

 Cox Regression

In 1972, Cox proposed a method to estimate the regression coefficients under the 
PH assumption. His approach does not require estimating the hazard function and 
became the most important survival regression method.

For an illustration of Cox regression, we take a fictive example that compares the 
time in remission between men and women, see Figure 11. The tREACH data can-
not be used as an example here since patients are examined when visiting their 
rheumatologist at regular time intervals, which implies that any event of interest 
(but not fatal) is interval censored. Cox regression was, though, proposed for right-
censored survival times.
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As for logistic regression, an iterative procedure is needed to estimate the 
 regression coefficients. In a Cox regression analysis, no intercept is estimated. This 
can be seen in the above expression of the general PH assumption. There is only one 
regressor x1 equal to gender (female = 1). The estimate of β1 is equal to 1.09, so that 
females go out of remission sooner than men. Now exp(β1) = 2.97 is an estimate of 
the hazard ratio, which is the coefficient c in section “The proportional hazards 
assumption.” The 95 % CI for the hazard ratio, equal to [1.85, 4.77], does not 
include 1. We therefore conclude that females have a significantly higher risk to go 
out of remission than males (P < 0.001). An adapted R2 and a concordance measure 
allow evaluating the predictive performance of the survival function. We obtained 
here R2 = 0.176 and 0.636 for concordance.

As for the other regression models, several regressors can be included in a Cox 
regression model. The inclusion of other regressors will change the value and the 
meaning of the original regression coefficients. All issues that popped up with linear 
and logistic regression, such as which regressors to include and in what scale, also 
apply to Cox regression.

We note that the PH assumption is an assumption that needs to be verified. A sign 
of nonproportional hazards are crossing survival functions (if based on enough sub-
jects) but also formal diagnostic procedures are available. When the effect of the 
regressors is not constant over time, one might extend the model by including interac-
tion terms with time. It is also possible to assume some smooth dependence of the 
hazard ratio with time. Estimating the regression coefficients is then considerably more 
complex. It could also be that regressors change during the conduct of the study. They 
are called time-dependent regressors and can be incorporated in a classical Cox regres-
sion analysis. Recently another approach, based on joint modeling of a survival and a 
longitudinal process, has been proposed and looks quite promising [19].

Fig. 11 Fictive study: Kaplan–Meier estimates of the survival functions for men (dashed line) and 
women (solid line)
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 Models for Longitudinal Studies

In a follow-up (FU) study, subjects are followed up in time. In the previous section, 
the time to an event was recorded in the FU study. Another example is when indi-
viduals are examined at several time points, which leads to a longitudinal study. 
Important examples of longitudinal studies are the randomized clinical trial (RCT) 
and the cohort study in epidemiology. To properly analyze longitudinal data, one 
needs to take into account the correlated nature of the repeated measures and one 
needs to address the fact that patients may miss examinations or drop out from the 
study. Many longitudinal studies in rheumatology are, however, analyzed inappro-
priately because of the unawareness of these two problems.

We first discuss the impact of missing data on the analysis of longitudinal stud-
ies, then give a brief review of some older, but still in use, statistical techniques 
possibly in combination with imputation techniques. We end with more modern 
techniques that incorporate flexibly the correlated nature of the data and allow for 
less restrictive missing data processes.

 The Problem of Missing Data

Missing data can affect all kinds of studies, but with longitudinal studies, we have 
more tools to address the problems that missing data cause. The amount and the 
reason why data are missing dictate what statistical technique to use. First, note that 
subjects may miss a visit intermittently and then return afterward to the study or 
they may drop out completely from the study. The most serious problem is the latter 
situation upon which we will focus here. Leaving the study may happen for a vari-
ety of reasons. A classical taxonomy introduced by Little and Rubin [20] still domi-
nates the missing data terminology. Here we discuss this terminology in the context 
of regression models, where we assume that the response may be missing, but not 
the regressors. One distinguishes:

• Missing completely at random (MCAR): A missing response occurs because of 
reasons completely unrelated to the response, i.e., by pure bad luck.

• Missing at random (MAR): The missing data mechanism is related to observed 
responses. For example, when in an RCT patients are removed from the study by 
the clinical investigator because their DAS28 is too high, the dropout process 
depends on the latest value of DAS28 recorded in the study.

• Missing not at random (MNAR): The missing data mechanism may not only be 
related to observed responses but also to unobserved responses. Take the previous 
example, but now assume that a visit to a rheumatology clinic outside the study 
reveals that the patient’s DAS28 exceeds 5. The patient therefore decides to change 
medication and leaves unrecorded the study. Consequently, the dropout of the 
patient cannot be predicted within the study from the recorded past measurements.
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Missing data may affect seriously the statistical analysis and the clinical 
 conclusions. For instance, the descriptive statistics such as the mean, median, SD, 
etc. may be severely distorted with the MAR and MNAR missing data mechanisms, 
see, e.g., [21]. Most classical statistical techniques for the analysis of repeated mea-
sures are valid under MCAR (but their precision may be severely affected) but are 
likely to fail when the missing data processes are MAR or MNAR.

 Classical Statistical Techniques

In clinical research, it is still common practice to compare two treatments in a lon-
gitudinal study by significance tests at each visit. Simplicity is the only advantage 
of this approach. Indeed, the repeated significance testing approach is flawed with 
various problems: (1) it suffers from the multiple testing problem, (2) this approach 
turns a longitudinal study into several cross-sectional studies and therefore neglects 
the correlation among the responses, (3) the approach can only be applied when the 
examination times are (roughly) regular, and finally, (4) with this approach, it is dif-
ficult to imagine what the results imply for future patients because at each visit the 
comparison of the treatments is done on a different set of patients, i.e., on only those 
patients that are present at the respective visits. It is an example of an available case 
approach, whereby only the patients available at the examination can be compared. 
Finally, it is only valid under the MCAR assumption.

To address the multiple testing issue, one could apply an ANOVA approach. 
There are two classical ANOVA techniques to analyze repeated measurements: 
repeated measurements ANOVA (rANOVA) and multivariate ANOVA (MANOVA). 
Both approaches were popular among statisticians about 50 years ago. However, 
these approaches are not suitable for contemporary studies in clinical research 
since they require the data to be balanced, i.e., all subjects should be measured at 
the same time points and the data are not plagued by missing values. For rANOVA 
and MANOVA, a subject will be removed from the analysis if he/she has missed 
only one measurement. In addition, rANOVA assumes that the correlation among 
all repeated measures is the same irrespective of the time lag between the mea-
surements (compound symmetry). For MANOVA, the correlation matrix must be 
general (unstructured) and this might require too many variance and correlation 
parameters to estimate. For instance, when there are 6 visits, 21 correlations and 
variances need to be determined. This causes two problems: (1) estimating too 
many parameters for the given data reduces the power of the analysis  considerably; 
(2) when there are relatively few subjects and many measurements per subject, the 
model parameters may be not estimable ruling out MANOVA as an option. The 
two ANOVA approaches are examples of the complete-case approach. They are 
only valid on the MCAR missing data mechanism. Despite the abovementioned 
drawbacks, the two ANOVA methods are still frequently used in the clinical 
literature.

A Review of Statistical Approaches for the Analysis of Data in Rheumatology



52

 Imputation Techniques

The above classical techniques may be combined with an approach that imputes 
reasonable values for the missing data. This may limit their efficiency loss in case 
of imbalance. A popular imputation approach in RCTs is the last-observation- 
carried- forward (LOCF) approach. This technique imputes for all the missing 
responses the last observed response value. Suppose that a patient dropped out at 
visit 3, then with the LOCF approach, the last recorded DAS28 value at visit 2 is 
repeatedly filled-in for all subsequent missing DAS28 values. There are, however, 
serious statistical as well as clinical problems with this approach. Indeed, it is now 
generally recognized that the LOCF procedure creates unrealistic profiles (both in 
terms of mean and variance). Further, the statistical properties of an analysis based 
on LOCF imputed data are unclear, see [21, 22].

An appropriate approach to impute missing data is the multiple imputation (MI) 
approach. The MI approach is based on a statistical model to impute the missing 
data stochastically. To reflect that filled-in data are subject to uncertainty, the impu-
tation is done more than once (typically M = 3 to 5 times) yielding M imputed data 
sets. The imputed data sets are then combined in a second step for the statistical 
analysis of the data. Any statistical model can be combined with MI approach. The 
MI approach can also be applied to impute missing regressor values.

 More Recent Approaches to Analyze Longitudinal Data

We consider here two approaches: mixed models and generalized estimating equa-
tion techniques. We focus on continuous responses but mention also briefly the 
analysis of binary and ordinal responses.

 Linear Mixed Models

A linear mixed model (LMM) assumes there exists an average profile for the popu-
lation of patients from which the individual profiles deviate in a random manner by 
a subject-specific intercept, slope, quadratic term, etc. In Fig. 12, we give examples 
of LMMs whereby the evolution of the ith individual deviates from the overall 
downward linear trend in DAS28 by a subject-specific intercept b0i (random inter-
cept model) or additionally by a subject-specific slope b1i (random intercept + slope 
model). The random intercept + slope model is given by

 
DAS time time28 0 1 0 1ij ij i i ij ijb b= + + + + +b b e� ,

 

with β0, β1, … called fixed effects. The sub index i pertains to the patient number; the 
sub index j (here 1 to 5) pertains to the visits with j = 1 referring to the baseline visit 
and j = 5 to the 5th monthly visit. The dots indicate that additional fixed effects can 
be included in the model. The solid thick line in Fig. 12 represents β0 + β1 timeij. 
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Note that here timeij = timej, which means that the time intervals between visits to 
were taken the same for all subjects. On the other hand, b0i, b1i represent the devia-
tions of the subject-specific profiles from the population profile and are called ran-
dom effects. Finally, εij represents the measurement error, which is the fluctuation of 
the observed response around the subject-specific regression line (β0 + β1 
timeij + … + b0i + b1i timeij). The above model therefore reads as follows: the response 
(DAS28) at visit j of the ith patient is the sum of the overall trend seen in the popula-
tion + the specific trend in patient i + the temporal fluctuation at visit j. As one can 
observe, the correlation among the repeated measurements is determined by the 
random intercept and slope, which ties together all observations from the same indi-
vidual. For an LMM, no explicit imputation is involved, but there is still implicit 
imputation as can be seen in Fig. 12. In other words, for patients who drop out, it is 
assumed that their unobserved profile (after dropout) continues along their subject- 
specific profile.

The LMM allows for unequal time points. To estimate the model parameters (β0, 
β1, … and the variances of b0i, b1i, and εij), distributional assumptions need to be 
made. Classically, it is assumed that b0i, b1i, and εij have normal distributions with a 
zero mean and variances to be estimated by the data. The random effects are allowed 
to be correlated but should be independent from measurement error. Based on these 
assumptions, all parameters can be estimated. Given that the model is correctly 
specified, the parameters are well estimated for an MCAR or MAR dropout process, 

Fig. 12 Examples of mixed models. (a): random intercept model showing a sample of subject- 
specific linear trends and (b) two specific trends in the random intercept model together with 
observed profiles, (c) random intercept + slope model showing a sample of subject-specific linear 
trends, and (d) two specific trends in the random intercept + slope model together with observed 
profiles. In the different plots the solid thick line corresponds to the population average evolution. 
The thin solid lines correspond to the individual linear evolutions. The dotted lines in panels (b) 
and (d) represent the actual observed profiles
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but in principle not for an MNAR dropout process. We refer to [23] for the  motivation 
of this result and further technical details.

As an illustration, we analyzed the longitudinal DAS responses from the tREACH 
study. It was planned that the RA patients were examined at baseline, 3, 6, 9, and 12 
months. However, some of the patients missed visits and/or were dropouts. Of the 
281 patients who were randomized to the three treatments (91 patients to treatment 
A, 93 to B, and 97 to C), 264 patients were still in the study at 3 months, 255 
patients at 6 months, 250 patients at 9 months, and 248 patients at 12 months. 
Hence, only a relatively few patients dropped out. From experience, we know that 
most often the dropout mechanism is at least MAR, which motivates the use of the 
linear mixed model.

In Fig. 13 the individual profiles of all patients are plotted. We observe that over-
all there is a decrease in DAS but also that there is quite some variability. In Fig. 14, 
we show the mean ± SEM plots based on the observed data. For an MAR dropout 
process, we have seen above that these plots may be misleading but here the amount 
of dropouts is limited and hence the descriptive measures probably give a good 
picture of the true values.

The following LMM was fit to the DAS responses using the R function lmer:

 
DAS time timeij ij i i i i i i ij ix x x x b b= + + + + + + + +b b b b b b e0 1 2 1 3 2 4 3 5 4 0 1 jj ,  

with

• Fixed effects, the regression coefficients of time (timej), gender (x1i), age at base-
line (x2i), treatment (x3i), and duration of complaints (x4i).

• Random effects: random intercept (b0i) and slope (b1i).

Fig. 13 tREACH study: spaghetti plot of observed longitudinal DAS profiles; for a random sam-
ple, the profile is printed in black; all others are printed in gray
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The results of this analysis are shown in Table 7. Note that the lmer function does 
not provide P-values. The reason is that the degrees of freedom of the t-distribution 
are quite hard to determine in the LMM. Nevertheless, we can deduce from Table 7 
that except for treatment and duration of complaints all regressors have a significant 
impact on the response (t-values much larger than 2 in absolute value).

Also, the random intercept and slope of each patient can be estimated. Recall that 
b0i expresses the subject-specific deviation of the intercept for the ith subject, while 
b1i expresses the subject-specific deviation of the slope. In Fig. 15, the estimates of 
the random effects are shown. We notice that the histograms of the random effects 
show some mild deviation from normality. The scatterplot shows that compared to 
the overall trend, patients who start relatively low may have their DAS value increase 
or be roughly stable over time, while those who start relatively high have a tendency 
to decrease considerably.

The model in Table 7 is a starting point. We can then explore which other regres-
sors should be included, whether polynomial terms in time or age are needed or 

Fig. 14 tREACH study: mean ± SEM plots of DAS split up into the three treatment groups. The 
solid line corresponds to treatment arm A, the dashed line to treatment arm B and the dotted line to 
treatment C

Coefficient Estimate SE t-value

Intercept 2.29 0.19 12.10
Time −0.13 0.006 −22.93
Gender (0 = male) 0.39 0.086 4.57
Age (years) 0.011 0.003 3.91
Treatment B 0.03 0.098 0.34
Treatment C 0.19 0.097 1.97
Complaints 0.0004 0.00044 0.92

Table 7 tREACH study: 
parameter estimates for the 
LMM with response: DAS 
and regressors: time since 
randomization, gender, age  
at baseline, treatment, and 
duration of complaints
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double products, whether the random part should be made more complex by adding, 
say, a random quadratic term, etc. All of this can be done as in classical regression, 
and one can test which of the models is most appropriate.

We conclude that an LMM analysis provides a convenient way for analyzing 
contemporary follow-up studies, which are often hampered by many missing data. 
A condition is, however, that the LMM is (approximately) correctly specified and 
that the missing data process is at most MAR. However, one observes in simula-
tions that the LMM often performs well in the case of MNAR especially if the 
repeated measurements are highly correlated. With regard to interpretation, a statis-
tical analysis with a linear mixed model provides a treatment effect for the whole 
patient group if these patients were able to stay in the study until the end. This is 
different with the interpretation of a complete case analysis. Namely, a complete 
case analysis evaluates the treatment effect only for the patients still present at the 
end of the study and who never missed a visit. This is problematic since one cannot 
know in advance who will comply with the treatment during the whole of the study. 
On the other hand, with an LMM, none of the patients are excluded (provided they 
deliver at least one measurement), and all patients contribute to the estimated treat-
ment effect.

 Generalized Linear Mixed Models

A popular model to analyze longitudinal binary responses is the logistic random 
effects model. It is a generalization of the logistic model seen in section “Logistic 
regression” to include random effects. As an example, suppose that we are inter-
ested in the probability of remission in the tREACH study at each clinical exami-
nation. Let then πij be the probability that DAS < 1.6 at visit j and for patient i.  
A logistic random intercept model relating this probability to time and with the 
regressors of the previous section is given by the expression

 
logit p b b b b b bij ij i i i i itime x x x x b( ) = + + + + + +0 1 2 1 3 2 4 3 5 4 0 .  

Fig. 15 tREACH study: histograms of the random intercept and slope and scatterplot of the ran-
dom effects
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The random intercept boi is common to subject i and links all his repeated data. 
The fixed effects β0, β1, …, β5 have now a somewhat different interpretation than for 
a classical logistic regression model because of the inclusion of the random inter-
cept into the model. Note that the above model does not have a measurement error. 
If needed, a random slope can be added to the model. The logistic random effects 
model has been further generalized to ordinal responses. We refer to [23, 24] for 
further technical details.

A special case of the logistic random intercept model is the Rasch model. This is 
a psychometric model for analyzing categorical data, such as answers to questions 
on a reading assessment or questionnaire responses. In [25], this model was used to 
determine whether the 14 questions (items) in the Completed Behçet’s Disease 
Current Activity Forms form a hierarchical and unidimensional scale of disease 
activity. Specifically the authors used the model

 
logit p bik i kb( ) = - ,

 

with πik the probability that subject i will answer the item k correctly (or be able to 
do task k), bi playing here the role of the disease activity of that subject, and βk 
the item activity parameter. Hence, in this model, bi is the random intercept that 
expresses the personal ability of a subject to answer the item correctly, while βk is a 
fixed effect expressing the overall difficulty of answer item k correctly. This model 
is then fitted to each of the items.

Other repeated responses, such as counts, can be also analyzed with mixed 
effects models. A general class of such models is given by the generalized linear 
mixed model, extending the generalized linear models mentioned in section 
“Logistic regression” to include random effects. For all these mixed effects models, 
computations to determine the parameter estimates are considerably more involved 
(involving integral calculations) but are still feasible. Inference is again robust under 
an MCAR and MAR missing data process provided the model is (approximately) 
correctly specified.

 Generalized Estimating Equations

The generalized estimating equations (GEE) approach is different in nature from 
the mixed model approach, where no complete model specification is required for 
the repeated measurements. The GEE approach can be applied to continuous and 
categorical outcomes. While for the mixed model approach, care should be taken 
that the mean structure and the correlation matrix should be correctly specified, with 
the GEE approach, only the mean structure needs to be specified correctly. For the 
correlation structure, just a rough guess is needed, called the working correlation 
matrix. While the GEE approach is a more robust approach to analyze longitudinal 
studies, it generally requires a larger sample size than the mixed model approach. 
Further, the basic version of GEE is only robust against an MCAR process. A 
weighted GEE or multiple imputation combined with GEE provides protection 
against an MAR process, at the expense of again a larger sample size.
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 Frailty Models

A generalization of Cox regression that includes random effects is called the frailty 
model. This approach consists of a variety of survival techniques to analyze clus-
tered survival times occurring, e.g., when a patient suffers from several RA flares 
over time or RA patients cluster in groups because they have been treated in differ-
ent hospitals, etc.

 Approaches to Deal with MNAR Missingness

When the missing data or dropout process is of the MNAR type, in principle none of 
the approaches described above work. The problem of an MNAR process is that the 
probability of missing data/dropout depends on unobserved responses. Hence, there 
is no way to check what the specific missing data mechanism is. The only solution is 
to imagine different missing data processes and combine these with the primary anal-
ysis of the repeated measurements, i.e., to perform a sensitivity analysis. We refer to 
[23, 24, 26] for a further theoretical background and for practical guidelines.

 Multivariate Methods

Up to now, we have considered only one response at a time. There is a whole class 
of statistical methods that allows exploring many responses at the same time; these 
are called multivariate methods. Note that multiple regression is often referred to in 
the literature as multivariate regression; this is however a wrong term because this 
statistical approach only involves one response.

Examples of multivariate techniques are principal component analysis, factor 
analysis, biplot graphs, etc. These approaches have in common that they aim to 
discover the intrinsic dimensionality of the multivariate response. For instance, in 
[27] 272 consecutive Turkish patients with Behçet’s disease (BD) were examined 
for target organ associations. The authors extracted four factors using a factor analy-
sis of the variables: oral and genital ulcers, erythema nodosum, papulopustular skin 
lesions, uveitis, superficial and deep vein thrombosis, and joint, arterial, neurologi-
cal, and gastrointestinal involvement. These four factors explained 69 % of the 
information in the original measurements. We refer to the statistical literature for 
further details on this rich class of models.

 The Bayesian Approach

There is a growing interest in an alternative approach for statistical inference. The 
basis for this approach goes back 250 years with Bayes’ theorem, which was pub-
lished in 1763. Two years after the death of reverent Thomas Bayes, his friend 
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Richard Price published the document “An Essay toward a Problem in the Doctrine 
of Chances,” which is based on the writings of Bayes and which includes Bayes’ 
theorem. Bayes’ theorem expresses the uncertainty of the hypothesis of interest, 
after having collected experimental data and making use of what is known about 
this hypothesis. Formally, Bayes’ theorem is given by

 

p
p p

p
hypothesis data

data hypothesis hypothesis

data
( ) = ( ) ( )

( )
.

 

The theorem reads: the hypothesis is strongly supported by the data 
( p hypothesis data( )  is high) when there is a relative strong prior belief in the 
hypothesis ( p hypothesis( ) is high) and/or the observed data fit well with the 
hypothesis ( p data hypothesis( )  is high). The probability p hypothesis data( )  is 
called the posterior probability, p data hypothesis( )  is known as the likelihood of 
the data, and p hypothesis( )  is the prior probability of the hypothesis.

A similar result can be formulated when we wish to know what the true value of 
a parameter θ is after having done an experiment. To explain this, suppose we wish 
to know the prevalence of RA in 2012 in Turkey. Browsing the Internet reveals that 
the RA prevalence around the globe varies from 0.2 to 1 % (excluding specific 
Indian tribes), but no value was found for Turkey. From these historical data, one 
could postulate that the prevalence for Turkey must be around 0.5 % but with uncer-
tainty. This uncertainty can be expressed by a distribution, called the prior distribu-
tion shown in Fig. 16a. This distribution expresses that, with 95 % (prior) probability, 
we believe that the prevalence of RA lies between 0.25 and 0.89 %. Suppose now 

Fig. 16 Prevalence RA: (a) prior distribution of θ and (b) prior likelihood and posterior distribu-
tion of θ, with θ = %RA in Turkey in 2012
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that we have done a limited survey in 2012 examining 500 subjects in Turkey and 
found 8 subjects with RA. This gives an estimated prevalence of 1.6 % with a 95 % 
CI = [0.82 %, 3.12 %]. The likelihood function in Fig. 16b is based on the survey 
data and summarizes what we know of θ. This function is maximal for 1.6 % (hence, 
best supported prevalence value by the data), but also other not too different values 
for θ are relatively well supported (corresponding with a relatively high likelihood 
value). Bayes’ theorem in this case is

 

p
p p

p
q

q q
data

data

data
( ) = ( ) ( )

( )
.

 

Hence, as before, the posterior probability is high for those values of θ that are 
well supported by the data, and the prior as can be inferred from Fig. 16b. The 
 posterior distribution thus combines prior information with the information from 
the survey to arrive at a more precise statement on θ. The posterior uncertainty of 
the prevalence reduces to [0.44, 1.12 %]. The posterior distribution also delivers 
summary measures for θ characterizing its most likely value using the posterior 
mean, median, or mode and its (posterior) standard error. All can be computed from 
the posterior distribution.

There are three major aspects that distinguish the Bayesian approach from the 
classical frequentist approach:

• The Bayesian approach allows to include prior information into the analysis of 
data.

• In the Bayesian approach, the parameters have a distribution, which arises from 
the fact that we are always uncertain about the true value of that parameter.

• In the Bayesian approach we do not look at other possible samples as is done 
when computing the P-value. One says that the Bayesian approach is only based 
on the currently observed data; in other words, in the Bayesian approach, one 
conditions on the observed data.

While the classical frequentist approach is still most popular among clinicians, 
one might favor the Bayesian approach for the following reasons. After having done 
the experiment, the researcher invariably wishes to know how well his hypothesis is 
supported. As seen above, this is not given by the P-value, which only provides 
evidence against the observed results given the null hypothesis. In fact, 
p hypothesis data( )  is needed, but this can only be obtained from a Bayesian analy-

sis. Further, the classical 95 % CI is interpreted as the interval that contains with 
0.95 probability the true value. However, this is not the technical definition that 
applies in the frequentist approach (see section “Type I error, type II error and the 
power of a test”) but has in fact a Bayesian flavor. Hence, the Bayesian approach 
may offer philosophical and conceptual advantages.

Nowadays, the Bayesian approach definitely offers to analyze more complex 
problems than the classical approach. However, it has taken more than 200 years 
before it was considered as a tool for the practical statistician, since for a long time, 
the approach could only be applied to (simple) textbook examples. Indeed, one must 
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realize that in realistic examples the parameter θ quickly becomes a high- dimensional 
vector complicating the computation of the denominator p data( )  in Bayes’ theo-
rem. Indeed, p p pdata data d( ) = ( ) ( )ò q q  involves the evaluation of an integral 
which can be quite complicated for high dimensions and often impossible to com-
pute with classical numerical techniques. In that case, the posterior distribution can-
not be determined and no inference is available. In other words, if the integral in the 
denominator cannot be computed, then the Bayesian approach cannot be applied.

A breakthrough was achieved by Gelfand and Smith [28] who suggested using a 
sampling technique to replace the integral calculations. The development of these 
Markov chain Monte Carlo sampling techniques, together with the development of 
the corresponding (Win)BUGS software [29], led to the great popularity of the 
Bayesian approach nowadays. The reason is that the sampling approach (together 
with WinBUGS and other recently developed Bayesian software) allows analyzing 
in principle any complex problem. We refer to the literature, especially the statisti-
cal literature (e.g., [30]), to appreciate the strength of the Bayesian approach, since 
space restrictions prevent us to illustrate its elegancy and power.

Despite its increasing popularity, the Bayesian approach is still criticized by 
many because it needs a prior distribution to make the computations happen. This 
prior distribution is inevitably (somewhat) subjective and therefore always a (small) 
subjective component creeps into a Bayesian analysis. The Bayesians argue that 
research is always somewhat subjective (and should be, otherwise it cannot be 
research). Secondly, they argue that (1) the prior distribution can be made so unin-
formative that it almost does not carry any prior information at all, (2) one can 
always vary the prior to evaluate its effect to see how much the posterior distribution 
is ruled by the prior information and how much by the data at hand, and (3) most 
often the information from the data dominates the prior information. What is impor-
tant to realize is that the Bayesian approach offers a tool to combine prior knowl-
edge with current data and hence mimics in this way how scientists organize their 
research and how humans in general go through life.

 Statistical Guidelines

Motivated by the need to improve the standards of the methodology in clinical 
research, several guidelines to improve clinical research have been published in the 
literature. The earliest, and perhaps most well known, are the CONSORT guide-
lines. On the website http://www.consort-statement.org/, we can read that 
“CONSORT, which stands for Consolidated Standards of Reporting Trials, encom-
passes various initiatives developed by the CONSORT Group to alleviate the prob-
lems arising from inadequate reporting of randomized controlled trials (RCTs).” 
The main product of CONSORT is the CONSORT statement, which is an evidence- 
based, minimum set of recommendations for reporting RCTs. It offers a standard 
way for authors to prepare reports of trial findings, facilitating their complete and 
transparent reporting and aiding their critical appraisal and interpretation. The 
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CONSORT statement comprises a 25-item checklist and a flow diagram, along with 
some brief descriptive text. The checklist items focus on reporting how the trial was 
designed, analyzed, and interpreted; the flow diagram displays the progress of all 
participants through the trial.

The CONSORT guidelines constitute the start of a series of guidelines in differ-
ent kinds of studies, such as PRISMA (guidelines for systematic reviews and meta- 
analyses), STROBE (guidelines for observational studies in epidemiology), etc. 
More guidelines can be found on the website of the COCHRANE collaboration 
(http://www.cochrane.org/). As we can read from the website: “The Cochrane col-
laboration is an international network to help healthcare practitioners, policy-mak-
ers, patients, their advocates and carers, make well-informed decisions about 
health care.”

The above guidelines encompass more than just statistical guidelines; in fact, 
their purpose is to improve clinical research on the whole from the design to the 
reporting and interpretation stage. Various other guidelines can be found on the 
world wide web. And of course many statistical textbooks contain also guidelines; 
see, e.g., [4, 5].

 Conclusions

This chapter had the intention to give a brief overview of the statistical methodology 
used to analyze clinical studies, with examples from two rheumatologic studies. It 
was only possible to discuss the topics briefly, and we had to refer to the reader to 
the literature where for each topic a multitude of books has been written. In addi-
tion, the statistical discipline has seen an explosion in the last five decades and 
especially in the last two decades due to the enormous evolution in computing 
power. Therefore, many topics were not addressed at all or could only touched upon 
briefly, such as with the large class of multivariate statistical techniques, the explor-
atory Bayesian approaches, etc. The explosion in the development of new statistical 
approaches will not and cannot stop, since the medical society is collecting increas-
ingly more data and more complex data. And statistics is by excellence the science 
that aims to make sense out of these data.
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      Disease Classifi cation/Diagnosis Criteria  

     Hasan     Yazici       and     Yusuf     Yazici           

  The science and practice of rheumatology rely heavy on criteria. This is true for 
both clinical practice and research. This chapter will focus on disease classifi cation 
and diagnostic criteria only. Outcome and remission criteria are handled in chapter 
“  Outcome measures in rheumatoid arthritis    ”. 

 The prevailing view is that we should have separate criteria sets for research and 
diagnosis, the former requiring  classifi cation  and the latter  diagnostic  criteria. We 
propose this is not only unnecessary but unfounded. The main aim of this chapter is 
to discuss why we indeed have to put heavy emphasis on disease criteria in rheuma-
tology and how we should we go about it and why it is wrong to have separate 
classifi cation and diagnostic criteria for any one disease. In doing this we will resort 
to specifi c examples from the recent attempts in criteria making for rheumatoid 
arthritis (RA) and vasculitides, especially Behçet’s syndrome (BS). 
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    A Brief History of Disease Criteria in Rheumatology 

 Generations of physicians around the globe have been and still are taught the Jones 
criteria to diagnose rheumatic fever [ 1 ]. These criteria were developed by Dr. Jones 
in 1944 by a strictly ad hoc and eminence based approach and we are afraid this 
legacy continued in several later updates. The last attempt to better these criteria 
was a consensus conference in 1992 [ 2 ]. In this last conference the issue of potential 
geographical differences in the utility of these criteria were brought up, as if this 
was something unique to rheumatic fever. As we will bring up once more below, the 
utility of  any  diagnostic criteria is strictly dependent in the setting in which the 
criteria are applied. It is no surprise then that more recent formal surveys keep on 
showing that the sensitivity of the Jones criteria for diagnosing rheumatic fever is 
only around 30 % in endemic areas like India [ 3 ]. 

 In 1974 Dr. Desmond O’Duffy proposed his Behcet’s Disease criteria [ 4 ]. The 
more senior author of this chapter (HY) was in the audience as a young fellow when 
this set of criteria was presented in a rheumatology meeting. At the end of the 
presentation he got up and had the courage to ask the presenter “ How successfully 
do your criteria tell Behcet’s from ingrown toe nails, particularly since I saw no 
attempts to prospectively test these criteria in a real setting nor a control group in 
your exercise?” There was little discussion and few heated exchanges, but this out-
burst was probably the initial stimulus for the latter work related to the formulation 
of the International Study Group Criteria for Behcet’s Disease (ISGC) [ 5 ] currently 
in use. 

 Perhaps a new era began in criteria making when American College of 
Rheumatology (ACR) began publishing criteria for many of the vasculitides [ 6 ]. 
These criteria were no longer ad hoc. A survey was conducted seeking formal sen-
sitivity and specifi city for many of the common primary vasculitides. Granted they 
were based on retrospective analyses and lacked prospective testing, they were an 
important step away from sheer eminence. 

 Then came the realization that these ACR vasculitis criteria were not useful for 
diagnostic purposes [ 7 ]. In a formal sensitivity and specifi city study it was shown 
that these criteria had limited (17 % to 29 %) positive predictive values when applied 
to 198 patients with various vasculitides and connective tissue diseases. Two years 
later, a further study showed that Chapel Hill Consensus Conference (CHC) criteria, 
another widely recognized vasculitis criteria set mainly based on the size of the 
vessel involved, correctly identifi ed only 8 of 27 patients with Wegener’s granulo-
matosis and 4 of 12 patients with microscopic polyangiitis [ 8 ]. The response to this 
issue was that these two sets of criteria were not intended for diagnostic use but 
were strictly classifi cation criteria for research and educational purposes [ 9 ]. This 
contention sounded very reasonable when fi rst heard and over the years it became 
the standard to call all disease criteria classifi cation criteria. This was followed by a 
new desire and the promise to prepare diagnostic criteria in addition to classifi cation 
criteria for our diseases, an exercise, which we are afraid, might be likened to 
constructing a perpetual motion machine.  
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    Why do we Need Disease Criteria? 

 As with other major and hotly debated issues the “why” of an exercise is often a 
neglected caveat. Apart from preparing for boards and other such evils there are 
some very good reasons for having disease criteria. These include:

    1.    To diagnose diseases to help our patients. This encompasses both managing and 
explaining to the patient the nature of his/her illness.   

   2.    To conduct valid clinical or basic research about these conditions.   
   3.    To explain to the public, health authorities, third party payers, research supporters 

and fi nancial source allocators the nature of our patients’ illnesses.     

 The presence of separate reasons, at fi rst sight, might be taken to indicate that we 
might actually need separate classifi cation criteria for research and diagnostic 
criteria for our patients but perhaps other sets of criteria for still other purposes and 
even perhaps one for Brussels and another for Washington, as well. We, however, 
propose that one set of criteria should be good enough for diagnosis, research and 
public awareness as long we explain, fi rst to ourselves, then to our patients and rest 
of the public what we intend to with these criteria openly, frankly admitting we 
cannot diagnose every ill we see. This explanation should obviously continue with 
the explanation that we can manage some of these ills rather effectively even when 
we do not know what the exact diagnosis is.  

    Rheumatologic Diseases as Constructs 

 As we emphasized in the previous chapter, many rheumatologic diseases do not 
have specifi c clinical, histologic, laboratory or radiologic features. Hence we have 
to come up with constructs to specify what we mean by a “disease”. For example if 
we have a shoulder which is swollen in the shape of a shoulder pad and when we 
biopsy it we fi nd amyloidosis, we do not have to come up with a construct to tell us 
and the patient that he/she has amyloidosis. The same is true for a painful, hot and 
swollen knee from which you isolate staphylococci. On the other hand, in a patient 
with chronic mouth ulcers, attacks of diarrhea and episodes of uveitis you have to 
build up a construct to identify Behçet’s syndrome and another to identify Crohn’s. 
Still yet, you have to build up a construct to tell one from the other. Why do you 
have to resort to constructs? Simply because neither Behçet’s nor Crohn’s can be 
identifi ed by a specifi c appearance, histology or a laboratory fi nding. So you need 
to build up a concept composed of specifi c features, in other words  a construct . 
Surely the need for such constructs in rheumatology is not as extensive as in psy-
chiatry with their voluminous standard reference manual, DSM (  Diagnostic and 
Statistical Manual of Mental Disorders    ) of the American Psychiatric Association 
which includes defi nitions of over 400 different mental disorders [ 10 ] but we still 
need them. A set of criteria in turn is nothing more or less than the declaration of the 
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components of a construct with some hierarchy (more commonly called weighing) 
of these components. It is to be underlined that elements which we decide to exclude 
from this construct make up the exclusions of our criteria. We propose that the fi rst 
step in understanding disease criteria is to realize that they are constructs put 
together for specifi c purposes to explain and convey departures from the normal. 
In addition such constructs are needed not only for diseases of unknown origin. 
Sometimes we resort to constructs in handling diseases we know in depth the 
etiology and/or the pathogenesis of. For example in a tuberculosis endemic area we 
can justifi ably begin treating a patient with a cough for so many weeks and a chest 
radiograph according to a well built up construct for diagnosis of tuberculosis or 
admit a patient with a chest pain for a suspected myocardial infarction if he/she 
fulfi lls the Cook County criteria for chest pain [ 11 ]. The main message then is that 
in the science and practice of medicine a diagnosis is needed mainly after we con-
sider what we do with it.  

    The Basic Elements of Criteria Making 

 We have emphasized that we need disease criteria especially when our disease is a 
construct. The 3 basic elements of criteria making all have to do with concepts in 
probability. They are sensitivity, specifi city and the pretest probability. 

  Sensitivity:     Sensitivity is an easy concept. It is simply the percentage of true 
positives. If 95 % of patients with systemic lupus erythematosus (SLE) are positive 
for antinuclear antibodies (ANA) then the sensitivity of ANA for SLE is 95 %. 
Alternatively if 85 % percent of patients fulfi lling a particular set of disease criteria 
for SLE then it is said that this set of criteria is 85 % sensitive in detecting SLE.  

  Specifi city:     Specifi city is a more diffi cult concept. It is the percentage of true nega-
tives. Following the example we gave in defi ning sensitivity, if 80 % of all people 
 not  having SLE are  not  positive for ANA, then the specifi city of ANA for SLE is 
80 %. Similarly if a particular set of criteria is negative in 85 % among a group of 
individuals without SLE then we say that this set of criteria is 85 % specifi c in 
detecting SLE. Why is specifi city more diffi cult [ 12 ]? We propose two reasons. 
First, before defi ning either the sensitivity or the specifi city of any fi nding or a set 
of criteria for any disease, we have to fi rst defi ne what we mean by individuals with 
and without the disease. This is intuitively easier in sensitivity where our job is to 
only defi ne what we mean by the disease we are interested in. If we are trying to 
assess the sensitivity of laboratory fi nding we are only concerned with one disease, 
SLE. We can surely also specifi cally want to assess the sensitivity among a subset 
of SLE patients like early, mild or severe disease. Whichever is the case, when at the 
end we say that “The sensitivity of the test A is 75 % in SLE we say practically all 
that needs to be said. With specifi city, however the situation is more involved. When 
we declare that “The test A is 70 % specifi c for SLE.” the information we convey is 
incomplete. What we need to defi ne here is not SLE but  what is not SLE . On the one 
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hand, we can make our test very specifi c if we test it among healthy people only or 
we can make it noticeably less specifi c for SLE if we test it among patients with a 
particular disease with a known propensity for having a positive test A. In brief, the 
defi nition of specifi city of any fi nding for any disease is incomplete unless we also 
clearly defi ne the population without having the disease of our concern. What needs 
to be said is “The test A is 70 % specifi c for SLE when tested among x number of 
healthy individuals, y number of patients with disease B and z number of patients 
with disease C”.  

 The second reason we propose for what makes specifi city more diffi cult to grasp 
than sensitivity is the way we verbalize either concept. When we say “Among 100 
patients with SLE 95 patients were ANA positive. Therefore the sensitivity of 
having a positive ANA test is 95 % sensitive for SLE.”, three positive bits of 
information follow each other. On the other hand, when we declare “Among 100 
patients without SLE, 70 were negative for ANA. Therefore the specifi city of having 
a positive ANA is 70 % specifi c for SLE.” we again verbalize three consecutive bits 
of fact however, now, the fi rst two of these are negative while the 3 rd  is a positive bit 
of information. We propose that this mental incongruity is the second reason why 
specifi city is a relatively more diffi cult concept to remember. 

    Confi dence Intervals Around Sensitivity and Specifi city 

 As we will repeatedly see in this book some of the evidence behind evidence-based 
medicine is surprisingly new. Recall that when we defi ned sensitivity above, we 
only gave a percentage. It does not require a great insight to realize that the quality 
of information coming from 700/1000 = 70 % and 7/10 = 70 % differ substantially. 

 It is also sobering to note that confi dence intervals are still not popular with 
criteria makers of our day. On the other hand this should not be surprising in that it 
was as late as 1995 that the science of medicine was introduced to confi dence inter-
vals around sensitivity and specifi city [ 13 ].  

    The Inverse Relation Between the Sensitivity 
and Specifi city – The ROC 

 A further important point to be discussed about sensitivity and specifi city is their 
inverse relationship. The graphic description of this relationship is the so-called 
ROC (receiver operating characteristics) curve. The term comes from signal detec-
tion used by engineers for military purposes during World War II [ 14 ]. A graph is 
constructed by plotting the sensitivity (the so called true-positives) against 1- speci-
fi city (the so – called false negatives) for a series of hypothetical criteria to diagnose 
a disease. The criteria set A with a 90 % sensitivity and 85 % specifi city will cor-
rectly pick up 90 % of the patients with the disease while it will also falsely 
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designate 15 % of the individuals without the disease as having the disease. On the 
other hand the criteria set B with 95 % sensitivity but this time with 75 % specifi city 
will identify 95 % of all the patients with the disease, however this time a consider-
ably more portion, 25 %, of the individuals without the disease will be incorrectly 
labeled. 

 It can be said that a substantial portion of medical decision making is, or more 
realistically should be, based on constantly working with mostly conceptual ROCs. 
For example, when confronted with a patient with chest pain you want have criteria 
as sensitive as possible to put him in a coronary care unit for observation. You can 
afford to be not very specifi c for diagnosing him/her as having a myocardial infarc-
tion. A short time later when you are debating whether to put a coronary stent in you 
have to be more specifi c with a trade off in sensitivity. The decision for a coronary 
bypass is again another point on the curve, etc. In brief, the relation between what 
you want to do and where you are on the ROC is all important and without the 
appreciation of its importance all exercise related to criteria making is in vain.  

    Importance of Pretest Probabilities and Likelihood 
Ratios in Making Criteria 

 It is intuitive that more frequent a disease is, more likely it will be diagnosed and 
vice versa. Bayes’ theorem (BT) expresses this numerically. The importance of 
disease frequency (pretest probability in Bayesian terms) in making a diagnosis is 
not well appreciated in that the usefulness of any disease criteria ultimately depends 
on this theorem. BT states that given a set of disease criteria is positive in an indi-
vidual, the probability of that individual having the sought disease is the product of 
the positive likelihood ratio (LR + ) multiplied by the pretest probability (PrP) of that 
disease in the setting where the patient is seen [ 15 ]. Briefl y A (the probability of 
disease being present if the criteria are positive) = B (the PrP) X C (the LR +  as 
defi ned by the disease criteria at hand). The formula is usually given in odds but it 
works with probabilities as well. Since physicians are more used to probabilities we 
suggest they use these, remembering that a probability is the likelihood of an event 
happening against the sum of the probabilities of its happening  and  not happening 
and thus always expressed as a fraction of unity. The odds, on the other hand, is the 
ratio of the number of times an event can happen versus the number of times it can-
not happen. For example if an event has a 80 % probability of happening then the 
odds of that event happening versus not happening would be 4:1. 

 A different type of LR, LR -  also helps us in decision making. While a LR +  is 
expressed is sensitivity/1-specifi city or more simply the ratio of the %’s of true posi-
tives to false positives while a LR -  is expressed as 1-sensitivity/specifi city or more 
simply the ratio of false negatives to the true negatives. 

 To give an example, we know that the sensitivity of the most popular criteria for 
Behcet’s syndrome (BS), ISGC criteria [ 5 ] is 93 % while its specifi city is 97 %. 
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With these specifi cations it means that the LR +  of the ICBD criteria is = 31 while its 
LR -  is = 0.07. So if we apply the ISGC set to 100 consecutive patients in an outpa-
tient clinic and the pretest probability of having BS in this clinic is 1.0 %, then the 
probability that any one patient fulfi lling the ISBD criteria would have BS in this 
clinic would be 23.7 %. Conversely the probability of any one patient not fulfi lling 
these criteria to have BS in this clinic would be 0.07 %. In this example it is clear 
that ISGC were considerably more useful in ruling out than ruling in BS in this 
clinic. One also sees from this example how important the pretest probability is to 
judge the usefulness of any criteria set. 

 It should be intuitively apparent to the reader from the above discussion that the 
diagnostic usefulness of both the LR +  and the LR - of criteria set depends very much 
on the PrP of the presence and the absence of the disease in the setting the disease 
is being sought. There are two additional arithmetic indices that help us here. The 
fi rst is the “positive predictive value” which is the ratio of true positives to all 
(true + false) positives and the second is the “negative predictive value” which is the 
ratio of true negatives to all (true + false) negatives. The arithmetic formula for the 
fi rst is: 

  Positive predictive value = sensitivity X PrPd/sensitivity X PrP + (1-specifi city) 
X (1-PrP)   

 and for the second is: 

  Negative predictive value = specifi city X PrPnd/specifi city X PrPnd + (sensitivity) 
X (PrPnd)   

 where PrPd represents the prevalence of the disease in the population we are 
concerned with and the PrPnd stands for the prevalence of nondiseased (including 
those individuals with diseases other than the one we are trying to diagnose) in the 
same population. 

 Going back to the LRs two more important uses should be underlined. They are 
used to devise disease criteria themselves and they can also be used to fi nd the inher-
ent prevalence of the disease (PrP) we are seeking to diagnose in the setting we 
practice or for comparing prevalence between different settings in many situations 
where we do not know the differing inherent frequencies. 

 In either instance the basic method is the same. What needs to be done is to 
collect a large group of patients and suitable controls from diseases which come into 
the differential diagnosis. We then numerically compare the frequency of the indi-
vidual clinical and laboratory fi ndings of the diseases that come into the differential 
diagnosis. This process is commonly known as making “a clinical prediction” rule. 
The usual arithmetic involved is a step down logistic regression to identify which 
clinical and/or laboratory fi ndings independently contributed to a diagnosis already 
established. 

 For example in order to prepare the ISGC set already alluded to a group of BS 
patients already diagnosed as such were taken [ 5 ,  16 ]. The frequencies of a group of 
selected clinical fi ndings (since this syndrome has no specifi c laboratory or histo-
logic fi ndings) of the BS group were compared to the frequencies of the same clinical 
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fi ndings among, again, an already diagnosed patients’ diseases that usually come 
into the differential diagnosis of BS. Thus for each clinical feature a sensitivity and 
a specifi city were calculated. These made up the LR +  and the LR -  for that symptom. 
Following this a step down logistic regression was made, to see which clinical 
features weighed the most in the differential diagnosis. In a hierarchical scheme 
from high to low only those features that added up to an increased ability to differ-
entiate BS from the control group made up the disease criteria. Once made, this set 
of criteria had its own sensitivity, specifi city and LRs to tell BS from other condi-
tions. So, in brief, a diagnostic criteria set is nothing more or less than a LR, which 
has positive and negative components. 

 As said the LRs can also be used to estimate the disease prevalence (the PrP) in 
a practice setting. An excellent example for this is how cardiologists used it in the 
past to determine the PrP of coronary artery disease (CAD) in 2 cardiology and 2 
general medicine settings [ 17 ]. They wanted to know this to better judge whether a 
patient presenting with chest pain had a higher, different chance of having CAD 
when he/she presented to a cardiology clinic versus a general medicine facility. 
In this exercise they used how various clinical and laboratory features at the time of 
presentation, through the LRs similarly calculated told, whether they were eventu-
ally diagnosed or not as having CAD. In short the clinical decision rule thus pre-
pared from a list of separate LR’s was the LR or C in the Bayes’ formula as given 
above. The A was the probability of CAD as observed and the B was the prevalence 
eventually estimated in the 4 different settings. It indeed turned out that the two 
general medicine settings had lower PrPs than the two cardiology settings. 

 One fi nal word before we leave the discussion about LRs is the rather confusing 
statements in many expert sources is that LRs do not depend on disease prevalence 
[ 18 ]. The issue is that they do not depend on any frequency once the disease criteria 
or a clinical prediction rule is formulated but they are very much dependent on 
disease or a disease feature frequency when they are initially formulated and this 
directly takes us to the next item to be discussed about disease criteria.   

    Circularity in Criteria Making 

 A master of quantitation in rheumatology James Fries had once said [ 19 ]:  Presence 
of disease “criteria” affi rms our ignorance of the essence of disease. If we under-
stand a disease, we can ascribe the elements that are necessary and suffi cient for its 
diagnosis. One can so defi ne gouty arthritis, in which joint fl uid crystals serve as a 
“gold standard” against which to measure the usefulness of other observations. No 
other major rheumatic disease, including SLE, has such a standard. Thus, criteria 
must be constructed in a circular manner, by testing variables against a diagnosis 
based on intuition. The ‘best’ criteria therefore only describe the current conven-
tional wisdom in an effi cient manner.  

 We believe, especially for the practicing rheumatologist, rather lengthy discus-
sion in the previous section about the Bayes’ theorem and the LRs were helpful 
regarding how circular indeed is all criteria making. 
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 However, here we have to make a distinction between a  circular manner  and a 
 circular reasoning . When Humpty Dumpty used a word it meant exactly what he 
chose it to mean “neither more nor less”. This is rather similar to the exercise of 
making criteria to identify a disease X . Once we make it, when the next patient 
presents with this construct we say this patient has that disease. This identifi cation 
has surely been made in a  circular manner  as it was ought to be. Now let us assume 
we had included in our disease criteria the positivity of the laboratory fi ndings y or 
z as a prerequisite for a diagnosis and tabulate our experience in time the character-
istics of the patients we had seen with this disease. If we then say “We saw 100 
patients within the last 3 months with the disease X and very noticeably all of them 
were y or z positive . This is  circular logic  par excellence. While our readers will 
fi nd many defi nitions of circular logic in sources starting from ancient Greece, a 
quite workable defi nition of circular logic is “coming to a conclusion  unaware  
(italics added) that the conclusion reached was inescapable” [ 20 ].  

    Disease Criteria: Classifi cation Versus Diagnostic Criteria 

 Many of the current disease criteria we use include a sentence to the effect  this set 
of criteria are useful after other disease are excluded  [ 5 ,  21 ] which indeed deserves 
the naughty reply,  If so why do I need these criteria to start with?  Another common 
statement is “ These are classifi cation criteria and we hope to follow up with diag-
nostic criteria soon.”  As recently admitted in an otherwise excellent review [ 22 ] the 
authors acknowledged there were no diagnostic criteria at hand for vasculitis. We 
agree, however , the authors continued to give the old promise of diagnostic criteria 
to come. We are afraid that this urge to prepare universal diagnostic criteria for 
many of our diseases is rather like the ancient hopes of the alchemists or the zealots 
of perpetual motion machines. 

 Why is this so? There are several possible explanations: 
 First, as brought up in the fi rst chapter and reiterated here many of our diseases 

are constructs without any specifi c causes and known pathogenic mechanisms. As 
such their defi nition is almost solely dependent on how we defi ne them. Even slight 
differences in these constructs can make their subsequent identifi cation rather 
diffi cult. We will return to this more in the next section on the new ACR/EULAR 
criteria for rheumatoid arthritis. Second, physicians [ 23 ] and their patients are not 
well trained in probabilities. The all-important Bayesian approach with its pivotal 
PrP is still not widely appreciated. LR is not a frequently heard term in everyday 
medical parlance. The Bayesian probabilities dictate that when the PrP of a disease 
is small even with diagnostic criteria with high  + LRs the chances of false positive 
diagnoses too high to be useful in the individual patient. Third, as we have noted in 
the previous 2 sections the LRs of a diagnostic criteria set are very much dependent 
on the setting in which the criteria was made. So the true validation of any criteria 
set should be made in the real clinical setting and this is seldom available. 
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 Next, the well intentioned truism that to classify is somewhat different from to 
diagnose has compounded the problem. To diagnose is nothing more or less than to 
classify in the individual patient [ 12 ]. The cerebral process between the two is virtu-
ally the same. It is also self-deceiving to say, as is frequently done, “We classify 
when we do research and diagnose when we treat a patient.” Of note is the not much 
appreciated hidden implication of this statement. How can we convince ourselves 
that we can be more objective and more scientifi c when we do research and be less 
scientifi c and less objective when we try to manage an illness? Such a contention 
may not even be ethical. Lastly, the patients, the health authorities including the 
third party payers and most importantly us physicians almost always expect a for-
mal and tangible diagnosis rather than a mere classifi cation from physicians. It is 
important to note that the historically much older word to “diagnose” goes back to 
ancient Greece and means to discern including “ knowing the nature of” . The word 
“classify”, however, is 17 th  century and simply means allocating to different classes. 
Thus a mere classifi cation implies less precision and even less of an attempt “to better 
comprehend the nature of” [ 20 ]. When confronted with a patient, we prefer to diag-
nose and when we do research, we like to classify. However, in many instances we 
do not openly admit we cannot make a specifi c diagnosis in many of our patients. 
There are also many instances, while we do not exactly know what a patient has, we 
do much better in recognizing what he/she does not have. This consideration is 
particularly relevant in situations where we are confronted with a patient with a 
hitherto undefi ned disease. It is indeed puzzling why, as physicians, we do not more 
frequently admit that most of what we diagnose are based on probability, rather than 
certainty. Perhaps as the proverbial healer we do want to play down our image.  

    What was Wrong with the 2010 ACR/EULAR Criteria 
for Early RA? 

 We chose to give a special place to the 2010 ACR/EULAR criteria for early RA 
[ 24 – 26 ] in this chapter for the main reason that some of the shortcomings in the 
design, execution and interpretation of this major effort were rather representative 
of how the rheumatology discipline, we suggest, inadequately addressed the whole 
issue of criteria making 

 The main drive behind the creation of such a criteria set was that within the 
 preceding two decades rheumatologists understood that earlier we treated RA 
the better the patient outcomes were. It was clear that methotrexate (MTX) was the 
anchor drug in managing RA but the new biologic agents were also quite promising. 
Nevertheless, this needed to be offi cially announced not only to all the rheumatolo-
gists but also to the public where the patients and the third party payers came from. 
In Fries’ words about all criteria quoted above [ 19 ] the aim was to  describe the 
current conventional wisdom in an effi cient manner.  Finally, the criteria then at hand 
to classify RA [ 27 ] did this in an ineffi cient way because it identifi ed the disease late 
in the game, mainly among patients with already serious morbidities. 
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 However the defi nition of “early RA” was diffi cult in that in any setting there 
were (and are) differing views about what constituted early RA. So a construct was 
needed to defi ne this. The authors decided to select a group of patients from 9 
different early arthritis cohorts from either side of the Atlantic. The main 2 main 
inclusion criteria were that patients had to have infl ammatory arthritis (synovitis/
swelling) at least in 1 joint and they had to be prescribed MTX at most within a year 
of their initial presentation. On the other hand the main exclusion criterium was that 
patients who had an apparent diagnosis, other than RA. 

 The authors chose MTX initiation within a year of arthritis as the golden inclu-
sion rule for this exercise. They reasoned that a good rheumatologist invariably 
prescribed MTX to those patients whom he/she thought was developing or have 
already developed within a certain time, the erosive, deforming bad disease (con-
struct) which we call classic RA today. They did not want to consider fulfi lling the 
older criteria as the golden rule since, they reasoned, this would cause circularity as 
this set of criteria particularly identifi ed patients with advanced disease, the out-
come they wanted to particularly avoid with the use of the new data set. They 
emphasized it was important to avoid circularity [ 24 ,  26 ]. 

 The exercise had 3 phases. First, the data driven phase, where chiefl y by a factor 
analysis the main elements that prompted a rheumatologist to start MTX therapy in 
a patient with early infl ammatory arthritis were determined. The second phase was 
a  consensus-based, decision science–informed approach  with the purpose of deriving 
a clinician based judgement as to which clinical, laboratory, radiographic clues 
were determinants of eventually developing bad disease in RA. These clinicians not 
only used their expertise but were also “informed” of the results of Phase 1 in this 
undertaking. Finally, the third phase was integration of the information from Phases 
1 and 2 with a fi nal validation of the criteria set among 3 of the 9 cohorts not 
analyzed in Phases 1 and 2. 

 So what are the outstanding problems with this exercise?

    A.    There was no intention at formulating specifi city of these criteria. It followed 
that there were no control groups with other diseases that come in the differential 
diagnosis of RA.   

   B.    The authors reiterated that they wanted to avoid circularity by their design. 
However as highlighted above, circularity is an essential component of criteria 
making. We fi nd it hard to understand why the authors did not decide to delinie-
ate which factors were more important to recognize in a patient with early 
 arthritis to cause severe disease later on. In such a scheme the control groups for 
the eventual LRs would naturally be those patients who would not eventually 
develop the disease construct as defi ned by the older 1987 criteria. An additional 
end point would have been to add a construct of a milder RA at, say, one year, i.e. 
increasing number of joints involved, more seropositivity etc.   

   C.    They said that “One limitation of the new criteria is that they are based on current 
knowledge.” [ 24 ] This statement is superfl ous.  All  criteria are based on current 
knowledge.   
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   D.    After their exercise the authors made the default promise of diagnostic criteria to 
come [ 24 ].   

   E.    The whole exercise was about what prompts a rheumatologist to start MTX in 
early undifferentiated arthritis. It is unfortunate that the authors did not call the 
exercise just this.   

   F.    Finally, it was indeed curious why the authors chose to give the gender distribu-
tion of the rheumatologists involved. Are there gender differences in decision 
making in rheumatology, particularly as related to RA?     

 Since there were no comperator groups with any other diseases at any phase of 
development of these criteria, many such studies about these criteria followed. 
These showed in brief that 18 % of patients with early arthritis fi lfulling these crite-
ria in Leiden had a different diagnosis at the end of one year. Of the 198 patients 
who were classifi ed differently, 46 developed psoriatic arthritis while 6 turned out 
to have arthritis associated with cancer [ 28 ]. In another cross sectional study among 
patients receiving routine clinical care in an university outpatient clinic in New 
York, the sensitivity and specifi city of the 2010 criteria were 97 vs 55 % respec-
tively while the corresponding values for the 1987 criteria were 93 vs 73 %. More 
specifi cally 67 % of patients with SLE and 50 % of patients with osteoarthritis could 
be classifi ed as having RA by the 2010 criteria [ 29 ]. A recent systemic literature 
review of publications assessing the preformance of the 2010 criteria came up with 
similar fi gures for sensitivity and specifi city [ 30 ]. It was also interesting to note that 
the authors of this systemic review concluded that the 2010 criteria was more for 
classifi cation rather than diagnosis.  

    What to do? 

 We must fi rst reconcile ourselves that unless the specifi c cause/ pathogenesis/ 
histology of a condition is known a fool proof diagnosis is almost impossible. We 
always have to deal with probabilities especially when we have to manage diseases 
we recognize only as constructs. Then we have to teach both our patients and the 
health authorities what we fi rst have convince ourselves. The patient has to know 
that the basis of most of our medical interventions are based on probabilities. Similarly, 
and especially, the health authorities and the third party payers should come to grips 
with the same. 

 Finally, after fi rst admitting that diagnostic and classifi cation criteria are one and 
the same, we must begin formulating how we can make a classifi cation scheme 
more useful for diagnosis. We propose several approaches:

    1.    To popularize the understanding that many of our existing disease criteria are 
much more useful to exclude diseases as we gave the example for BS. Devising 
criteria specifi c for excluding diseases can be a novel approach.   

   2.    Tailoring disease criteria to a practice setting is another approach. These, if you 
will, setting-specifi c criteria will have the potential to be much more useful in 
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that the PrP will remarkably increase, and the number of conditions that come 
into the differential diagnosis will decrease, increasing the specifi city of the cri-
teria set. To give an example [ 12 ] we recognize that the prevalence of BS is may 
be 1000 fold greater in Japan [ 31 ], as compared to North America [ 32 ]. On the 
other hand, if you go to a dedicated uveitis clinic in either country, you will fi nd 
that the proportion of BS patients that seen in either setting differs only by sev-
eral fold, 2.5 % in North America and 6.2 % in Japan. This certainly increases the 
PrP of BS in North America, while the number of conditions to be differentiated 
from BS as far as eye involvement is considered will be comparatively few. 
Similarly, a simple disease criteria set to differentiate BS from infl ammatory 
bowel disease for the gastroenterologist would be most useful.   

   3.    Including family history of the disease being sought, surely very important in 
making a diagnosis, is for some reason, frequently omitted from disease criteria 
[ 33 ]. This needs to change.   

   4.    The scientifi c journals might consider always requesting confi dence intervals 
around the LRs whenever we devise new criteria. Similarly a systematic effort 
can be made to add confi dence intervals to criteria commonly used. It is discon-
certing to note that confi dence intervals are not provided in the fi nal criteria set 
in any of the classifi cation criteria sets published by the ACR.         
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     Abbreviations 

   ABCC3    ATP-binding cassette, subfamily C member 3   
  ACPA    Antibodies to citrullinated protein antigen   
  ACR    American College of Rheumatology   
  ACYP1    Acylphosphatase 1, erythrocyte   
  AFP    Alpha-fetoprotein   
  AIF1    Allograft infl ammatory factor 1   
  ANA    Antinuclear antibody   
  anti-CarP    Anti-carbamylated protein   
  anti-CCP    Anti-cyclic citrullinated protein   
  anti-TNF    Anti-tumor necrosis factor   
  ARHGEF16    Rho guanine exchange factor 16   
  AUC    Area under “ROC” curve   
  BF    Factor B   
  BMI    Body mass index   
  BRAF    v-raf murine sarcoma viral oncogene homologue B1   
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  CACNB2    Calcium channel, voltage-dependent, beta 2 subunit   
  CDAI    Clinical disease activity index   
  CEA    Carcinoembryonic antigen   
  cfNRI    Category-free NRI   
  COL4A1    Collagen, type IV, alpha 1   
  COMP    Cartilage oligomeric matrix protein   
  CRP    C-reactive protein   
  CTX-I    Collagen cross-linked C-telopeptide   
  CXCL13    C-X-C motif chemokine 13   
  DAS    Disease activity score   
  DMARDs    Disease-modifying antirheumatic drugs   
  EGF    Epidermal growth factor   
  EHD1    EH domain-containing 1   
  EIF3S9    Eukaryotic translation initiation factor 3, subunit 9 eta   
  ESR    Erythrocyte sedimentation rate   
  EULAR    European League Against Rheumatism   
  F2RL1    Coagulation factor II receptor-like 1   
  FHL3    Four and a half LIM domains 3   
  FLS    Fibroblast-like synoviocytes   
  FVT1    Follicular lymphoma variant translocation 1   
  GADD45A    Growth arrest and DNA-damage-inducible, alpha   
  GAS    Global arthritis score   
  GWAS    Genome-wide association studies   
  HSPA1A    Heat shock 70 kDa protein 1A   
  IDI    Integrated discrimination improvement   
  IL-15    Interleukin-15   
  IL-6    Interleukin-6   
  LTBR    Lymphotoxin-beta receptor   
  MALDI-TOF-MS    Matrix-assisted laser desorption/ionization time-of-fl ight 

mass spectrometry   
  MBDA    Multi-biomarker disease activity   
  MDHAQ    Multidimensional health assessment questionnaire   
  mHAQ    Modifi ed health assessment questionnaire   
  MIF    Migration inhibitory factor   
  MLL    Myeloid/lymphoid or mixed-lineage leukemia   
  MMP-1    Matrix metalloproteinase-1   
  MMP-3    Matrix metalloproteinase-3   
  NPV    Negative predictive value   
  NRI    Net reclassifi cation improvement   
  OMERACT    Outcome Measures in Rheumatology   
  OPG    Osteoprotegerin   
  OR    Odds ratio   
  PAD4    Peptidyl arginine deiminase type 4   
  pain VAS    Pain visual analogue scale   
  PGA    Patient global assessment   
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  PhGA    Physician global assessment   
  PPP1R12B    Protein phosphatase 1, regulatory subunit 12B   
  PPV    Positive predictive value   
  PRMT2    Protein arginine methyltransferase 2   
  PSA    Prostate-specifi c antigen   
  PSMB8    Proteasome subunit, beta type, 8   
  PTPN22    Protein tyrosine phosphatase non-receptor 22 gene   
  RA    Rheumatoid arthritis   
  RANKL    Nuclear factor kappa-B ligand   
  RAPID-3    Routine assessment of patient index data-3   
  RF    Rheumatoid factor   
  ROC    Receiver operating characteristics   
  RPIA    Ribose 5-phosphate isomerase A   
  SAA    Serum amyloid A protein   
  SDAI    Simplifi ed disease activity index   
  sICAM-1    Soluble intercellular adhesion molecule-1   
  sIL-2Ralpha    Soluble interleukin-2 receptor alpha   
  SJC    Swollen joint count index   
  SKIL    SKI-like oncogene   
  SLE    Systemic lupus erythematosus   
  SPRY2    Sprouty homologue 2 ( Drosophila )   
  STNFRII    Soluble tumor necrosis factor receptor II   
  STNFRs    Soluble tumor necrosis factor receptors   
  sVCAM-1    Soluble vascular cell adhesion molecule-1   
  TCR    T-cell receptor   
  TFCP2    Transcription factor CP2   
  TJC    Tender joint count   
  TLR    Toll-like receptor   
  TNFAIP3    Tumor necrosis factor-alpha-induced protein 3   
  U-CTX-I/II    Urine C-telopeptide of types I and II   
  VEGF-A    Vascular endothelial growth factor-A   
  YKL-40    Cartilage glycoprotein-39   

       The group of tests commonly collected under the name “biomarkers” have been 
touted for their promise of helping in the diagnosis, treatment, and ultimately prog-
nosis of many conditions. Rheumatoid arthritis (RA), the most common autoim-
mune infl ammatory joint disease, with its clinical heterogeneity, availability of 
multiple treatment options, and quite variable individual patient responses is a good 
model to discuss the making and implementing biomarkers in rheumatic diseases in 
general. Being aware of room for improvement in both diagnosis and management 
of RA mainly using biomarkers, the European League Against Rheumatism 
(EULAR) and American College of Rheumatology (ACR) are jointly in the process 
of producing improved clinical criteria for diagnosis and classifi cation of 
RA. Validated biomarkers have already had an impact in the treatment of other con-
ditions such as multiple sclerosis [ 1 ], Alzheimer disease [ 2 ], Parkinson disease [ 3 ], 
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and cancer [ 4 ]. There are also advances in biomarker development for diagnosis of 
RA and its subtypes, prognostic assessment and personalized treatment choice, and 
treatment monitoring [ 5 – 10 ]. In this chapter, the controversy regarding what consti-
tutes a robust biomarker and how to rigorously investigate biomarkers will be dis-
cussed, and recent progress in the fi eld of biomarkers as well as genetic associations 
will be presented. 

    What Is a Biomarker? 

 Biomarkers are often thought of as serologic, perhaps because currently the most 
commonly used biomarkers relate to oncology like prostate-specifi c antigen (PSA), 
carcinoembryonic antigen (CEA), or alpha-fetoprotein (AFP) whose levels are 
measured in the serum. A biomarker, however, can be clinical (disease activity 
score), histologic (synovial pathology), functional (glomerular fi ltration rate), an 
imaging parameter (macrophage positron emission tomography), or a molecular 
one (autoantibodies, genotypes, gene expression signatures, proteins, metabolites). 
From available defi nitions of a biomarker [ 11 ], a biomarker for the purposes of this 
chapter is “a characteristic that is objectively measured and evaluated, and may 
infl uence, explain or predict the incidence or outcome of a disease, or individual 
response to a treatment.” Molecular biomarkers may be serologic, genomic, metab-
olomic, or proteomic. Any biomarker may be a proxy for changes early in the dis-
ease development (descriptive biomarker), may be involved in disease pathogenesis 
(mechanistic biomarker), or appears in response to treatment (dynamic biomarker). 
Genomic biomarkers for  BCR - ABL  translocation in chronic myeloid leukemia, 
 HER2  and  BRAF  mutations (in breast cancer and melanoma, respectively) have 
recently been used for treatment choices with great success, and expectations are 
high for any other disease to benefi t from progress in genomics and other omics 
[ 12 ]. Besides cancer-specifi c mutations, gene expression signatures have proven 
very useful, in particular, in defi ning a subset of a disease for the most optimal treat-
ment or for prognostic stratifi cation. One such genetic expression signature test, 
MammaPrint, incorporating expression levels of 70 genes, has been FDA approved 
for prognostic classifi cation of breast cancer cases [ 13 ,  14 ]. Individual markers may 
be good indicators of disease risk or prognosis at the population level, but their 
value for individual assessment is limited as will be discussed below [ 15 ,  16 ]. The 
most successful biomarkers have been a panel of biomarkers with increased sensi-
tivity and specifi city [ 7 ,  8 ,  10 ,  17 ,  18 ]. 

    Biomarkers Can Have Multiple Uses 

 In routine care, biomarkers may be used (1) to identify genetically predisposed 
individuals for active surveillance; (2) for early diagnosis to start therapeutic inter-
vention; (3) to assess, predict, or monitor disease severity; (4) to select the most 
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optimal treatment for each individual; and (5) to monitor response to treatment 
(Fig.  1 ). RA has a high degree of heterogeneity in clinical presentation, progress, 
and response to treatment, which makes it possibly a good condition for biomarker 
development with benefi cial use in practice.

   The majority of biomarkers in RA are also molecular like autoantibodies, 
 cytokines, and acute-phase reactants. Genetic markers have long been recognized as 
markers of susceptibility, clinical classifi cation, and prognostic classifi cation, but 
none has yet achieved a biomarker status. Recent genome-wide association studies 
(GWAS) have identifi ed strong markers for susceptibility, disease classifi cation, 
drug response, and prognosis, but their development into biomarkers will pose dif-
fi culties as will be explained below. This is an important issue for RA is one of the 
diseases with a high heritability [ 19 – 22 ]. The markers identifi ed to date, however, 
do not account for the large portion of this genetic risk. It is expected that with the 
expansion of search for genetic markers for predisposition to epigenetic markers 
[ 23 – 25 ], the “missing heritability” may be uncovered.  

    Risk Markers Are Not Necessarily Biomarkers 

 A common misconception is that any marker that shows an association with any 
aspects of a disease, i.e., a risk factor, can be used as a biomarker. In practice, how-
ever, it is not that straightforward [ 15 ,  16 ,  26 ,  27 ]. Even a risk factor whose associa-
tion with a trait yields a relative risk or odds ratio (OR) of 5.0, which is a high value 
for any epidemiologic association, is unlikely to be an informative biomarker at the 
individual level. For a risk factor to have a detection rate of 80 % for a false-positive 
rate of 5 %, the OR should reach more than 2,000, which corresponds to almost 

  Fig. 1    Types of biomarkers that can be used at different stages of rheumatoid arthritis       
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exclusive presence in the group of interest. This is exactly the problem with most 
risk factors, in particular, for genetic markers in that a lot of healthy people will also 
carry the marker without any sign of the disease. By using the copresence of mul-
tiple markers, a threshold may be obtained that the combination of markers would 
only be present in patients and absent in healthy subjects. Although achievable, this 
situation will only apply to a minority of patients and a minority of controls result-
ing in low specifi city and sensitivity for the marker as a biomarker. 

 It may appear paradoxical that a strong risk marker yielding a very high relative 
risk with a very strong statistical result is not as useful for biomarker development 
as expected. First of all, a statistical result only shows that the marker is a classi-
fi er – in the sense that it classifi es a subject as a case or control – and this is less 
likely to be due to chance. As will be discussed, a likelihood ratio (which incorpo-
rates specifi city and sensitivity), area under the receiver operating characteristic 
(ROC) curve analysis, and reclassifi cation statistics are better indicators of the value 
of a test as a biomarker. The ultimate aim is to have a marker able to classify a sub-
ject as diseased or healthy, rather than estimating the risk of disease, i.e., how many 
folds increased risk a subject has. An ideal biomarker is present in all diseased 
subjects (100 % sensitivity), and it is totally absent in non-diseased (healthy or those 
patients with other diseases) subjects (100 % specifi city) yielding a likelihood ratio 
of infi nity. As an example, the FDA-approved 70-gene signature in breast cancer for 
overall survival [ 28 ] corresponds to  P  < 0.001 and a hazard ratio of >2.0, but a sen-
sitivity of 90 % and a specifi city of 40 %, with the resulting AUC value of around 
0.65 for survival. These fi gures correspond to a poor-to-modest classifi er: to iden-
tify correctly 90 of the 100 patients with poor prognosis (and missing 10 of them), 
60 of 100 patients with good prognosis are also identifi ed as candidates for poor 
prognosis [ 27 ].  

    Biomarker Development 

 The initial discovery phase is just a start in a rather involved process of biomarker 
development. This process involves (1) discovery and replication, (2) analytic vali-
dation, (3) clinical validation, (4) determination of clinical utility, and (5) clinical 
use following regulatory approvals (Fig.  2 ). Taking a simple association study to a 
clinically useful biomarker is a process as detailed and elaborate as drug develop-
ment [ 29 ,  30 ]. Such a successful translation requires work in basic, translational, 
and regulatory science and a comprehensive collaboration among laboratory scien-
tists, technology developers, clinicians, statisticians, and bioinformaticians. Several 
guidelines have been published for different aspects of biomarker development 
studies: molecular epidemiology (STROBE-ME) [ 11 ], early clinical trials of novel 
agents [ 31 ], tumor marker prognostic studies (REMARK) [ 32 ], genomic applica-
tions (EGAPP) [ 33 ], genetic risk prediction (GRIPS) [ 34 ], and biospecimen-based 
studies (BRISQ) [ 35 ]. These and other [ 36 – 38 ] guidelines aim to prevent the use of 
biomarkers in the absence of high levels of evidence supporting their clinical utility 
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and help the investigators to design biomarkers that can lead to true personalized 
care with high confi dence.

   It is important to appreciate that the discovery phase is just the beginning, but 
still strict guidelines of study design should be followed [ 30 ,  39 ,  40 ]. 

 The discovery phase studies tend to be retrospective and small in size and suffer 
from well-recognized problems such as cross-validation for replication and exten-
sive subgroup analysis. Instead, emphasis should be given to statistically adequately 
powered, prospective studies. This can be achieved using stored biospecimens of 
ongoing or completed cohort studies or randomized clinical trials as long as samples 
from placebo arm or standard treatment are used [ 30 ], bearing in mind the caveats 
of inclusion criteria for clinical trials. Since the rest of the development program will 
be based on these initial results, extreme care at this stage will pay off later. 

 Once the initial results are obtained in the discovery phase, the validation phase 
begins with examination of analytical validity as the next step. This is a technical 
checklist of the analysis methods used in the measurement of the biomarker candi-
date. The specifi c assay test for the biomarker is examined for its accuracy and 
precision. For a genetic variant, this step makes sure that the genotyping assays 

  Fig. 2    Steps to be taken to convert an experimental fi nding into a clinical biomarker       
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perform well with acceptable concordance rates by different operators, in different 
laboratories using different platforms. Analytical validity is measured in the 
 laboratory by calculating the test sensitivity, which provides the probability that a 
positive test is truly positive (e.g., will yield is a positive results when the marker is 
in fact present), and test specifi city, which provides the probability that the test will 
not detect the marker when it is not present. This calculation is performed by 
testing the analysis method against a gold standard or by using samples known to 
be positive and negative for the presence of the marker. Ideally, both parameters 
should be 100 %. 

 In the clinical validity step, the power of the biomarker candidate to show statis-
tical correlation with the phenotype of interest or intended clinical endpoint is 
reexamined and confi rmed. It is in this step that potential confounders (age, sex, 
race/ethnicity, die, medications) are also examined. Measures of sensitivity and 
specifi city are evaluated in a representative sample of the population for whom the 
test is intended using appropriate epidemiologic study designs ideally including an 
independent replication study. These studies also establish the positive predictive 
value, which refl ects the probability that a person with a positive test result has or 
will have the phenotype for which the marker is believed to be a predictor. Confi rmed 
clinical validity does not necessarily mean that a biomarker can immediately be 
used in patient care. This is achieved in the next clinical utility step. Only biomarker 
candidates with confi rmed analytical and clinical validity are submitted to the for-
mal assessment of clinical utility. In this step, large, independent, and well-designed 
studies evaluate the biomarker’s expected utility using formal statistical tools. It is 
this stage that is usually underappreciated in discussions of the value of a marker as 
a biomarker. Only after passing this step, a marker attains a biomarker status with 
clinical utility meaning that it provides information that is useful in the clinic in 
making decisions about disease susceptibility, disease classifi cation, prognostic 
stratifi cation, or response to a given treatment. Once evidence of utility in real clini-
cal settings is generated, the regulatory process begins for introduction of the 
biomarker for use in routine clinical care (Fig.  2 ).  

    Evaluation of a Biomarker for Clinical Utility 

 A biomarker is a classifi er that classifi es a group of people into separate groups like 
susceptible and non-susceptible individuals, one subgroup of a disease and another, 
or a subgroup with good prognosis and another without. The clinical utility of a 
biomarker is assessed in a different manner from the way a case–control study eval-
uates an association. Here the focus is on whether by using a biomarker subjects can 
be reclassifi ed in a class different from where they would be classifi ed using existing 
evidence. An ideal biomarker, say, for disease susceptibility, with its high specifi city 
and sensitivity (positive in every predisposed subject and negative in every subject 
that will remain disease-free, thus, yielding a high likelihood ratio), is well cali-
brated (the predicted risk for developing the disease corresponds to real risk and not 
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over- or underestimated) and therefore would classify every subject as predisposed 
or not. Once this ideal stage is reached, the positive and negative predictive values 
for the marker will also be ideal demonstrating the benefi ts and risks from both 
positive and negative results. Such an imaginary biomarker would have a value of 
100 % for each of sensitivity, specifi city, and area under “ROC” curve (AUC). This 
scenario is only true for some monogenic Mendelian disorders where the genetic 
effect is not modifi ed by the environment. 

 In the ultimate stage of biomarker development preceding the regulatory 
approval, statistical evaluation is most rigorous. Logistic regression and its output of 
effect size, the OR, are not good indicators of the clinical utility of the biomarker 
candidate. The OR is not an estimate of individual-level risk nor a diagnostic test or 
classifi er; and the OR should not be used in a predictive study as the effect size [ 41 ]. 
A high OR (or relative risk) associated with a marker even after adjusting for estab-
lished risk factors does not necessarily translate into better risk prediction. The sta-
tistical considerations differ between etiologic risk studies and studies on biomarkers 
that are going to be used to classify subjects. Studies that use the OR as the effect 
size use multiple markers with small effect sizes simultaneously to increase the 
effect size. This approach certainly increases the effect size, but the multimarker set 
is still not a good classifi er. In a simulation study of 40 independent genetic risk 
markers each yielding an odds ratio of 1.2–2.0 and a sample size of one million, the 
best results in discriminative accuracy quantifi ed as the AUC were obtained when 
the risk genotypes were all common (≥30 %) and odds ratios were closer to 2.0. 
Even with this unrealistic scenario, the AUC was 0.93 [ 42 ]. This example shows 
that even simultaneous use of most common and strong risk markers may still not 
have a large discriminatory value between disease and healthy states. 

 The ROC curve analysis is a commonly used measure of performance of a pre-
dictive test. An ideal marker has an AUC of 1 representing perfect discrimination 
between the diseased and nondiseased subjects; in other words, all subjects are cor-
rectly classifi ed by the test. The baseline value for an AUC is 0.5 which represents 
no discrimination at all; in other words subjects are classifi ed no more correctly 
than can be attributed to by chance. AUC plots the sensitivity of the marker against 
(1 – specifi city) for all possible cutoff values. In the case of a binary marker, this is 
just a single point. The c-index is numerically equivalent to the AUC. A serious 
issue with the AUC is that it does not measure the ability of a new marker to add 
value to a preexisting prediction model. Thus, a new marker may have a good per-
formance, but whether adding the new marker to existing markers will improve the 
performance needs to be known. This is usually done by generating two ROC 
curves, one with and one without the new marker using information on existing 
markers, and observing whether there is a difference between them. The difference 
can be formally assessed by the c-statistics if the change in AUC appears to be 
substantial enough. 

 However, useful ROC curves may be for classifi cation; evaluation of predictive 
models cannot rely solely on the ROC curve, but should assess discrimination and 
calibration using new metrics (Table  1 ). Jakobsdottir et al. looked at this formally [ 16 ]. 
They compared the utility of genetic markers of a number of complex disorders 
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identifi ed by GWAS using ROC curve analysis against conventional risk markers 
already known and concluded that small  P  values, high ORs, and AUCs do not 
guarantee good prediction of actual risk. The AUC should be considered as a fi rst 
step in evaluating a model or in comparing two models against each other. The AUC 
value is, however, insuffi cient on its own to show that a model would improve 
decision- making. One criticism aimed at the AUC analysis in clinical utility deter-
mination is that it gives equal weight to specifi city and sensitivity, hence to false 
positives and false negatives, which may not be the case in a real clinical situation 
[ 43 ]. Published estimates of disease prevalence and heritability or sibling recur-
rence risk for 17 complex genetic diseases have been used to calculate the propor-
tion of genetic variance that a test must explain to achieve an AUC = 0.75, which is 
a modest value. For 17 diseases, the proportion of genetic variance that have to be 
explained by genetic markers for the predictive model to attain an AUC value of 
0.75 varied from 0.10 to 0.74. In other words, depending on disease prevalence and 
heritability, genetic markers can explain as little as 0.10 or as high as 0.74 of the 
heritability to yield an AUC value of 0.75, the threshold regarded as making a diag-
nostic classifi er clinically useful when applied to a sample considered to be at 
increased risk [ 42 ]. On the other hand, a threshold AUC value is 0.99 for a predic-
tive test to be a classifi er when applied to the general population. Given the preva-
lence and heritability of RA, the maximum value for genetic markers in RA for 
prediction of disease susceptibility can get close (0.98) but not quite reach this 
threshold [ 48 ].

   For clinical utility assessment, additional statistical methods including discrimi-
nation metrics (c-statistics), measures of calibration (addressing how close the pre-
dicted risks are to the actual observed risks), and reclassifi cation (addressing 
whether the model including the novel biomarker changes a person’s risk suffi -
ciently to move them to a different risk category) are needed (Table  1 ) [ 44 – 46 ,  49 , 
 50 ]. Calibration is essential for good decision-making. A model is well calibrated 
when the predicted risk is equal to the observed risk. Calibration takes into account 
the average risk in a population. Although essential in biomarker development, cali-
bration is  not  suffi cient for clinical utility. What is most crucial for determination of 
clinical utility in biomarker development is reclassifi cation, which aims to do at the 
individual level what AUC analysis does at the group level. In reclassifi cation analy-
sis, each individual’s data is considered to see whether the new marker changes their 
risk classifi cation. This is achieved by reclassifi cation tables that show changes in 

    Table 1    Comparison of models for risk prediction   

 Association  Logistic regression 

 Global model fi t  Likelihood ratio test; Bayes information criterion 
 Discrimination  ROC; concordance (or c)-statistics 
 Calibration  Hosmer–Lemeshow statistic for goodness of fi t 
 Risk reclassifi cation  Integrated discrimination improvement (IDI); net reclassifi cation 

improvement (NRI); category-free NRI (cfNRI); decision curve analysis 

  From Refs. [ 43 – 47 ]  

M.T. Dorak and Y. Yazici



89

individual risk classifi cations with the addition of the new marker to the prediction 
model. It has been pointed out that a marker which has only modest or no effect by 
AUC analysis may still improve risk classifi cation at the individual level [ 44 ,  45 ].  

    Past Mistakes in Biomarker Development 

 It is important to learn from past mistakes for current efforts in biomarker develop-
ment to be more productive. It is well known that most claims of classifi cation 
performance are overly optimistic, lacking verifi cation by replication with question-
able generalizability. Ioannidis reviewed the most common causes of biomarker 
failures [ 51 ]. He has pointed out that despite the introduction of so many biomarkers 
into clinical practice, the health impacts have not been favorable in general. Four 
types of failures have been recognized as summarized in Table  2 . The most dramatic 
of these failures concerns the PSA. Initially introduced in the 1980s for monitoring 
treatment response, PSA testing has found a place as a biomarker for screening and 
early diagnosis of prostate cancer [ 52 ]. The AUC for PSA in ROC curve analysis is 
0.68 for cancer versus no cancer. Given that a test that performs no better than 
chance yields an AUC of 0.5, this value does not suggest a high clinical utility in 
classifying subjects as having prostate cancer or not. PSA is believed to have done 
more harm and good, by drastically increasing overdiagnosis and overtreatment of 
prostate cancer [ 53 ]. The problem with PSA was that it was not subject to a robust 
assessment before being used for screening and actual clinical use disappointed. 
A search for biomarkers is still ongoing. The PSA example illustrates the impor-
tance of following the steps shown in Fig.  2  before introducing a biomarker to 
clinical use.

    Table 2    Types of biomarker failures   

 Type A  Type B  Type C  Type D 

 Problem  A biomarker 
makes it to the 
clinics, but does 
not fulfi ll the 
promise 

 A biomarker is 
reported to have 
strong features, but 
cannot be validated 
by following studies 

 A biomarker is 
found in one study, 
but clinical 
optimization is 
lacking 

 A biomarker is 
promoted despite 
lack of promising 
evidence 

 Example  Prostate- specifi c 
antigen (PSA) 

 Proteomic markers 
of ovarian cancer 

 Gene expression 
signatures in cancer 

 Direct-to-consumer 
genetic risk 
determination 

 Solution  Satisfactory 
assessment 
of clinical 
utility before 
introducing it 
into practice 

 Verifi cation of 
analytical validity 
before proceeding 
with the 
development 

 Use of robust 
statistical methods 
at the development 
phase and follow-up 
toward clinical 
implementation 

 Better assessment 
of incremental 
benefi t of using 
these markers over 
existing risk 
markers 

  Adapted from Ioannidis [ 51 ]  
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   An ideal biomarker for clinical use should have three major characteristics: (1) It 
should be safe and easy to measure preferably noninvasively and with good repro-
ducibility; (2) it should have a high sensitivity, high specifi city, and high positive 
and negative predictive values (PPV and NPV, respectively) for its intended out-
come; and (3) it should improve decision-making abilities in line with clinicopatho-
logical parameters. Any attempt to introduce a single marker to routine care as a 
biomarker will probably suffer one of the types of failure listed in Table  2 . If a single 
biomarker cannot fulfi ll all the expectations, which is usually the case, a panel of 
multiple biomarkers if performing better than any single biomarker may be used. 
Indeed, most common biomarkers used in RA to assess disease activity (multi- 
biomarker disease activity or MBDA) are of this type.  

    Validity of Existing Biomarkers for Rheumatoid Arthritis 

 In RA, associations of markers, especially those that are genetic, have been widely 
reported as valid for a number of outcomes, but the development of biomarkers 
based on those fi ndings has been either unsuccessful or slow. As discussed above, a 
high OR is no indication of success for a biomarker, and the strongest HLA region 
association in RA has an OR of 5–10. Even the strongest HLA association in any 
disease with an OR of around 100 as in ankylosing spondylitis may not turn out to 
be a good biomarker. This highlights the diffi culty with converting even the stron-
gest risk markers to biomarkers. 

 As discussed below, there are a number of biomarkers used for RA diagnosis, 
disease activity, assessment, or prognosis. A survey analyzed the validity of bio-
markers as reported in 170 articles [ 40 ]. Most common biomarkers were gene 
expression profi les. Flaws were identifi ed in most reports. Less than half of the stud-
ies incorporated study-design features important for valid clinical associations: age 
and sex-matched groups and controlling for medications used. These issues con-
cerned mainly the discovery stage studies. Even at that stage, which forms the foun-
dation of a long process, no more than half of the studies were satisfactory by simple 
epidemiologic criteria. This is not a promising start to the process of biomarker 
development if biomarkers with genuine clinical utility are the aim. 

 To avoid future mistakes in biomarker development and to aid with valid ones, 
an independent initiative called OMERACT (Outcome Measures in Rheumatology) 
consisting of international health professionals interested in outcome measures in 
rheumatology was formed in 1992. OMERACT has played a critical role in the 
development and validation of clinical and radiographic outcome measures in RA 
and other rheumatic diseases. A special interest group developed validation criteria 
for soluble biomarkers of structural joint damage [ 36 ]. These criteria have been 
further developed and put to test for existing biomarkers [ 54 – 57 ]. Neither a baseline 
C-reactive protein (CRP) test nor later tests on fi ve more soluble biomarkers  receptor 
activator of nuclear factor kappa-B ligand (RANKL; TNFSF11), osteoprotegerin 
(OPG), matrix metalloprotease (MMP-3), and urine C-telopeptide of types I and II 
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collagen (U-CTX-I and U CTX-II) produced strong evidence that these biomarkers 
could substitute for radiographic endpoints in RA. The OMERACT validation cri-
teria are based on three domains:  truth  (is the measure truthful, does it measure what 
it intends to measure? Is the result unbiased and relevant?),  discrimination  (does the 
measure discriminate between situations that are of interest?), and  feasibility  (can 
the measure be applied easily, given constraints of time, money, and interpretabil-
ity?) This initiative together with other published guidelines for various aspects of 
biomarker development studies are expected to result in the development of reliable 
biomarkers with enhanced validity and clinical utility.   

    Biomarkers in RA 

    Earliest Biomarkers in RA 

 Like many other complex disorders, RA is a heterogeneous disease. Traditionally, 
RA has been classifi ed as rheumatoid factor (RF) positive and RF negative, but 
more recently, antibodies to citrullinated protein antigen (ACPA), also referred to as 
anti-CCP (Anti-cyclic citrullinated protein), are used in the classifi cation of RA. Of 
the two, ACPA is more specifi c to RA as RF is more likely than ACPA to be positive 
in other rheumatic disorders [ 58 ]. These autoantibodies were therefore the earliest 
biomarkers for RA diagnosis and classifi cation (Table  3 ). It is very important to take 
this heterogeneity into account in any study, but especially in studies of primary 
susceptibility. Thus, biomarkers should be developed for these subtypes separately. 
ACPA has different fi ne specifi cities, but they do not seem to provide additional 
information regarding the clinical phenotype at present. Isotype usage in ACPA 

    Table 3    Disease classifi cation by ACPA antibody status   

 Characteristic  ACPA positive 
 ACPA 
negative 

 Heritability  ~60 %  ~60 % 
 Disease course  Severe  Milder 
 Drug-free remission 
probability 

 Lower  Greater 

 HLA (shared epitope) 
association 

 Yes ( HLA - DRB1 *01; *04)  No 

 Other HLA 
associations 

  HLA - DRB1 *15   HLA -
 DRB1 *03; *13 

  PTPN22  association  Yes  No 
 Other genetic 
associations 

  CTLA4 ,  STAT4 ,  PADI4 ,  CTLA4 ,  TNFAIP3 - OLIG3 , 
 TRAF1 / C5 ,  FCGR ,  IL2RA ,  IL2RB ,  CD40 ,  CTL21 , 
 CCR6 , and others 

  IRF5 ,  STAT4  

 Smoking association  Yes and only in HLA shared epitope-positive subjects  No 
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response increases to include more diverse antibodies (IgM, IgA, all IgG subclasses, 
and IgE) together with the titer of ACPA before the development of full-blown 
disease [ 59 ]. In contrast, isotype usage does not change once RA settles as the full- 
blown disease.

   More recently, another antibody specifi city has been identifi ed in RA. Anti- 
carbamylated protein (anti-CarP) antibodies are formed against homocitrullinated 
proteins with little or no cross-reactivity to ACPA [ 59 ]. Similar to ACPA positivity, 
anti-CarP antibodies have been proposed to predict the development of RA in 
patients with undifferentiated arthritis or arthralgia and predict joint damage [ 10 , 
 59 – 61 ]. Anti-CarP antibodies may be detected in both ACPA-positive and ACPA- 
negative RA patients, and the unfavorable effect on the clinical course is more 
prominent in ACPA-negative patients [ 60 ]. More specifi c and sophisticated versions 
of the earliest autoantibodies are now available especially for early diagnosis of RA 
in patients who present with arthritis and will be discussed below.   

    Biomarkers for Disease Susceptibility 

    Genetic Markers for Disease Susceptibility 

 To examine genetic markers for disease susceptibility, it should be fi rst established 
that the disease has genetic background. In the case of RA, this is well established. 
Both early candidate gene studies [ 62 ] and a major GWAS [ 63 ] have provided 
strong evidence for genetic susceptibility to RA (reviewed in [ 64 ]) (Table  4 ). 
Stronger evidence comes from classical twin studies which have estimated that heri-
tability of RA exceeds 50 % [ 19 – 21 ]. The concordance rate for RA among mono-
zygotic twins is higher in all studies (12–15 %) than among dizygotic twins (4 %) 
[ 19 ,  20 ] although heritability estimates based on familial resemblance are a little 
lower [ 22 ]. In twin studies, heritability estimates between ACPA-positive and 
ACPA-negative RA do not differ much: 68 % vs. 66 % [ 20 ]. Genetic contribution in 
similar magnitude has also been documented for the progression of joint damage in 
RA [ 79 ]. While it is clear that there is sizeable genetic contribution, environmental 
contribution is probably equally large. In another study of 13 monozygotic twin 
pairs discordant for RA and smoking, in 12 of 13 pairs, the smoking twin member 
was also the proband [ 80 ]. This example shows the importance of considering 
genetic and environmental factors in any study investigating susceptibility to 
RA. Besides smoking, alcohol consumption is an important risk modifi er for 
RA. On the other hand when it comes to disease progression, countries where smok-
ing is more prevalent, i.e., Turkey, severity of disease seems less.

   Alcohol reduces the risk for RA as well as joint damage measured by X-ray [ 81 ]. 
 As ACPA-positive disease makes up around 70 % of all RA cases, most genetic 

association studies and almost all major GWAS have been conducted in ACPA- 
positive cases. The largest study ever conducted in ACPA-negative cases only exam-
ined known risk markers for ACPA-positive disease at the time of the study [ 82 ]. 
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Thus, there is still need to examine risk markers exclusive to ACPA-negative 
disease. In fact, this approach is likely to be fruitful since heritability estimates for 
ACPA-positive and ACPA-negative RA are similar at least in twin studies, but the 
contribution of HLA complex to these estimates is much higher in ACPA-positive 
RA [ 20 ]. Thus, ACPA-negative RA is expected to have non-HLA markers stronger 
than those observed in ACPA-positive RA. The recently identifi ed subtype charac-
terized by anti-CarP antibodies has yet to be examined for genetic associations. 

 Although there have been a large number of candidate gene studies and have 
shown associations with RA susceptibility, RA is one of those diseases that have 
been most extensively studied by GWAS. Genome-wide association studies con-
ducted in large discovery and replication samples have identifi ed more than 45 con-
fi rmed associations (Table  4 ). After the fi rst-generation GWAS, cumulative results 
have been subjected to meta-analyses [ 66 ,  72 ,  83 ,  84 ] and fi nally the Immunochip 
custom SNP array analysis [ 85 ]. Overall GWAS results indicate that heritability of 
RA is more than 50 %, of which HLA explains 36 % [ 21 ,  85 ]. This estimate of the 
contribution of HLA to RA heritability is considerably higher than a previous 
estimate based on a twin study in which the presence of the HLA shared alleles 
explained 18 % of the genetic variance of ACPA-positive RA but only 2.4 % of the 
genetic variance of ACPA-negative RA [ 20 ]. Anti-CCP development has also been 
examined for its genetic associations [ 86 ]. The strongest associations map to the 
HLA region to the class III and class II region border. The statistically most signifi -
cant result was achieved by rs1980493 ( P  = 6 × 10 −5 ). This association was still 
strong after adjustment for the presence of the shared epitope. This SNP is in an 
intergenic region between  BTNL2  and  HLA - DRA . Bioinformatic analysis shows its 
involvement in transcriptional and splicing regulation (functionality score = 0.50; 
range = 0–1). 

 The original HLA association was with HLA-Dw4 corresponding to HLA-DR4 
[ 62 ]. It was refi ned to be the shared epitope (QR RAA , RR RAA , and QK RAA ) 
encoded by the amino acids in positions 70–74 of HLA-DRβ1 molecule [ 87 ]. 
Further exploration of the “shared epitope” revealed that the association of the  RAA  
sequence occupying positions 72–74 is modulated by the amino acids at positions 
71 and 72. At position 71, K confers the highest risk, R an intermediate risk, A and 
E a lower risk; and at position 70, Q or R confers a higher risk than D [ 88 ]. The 
shared epitope predisposes an individual to ACPA production and in interaction 
with smoking [ 89 ,  90 ]. The association of HLA-DR shared epitope with the disease 
itself, and its clinical development is secondary to its association to anti-CCP [ 89 ]. 
In ACPA-negative cases, HLA shared epitope shows no association, but instead 
 HLA - DRB1 *03 is a risk factor [ 91 ]. Besides the shared epitope association in ACPA 
positive with risk of RA mediated by ACPA production,  HLA - DRB1 *1301 is also 
associated with RA but with protection [ 92 ]. 

 In the most recent study of RA associations with individual amino acids posi-
tions in 5,014 ACPA-positive cases and almost 15,000 controls, three positions (11, 
71, and 74) in HLA-DRβ1 and two in other HLA proteins (position 9 in HLA-B and 
position 9 in HLA-DPβ1) appeared to explain the risk conferred by the HLA complex 
[ 93 ]. All these positions are located in the peptide-binding grooves and suggest that 
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HLA associations are causally related to peptide presentation function of HLA 
molecules although shared epitope is implicated in signal transduction too [ 94 ]. The 
most signifi cant association within the HLA region is with the imputed SNP 
rs17878703 (allele A), a quadrallelic SNP in the second nucleotide of  DRB1  codon 
11 (OR = 3.7,  P  <10 −526 ) [ 93 ]. As this SNP is in one of the most polymorphic regions 
in the genome and quadrallelic (i.e., all four nucleotides are alleles of this SNP), it 
is not included in current genotyping platforms for GWAS due to technical diffi culties 
and has to be imputed. 

 In the largest meta-analysis of more than 2.5 million SNPs in 5,539 RA cases and 
20,169 controls of European descent, the top fi ve ranking candidate causal SNP 
associations were all from the HLA complex (rs1063478, rs375256, rs365066, 
rs2581, and rs1059510) [ 84 ]. These results were subjected to pathway analysis to 
learn more about disease biology. HLA region associations contributed to the most 
strongly associated pathway. The  HLA - DMA  SNP rs1063478 is a missense variant 
(V166I) and alters the role of HLA-DM protein in antigen processing and presenta-
tion. Together with the peptide-binding groove polymorphisms, overall results in 
the HLA region implicate the antigen processing and presentation as the major bio-
logical pathway in the pathogenesis of RA. The  HLA - DRB1  association is not only 
the strongest for RA susceptibility but is also associated with systemic forms of RA 
[ 95 ,  96 ] and with radiologic damage [ 97 ]. 

 Among the non-HLA region associations, that of protein tyrosine phosphatase 
non-receptor 22 gene ( PTPN22 ) is outstanding [ 98 ]. The SNP rs2476601 (R620W) 
alters the role of the PTPN22 protein in the context of immune response-activation 
cell surface receptor signaling pathway. The  PTPN22  association is exclusive to 
European populations as the risk allele is either absent or very rare in Asians and 
Africans. Interestingly, these populations respond to the same treatments for RA, 
and phenotypically the disease is indistinguishable. Other noteworthy associations 
are with  CD40 ,  STAT4 ,  PRM1 ,  PADI4 ,  TRAF1 / C5 ,  and TNFAIP3  variants (Table  4 ). 
The tumor necrosis factor-alpha-induced protein 3 ( TNFAIP3 ) SNP rs2230926 
(F127C) alters the role of TNFAIP3 in the context of the CD40L signaling pathway 
[ 84 ,  99 ]. The  PADI4  association is strongest in Asian populations [ 100 ].  PADI4  
encodes the type 4 peptidylarginine deiminase enzyme, which posttranslationally 
converts peptidylarginine to citrulline, generating citrullinated proteins. Its associa-
tion with RA risk is, therefore, biologically plausible. Of the genetic associations, 
 IRF5  association is exclusive to anti-CCP-negative subset of RA [ 101 ]. It has been, 
however, proven diffi cult to unravel genetic associations exclusive to ACPA- 
negative subset either by a case–control or a case-only design [ 82 ,  102 ]. The case- 
only design which compared ACPA-positive with ACPA-negative cases noted that 
the largest difference between the two subtypes lies within the HLA complex [ 102 ]. 

 Pathway analyses have been used by a number of investigators to make better use 
of GWAS data. Including the antigen processing and presentation and CD40 ligand 
pathways [ 84 ], most pathways suggested by the GWAS data to be involved in dis-
ease susceptibility are also related to immune functions [ 103 ]. However, many other 
pathways have shown statistically signifi cant associations, one of the strongest ones 
being ”neuroendocrine defects,” specifi cally in the secretion of macrophage migration 
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inhibitory factor (MIF) in the development of RA [ 103 ]. A review of pathway analysis 
in RA identifi ed multiple specifi c pathways as both predicted by computational 
methods and verifi ed experimentally [ 104 ]. These include MAPK, JAK/STAT, Toll-
like receptor (TLR), and T-cell receptor (TCR) signaling pathways and leukocyte 
transendothelial migration pathway. Other experimentally verifi ed pathways include 
neurotrophin and chemokine signaling and cancer pathways [ 104 ]. An epigenomic 
study also found DNA methylation changes in multiple pathways related to cell 
migration, including focal adhesion, cell adhesion, transendothelial migration, and 
extracellular matrix interactions [ 105 ]. This backdrop may help future studies to 
shift the focus from hypothesis-free studies to studies with a prior hypothesis. 

 Although a lot of non-HLA genetic associations have been described for RA 
susceptibility, most effect sizes measured as OR are around 1.1–1.2 in comparison 
to the HLA shared epitope association which yields an OR of greater than 5.0. The 
non-HLA association with the highest OR is between 1.5 and 2.0 and is conferred 
by  PTPN22  rs2476601 [ 83 ]. As in other diseases, GWAS results in RA have delin-
eated useful biological information [ 103 ,  106 ]. Most of the strongest genetic asso-
ciation concerns genes that are involved in a pathophysiologic pathway for RA 
development (such as  PTPN22  and TCR signaling;  STAT4  and T-helper type 1 
response;  CD40  and signaling in B cells, monocytes, and dendritic cells). The power 
of the genetic risk markers identifi ed in GWAS as predictive markers is, however, 
questionable. This issue has been addressed in other complex disorders with disap-
pointing results [ 16 ], and at present, there is no reason for optimism that the situa-
tion is any different for RA.  

    Epigenetic Markers for Disease Susceptibility 

 GWAS have been very useful in the discovery of variants that participate in the 
disease process, and this information has been used to learn about disease biology, 
but a large proportion of heritability remains to be discovered even after multiple 
GWAS have been done in complex disorders [ 107 ]. Part of the missing heritability 
may be due to the lack of consideration of “epigenetic” variation [ 108 ,  109 ]. In RA, 
the twin concordance rate of only around 15 % despite high (>50 %) heritability 
suggests a possible role for epigenetics in susceptibility. 

 Heritability is an important parameter which allows a comparison of relative 
importance of genetic and nongenetic contributions to a phenotype but is subject to 
misinterpretation [ 110 ]. It is a population- and environment-specifi c parameter 
measured at a specifi c point in time. Heritability indicates the proportion of 
 phenotypic variance that is caused by additive genetic effects in a given population 
in a specifi c environment at a specifi c point in time. Assortative matings in human 
populations, presence of major genes in disease pathogenesis, and environmental 
variation are sources of error in heritability estimates. Gene and environment 
covariation or gene and environment interaction are usually ignored (due to them 
not being estimated) in heritability calculations. If they exist, either genetic or 
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environmental variance estimates will be infl ated, respectively, resulting in biased 
heritability estimates. Since epigenetic changes are mainly caused by environmen-
tal exposures and transmissible, their contribution, if any, to current heritability esti-
mates may be missing [ 111 ]. 

 Epigenetic changes are either biochemical changes in the DNA or histones which 
do not result in the nucleotide sequence, but still infl uence the gene function or 
involve the noncoding RNA machinery. Biochemical changes are usually methyla-
tion of the cytosine nucleotide (C > Cm) or methylation or acetylation of histone 
molecules. Both modifi cations activate or, more commonly, silence gene transcrip-
tion. MicroRNAs are small noncoding RNA molecules that regulate gene expres-
sion levels post-transcriptionally. MicroRNAs play an important role in immunity 
and infl ammation. Their own increased or reduced expression levels make a differ-
ence on the translation of gene products. 

 The effect of epigenetics on gene function has been demonstrated in twin stud-
ies: among healthy twins, epigenetic profi les are indistinguishable during the early 
years of life, but older monozygotic twins exhibit differences in their overall content 
and genomic distribution of DNA methylation and histone acetylation, affecting 
gene expressions [ 112 ]. Monozygotic twins are near identical in their DNA 
sequence, despite that there are cases of phenotypic discordance, which provides an 
opportunity to explore epigenetic factors for phenotypic differences. In systemic 
lupus erythematosus (SLE), epigenetic differences that are mainly found in genes 
with immune-related functions go with discordance among monozygotic twins 
[ 113 ]. However, a similar study in multiple sclerosis has failed to implicate epi-
genetics in this line [ 114 ]. No similar twin study has been performed in RA yet, but 
strong evidence has been presented for the involvement of epigenetics in RA sus-
ceptibility and disease progression [ 115 – 117 ] (for reviews, see [ 23 ,  24 ,  118 – 122 ]). 

 Epigenetic changes on DNA or histones are induced by environmental expo-
sures. All common lifestyle factors have been shown to change epigenetic profi le in 
peripheral blood cells [ 123 – 125 ]. Specifi cally, smoking is a strong modifi er of DNA 
methylation [ 126 – 129 ]. Since smoking is the strongest environmental risk factor for 
ACPA-positive RA, its mode of action may include epigenetic modifi cations, but 
this issue has not yet been formally addressed. In two independent epigenomic stud-
ies not designed to examine RA associations, a region in 6p21.33 (chr6: 30720080) 
near the HLA complex consistently showed one of the strongest methylation differ-
ences in smokers [ 129 ,  130 ]. Although the hypomethylated site is intergenic in the 
HLA class I region, the SNP rs1140809 (chr6: 30719655) nearest to the site which 
is strongly hypomethylated is a replicated risk marker for RA [ 73 ,  77 ]. No link is 
known between rs1140809 and methylation, but given that DNA sequence variants 
may correlate with methylation levels, it may be worthwhile for future studies 
examining an interaction between rs1140809 and smoking for RA association. 

 Gene-specifi c methylation changes (generally hypomethylation) are also associ-
ated with serum CRP level increases [ 131 ]. Genome-wide methylation changes 
associated with CRP levels concern the genes involved in immune system process, 
immune response, defense response, response to stimulus, and response to stress, 
which are all linked to the functions of leukocytes. Identifi cation of the origin and 
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inducers of such changes in epigenetic profi le of people with high CRP levels 
may help understanding the pathogenesis of RA and the discovery of useful 
biomarkers. 

 A critical issue in epigenetics studies is the importance of studying a single cell 
type as each cell lineage inherently has a unique methylation profi le. Thus, the 
methodology in genotype analyses where any nucleated cell type can be studied is 
different from epigenetic research. Another difference is the ambiguity of the 
cause–effect relationship of disease-associated epigenetic markers. While germline 
DNA sequence variants are always present before the disease occurrence, with epi-
genetic markers, it is not clear whether they have caused the disease or the disease 
caused the epigenetic changes. Case–control studies useful in genetic association 
studies are not useful in epigenetic studies, which require prospective studies using 
single cell types. Since RA is a disease of the synovium, it is ideal to examine the 
epigenetic changes in the synovium, especially in fi broblast like synoviocytes 
(FLS), the effector cells of cartilage and bone destruction. Several studies have ana-
lyzed methylation status of FLS in RA (Table  5 ). In one of those studies, the methy-
lome profi le in FLS included changes in genes most consistently from the KEGG 
”rheumatoid arthritis” pathway [ 115 ].

   Another important clue to suggest that epigenetics may indeed explain the missing 
heritability in the post-GWAS era has come from another methylome study which 
used the peripheral blood cells but controlled for the cellular heterogeneity [ 143 ]. 

 Epigenetic changes also concern histones and microRNA as other components of 
the epigenetic machinery. Studies on animal models of RA have suggested the 
involvement of epigenetic modifi cations of histones in infl ammatory arthritis patho-
genesis (reviewed in [ 119 ,  122 ,  142 ,  144 ]). Histone modifi cation studies in humans 
have focused on acetylation as a post-translational histone modifi cation, which 
tends to be increased in RA [ 25 ]. Likewise, increased or reduced expression of 
selected microRNAs (such as miR-155, miR-203, miR-146, miR124a, and miR34a) 
in RA has been reported [ 119 ,  145 ,  146 ]. Epigenetics has been recently added to the 
mix in RA, and the initial observations are promising. These developments will 
potentially lead to stronger markers for susceptibility and disease progression, 
which may then be converted to biomarkers.   

    Biomarkers for Diagnosis 

 Biomarkers are not only useful for clinical diagnosis of RA or differential diagnosis 
in patients presented with arthritis but also for early detection of disease even when 
it is still asymptomatic. This, in turn, can help the clinician to decide starting 
disease- modifying interventions for prevention of serious disease and its complica-
tions. The importance of early diagnosis stems from the expectations that early 
initiation of treatment specifi c for RA in subjects with signs of undifferentiated 
arthritis combat disease progression [ 147 ,  148 ]. Since biologic and nonbiologic 
therapeutic options are expanding, it maybe felt that it is crucial to reach an unam-
biguous diagnosis as early as possible to start treatment. However, in many cases 
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this is not possible and treatment still needs to be initiated; for this purpose, it may 
not be possible to rely on clinical criteria solely, and biomarkers may be expected to 
be more useful. 

 Conventional clinical criteria have been assessed for their usefulness in predicting 
RA in patients with undifferentiated arthritis. Older age, male gender, longer symp-
tom duration at fi rst visit, involvement of lower extremities, high acute-phase reac-
tants, and presence of IgM-RF, anti-CCP2 antibodies, anti-modifi ed citrullinated 
vimentin antibodies, and  HLA - DRB1  shared epitope alleles have been reported to be 
risk markers, whereas a high BMI was associated with a lower rate of joint destruc-
tion in a European study [ 149 ]. In Canadian patients, the number of tender and 
swollen joints, RF positivity, ACPA positivity, poor functional status, and high 
disease activity are associated with development of RA [ 150 ]. The strongest genetic 
risk markers for RA susceptibility, namely,  HLA - DRB1  shared epitope alleles and 
 PTPN22  rs2476601, also increase the relative risk for disease development mainly 
by contributing to development of ACPA [ 151 ]. Gadolinium-diethylenetriamine- 
enhanced MRI of wrists and fi nger joints has also been evaluated, and detection of 
symmetric synovitis and bone edema and/or bone erosions was found to be predic-
tive of future RA development [ 152 ]. 

 As an autoimmune disorder, RA has been traditionally diagnosed in part by 
detection of autoantibodies. Initially, this was RF with moderate sensitivity and low 
specifi city due to positivity in disorders other than RA. The specifi city of the more 
recently used ACPA is higher (>97 %) for RA, but its sensitivity is less than ideal at 
68 %; in other words, it is only detectable in 68 % of RA cases. In different series, 
50–80 % of cases are positive for RF, ACPA, or both. Newer-generation ACPA 
assays which are based on artifi cial optimized peptides to detect ACPA provide high 
specifi city, and when combined with RF, the sensitivity is also increased [ 58 ]. Some 
of the more sophisticated versions of cyclic citrullinated peptide and carbamylated 
peptide autoantibodies (including those against peptidylarginine deiminase type 4 
(PAD4) to BRAF (v-raf murine sarcoma viral oncogene homologue B1)) appear to 
detect up to 40 % of ACPA-negative patients. Multimarker combinations of these 
novel biomarkers (UH.RA 11 plex and UH.RA 14 plex) have the potential to detect 
up to 70 % of ACPA-negative RA patients, but clinical utility studies have not yet 
been performed [ 17 ]. The presence of ACPA is associated with a specifi c disease 
course and unique genetic associations [ 153 ] (Table  3 ). Anti-CarP antibodies have 
also been examined for their predictive role in undifferentiated arthritis. These anti-
bodies are present in about 40 % of patients with arthralgia, and their presence 
predicts the development of RA in the entire group of cases and more strongly in 
anti-CCP2 antibody-positive subgroup [ 61 ]. 

 A number of observations suggest that changes in autoantibody and cytokine 
levels are present years before symptomatic disease is diagnosed. Appearance of 
autoantibodies and changes in serum cytokine levels can identify asymptomatic 
subjects destined to develop RA years later [ 154 – 156 ]. It was found that ACPA 
specifi city and the number of ACPA isotypes (IgG and IgA anti-CCP2) increase 
before diagnosis. The autoantibodies target innate immune ligands such as citrullinated 
histones, fi brinogen, and biglycan at the earliest timepoints. The ACPA response is 
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followed by elevations in many infl ammatory cytokines including TNF- alpha, IL-6, 
IL-12p70, and IFN-gamma [ 155 ,  156 ]. In some people, autoantibodies are detectable 
up to 10 years before the diagnosis [ 155 ]. A proxy for TNF-alpha levels (soluble 
tumor necrosis factor receptor II or sTNFRII), which is a biomarker associated with 
active RA, is detectable among female patients up to 12 years before diagnosis 
[ 157 ], yet without further studies, this line of research and related results may be 
too optimistic. 

 Other autoantibodies have also been used to diagnose of RA. These include anti- 
keratin antibodies, without a high sensitivity and specifi city [ 158 ], and the antinuclear 
antibody (ANA), which has low sensitivity and specifi city for RA (64 and 41 %, 
respectively) as opposed to the latter’s very high sensitivity (95 %) but still low speci-
fi city (57 %) in SLE. Thus, traditional laboratory diagnostic methods are not perfect, 
and the search for new biomarkers with high specifi city and sensitivity to improve the 
diagnosis of RA continues. Proteomic techniques, such as matrix- assisted laser 
desorption/ionization time-of-fl ight mass spectrometry (MALDI-TOF- MS), currently 
have the highest potential to identify new biomarkers, and research is moving toward 
that direction for unbiased characterization of potential biomarkers. 

 Gene expression signatures have been frequently used as biomarkers in various 
diseases and have shown some potential usefulness despite notable failures. One of 
the earliest studies in RA had aimed to subclassify RA according to gene expression 
signatures in rheumatoid synovium [ 159 ]. Two main groups of gene expression 
signatures were identifi ed. In the fi rst group, 121 genes were expressed at higher 
levels, and it was a different set of 39 genes that were overexpressed in the other 
group. In the fi rst group, a cluster of overexpressed genes were from the HLA com-
plex (HSPA1A/heat shock 70 kDa protein 1A, BF/factor B, HLA-DRB1, P5-1/
MHC class I region ORF T58146, HLA-DPA, TPA1, AIF1/allograft infl ammatory 
factor 1, PSMB8/proteasome subunit, beta type, 8, and GABBR1/GABA B receptor 
1 with fold changes in expression from 1.5 to 7.3). This fi nding again pointed out 
the HLA region and the adaptive immunity pathway as a major player in RA patho-
genesis. The analysis of the gene expression signature in the other group suggested 
the involvement of the fi broblast dedifferentiation pathway. These results are, how-
ever, related to the already established disease process and may refl ect more the 
effect of the disease rather than the cause. An important conclusion was the confi r-
mation of the heterogeneous nature of RA and the still unsatisfi ed need to subclas-
sify patients for optimum treatment [ 159 ].  

    Biomarkers for Disease Activity, Treatment Response, 
and Outcome 

 The clinical course of RA is highly variable with the outcome ranging from self- 
limiting disease to uncontrollable progressive deterioration. Although a systemic 
disease, RA mainly affects joints, and joints are the primary focus of disease activity 
assessment. The fi rst index of disease activity and the one that predicted the 
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development of RA in patients with undifferentiated arthritis was the Swollen Joint 
Count (SJC) index [ 160 ]. Tender joint count (TJC), disease activity score (DAS), 
simplifi ed disease activity index (SDAI), clinical disease activity index (CDAI), 
global arthritis score (GAS), patient global assessment (PGA), physician global 
assessment (PhGA), pain visual analogue scale (pain VAS), modifi ed health assess-
ment questionnaire (mHAQ), and multidimensional health assessment question-
naire (MDHAQ) are the other indices in use and rely on infl amed joint counts, 
patient self-assessment, and laboratory tests such as erythrocyte sedimentation rate 
(ESR) and CRP measurements (except CDAI). The Routine Assessment of Patient 
Index Data-3 (RAPID-3) is, on the other hand, based solely on patient-reported 
outcomes. Most RA patients are currently assessed for disease activity by ACR/
EULAR 2010 criteria which include assessment of joints, disease duration as well 
as autoantibody status and ESR/CRP levels [ 161 ]. These indices are subject to intra- 
and inter- assessor variability and confounding by comorbidities or accumulated 
joint damage resulting from long-standing disease. Besides ESR and CRP, many 
other proteins also correlate with disease activity [ 7 ]. Among the conventional risk 
factors, alcohol consumption reduces the severity of RA [ 81 ]. 

 Since the disease primarily affects synovia, emphasis has been on the detection 
of changes in synovial cells, especially FLS, or changes correlating with synovial 
pathology that ultimately lead to joint damage. Since the rate of joint destruction is 
quite variable, biomarkers would be most useful to predict who is at high risk for 
progressive joint damage. The factors contributing to disease progression are, how-
ever, incompletely understood. It has been observed that rapid progression of joint 
damage is associated with pain score, total radiologic score, an elevated acute-phase 
response (such as ESR, CRP), the presence of  HLA - DRB1  shared epitope, autoanti-
bodies (IgM-RF, ACPA), and inversely with body mass index (BMI) [ 162 – 165 ]. 
However, since genetics in determining RA severity is documented and the herita-
bility of joint destruction has been estimated to be between 45 and 58 % [ 79 ], 
emphasis has been on genetic associations [ 166 ] (Table  6 ). Genetic markers also 
have a number of advantages over conventional markers. Genotypes are stable from 
birth to death, measurable at disease onset (does not have to be measured before 
disease onset to avoid reverse causation), remain unchanged by treatment, and can 
be measured by high-throughput assays using DNA that can be stored for a long 
time. None of the genetic markers have been, however, validated as biomarkers, and 
replication success rate is low [ 166 ]. Curiously, unlike the HLA antigens, the 
 PTPN22  susceptibility risk allele is not associated with the rate of joint destruction 
in ACPA-positive RA [ 179 ].

   Gene expression profi ling has also been used to predict disease activity in 
RA. Combinations of the expression levels of 19 “predictor genes” in peripheral 
blood correlate with follow-up disease severity scores [ 180 ]. The predictor genes 
are divided into two groups based on under- or overexpression patterns.  FVT1  (fol-
licular lymphoma variant translocation 1),  EHD1  (EH domain-containing 1), 
 COL4A1  (collagen, type IV, alpha 1),  PRMT2  (protein arginine methyltransferase 
2), and  TFCP2  (transcription factor CP2) are  underexpressed  in the severe patient 
group compared to the mild patient group.  FHL3  (four and a half LIM domains 3), 
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   Table 6    Genetic markers for disease activity in RA   

 Gene(s)  SNP or marker  Remarks  Reference 

  HLA - DRB1   Amino acids 
K-R-A-A in 
positions 71–74 

 Also a susceptibility marker; only in 
ACPA-positive RA 

 [ 97 ] 

  TRAF1 / C5   rs3761847  [ 77 ] 
  C5orf30   rs26232  [ 167 ] 
  CD40   rs4810485  In ACPA-positive RA  [ 168 ] 
  FCRL3   rs7528684  Correlates with 10-year radiographic 

progression 
 [ 169 ] 

  IL2RA   rs2104286  Associated with slower progression 
of joint destruction as well as lower 
circulating levels of soluble interleukin-2 
receptor alpha (sIL-2Ralpha), which itself 
correlates with a lower rate of joint 
destruction 

 [ 170 ] 

  IL4   rs2070874  Correlates with severe disability 
as assessed by HAQ 

 [ 171 ] 

  IL4R   rs1805011, 
rs1119132 

 [ 172 ] 

  IL15   rs7667746, 
rs7665842, 
rs4371699, 
rs6821171 

 (IL15 levels are increased in the serum, 
synovium, and bone marrow of RA cases) 

 [ 173 ] 

  TGFB ;  IL6   rs1800470, 
rs1800795 

 Progression of bone-erosive damage 
detected by ultrasound 

 [ 174 ] 

  DKK1   rs1896368, 
rs1896367, 
rs1528873 

 Cases with RA who are positive for risk 
alleles of  DKK1  have higher serum levels 
of DKK1 and more progressive joint 
destruction 

 [ 175 ] 

  GZMB   rs8192916  Also correlated with  GZMB  expression  [ 176 ] 
  MMP9   rs11908352  Also correlated with MMP-9 serum levels  [ 177 ] 
  SPAG16   rs7607479  Infl uences MMP-3 regulation 

and protects against joint destruction 
in ACPA-positive RA 

 [ 178 ] 

 SKIL  (SKI-like oncogene),  RPIA  (ribose 5-phosphate isomerase A),  SPRY2  
(sprouty homologue 2 ( Drosophila) ),  F2RL1  (coagulation factor II receptor-like 
1),  PPP1R12B  (protein phosphatase 1, regulatory subunit 12B),  LTBR  (lympho-
toxin beta receptor),  GADD45A  (growth arrest and DNA-damage-inducible, 
alpha),  ARHGEF16  (Rho guanine exchange factor 16),  MLL  (myeloid/lymphoid or 
mixed- lineage leukemia),  ACYP1  (acylphosphatase 1, erythrocyte),  EIF3S9  
(eukaryotic translation initiation factor 3, subunit 9 eta),  CACNB2  (calcium channel, 
voltage- dependent, beta 2 subunit), and  ABCC3  (ATP-binding cassette, subfamily 
C member 3) are  overexpressed  in the future severe patient group compared to the 
future mild patient group [ 180 ]. The promising aspect of this observation is that 
peripheral blood cells can be used for prediction, but whether these changes reclassify 

Biomarkers, Genetic Association, and Genomic Studies



108

the patients for future disease characteristics needs to be further assessed. In a 
study of FLS,  CD147  overexpression was found to be potentially responsible for 
the enhanced MMP secretion and activation and for the invasiveness of the syn-
oviocytes [ 181 ]. Again, none of these markers has been evaluated for their proper-
ties as biomarkers. 

 Most conventional markers of disease activity are biochemical like CRP. In 
addition to the DKK1 and MMP-9 serum level correlations with respective SNPs 
and clinical course, other notable biochemical markers of disease activity are listed 
in Table  7 .

   The inverse correlation of BMI with radiographic progression in RA is curious 
[ 165 ]. The mechanism of this association is thought to be mediated by the soluble 
mediators (adipokines) secreted by adipose tissue. Indeed, tumor necrosis factor-α 
(TNF-α), interleukin-6 (IL-6), leptin, resistin, and visfatin are proinfl ammatory adi-
pokines, but adiponectin may be anti- or proinfl ammatory depending on its molecu-
lar form. The serum level of IL-6 is high in patients with RA and correlates with 
infl ammation markers (ESR, CRP) and disease activity scores. It was recently 
reported that serum IL-6, visfatin, and adiponectin levels in patients with RA were 
associated with radiographic joint damage in cross-sectional studies (reviewed in 
[ 165 ]). In a prospective study, levels of IL-6, TNF-alpha, visfatin, and adiponectin 
were also positively correlated with radiographic progression over 4 years indepen-
dent of BMI, but only the adiponectin association retained statistical signifi cance 
after adjustment for the presence of ACPA [ 196 ]. 

    Multi-biomarkers for Disease Activity 

 In a complex disease, an individual marker is unlikely to earn a biomarker status 
with a high sensitivity and specifi city. Recent efforts have focused on the develop-
ment of multimarker combinations with better properties. One such biomarker is the 
MBDA score for the assessment of RA disease activity [ 18 ,  200 ]. This effort began 
with selection of 130 candidate serum protein biomarkers from extensive literature 
screens, bioinformatics databases, and available mRNA expression and protein 
microarray data. Each candidate biomarker was assessed for correlations to the cur-
rently used metric for RA activity (e.g., DAS28-CRP). After a stepwise approach, 
12 serum-based biomarkers (SAA, IL-6, TNFRI, VEGF-A, MMP-1, YKL-40, 
MMP-3, EGF, VCAM-1, leptin, resistin, and CRP) were selected to generate an 
MBDA score between 1 and 100 as a measure of RA disease activity. This signifi -
cantly correlated with DAS28-CRP and discriminated patients with low vs. moder-
ate/high clinical disease activity. The MBDA outperformed any other individual 
biomarker, correlated with DAS28-CRP, and traced it during follow-up. There was 
also good agreement with ultrasonography and radiography-measured joint dam-
age. The MBDA score seems to perform equally well in seropositive and seronega-
tive RA patients [ 201 ]. 
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 The MBDA score is made up of various components of the Swollen Joint Count 
(SJC28), tender joint count (TJC28), patient global assessment (PGA) equations as 
well as CRP [ 8 ]. Quantifi cation of 12 biomarkers is performed with multiplexed 
sandwich electrochemiluminescence immunoassays in three panels [ 18 ]. In the ana-
lytical validity step, each biomarker was assessed for parallelism, dynamic range, 
cross-reactivity, and precision as well as the interference by serum proteins, hetero-
philic antibodies, and common RA therapies. The median coeffi cient of variation of 
the MBDA score was <2 % across the score range. Although the MBDA score per-
forms very well, there is still room for improvement as the algorithm currently uses 
serum biomarkers that were measurable in RA patient serum with commercially 
available assays, and not cytokines and mediators that are likely to be highly 
expressed within the joint. One predicts that such an improvement would be most 
useful also for prediction of clinical RA in people with undifferentiated arthritis. 

 The MBDA algorithm has been evaluated and validated in multiple independent 
cohorts from different populations [ 201 – 203 ]. Further studies are ongoing for anal-
ysis of clinical validity and the relationship between the MBDA score and other 
measures of disease activity, and most importantly, the ability of the MBDA score 
to indicate the risk of joint damage progression. The MBDA score has not yet 
attained a biomarker status. For this, clinical utility studies in the form of prospec-
tive studies incorporating the MBDA score to assess calibration and reclassifi cation 
properties are still required [ 200 ]. 

 While a large number of risk markers for RA have been identifi ed thanks to the 
work of large international consortia, the speed of translating these results into 
biological knowledge has been slower. The latest approach to this problem is a very 
large crowdsourcing project that will use large-scale genetics and omics data to 
identify predictors of response to immunosuppressive therapy in RA [ 204 ].  

    Recent Developments in Biomarkers for Assessing Treatment 
Response and Outcome 

 Disease-modifying antirheumatic drugs (DMARDs) and biological treatments such 
as Anti-tumor necrosis factor (anti-TNF) agents are the mainstay of treatment in 
RA. However, considerable variability, in both effi cacy and toxicity, is observed. 
GWAS may have failed in uncovering missing heritability for disease susceptibility, 
but in pharmacogenetics it has been most successful and provided results most of 
which have already been translated into clinical medicine in conditions other than 
RA [ 205 ,  206 ]. Examples include HLA typing before initiation of treatment with 
abacavir (HLA-B*57:01), carbamazepine (-B*15:02), and allopurinol (HLA- 
B*58:01) to avoid potentially fatal drug hypersensitivity reactions. It is possible that 
genetic component may also infl uence drug treatment outcome in patients with RA 
[ 207 ]. Notable progress has been made in determination of the predictors of response 
to drug treatment in RA in recent years, which has made the talk of “personalized 
medicine” more promising for RA patients [ 207 – 210 ]. 
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 Pharmacogenetic studies in RA have also been useful in the development of 
matrices for the assessment of the effect of the initial treatment in each patient. 
These matrices use basic criteria at the baseline. Besides CRP serum levels, the 
autoantibody status (ACPA and RA), SJC28, and erosion score were used to evalu-
ate the effi cacy of treatment options using rapid radiological progression or RRP 
as the outcome measure. RRP is defi ned as damage progression in joints according 
to the Sharp–van der Heijde method with an increase of fi ve points or more during 
the fi rst year. The most popular matrices for this purpose are BeST, ASPIRE, and 
ESPOIR, some of which also use SJC28 in assessment (reviewed in [ 208 ]). Existing 
data suggest that there are probably other variables to predict RRP in established 
RA and these models need some refi nement, perhaps by addition of more sensitive 
biomarkers. 

 Methotrexate was one of the fi rst DMARDs used to treat RA and is still in use. 
Toxicity, side effect, and nonresponse are important issues. Associations of genetic 
markers with clinical response and high remission rate as well as overall toxicity, 
including variants affecting transport (in  MDR1 ,  RFC1 ) and intracellular metabo-
lism (in  MTHFR ,  TYMS ,  ATIC ) of methotrexate, have been reported (reviewed in 
[ 207 ,  210 ]). Unfortunately, most of these associations either have not been repli-
cated yet, or replication attempts have failed. A meta-analysis concluded that 
 MTHFR  rs1801133 (677 C > T) shows a dominant model association (CT/TT) with 
increased methotrexate toxicity [ 211 ]. This conclusion is based on four independent 
reports showing an association and an additional four showing no association, and 
the effect size is modest (OR = 1.7). Thus, the clinical value of this association is 
questionable. 

 Other DMARDs such as lefl unomide and sulfasalazine are also used in treating 
RA. Pharmacogenetic studies to determine markers of adverse effects and effi cacy 
of these agents have also been conducted (reviewed in [ 210 ]). Notable fi ndings in 
terms of effects sizes are the CYP1A2*1F (rs762551) association with overall 
lefl unomide- induced toxicity (OR = 9.7 for the CC genotype in comparison to CA/
AA genotypes) [ 212 ] and NAT2*4 association (a multiSNP haplotype lacking wild- 
type alleles) with severe adverse events by sulfasalazine (OR = 24.6) [ 213 ]. It is this 
magnitude of effect sizes rather than the  P  values that will determine which associa-
tion may have the potential to become a biomarker with clinical utility in the future. 

 The fi rst biologics to be introduced in the treatment of RA were the TNF block-
ers (infl iximab, etanercept, adalimumab). These biologics are usually the fi rst 
choice in high-risk patients or if synthetic DMARD therapy fails in other patients. 
Not all patients respond to this treatment, and 30–40 % of patients have little or no 
response. Given the obvious benefi t of TNF blocker treatment, it has been a very 
active area of research to fi nd out markers to predict TNF blocker response. Already 
known nongenetic markers of good response include not smoking, good functional 
ability, being male, younger age, concomitant use of DMARDs and NSAIDs, and 
need for concomitant use of corticosteroids, but these studies have not necessarily 
yielded consistent results. Around 60–70 % of patients respond well to this treat-
ment, and a large number of genetic markers have been identifi ed to predict a good 
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response [ 207 ,  208 ]. These studies ranged from examining the known RA susceptibility 
markers for their associations with anti-TNF treatment, candidate gene studies 
examining infl ammation-related genes, and also totally agnostic or hypothesis-free 
GWAS. Although individual studies reported promising associations, most of them 
need validation in cohort studies before being considered for biomarker develop-
ment (reviewed in [ 207 ,  208 ]) (Table  4 ). 

 One marker that has shown consistent associations in two large (>1,000 patients) 
studies is between  PTPRC  (CD45) rs10919563 and improved treatment response, 
with a meta-analysis showing a strong statistical signifi cance ( P  = 5 × 10 −5 ) [ 214 , 
 215 ]. Of particular interest is the polymorphism within the TNF gene itself as pre-
dictors of response to anti-TNF therapy. A meta-analysis of nine studies showed 
that the common TNF-alpha promoter polymorphism rs1800629 (−308 G > A) is 
associated with poor response to anti-TNF treatment with an OR of just above 2.0 
( P  = 0.0002) [ 216 ]. 

 Because of the stringency in quality control steps, statistical data analysis, sam-
ple size requirements, and the built-in replication arm, GWAS results should be the 
most valid genetic association results with very low false-positivity rates. Potential 
false positivity due to the stringency of statistical signifi cance threshold may be an 
issue, but later meta-analyses may address this. Five GWAS yielded a number of 
results with relatively strong effect sizes (ORs around 3.0). The disappointing aspect 
of GWAS in anti-TNF response assessment is that there is not a single common 
association among the fi ve completed studies, all among patients of European 
ancestry (Table  4 ). It is also noteworthy that no other race/ethnicity has been exam-
ined in GWAS for response to anti-TNF treatment by GWAS. Even the most recent 
study not yet listed in GWAS catalog [ 217 ] does not report any association that 
matches the previous GWAS results. Still more disappointing is the fi nding that 
none of the previous GWAS results reexamined in this largest study to date were 
conformed. It is, therefore, clear that GWAS have not been able to consistently 
identify a marker to be used to predict response to anti-TNF treatment. 

 Other biologics such as rituximab (a monoclonal antibody directed at the CD20 
antigen on B-lymphocytes) or abatacept (an inhibitor of T-cell activation by selec-
tive binding to the CD80 and CD86 receptor) are considered in patients failing anti-
TNF therapy. A number of studies also examined the potential predictors of response 
to these biologics. Generally small studies have generated some associations, but 
their full assessment is pending. 

 Besides genetic variants, peripheral blood [ 218 – 220 ] and synovium [ 221 ] 
gene expression profi les for prediction of response to anti-TNF treatment have 
also been examined. Although several different gene expression signatures have 
been observed, the results in these relatively small pilot studies lacked consis-
tency, and no overwhelmingly signifi cant result has been reported. In a study that 
has reexamined fi ve previously reported gene expression signatures in 42 cases 
(18 good responders and 24 nonresponders) from the Netherlands [ 222 ], the sen-
sitivity of previously identifi ed signatures in this independent replication study 
ranged between 67 and 92 %, but with much lower specifi city values (17–61 %). 
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These values are much lower than required from a good biomarker. The best 
result was that yielded by the 20 genes transcript set previously reported [ 218 ], 
which was able to classify the cases as anti-TNF responders and nonresponders 
with a sensitivity of 71 % and a specifi city of 61 %. This replication study also 
included a transcriptomic assay and identifi ed 113 genes that showed signifi -
cantly different expression levels in responders and nonresponders to TNF block-
ers at baseline [ 222 ]. 

 One of the promising markers for prediction of good response to anti-TNF treat-
ment reported to date is a 24-marker set [ 223 ]. This profi le utilizes a proteomics 
assay, arthritis antigen arrays, a multiplex cytokine assay, and a conventional 
ELISA. The multiparameter protein biomarker enabled the prediction of a good 
clinical response to etanercept in three different cohorts from the USA, Sweden, and 
Japan with positive predictive values 58–72 % and negative predictive values 
63–78 %. No follow-up is available for the further development of this multimarker 
set into a biomarker. Even more promising results have been reported from a urine 
metabolomic study [ 224 ]. Although based only 16 cases, this study was able to 
defi ne a set of metabolites detectable in the urine that will classify cases as good 
responders with a sensitivity of 89 % and a specifi city of 86 %. These results are by 
far the most promising and if replicated in a larger study, should certainly be fol-
lowed up in analytical and clinical validity studies to be assessed for clinical utility 
as a biomarker eventually.   

    Conclusions 

 There are a disproportionate number of associations with different aspects of RA 
compared with the number of biomarkers in use or in the pipeline. An association 
study reports a marker that refl ects some correlation at the population level, but the 
value of the associated marker at the individual level for clinical prediction is almost 
always remains unexplored. Studies following up promising association results 
should make sure that the marker can act as a biomarker, that is, it can reclassify an 
individual’s future risk better than existing conventional markers. For a biomarker 
to be clinically useful, it has to go through regulatory approvals (FDA in the USA), 
and it has to be documented that the availability of biomarkers leads to better clini-
cal decision making and better patient outcomes especially compared to what is 
currently in use in clinical care – physician and patient-reported outcomes; to date 
this has not been shown with any candidate biomarkers. The common custom of 
calling any marker showing an association a biomarker is misleading. The develop-
ment of a biomarker requires much more than the initial demonstration of an asso-
ciation, and the process is not too dissimilar from drug development. The multistep 
process of successful biomarker development requires a multidisciplinary team 
with extensive collaborative links. It is possible that in the near future, validated 
biomarkers will be available for use in clinical decision making thanks to the latest 
advancements in omics.
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           Outcome Measures in Rheumatoid Arthritis 

 Many quantitative measures such as joint examination, laboratory tests, radiographic 
imaging, and patient questionnaires have been used in the management of RA 
patients, either as single measures or as part of composite indices. The main reason 
for this is that no single “gold standard” measure has been identifi ed for RA and, 
hence, can be applied to diagnosis, monitoring, prognosis, and assessment of 
outcomes in individual patients. Finally, it is particularly important to note that 
laboratory tests (i.e., RF, ACPA, erythrocyte sedimentation rate [ESR], and 
C-reactive protein [CRP]), while abnormal in the majority of patients with RA, are 
normal in at least 30–40 % of patients [ 1 ]. 

 Up until the 1990s, there was no standardization of outcome measures in clinical 
trials and in everyday clinical care of RA patients, making it very diffi cult to deter-
mine how patients were fairing. The OMERACT network played and continues to 
play a signifi cant role in standardization of outcome measures in rheumatology 
(  http://www.omeract.org    ). The fi rst OMERACT conference was in 1992 and 
focused exclusively on RA, with the term OMERACT meaning “Outcome Measures 
in Rheumatoid Arthritis Clinical Trials.”. Since then, the OMERACT initiative has 
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expanded into an international informal network with working groups on a number 
of outcome measurement issues in rheumatology. The fi rst OMERACT conference 
and a series of subsequent meetings of the American and European rheumatology 
organizations resulted in consensus on the Core Data Set [ 2 ] that provides a stan-
dard set of measures to monitor disease status in RA patients. The Core Data Set 
includes 7 measures: 3 from patient history (physical function, pain, patient global 
estimate of status), 3 from physical examination (swollen joint count, tender joint 
count, physician/assessor patient global estimate of status), and one laboratory test 
(ESR or CRP). A radiograph is also used as the eighth measure in studies lasting 
longer than 1 year. Since then, the Core Data Set has become the de facto basis for 
the composite indices developed for monitoring RA. 

 Another signifi cant development in management of RA is the concept of “treat-
ing to target.” Over the last 15 years, the concept of “treating to target” has been 
accepted by the rheumatology community after a number of studies [ 3 – 5 ] showing 
that patients treated with a target value in mind (for low disease activity or remis-
sion) did better than those treated without a target value. The targets most widely 
used are composite indices, developed mainly from three to four items of the Core 
Data Set measures. Several of disease measures are currently recommended for 
monitoring RA activity. In sections below, we will focus on these, namely, the dis-
ease activity score (DAS28), clinical disease activity index (CDAI), simplifi ed dis-
ease activity index (SDAI), and routine assessment of patient index data (RAPID3). 

 Finally, the issue of radiographic damage has also been studied in randomized 
controlled trials (RCTs) and routine clinical care, mostly with traditional radio-
graphs of the hands and the feet. The newer tools such as ultrasonography and 
magnetic resonance imaging (MRI) have not been studied as extensively as radio-
graphs, but data are accumulating that may better defi ne their roles in RA patient 
management. 

    Core Data Set Measures and the ACR 20, 50 and 70 Responses 

 Up until the early 1990s, RA clinical trials and other research studies used several 
different outcome measures. Most of these measures were redundant, not compre-
hensive, insensitive to change, and rarely included patient-reported outcomes. 
Furthermore, the choice of outcome measures differed in the United States and 
Europe, making it impossible to compare results across studies. In early 1990s, the 
rheumatology community recognized the need for a standard core data set of mea-
sures for use in clinical trials and possibly in standard clinical care. Such well- 
defi ned measures would make it easier to compare different studies and treatment 
modalities [ 6 ]. A group of clinicians, rheumatologists, methodologists, and epide-
miologists working together with rheumatology societies established a Core Data 
Set of measures for RA clinical trials [ 2 ]. Initially, candidate measures were identi-
fi ed and included the tender joint count, ESR, swollen joint count, physician global 
assessment, platelet count, grip strength, patient global assessment, pain, morning 
stiffness, hemoglobin, functional class, PIP circumference, walking time, quality of 
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well-being, and digital joint size. These were further reviewed and the fi nal set of 7 
measures, 3 by an assessor (swollen joint count, tender joint count, and physician 
assessment of global status), 3 by patient self-report (physical function, pain, and 
global status on patient questionnaire), and one acute phase reactant – ESR or 
C-reactive protein CRP – were agreed upon as the Core Data Set. These measures 
were then utilized to develop the American College of Rheumatology (ACR) 
response thresholds [ 7 ] where improvement in at least 20 % in both the tender and 
swollen joint counts, as well as 3 of the 5 additional measures, came to be known as 
the “ACR 20.” 

 While higher thresholds for improvement such as “ACR 50” and “ACR 70” were 
also described, the ACR 20 response was found to distinguish between active treat-
ment with disease modifying antirheumatic drugs (DMARDs) versus placebo treat-
ment more effectively than the ACR 50 and ACR 70 responses. These measures are 
currently reported in all contemporary clinical trials, enabling both the rheumatologists 
and regulatory agencies to interpret and compare treatment results across studies. 

 Although the ACR 20, 50, and 70 scores have been very useful for clinical trials 
where a change from baseline is needed to demonstrate effi cacy, they are not neces-
sarily useful in routine clinical care. Depending on where a patient has started, simi-
lar changes in the ACR scores can correspond to very different levels of disease 
activity. For example, a patient with 20 swollen joints before treatment would have 
an ACR50 response if the swollen joint count is 10 after treatment. Another patient 
who went from 6 swollen joints down to 3 after treatment would also have an 
ACR50 response. Despite having the same response as defi ned by ACR50, these are 
two very different patients and would likely require different next steps in disease 
management. Therefore, the ACR 20, 50, and 70 responses are not very helpful in 
routine clinical care. Instead, disease activity scores (which are discussed below) 
are used to capture such differences between patients. Another additional challenge 
is the classifi cation of patients who are at the borders of categories, such as patients 
with responses of ACR 19, 21, 49, 51, 69, and 71. There would be very little clinical 
difference between an RA patient with an ACR49 and 51 response but they would 
be classifi ed in different response categories (ACR20 vs. ACR50, respectively) and 
may be exposed to different treatment options. There has been some effort to address 
this issue but with little success so far. In response to the need to address the limita-
tions of ACR response, a number of composite disease activity indices were devel-
oped. These indices provide a single number refl ecting the current disease activity 
of the patient and are more comparable across different disease populations. Many 
such indices exist but four measures are the more commonly recommended and are 
part of the latest ACR recommendations on measures to use in clinical care [ 8 ].  

    Disease Activity Score (DAS) 

 Disease Activity Score (DAS) was developed in 1990 to combine single measures 
into an overall continuous measure of disease activity in RA [ 9 ]. It was originally 
developed to enable evaluation of patients with early-onset RA. It also showed a 
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high predictive ability in discriminating “active RA” from “partial or complete 
remission” and between active drug and placebo-treated patients in clinical studies 
[ 10 ,  11 ]. 

 DAS consists of the number of painful joints calculated by the Ritchie Articular 
Index (RAI), a 44 swollen joint count (44SJC), erythrocyte sedimentation rate 
(ESR), and a patient global assessment of disease activity (PtGA), or general health 
(GH) on a visual analog scale (VAS). CRP levels may also be used instead of ESR 
in later versions of the DAS. 

 Of the components of DAS, the RAI ranges from 0 to 78, 44SJC ranges from 0 
to 44, ESR may range from 0 to 150, and GH can range from 0 to 100. These are put 
into a programmed calculator or computer, which can be accessed free of charge 
online at   http://www.das-score.nl    . The range for DAS is 0–10. The level of RA 
activity is classifi ed as remission (DAS <1.6), low activity (1.6≤ DAS <2.4), moder-
ate activity (2.4≤ DAS ≤3.7), and high disease activity (DAS >3.7) [ 12 ]. The 
European League Against Rheumatism (EULAR) classifi es patients as good, mod-
erate, or nonresponders based on changes in DAS scores. 

 The DAS is an extensively validated composite index. It can be calculated with 
three or four variables from the core set, and adding more variables in the DAS does 
not increase its validity [ 13 ]. DAS is also well correlated with the Health Assessment 
Questionnaire (HAQ). Various other versions of DAS have been developed. The 
most commonly used one is the DAS 28 joint count version (DAS28).  

    DAS28 

 DAS28 is a shorter version of DAS and is more practical for regular clinical use. 
It is also currently the most widely used disease activity index in clinical trials [ 14 ]. 
DAS28 was developed and validated to evaluate disease activity status in groups of 
patients with RA participating in clinical trials [ 15 ]. 

 The DAS28 is calculated using four components of the Core Data Set: 28 tender 
joint count (28TJC), 28 swollen joint count (28SJC) both of which are performed by 
a physician, visual analogue scale (VAS) score of the patient’s global health, and the 
laboratory parameter ESR. The level of disease activity is interpreted as remission 
(DAS28 <2.6), low (2.6≤ DAS28 <3.2), moderate (3.2≤ DAS28 ≤5.1), or high 
(DAS28 > 5.1) [ 12 ]. EULAR response states are classifi ed as follows: good respond-
ers are patients with an improvement of 1.2 and a present score of 3.2; moderate 
responders are patients with an improvement of 0.6–1.2 and a present score of 5.1, 
or an improvement of 1.2 and a present score of 3.2; and nonresponders are any 
patients with an improvement of less than 0.6, or patients with an improvement of 
0.6–1.2 and a DAS28 score of 5.1 or higher. DAS28-defi ned remission is classifi ed 
as a score of 2.6 or less [ 16 ]. 

 There is a strong linear relationship between DAS28-ESR and DAS28-CRP 
(correlation coeffi cient 0.946), suggesting that the DAS28-CRP can be used as an 
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alternative to the DAS28-ESR and would be useful in situations in which only CRP 
values are available [ 17 ]. However, disease activity levels and their cutoff scores are 
not the same for DAS28 ESR and DAS28 CRP. This leads to confusion in some 
clinical trials where patients are classifi ed as being in remission using the DAS28 
CRP and a cutoff score of 2.6, but in fact, 2.6 is the remission cut off with the 
DAS28 ESR and not the DAS28 CRP.  

    Simple Disease Activity Index (SDAI) 

 SDAI was fi rst published in 2003 to provide a simpler tool than DAS and DAS28 
[ 14 ]. SDAI consists of a simple numerical addition of individual measures on their 
original scales. This overcomes the problems of transformations and weighting that 
are used in DAS and its derivatives with the consequent need for a calculator [ 18 ]. 
SDAI is endorsed by both the ACR and EULAR for RA disease activity measure-
ment in clinical trials and for patient monitoring [ 12 ]. SDAI consists of a tender joint 
count (TJC), swollen joint count (SJC) based on 28 joint assessments, patient global 
assessment of disease activity (PtGA), and physician global assessment of disease 
activity (PhGA) both based on a VAS ranging from 0 to 10 cm and CRP [ 19 ]. 
28SJC and 28TJC can range from 0 to 28, PtGA and PhGA range from 0 to 10, and 
CRP values can vary by laboratory where the test is done. The lower range of SDAI 
is 0 with the upper end resting on the upper limit of CRP level, often defi ned as 
10 mg/dl, leading to a total upper limit of 86. CRP levels are included in SDAI 
instead of ESR levels because CRP is believed to be the most reliable measure of the 
acute phase response and is responsive to changes in tissue damage [ 18 ]. Time to 
complete the SDAI is about 10 s for patients and about 2 min for physicians but 
waiting time for CRP results can vary in individual institutions. Disease activity 
level is interpreted as remission (SDAI ≤3.3), low (3.3< SDAI ≤11), moderate 
(11< SDAI ≤26), or high (SDAI > 26). The SDAI has good correlation with DAS28; 
the correlation of SDAI with functional impairment as evaluated by the Health 
Assessment Questionnaire (HAQ) or with radiographic progression is very similar 
to that of DAS28 [ 18 ].  

    Clinical Disease Activity Index (CDAI) 

 CDAI was developed in 2005 to be analogous to the Simplifi ed Disease Activity 
Index (SDAI), but it does not include CRP. CDAI was developed as a simple calcu-
lation of disease activity for use in the clinic at the point of care. It does not include 
any lab measurements; therefore, all variables are easily available at the time of the 
patient visit. CDAI takes about 10 s for a patient to complete and less than 2 min for 
the physician [ 18 ]. 
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 CDAI consists of 28 swollen joint count (28SJC), 28 tender joint count (28TJC), 
PtGA on a scale of 10-cm visual analog scale (VAS), and PhGA on a 10-cm VAS. 
28SJC and 28TJC can range from 0 to 28, and PtGA and PhGA range from 0 to 10. 
CDAI total can range from 0 to 76. High disease activity is defi ned at CDAI greater 
than 22, moderate activity is CDAI greater than 10 and less or equal to 22, low 
activity is less or equal to 10 and greater than 2.8, and remission is less or equal to 
2.8 [ 12 ,  14 ]. 

 The CDAI cutoff points reasonably refl ect the absence of CRP in the score, which 
is also shown by the close correlation of CDAI scores with SDAI. DAS28 consists of 
three identical measures to CDAI and their correlation has been evaluated in fi ve stud-
ies. Two of these studies found that 74 % of patients are classifi ed in the same groups 
according to EULAR response [ 14 ,  20 ]. CDAI also shows a linear relationship with 
the HAQ and demonstrates the ability to discriminate degrees of ACR response.  

    Routine Assessment of Patient Index Data (RAPID3) 

 RAPID3 (Routine Assessment of Patient Index Data 3) is a pooled index of the 
three patient-reported Core Data Set measures – function, pain, and patient global 
estimate of disease activity. Each of the three individual measures is scored 0–10, 
for a total of 30. RAPID3 scores are correlated with DAS28 and CDAI in clinical 
trials and clinical care and are comparable to indices that distinguish active from 
control treatments in clinical trials. RAPID3 on a multidimensional health assess-
ment questionnaire (MDHAQ) is scored in 5 s on a 0–30 scale, versus 90–94 s for a 
formal 28 joint count, 108 s for a CDAI, and 114 s for a DAS28 [ 21 ]. An MDHAQ 
can be completed by each patient at each visit in the waiting room, as a component 
of the infrastructure of routine care, to provide RAPID3 scores as well as additional 
valuable data with minimal effort of the rheumatologist and staff. RAPID3 can be 
included in the infrastructure of care of patients with RA and all rheumatic diseases 
to provide a baseline assessment and to monitor and document improvement or 
worsening over time, for all patients seen by a rheumatologist [ 22 ]. The capacity of 
RAPID3 to distinguish active from control treatments has been documented to be 
similar to that of DAS28 and CDAI in clinical trials of methotrexate, lefl unomide, 
adalimumab, and abatacept [ 23 ]. Comparison of RAPID3 with DAS28 and CDAI 
indicated Spearman rank order correlation coeffi cients for DAS28 with RAPID3 of 
0.66 and for CDAI with RAPID3 of 0.74, all highly signifi cant ( p  < 0.001) [ 24 ]. 
RAPID3 shares only 1 of the 4 measures with DAS28 and CDAI (patient global 
estimate of disease activity). 

 RAPID3 categories are established for high, moderate, and low disease activity 
and remission. Analysis of the 285 patients with RA seen in usual care on a 0–30 
scale (differing from initial reports, as noted above) indicated classifi cation criteria 
of high severity >12, moderate 6.1–12, low 3.1–6, and near-remission ≤3 [ 20 ]. 

 Most patients who meet criteria for each of the four RAPID3 disease severity 
categories are found to meet similar activity categories of DAS28 scores, i.e., high 
>5.1, moderate 3.21–5.1, low 2.61–3.2, and remission ≤2.6, as well as four CDAI 
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categories, >22, 10.1–22, 2.9–10, and ≤2.8, respectively. Overall, 81–84 % of patients 
who met DAS28 or CDAI moderate/high activity criteria met similar RAPID3 sever-
ity criteria and 68–70 % who met DAS28 or CDAI low activity/remission criteria met 
similar RAPID3 criteria. Again, RAPID3 was as informative as indices that included 
a physician/assessor joint count or physician/assessor global estimate [ 25 ]. 

    ACR/EULAR Remission Criteria

  Lastly, ACR/EULAR have recently proposed a new remission criteria [ 26 ]. One of 
the reasons behind the new remission criteria was the fact that it is possible to have 
a score less than 2.6 (i.e., cutoff value for remission in DAS28) but still have several 
swollen/tender joints, which is mostly an artifact of the algorithm used to calculate 
DAS28 scores. To rectify this problem, a more stringent defi nition of remission was 
deemed necessary. Working together, the ACR and EULAR developed a new 
Boolean defi nition for remission. The new defi nition states that swollen, tender joint 
counts, CRP, and patient global assessment of disease activity added together needs 
to be 1 or less. The authors state that “any defi nition of remission at a minimum has 
to include … tender, swollen joint counts and levels of an acute phase reactant.” 
There are a number of concerns with the development methodology of the new 
remission criteria. First, very few options were considered for remission defi nition, 
such as swollen joint, patient, and physician global assessments, or an only patient-
reported outcome derived index. Second, 3 of the 4 measures were predetermined. 
Third, an exercise of trying to determine the last measure to include was done by 
investigating the prediction of a good outcome in radiographic damage and func-
tion, by adding patient and physician global assessment, patient pain, and combina-
tions of these to the 3 predetermined measures, as decided by the committee. 
Historically, physician-derived measures were regarded as the more “objective” 
measures compared to patient-reported measures. There are however data to sug-
gest that patient-reported outcome measures may actually be more “objective” than 
physician-derived measures, in that patients are better at differentiating treatment 
from placebo and have better test-retest characteristics, making them more reliable 
and reproducible. Strand et al. examined the placebo responses in lefl unomide trials 
for each of the individual disease activity scores and found the largest placebo 
response in swollen and tender joint counts, whereas laboratory tests and most of 
patient-derived measures had signifi cantly less placebo response [ 27 ]. In a trial of 
tocilizumab, we had shown that at 1 week after the fi rst infusion, patient measures 
were signifi cantly better among those that received tocilizumab compared to pla-
cebo, whereas physician measures were not able to differentiate those who received 
the active drug versus placebo [ 28 ]. In another study looking at test-retest character-
istics of individual measures and composite indices, authors found the highest cor-
relations among patient measures rather than physician-derived measures [ 29 ]. 

 A number of studies suggest that patient-reported measures are as good, if not 
better, than physician-derived measures in telling how patients are doing in clini-
cal trials or the real world setting. Therefore, the commonly held belief among 
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rheumatologists is that it is time to be more “evidence based” rather than “habit 
based” when making treatment decisions [ 30 ] and that it is hard to justify physician-
based measures as the gold standard in any composite index. Second, a practical 
consideration is real world use. Even the best measure is of no value if it is unlikely 
to be adopted in routine clinical care. The measure has to have acceptance by both 
the physicians and patients. Most rheumatologists in the United States do not per-
form and/or record offi cial joint counts. Hence, any measure that uses tender and 
swollen joint counts would be additional work for the already busy clinician and 
will likely not be done. However, a patient-reported disease activity index, such as 
the RAPID3, makes innate sense, as it is the patient who is experiencing the effects 
of the disease, would be a very good way of documenting response and a decision 
tool that can be used along with the physicians own assessment.   

    Heath Assessment Questionnaire (HAQ) 

 The Stanford Health Assessment Questionnaire (HAQ) is used in most clinical trials 
and outcome studies. HAQ has become the most common tool for measuring func-
tional status in rheumatology and is the best predictor of mortality, work disability, 
joint replacement, and medical costs [ 31 ]. The HAQ was developed in 1980 by 
James Fries and his colleagues at Stanford University. The creation of the HAQ was 
based on studies of patient-centered health values on fi ve generic outcome dimen-
sions. Patients reported they wanted (1) to avoid disability, (2) to be free of pain and 
discomfort, (3) to avoid adverse effects of treatment, (4) to keep medical costs low, 
and (5) to postpone death. HAQ is one of the most cited and employed patient- 
reported outcome instrument [ 32 ,  33 ]. 

 The HAQ is a measure of functional limitations where patients rate, on a scale of 
zero to three, zero meaning the person can normally complete the task with no dif-
fi culty, one meaning adequate completion of the task with some diffi culty, two 
meaning limited completion, having much diffi culty, and three meaning the person 
is unable to do the task. Patients rate the degree of diffi culty they have experienced 
during the last week with 20 tasks grouped into the eight areas of dressing, rising, 
hygiene, reach, walking, eating, grip, and activities. Additional questions are asked 
relating to the use of companion aids and devices [ 34 ,  35 ]. The scores are then con-
verted into an overall mean score ranging from 0 to 3, zero indicating no functional 
impairment and three indicating complete impairment. The HAQ is formatted into 
two sides of one page and consists of a complex scoring system [ 36 ]. After this 
initial work, other simpler versions of HAQ have been developed, to make the tool 
easier to use, and they have all been successful in clinical care. Modifi ed HAQ 
(mHAQ) takes a question out of each of the eight categories of HAQ and creates a 
shorter index for function. MDHAQ (multidimensional HAQ) adds two more ques-
tions to the mHAQ to better differentiate those who are truly close to fully func-
tional, as to address the fl oor effect seen with mHAQ. HAQ2 is yet another shorter 
version of HAQ.  
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    Biomarkers 

 There is increasing interest in using biomarkers as outcome measures in RA. 
Biomarkers have the potential to provide objective measurement of the disease 
processes underlying RA, rather than external signs and symptoms. A promising 
biomarker is the multi-biomarker disease activity (MBDA) test. MBDA test is based 
on serum levels of 12 proteins associated with RA disease activity and combines 
them into a score between 1 and 100 [ 37 ]. 

 Studies indicate that physicians have four main reasons for ordering the MBDA 
test: (1) facilitate a discussion with the patient regarding their treatment plan, 
(2) routine monitoring of disease activity, (3) assess disease activity in patients with 
comorbidity, and (4) confi rm low disease activity. MBDA score can track response 
to treatment with biological and nonbiological DMARDs and is also a good indica-
tor of risk for progressive joint damage in patients with RA [ 38 ]. 

 A disease algorithm using the 12 serum protein biomarkers is applied to calcu-
late the MBDA scores. This algorithm uses serum biomarkers concentrations to 
separately estimate 28 tender joint count (TJC28), 28 swollen joint count (SJC28), 
and a visual analog scale measuring general health (VAS-GH). The estimates for 
TJC28, SJC28 a VAS-GH are combined with a CRP result to calculate an overall 
MBDA score. The results are scaled and rounded to be integers on a scale of 1–100 
such that an MBDA score of 1 is equivalent to a value of 0 on a DAS28-CRP scale 
and a score of 100 is equivalent to a value of 9.4 [ 37 ,  39 ]. RA remission is defi ned 
as MBDA score of ≤25, whereas scores of 26–29 indicate low, 30–44 indicate mod-
erate, and >44 indicate high disease activity. MDBA scores have a signifi cant cor-
relation with DAS28-CRP. Since the MBDA score is calculated using a formula 
similar to DAS28-CRP, multiplying the DAS28-CRP value by 10.53 and adding 1 
can calculate a MBDA score equivalent to DAS28-CRP value [ 40 ]. When CRP is 
removed from the panel, MBDA continues to correlate well with overall DAS28- 
CRP values and also with SDAI, CDAI, and RAPID3 [ 41 ]. The potential of MBDA 
in disease activity monitoring remains to be seen in the future. Although it performs 
very similar to available composite disease activity indices, it is expensive and the 
results are not available at the time of the offi ce visit, when most treatment decisions 
are made.  

    Radiographs 

 Joint damage is one of the most important and impactful outcome of uncontrolled 
and untreated RA. Over the last 15 years, the advent of early and aggressive treat-
ment and early use of methotrexate and combinations with biologic agents have led 
to a decrease in joint damage, as evidenced, for example, by the lower number of 
total joint replacements for RA [ 42 ]. Clinical trials have traditionally included 
radiographic joint damage as one of the RA effi cacy outcomes and the Food and 
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Drug Administration seeks data on joint damage for approval of an agent as effi cacious 
in stopping or slowing down radiographic progression. Initially the Larsen score 
and later the Sharp score and its modifi ed versions, such as the van der Heijde and 
Genant, have been used [ 43 ]. The scale used for these measures ranges from 0–448 
(van der Heijde) to 0–290 (Genant). However, the actual changes in scores in the 
RCTs are typically less than 20 units. These differences between treatment arms 
and placebo or control arms are usually statistically signifi cant but not clinically 
relevant as less than 5 units is below the minimal detectable difference for these 
measures and clinically signifi cant functional decrease happens at around 15–20 
units, which is rarely if ever seen in RCTs [ 44 ] (Fig.  1 ). One of the reasons for this 
discrepancy of statistically signifi cant but clinically irrelevant results is that fact that 
a very small minority of patients show progression and account for the difference. 
Over 80 % of the patients, regardless of which arm of the trial they are in, show no 
progression. As we have no current way of determining who the small minority who 
show progression will be, radiographic progression data does not help the clinician 
in everyday care of RA patients, and even if it did, the actual progression is very 
small for majority of patients. Hence, most rheumatologists don’t advocate using 
radiographs for treatment decisions in clinical trials or routine care. There is poten-
tially more promise with ultrasound and MRI measures and it is possible that these 
modalities may replace radiographs in the near future.

       Conclusions 

 Use of standardized outcome measures in rheumatology increased signifi cantly 
over the last decade and led to improvements in comparability of clinical studies 
across different settings and patient care. RA is the condition that drove the 

  Fig. 1    Radiographic    outcomes    in randomized controlled trials with methotrexate-naïve patients. 
 TNF  tumor necrosis factor inhibitor,  MTX  methotrexate,  ETA  etanercept,  IFX  infl iximab,  ADA  
adalimumab, ERA early rheumatoid arthritis (From Yazici and Yazici [ 44 ])       
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development of standardized outcome measures in rheumatology followed by other 
rheumatologic conditions. Many of the currently used standardized outcome mea-
sures in RA (i.e., DAS28, CDAI, SDAI, RAPID3, HAQ) are based on the Core Data 
Set that includes patient-reported (physical function, pain, patient global estimate of 
status), physical examination (swollen joint count, tender joint count, physician/
assessor patient global estimate of status), and laboratory (ESR or CRP) measures. 
With increased understanding of the underlying disease processes in RA, there is 
growing interest in the development of imaging and biomarker-based measures that 
can be used in conjunction with patient-reported and physical examination mea-
sures to improve measurement of disease activity in RA.     
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        A successful    start and the successful realization of any research activity depend 
upon the completion of certain rather well-defi ned chores before its embarkation. 
Several chapters in this book outline methodological principles that apply to different 
study designs. In this chapter, practical issues in setting up studies and data collec-
tion will be highlighted, with special emphasis to evidence-based rheumatology 
research. 

 Setting up a study involves tasks and activities that have to take place early in the 
development of a study, starting with protocol writing and funding application. 
These activities include literature searches, discussions of the research ideas with 
mentors and potential collaborators, preliminary feasibility assessment, identifi ca-
tion of data resources, investigation of potential study designs, associated regula-
tory requirements, and, possibly, funding opportunities. Literature searches and 
discussions with coinvestigators and collaborators are particularly important in 
synthesizing the evidence and formulating the most relevant study questions. These 
discussions focus on previous efforts that address the same or related clinical ques-
tions, their strengths and weaknesses, and critical unknowns in the fi eld. 

      Issues in Setting Up a Study and Data 
Collection 
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 Setting up the study and data collection activities vary considerably depending 
on the study design (i.e., interventional or observational), the direction of data col-
lection (prospective or retrospective), primary and secondary objectives, character-
istics of the main exposure(s) and outcome(s) of interest, potential confounders 
and/or effect modifi ers, and the study setting, whether it involves special data col-
lection procedures, such as biospecimens or patient-reported outcomes, feasibility 
issues, and fi nancial restrictions. Besides these, research in rheumatology is often 
prone to some unique challenges that tend to limit causal inference and, thus, shape 
design considerations. These unique challenges are (1) rare occurrence of many 
 rheumatologic conditions, (2) long latency periods, (3) the need to apply classifi ca-
tion criteria to defi ne conditions, (4) genetic/hereditary effects, (5) comorbidities, 
(6) potential confounders, and (7) high likelihood of systematic errors in exposure 
and outcome measurement. All such issues need to be carefully evaluated in setting 
up the study and during data collection. They will also be further considered in 
statistical analyses and interpretation of the data. Thus, initial developmental stages 
in research activities is an iterative process and highly benefi t from a multidisci-
plinary approach, involving epidemiologists and biostatisticians to provide input 
with respect to the technical feasibility of the conceptualized study design. Below, 
some practical issues are highlighted following an algorithm (Fig.  1 ), and with a 
special focus on study setup, protocol development, and data collection.

I. Create a multi-disciplinary 
study team

VII. Calculate the minimum 
required sample size

II. Establish well-defined study 
objectives

III. Identify the main variables

IV. Define the measurement 
devices/criteria for each 
variable

V. Define the study population

VI. Choose an appropriate 
study design

VIII. Develop data collection 
tools and manual

IX. Ethical considerations and 
approval

X. Timeline and budget

XI. Data analysis plan

XII. Protocol writing and grant 
applications

  Fig. 1    Algorithm for setting up a rheumatology research project       
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      Create a Multidisciplinary Study Team (i.e., Clinicians, 
Epidemiologists, Biostatisticians, Ethicists, Patient 
Representatives, and Others, as Needed) 

 Any rheumatology research is initiated by a problem in mind: this could be anything 
that the researcher seeks an answer for, a situation that s/he fi nds unsettled, with 
inconclusive evidence, or a condition/therapy/method that needs to be improved. 
Usually, research question is initially posed as a question, which serves as the focus 
of further investigation. Success in medical research is an end result of teamwork, 
with gathering of the research team early in the process. Any research project will 
signifi cantly benefi t from a well-balanced, multidisciplinary, complementary 
research team and avoid “reinventing the wheel.”  

    Develop the Research Question 

 Research question is developed after a comprehensive review of the literature and 
careful feasibility evaluation. Literature review helps with shaping the study objec-
tives and preventing unnecessary repetitions of work on already conclusive evi-
dence. An    effective literature review includes a review of all potential literature 
sources using targeted search terms, accessing and reviewing the articles and, if 
needed, accessing and reviewing the primary sources of referenced articles, and 
noting key points in these articles. Apart from Medline, OVID, and Embase data-
bases, evidence-based research reviews can be identifi ed through the Cochrane 
Collaboration topic reviews and Evidence-Based Medicine Reviews (EBMR). 
In reviewing the literature, it is important to consider the potential for publication 
bias: the published literature is typically limited to signifi cant fi ndings, and nonsig-
nifi cant studies are not published. For example, Pocock et al. revealed that  p  values 
obtained from a systematic review of epidemiologic studies had a peak around 
 p  values greater than 0.01 and less than 0.05, rather than a normal distribution pattern, 
and concluded that statistically signifi cant fi ndings are more publishable [ 1 ]. Also, 
foreign language journals and publications can be diffi cult to access and review. 

 Once a study question is deemed worth pursing, then the next question is “feasibil-
ity” assessment in terms of study design, time frame, available resources (fi nancial 
resources and manpower), and ethical implications. The types of study design typically 
fi t under three headings (see Panel 1). Since each of these designs has different feasibil-
ity and resource implications, preliminary investigations are important. For example, 
for a clinical study, the preliminary counts of patients with the disease or surgical 
 procedure of interest and the likelihood of participation (for prospective studies) will 
defi ne the potential study population. Even for a registry or an existing database study, 
preliminary counts are informative in terms of the number of years to be included in the 
study. Since most rheumatologic conditions are rare, the minimum sample size require-
ments may necessitate multicenter studies. The study questions may also dictate 
whether population-based samples are needed (e.g., incidence, prevalence studies). 
Feasibility checks are repeated in other stages of study development.   
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   Panel 1. Study Design 

•   Descriptive (incidence, prevalence studies)  
•   Hypothesis testing using an observational study design (e.g., case–control, 

cohort)  
•   Hypothesis testing using an interventional (experimental) study design, 

i.e., researcher decides who will get the “exposure” of interest    

    Identify the Main Exposure, Outcome, Potential Confounders, 
and Other Covariates 

 Detailed defi nition of the main exposure, outcome variables, potential confounders, 
and covariates determines what data need to be collected. Most studies attempt to 
estimate two types of parameters: the frequency of disease occurrence in a particular 
population and/or the effect size (if any) of a given exposure on disease occurrence. 
Some research questions do not focus on a relationship at all, and are simply descrip-
tive, such as the prevalence of a particular rheumatologic condition in the popula-
tion. In all situations, exposure and outcome defi nitions should be objective, 
standard, and comprehensive, including exclusion criteria (if any). For example, in 
a study examining the risk of rheumatoid arthritis associated with obesity, the main 
exposure variable is obesity and the outcome variable is rheumatoid arthritis. Yet, it 
is important to explain in detail what is meant by obesity, both in terms of body mass 
index cutoff values and exposure period in relation to the onset of rheumatoid arthri-
tis (obesity during adolescence, during adulthood, past history of obesity, current 
obesity, etc.). The defi nition of rheumatoid arthritis is also specifi ed as new onset, 
based on self-reported physician diagnosis or based on classifi cation criteria. 

 In case of a hypothesis testing research design, all exposure and outcome vari-
ables are clearly defi ned, including whether they will be continuous measures or 
categorical measures and what to do in case of missing data. Some common mis-
takes are (a) improper grouping of quantitative exposure/outcome variables into 
several ordered groups, where the number of categories and justifi cation of cut 
points are often unrealistic, such as, grouping age as below 15, 15–25, 25–35, 35, or 
above, where categories are overlapped and the group sizes are not similar or using 
a cut point of 130 mg/dl for identifying individuals with high fasting blood glucose, 
rather than using the widely accepted cut point of 126 mg/dl; (b) identifi cation of 
confounders is often perceived as a task in statistical analysis stage and the require-
ments to be fulfi lled for a variable to be a potential confounder is often ignored [ 2 ]. 
However, it is not possible to account for confounders in statistical analyses unless 
the relevant data are collected. 

 The selection of potential confounders is based on input from the clinicians and 
needs clarity, consistency, and explanation. At this stage, the investigator may also 
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consider if there is any possibility for  effect modifi cation , i.e., effect of an exposure 
varies in subgroups of patients, such as men and women or young and old. If effect 
modifi cation is likely, the subgroups of the effect modifi er and the type of interac-
tion (synergistic versus antagonistic, multiplicative versus additive) need to be 
defi ned, to the extent possible and power considerations, and sample size should be 
planned accordingly. As an example, Park et al. [ 3 ] found in their recent work that 
the risk of radiographic progression in rheumatoid arthritis was statistically signifi -
cantly associated with LDL cholesterol and triglyceride levels (leading up to 5.6- 
fold risk in the third tertile of both groups). Moreover, LDL cholesterol synergistically 
increased the adjusted probability of radiographic progression in patients with high 
serum leptin levels but not in those without. In this situation, leptin is considered to 
modify the effect of LDL cholesterol on radiographic progression. The assessment 
of effect modifi cation is important for properly specifying the predictors in statisti-
cal models, for making inferences about possible biological (causal) interactions 
between exposures (e.g., synergy), for generalizing the study fi ndings to other popu-
lations, and also affect the minimum sample size requirement [ 4 ].  

    Defi ne the Measurement Devices/Criteria 
to Be Used for Each Variable 

 All variables should be measurable, objective, and validated, as appropriate. All 
indices/questionnaires/inventories, etc., must (known to) be validated in the source 
population. Diagnostic/therapeutic/preventive thresholds, cutoff points, and “risk 
zones” should be comparable to those in the literature, unless needed/intended to be 
used otherwise. Issues related to data collection tools are further detailed below. 

 It is important to emphasize that the quality of data collection depends upon the 
measurement tools. Collection of diagnostic-classifi cation criteria can be diffi cult, 
in particular, in chart review studies. In prospective studies involving multiple indi-
viduals, intra- and/or interobserver reliability can be signifi cantly low, hampering 
the quality of data collection [ 5 ,  6 ]. Therefore, interobserver reliability studies are 
common in rheumatology, in particular, in studies involving imaging [ 7 ,  8 ].  

    Defi ne the Study Population 

 Study population is typically a population-based sample (epidemiological studies), 
convenience sample (analytical studies), or volunteers (interventional studies, 
studies collecting biospecimens). If the goal is to estimate disease frequency in a 
particular population, such as the occurrence of new cases and/or deaths (incidence, 
mortality), or to study the presence of existing cases (prevalence), the base population 
of the study is the group of all individuals who, if they developed the disease, would 
become cases. In such situations, it is important that the study is conducted on an 
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“adequate” size population, representatively chosen from the source population. 
Unfortunately, true population-based studies are feasible in only selected countries 
where routine healthcare data are available [ 9 ]. 

 The investigator should attempt to clarify the rationale for selection of a particu-
lar population, the characteristics of the population, with emphasis on 
 representativeness (if any), so that the generalizability (external validity) of the 
results could be estimated in advance. Representativeness depends upon the source 
of participants and the proportion participating, i.e., exclusions, refusals to partici-
pate, dropouts, or a discontinuity in preplanned follow-ups will hamper the general-
izability of the fi nal study fi ndings. Due to some common sources of bias, 
representativeness is not always guaranteed. Studies in hospital settings may be 
prone to Berkson bias [ 10 ]. This type of selection bias arises in case–control studies 
in hospital settings. When both the exposure and disease/outcome under study 
increase the likelihood of admission to the hospital, then the exposure prevalence 
among hospital cases will be systematically higher than hospital controls and will in 
turn distort the odds ratio. Similarly, Neyman bias (synonyms: incidence–prevalence 
bias, selective survival bias) may distort the results of a rheumatologic study when a 
series of survivors is selected, if the exposure is related to prognostic factors or the 
exposure itself is a prognostic determinant, the sample of cases offers a distorted 
frequency of the exposure [ 11 ]. This bias can occur in both cross-sectional and case–
control studies, if the risk factor infl uences mortality from the disease being studied. 
Detection bias may arise in cohort studies when exposed and unexposed individuals 
have different surveillance intensity to identify outcomes. For example, in a cohort 
study examining hypertension risk in rheumatic diseases, patients with rheumatic 
diseases may visit their doctor more frequently and may have a higher likelihood of 
hypertension being diagnosed than the comparison cohort of subjects without a 
rheumatic disease. Selection bias may distort fi ndings also if study subjects or par-
ticipants of a study are different than the pool of all potential diseased individuals. 
For example, volunteers who agree to participate in research studies are typically 
different than those who do not. Thus, it is important to carefully consider represen-
tativeness and appropriate procedures, where needed.  

    Choose an Appropriate Study Design 

 The study design is chosen based on the research questions. It can also be a combi-
nation of several designs: 

 In case–control studies, the focus is on selection of new onset cases and controls 
and matching, if needed. In cohort studies, the focus is defi ning exposure groups as 
accurately as possible, whereas in randomized interventional studies, the focus is on 
randomization methods and blinding. Irrespective of study design, selection bias 
can be a major threat to validity. The various study designs are outlined in other 
chapters, with emphasis on advantages and limitations of each. A few points are 
worth mentioning in this section. Randomized controlled trials (RCTs) provide the 
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best scientifi c evidence but it is important to note that RCTs-based results are 
hampered in generalizability due to relatively small sample sizes and short follow-
up periods of RCTs. Well-conducted observational studies can provide a wealth of 
epidemiologic information when randomized controlled trials are either not feasible 
or too expensive. Such observational studies are very useful in studying the real life 
effectiveness and/or safety of drugs. Post-marketing safety of many of the drugs 
commonly used in rheumatology is now being conducted using data from large 
administrative claims databases [ 12 ].  

    Calculation of the Minimum Required Sample Size 

 Sample size calculation should precede the study start. Sample size and power 
calculations are also required for grant applications to justify the proposed study 
size, unless a convenience sample is used, where the power of the study can be esti-
mated backwards. 

 The minimum sample size will be the least number of individuals to be recruited for 
the study in order to reach robust estimates (prevalence, incidence, a particular effect 
size) for the population. Any sample size below the required minimum number will be 
prone to type II (beta) error, i.e., declaring a difference does not exist between the 
groups compared when in fact it does. Even in situations where an association is 
detected in a study with less than required number of study participants, its occurrence 
due to a type I error often cannot be ruled out. In other words, the authors may conclude 
by chance that a difference between the groups exist when in fact it does not. 

 A sample size calculation demands information on study design, the expected 
probability of the outcome in the source population, the minimum effect size in 
checking for an association, the desired precision in detecting an estimate, preset 
confi dence interval/alpha error, the requested power (1-beta), ratio of controls to 
cases, number of hypotheses, and ad hoc analyses to be performed. There might still 
be other considerations. In calculation of sample sizes for rheumatologic studies, a 
common diffi culty is the lack of knowledge of the standard deviation of the index 
variables. There are well-recognized tables established for calculating the sample 
size [ 13 ], yet the best approach will be a collaboration of a sampling expert and the 
clinician with a grasp of the related literature. 

 Sample size calculation is often conducted for the main hypothesis alone. Any 
 ad hoc  estimations (data dredging) or further control in multivariate analyses will 
lead to larger confi dence intervals than initially aimed for, i.e., require adjustments 
in the minimum sample size. The minimum sample size calculated should also be 
infl ated based on estimated completion rates (due to access problems, refusals), 
dropouts, etc. 

 Sample size calculation is a “must” to control for type I and type II errors. 
However, in rheumatologic studies, researchers should be aware of the clear distinc-
tion between the requirements for a “minimal sample size” and “representativeness” 
for a selected group of individuals (such as, cases/controls, cohort, the general 

Issues in Setting Up a Study and Data Collection



148

population) for whom the study fi ndings will be interpreted for. Studies conducted 
on sample sizes equal or above the required numbers do not always guarantee error- 
free estimations. Large simple trial designs, characterized by large sample sizes, are 
preferred study designs for drug safety research because it is considered as to con-
trol for biases inherent to observational research while still providing results that are 
generalizable to “real-world use” [ 14 ,  15 ]. Such studies often provide the investiga-
tor to control for many potential confounders that may be detected in a “large and 
heterogeneous” group of participants and maximize the benefi t of using statistical 
models for robust estimations of adjusted risk estimates in studying potential asso-
ciations. However, even in such situations, evaluations of the similarities between 
the study participants and all the eligible in the population will be needed to judge 
the representativeness of the study population. Thus, in gathering the “study popula-
tion,” the representativeness and sample size issues should be handled separately, 
but yet hand in hand. The expert support of the biostatistician is critical at this phase 
of study development. 

 A study is externally valid, or generalizable, if it can produce unbiased infer-
ences regarding the target population (beyond the study participants). It is notewor-
thy that activities related to selection of study population (the sample) and 
completion of data collection from all selected cases are prone to a variety of biases 
that should be carefully evaluated and be controlled for, as much as possible [ 16 –
 18 ]. These potential biases that hinder external validity of the study fi ndings are 
listed in Table  1 . These different forms of bias can create systematic errors that, 
even though the required sample size is achieved, results do not represent the gen-
eral population because each eligible individual will not have a well-defi ned prob-
ability of selection chance to participate in a given study.

   Table 1    Different types of selection bias   

 Referral bias  Common in case–control studies. Patient selection is infl uenced by 
exposure status. For example, patients taking NSAIDs and 
presenting with abdominal pain may be more likely to be suspected 
of having a gastric ulcer and referred for gastroscopy than those not 
taking NSAIDs. Therefore, a study using patients in the hospital 
may show a stronger and biased association between NSAIDs and 
mild non-bleeding GI ulcers 

 Self-referral/self-
selection biases 

 Common in cohort studies. Subjects select themselves into a sample 
or a group or choose to visit hospital to seek care. Their exposure 
and disease characteristics may be different than those who did not 

 Nonrespondent bias  Common in surveys. The responses of subjects who participate in a 
survey are different than those who did not participate 

 Volunteer bias  In prospective studies (observational or interventional), subjects who 
volunteer to participate are different from the general population 

 Early/late comer bias  Similar to volunteer bias, subjects who participate early are different 
from nonparticipants or late participants 

 Loss to follow-up bias  Arises in cohort studies. Subjects lost from a cohort may have 
different health outcomes from subjects who remain under 
observation 

(continued)
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       Develop Data Collection Tools and Data Collection Manual 

 Patient interviews, questionnaires, medical records, insurance records, physical 
examination and laboratory data, genetic analysis, quality of life indices, and other 
self-evaluation forms, etc., can be used in collecting individual data and/or could be 
merged/linked. In all such efforts, pretesting and pilot testing of both the data col-
lection tool and data collecting personnel, reliability and validity evaluations are 
vital steps. Minimum number to be used in pilot testing can be determined by 
experts in epidemiology and biostatistics, but the rule of the thumb is “the number 
where no new information can be obtained upon repeated tests.” A systematic dif-
ference between a true value and that actually observed (i.e., information bias) can 
appear in various stages of medical research, but the most common stage leading to 
information bias is during data collection. 

 Data collection method and instrument(s) can vary, yet all should be affordable, 
usable, acceptable (by the data collector and the study participants), objective, reli-
able, and valid. It is not often the case that all these requirements are fulfi lled, yet 
the investigators should do their best to ensure these requirements as much as possible. 
Measurement scales to be used need to be clearly identifi ed: this, in turn, will be 
important to be known for data analysis plans. 

 The data collection instrument must include comprehensive inquiries on personal 
information (re: both socio-demographic and health status) and potential  confounders; 
time spans (of disease development, therapy course, remission periods, etc.) should 
be evaluated as much as possible, given the cumulative effects of risk factors and/or 
interactions over time. 

 Withdrawal bias  Subjects who withdraw from a prospective follow-up study may 
have different outcomes than those who remain in the study 

 Berkson bias  Common in case–control studies in hospital settings. When both the 
exposure and disease outcome increase the likelihood of admission 
to the hospital, then the exposure prevalence among hospital cases is 
higher than in hospital controls 

 Neyman bias 
(prevalence–incidence 
bias) 

 Common in case–control studies and arises when prevalent cases are 
included, instead of incident (new onset) cases. Bias arises from 
selective survival among the prevalent cases (i.e., mild, clinically 
resolved, or fatal cases being excluded from the case group) 

 Centripetal bias  The hospital where the study is conducted attracts individuals with 
particular characteristics. Therefore, a study sample at that 
institution may not be representative of the population at large 

 Diagnostic access bias  Individuals with certain characteristics (such as healthcare 
professionals) may have greater access to healthcare and have a 
higher likelihood of certain diseases diagnosed 

 Ascertainment bias  A type of sampling bias where some subjects are more or less likely 
to be included than others, and therefore, the sample is not a random 
sample 

 Migratory bias  Bias arising from exclusion of subjects who have recently moved in 
or out of the study area 

Table 1 (continued)
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 There are two major data collection methods: (1) primary data collection with 
information obtained directly from the study participants; (2) secondary data collec-
tion based on existing data, such as those obtained from medical records, insurance 
records, and electronic patient fi les. 

 Questionnaires are standard forms used to collect medical history and exposure 
data from study subjects. Questionnaires are either self-administered or administered 
by an interviewer. Self-administered questionnaires are completed by the study sub-
jects themselves, either at the clinic or mailed. This is typically a much cheaper 
option than interviewer-administered questionnaires and are often more effective in 
gathering personal and sensitive information. By contrast, face-to-face interviews are 
often valuable to minimize missing information due to illiteracy, physical problems, 
fatigue, and failure to follow skip patterns. Whatever the administration format, 
questionnaires need to be designed carefully and pretested before being administered 
to the study subjects. If standard and validated questionnaires were available, it 
would be best to use them instead of developing a new one. For example, there are 
several patient-reported outcome instruments in rheumatology to capture different 
dimensions of disease. Health Assessment Questionnaire (HAQ), modifi ed HAQ, 
pain Visual Analog Scale (VAS), and patient global assessment by VAS are the most 
commonly used tools to assess function, pain, and global assessment of disease by 
the patient (see chapter “  Outcome measures in rheumatoid arthritis    ”). 

 The likelihood of response to questionnaires is higher if they are brief and each 
question is justifi ed in terms of the objectives of the study. To the extent possible, 
open-ended questions (i.e., where subjects respond in their own words) should be 
reduced to a minimum to reduce response bias and ease data coding and processing. 
Also, wording should be simple and avoid direction of subjects to particular answers. 
Questions related to a particular topic can be grouped together branching of ques-
tions would avoid further responses to irrelevant questions, such as smoking details 
to be captured only for current or past smokers. When questions are presented with 
multiple choices, the researchers must further provide the options of “ I do not know ,” 
“ I am not sure ,” “ other  ( please specify ),” or “ not applicable ,” as needed. In situa-
tions where more than one option could be appropriate, the participant should be 
informed that “more than one option can be marked.” The ultimate goal is to gather 
the best evidence regarding the information requested in the simplest manner. 

 Questionnaire layout should be legible, pleasant, and with clear explanations, as 
needed. Once the fi rst draft of a questionnaire is fi nalized, it should be tested and 
retested on a sample of potential study subjects to identify questions that are poorly 
understood. The fi nal questionnaire will then need to be coded for future data entry 
and processing. 

 With increasing availability of electronic medical and other types of records, 
most studies these days rely on existing data sources to collect data. This type of 
data collection is typically cheaper, is faster and, depending on quality and level of 
details, may be more accurate. Yet, availability of data varies from one country or 
one hospital to another. For example, large population registries in Scandinavian 
countries offer unique research opportunities in terms of linkage of large numbers 
of subjects across registries. 
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 Measurement, misclassifi cation, and observational biases appear as common 
threats to data collection activities in rheumatologic studies. Questionnaire and inter-
viewer biases are quite common systematic error that can be faced in rheumatologic 
research when self-reporting is an issue and several interviewers are needed to com-
plete personal data. Standardization and pilot testing of the questionnaires is a stan-
dardized remedy for such situations, but even in such cases subject/observer, recall, 
faking good, faking bad, and/or obsequiousness biases could all limit the interview-
er’s ability to collect reliable and valid data. For example, even though SLE patients 
are generally consistent reporters of certain aspects of their histories, family history 
information provided is frequently not consistent with previous fi ndings [ 19 ]. 

 Similarly, measurement bias may arise if all measurement devices used are not 
comparable or not standardized initially and/or periodic calibration is not ensured. 
In situations where personal data need to be supported by other sources, medical 
data (such as hospital admission notes, discharge notes, family history) can also be 
retrieved as additional data. Comparability of study fi ndings can be enhanced if 
established classifi cation criteria/indices are used, such as the American College of 
Rheumatology/European Union League Against Rheumatism (ACR/EULAR) 
Rheumatoid Arthritis classifi cation criteria in determining exposure and/or disease 
status of study participants. 

 In using secondary data, comprehensiveness and standardization of the data, cod-
ing errors, accessibility to health services, premature deaths, competing deaths, and 
spatial bias (in ecological studies) should all be evaluated as potential reasons for 
systematic errors. In current rheumatologic research activities, patient registries and 
administrative data bases are quite frequent resources for patient data. Observational 
and retrospective uses of such secondary data sources are highly prone to biases 
such as selection bias (in choosing controls),channeling bias, depletion of the sus-
ceptible bias, immortal time bias, mortality bias, and confounding by disease sever-
ity. It is important that the researcher(s) are aware of such bias potential in handling 
patient registry/administrative database data (see chapter “  Limitations of traditional 
randomized controlled clinical trials in rheumatology    ”). 

 In many rheumatology studies, participants are gathered from among those 
admitting to a hospital/clinic, which in turn makes data collected prone to a set of 
biases that arise when patients are either not representative of all eligible patients in 
the population or the disease status might have been diagnosed differently than all 
eligible patients due to reasons such as diagnostic suspicion and/or exposure 
suspicion. 

 Information bias may also appear due to ineffi ciencies and variations across use 
of data collection tool(s) by data collecting personnel. For example, the high interob-
server variation in grading anteroposterior sacroiliac radiographs might be a cause 
of “sacroiliitis” reported in certain disease states [ 20 ]. Training of study personnel is 
perhaps the most important aspect of high-quality studies. Depending on the back-
ground of the study personnel, training involves both general training on ethics, 
GCP but also study-specifi c details. Regarding study-specifi c training, there may be 
a central training, with or without additional site training; the study manual should 
be thoroughly discussed and revised if needed; study personnel must be pilot tested 
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(as needed) for data collection procedures; and initial training activities should be 
supported by regular monitoring and error checks as the study continues. 

 It is noteworthy that even when data tools and data collection activities are 
planned as standardized, individual involved in data gathering, data entry, data 
merging, and/or record linkage activities may lead to systematic errors. Study/fi eld 
manuals are crucial in ensuring standardization in medical studies. Single-center 
studies are typically conducted based on the study protocol and a study manual, 
whereas large multicenter studies may require detailed standard operating proce-
dures to be implemented at each of the participating sites. A study manual is needed 
even for the simplest studies. It documents the details of study-related procedures, 
including step-by-step instructions on how the questionnaires (if any) will be distrib-
uted, collected, and coded; defi nitions for variables; and collection and processing 
of biospecimens, etc. In order to maximize (inter- and intra-rate) reliability of data 
collection procedures, uses of such manuals are often of vital importance. These 
manuals help to minimize potential confusion on the content and context of the 
inquiries; they help to handle questions that may arise after the initial training of data 
collectors/sites and provide uniform explanations, such as for description of words 
used. These ultimately serve to minimize information bias. The manual should regu-
larly be updated as well, based on needed changes while the study runs. 

 Almost all studies also have a (data) coding manual that outlines the conversion 
of data from questionnaires or data collection forms into a standardized format that 
is suitable for statistical analyses. For example, sex may be coded as 1 for females 
and 2 for males. Upfront defi nitions and a coding manual (precoding) can substan-
tially reduce labor and increase effi ciency during data editing, statistical analysis, 
and fi nal interpretations.  

    Ethical Considerations and Approval 

 Irrespective of the study design, ethical issues are always a concern to the researcher. 
The basic question is: “will any physical, psychological or social harm come to 
anyone as a result of this particular study?” In general, ethical issues include pro-
tecting participants from harm, ensuring confi dentiality of research data, informing 
participants of the objectives and content of the study, and getting informed consent 
from all participating parties. Where children are involved, further precautions are 
needed, such as parental consent and special counseling activities. Several national 
and international regulations defi ne ethical considerations for the best interest of the 
patients/study participants. For prospective studies, informed consent, parental con-
sent (if needed) is an integral and indispensable part of the study design. If a study 
involves direct patient contact or secondary use of patient data (physical, biological, 
genetic, etc.), the researcher probably will need to create an “ informed consent 
form .” The local ethics committee may provide consent forms from earlier studies 
and these may be used as templates. It is important to note that the consent form 
includes information about the investigators, study objectives in a plain language, 
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expectations from participants, potential hazards (if any), potential benefi ts (if any), 
and related issues such as insurance, insurance/any other payments, means to pro-
tect confi dentiality, and data security during and upon completion of the study. 
Ethical concerns also include whether the results will be shared with the partici-
pants and the preset rules on authorship rights in manuscript publications. Collection 
of biospecimens may require special procedures.  

    Timeline and Budget 

 Timeline and budget will vary, depending on the study design. Yet, it is important 
to plan a detailed and plausible study timeline and budget. Both the timeline and 
budget plan can be accompanied with milestones and deliverables. Budget plans 
typically include personnel costs (principal investigator and coinvestigators’ salary 
and benefi ts), supplies, travel, data analysis costs, and renumeration of participants, 
if applicable.  

    Data Analysis Plan 

 Data analysis is often described broadly during study preparation. Yet, the type of 
variables to be studied, the type of analysis to be established (multivariate models, 
survival analysis, repeated measures, etc.), the number and type of control variables, 
the coding scheme to be used, and even the software to be used need to be well 
established prior to initiation of the study. 

 In studying the magnitude of a potential association between the exposure status 
and disease occurrence, the index and comparison groups are selected and com-
pared in such a manner that the observed differences between them on the depen-
dent (outcome) variables under study may, apart from sampling error, be attributed 
only to the hypothesized effect under investigation. This is called “internal validity.” 
Internal validity of a study is a prerequisite and is more important than the external 
validity, as in the case of the important situation when we aim to get a valid estimate 
of the effect size (such as odds ratio or relative risk). In this case the generalizability 
of the results to the general population is a secondary aim. Even so, it is important 
also for internal validity to work on a heterogeneous population so that information 
can be obtained on potential confounders and other covariates of interest, which will 
directly affect the valid estimation of effect size in statistical modeling. 

 Certain measures of association, such as correlation coeffi cients and standard-
ized regression coeffi cients, do not necessarily refl ect “causal” relationships. 
Because the magnitude of these measures depends in part on the relative variance of 
the exposure and disease variable, which are infl uenced by the sampling strategy. 
Thus, the analyst must be aware of the details of the sampling technique and that 
information on potential confounders has been adequate for a meaningful analysis. 
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 It is not rare that the epidemiologist/statistician is involved in the study team later 
in time to the sampling and data collection, is often not fully aware of the methodol-
ogy used initially, and is unable to control for biases that may arise in data analysis 
stage. For example, it is often the case that matched case–control studies are ana-
lyzed using tests for unmatched situations, parametric and nonparametric tests are 
used interchangeably without attendance to the characteristics of the variables, mul-
tivariate models are frequently used without consideration of the default require-
ments, evaluation of effect modifi cation and additive interactions are usually miss-
ing, use of unweighted estimates in situations where sampling is disproportionate to 
size, and/or complex samples are treated as simple random samples in statistical 
analysis. A quite common mistake is to provide prevalence estimates and/or effect 
size measures (odds ratio, relative risk, risk difference) without confi dence inter-
vals, which hinders usability of such information in comparisons across time or 
population settings. 

 It is noteworthy that several general problems in rheumatology research tend to 
limit validity of causal inferences and, thus, shape design decisions. Among these, 
long latency periods (i.e., time from onset of symptoms to diagnosis) could arise 
from nonspecifi city of the symptoms, limitations of medical diagnostic technology, 
and limited access to experts, besides the prolonged induction period in which years 
are needed for a disease process to become manifest. Long latency periods con-
straint researchers’ ability to estimate relative effects of exposures and comorbid 
situations. Retrospective evaluations are limited with availability of medical records, 
standardization of measurements, recall bias, and good biological indicators of 
exposure levels. Low prevalence of rheumatologic diseases/conditions, together 
with long latency periods, makes cohort studies diffi cult, thus compromises causal 
inferences seriously.  

    Protocol Writing and Grant Applications 

 A research proposal communicates the intentions of the researcher: conveys the 
purpose of the study and justifi cation of the resources, together with a step-by-step 
plan for conducting the study. Study protocol should include a draft for report 
writing stage, including the plan to share activities across investigators, with a 
tentative timeline. In the report, problems are identifi ed, questions or hypotheses 
are stated, variables are identifi ed, and terms are defi ned. The subjects to be 
included in the sample, the sampling technique (if any), the instrument(s) and the 
measurement scales to be used, the study design, and the procedures to be fol-
lowed will be detailed, including how the data will be analyzed. When possible, 
connections are needed to be established with previous related research. A written 
proposal will allow interested parties (including the funding agencies, if any) to 
evaluate the worth of the proposed study and to make suggestions for improvement. 
Also, this material will be used at the completion of the study to check whether all 
aimed objectives are fulfi lled successfully. 
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 Preparation of a study protocol is typically an iterative process that involves fre-
quent discussions with collaborators, mentors, and statisticians. A frequently for-
gotten aspect of a successful protocol is that it should be as simple as is reasonably 
possible or as is needed. Careful protocol development and writing will minimize 
potential mistakes and necessary modifi cations. If the researcher(s) aims to apply 
for funding, it is advisable that the protocol should follow the format of the funding 
agency, as requirements may vary substantially. Nevertheless, some aspects of pro-
tocol writing are universal and are outlined in Panel 2. 

    Grant Application 

 If the proposed project is small, it can be conducted using local resources. Yet, most 
studies require external fi nancial support. Obtaining funding can be a long and 
 iterative process. Potential funding agencies vary depending on the disease area. 
Furthermore, funding agencies typically have different deadlines and grant applica-
tion forms. It is advisable to review grant application deadlines carefully and contact 
the agencies to confi rm whether proposed research would be of interest to the agency. 
Furthermore, before applying for funding, it is advisable to show the study protocol 
to experienced investigators (mentors, colleagues) and ask them for a critical review 
of your proposal, so that you can address potential problems before submission.       

   Panel 2. Protocol Components 

   Abstract or executive summary  is meant to serve as a short and accurate 
description of the proposed study. The most important things to include are 
(a) what the issue/question is, (b) why the issue is important, (c) how the 
issue will be addressed, and (d) what the clinical relevance of the issue is. 
For all studies but in particular, for clinical trials, this section should clearly 
state the exposure(s), outcome(s), and hypotheses, if applicable.  

   Specifi c aims  section describes what the study is intends to accomplish and 
how it will be achieved. Specifi c aims may range from one to many in 
number, but typically well thought-out research projects have no more than 
three or four specifi c aims and hypotheses, if applicable. Specifi c aims and 
hypotheses should be stated in clear, simple statements and should also 
include a concise description of the exposure(s) or intervention(s) to be 
studied and the outcome(s) of interest.  

   Background  section is a critical summary of existing literature, highlighting 
the magnitude of the problem and the knowledge gaps that the project is 
intended to fi ll. It is important to keep this section focused to the literature 
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 Introduction

A clinical trial is any form of planned experiment in medicine, which involves 
patients and is designed to elucidate the most appropriate treatment for future 
patients with a given medical condition. In the randomized clinical trial (RCT), the 
subjects are randomly assigned to two or more healthcare interventions. The results 
from this limited sample of patients are exploited to get insight about what treat-
ment should be given in the general population of patients. In the famous pyramid 
of evidence-based medicine (see, e.g., Chapter 2 of [1]), the RCT scores the 
second highest (immediately below meta-analyses of RCTs) with respect to the 
hard evidence it provides about the tested intervention. In fact, the RCT is the only 
single study design which allows the researcher to draw causal relationships between 
a risk factor (absence or presence of experimental treatment) and outcome (improve-
ment of the patient’s condition).

RCTs have been widely used in health care starting only in the second half of the 
twentieth century with the British Medical Research Council trial of streptomycin 
for treatment of tuberculosis as the landmark study [2]. However, despite the inher-
ent strength of the RCT, its conclusions are only to be trusted when it is set up and 
conducted properly. In this chapter, we review the essential concepts, steps in 
setting up, conducting, analyzing, and reporting as related to the RCT.
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The National Institutes of Health (NIH) classifies the trials into six different 
types: (1) prevention trials, which aim to prevent people from disease via, e.g., life-
style changes; (2) screening trials to detect, e.g., diseases; (3) diagnostic trials, which 
look for better diagnostic procedures; (4) treatment trials to test experimental treat-
ments based on drugs, surgical techniques, etc.; (5) quality-of-life trials, which test 
new strategies to improve the quality of life of patients; and (6) compassionate use 
trials that offer experimental (but not yet approved) therapeutics to patients for whom 
there is no effective therapy and who have no other realistic options. In this chapter, 
we focus on drug treatment trials in rheumatology, but most of the topics discussed 
apply also to the other types of interventional studies. Furthermore, what we discuss 
is not limited to rheumatology.

 Phases of Clinical Research

Drug research is typically classified into the following stages:

• Preclinical phase: These are studies on animals to provide Information about    
efficacy, toxicity, and pharmacokinetics.

• Phase 0: This is to find out whether the drug behaves as expected. Subtherapeutic 
doses are administered to a small number of people (10–20 subjects).

• Phase I (Is the drug safe?): These are dose-ranging studies to find the maximally 
tolerated dose on healthy volunteers or patients (between 20 and 100 subjects), 
often done in an adaptive manner. In addition, initial information on adverse events 
is collected, together with pharmacokinetics and pharmacodynamics parameters.

• Phase II (Does the drug work?): This is about testing the drug on about 100–300 
patients to obtain a better idea of efficacy and safety. This phase determines 
whether one should move on to phase III studies and are referred to as “proof of 
concept” studies.

• Phase III (Is the drug better than what is on the market?): Here, the formal testing 
of the therapeutic dose of the drug on patients takes place, involving typically at 
least 500–1,000 patients. This phase is decisive for the registration of the drug by 
regulatory agencies like the U.S. Food and Drug Administration (FDA, http://www.
fda.gov/) and European Medicines Agency (EMEA, http://www.emea.europa.eu/).

• Phase IV (Are there other uses of/problems with the drug?): These are postmar-
keting surveillance studies to determine infrequent adverse events.

• Phase V: This phase is about translational research and is done on already col-
lected data.

Sometimes, a further subdivision into phases IIa, IIb, IIIa, IIIb, etc. is made [3]. In 
[4] phase 0 to phase II, trials are referred to as learning (or exploratory) phase trials, 
while phase III trials are called confirmatory (also pivotal). Nowadays, there is a trend 
to shorten the entire regulatory process of an experimental drug by combining, espe-
cially, phase II and phase III trials in the so-called adaptive designs [5]. From above, 
it is evident that the aims are different in the different phases of clinical research. The 
topics discussed in this chapter primarily concern phase II and III trials.
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 Asking the Appropriate Scientific Question

A well-formulated scientific question is an essential condition for a successful clini-
cal trial. While it sounds almost as an obvious requirement, in practice, there is 
always the temptation to verify a great variety of (definitely interesting) clinical 
hypotheses in one RCT. There is now overwhelming evidence that the identification 
of an unambiguous primary scientific question has enormous benefits for all aspects 
of the trial. Less important research questions (but still within the scope of the trial) 
can then be classified as secondary questions. By focusing the design and imple-
mentation of the trial to address the needs of the primary question, one maximizes 
the chances of obtaining a definitive answer. Obviously, the nature of the primary 
and secondary questions depends on the phase of the trial.

The general principles of formulating scientific questions for RCTs of all phases 
are described below using the PICO system (http://www.usc.edu/hsc/ebnet/ebframe/
PICO.htm), which specifies that a “well-built” question should identify: (1) the 
population, (2) the intervention and control treatment, and (3) the outcome.

 The Population

A detailed description of the study population is a necessary part of the scientific 
question. The RCT population is defined by inclusion and exclusion criteria. The 
inclusion criteria specify what kind of patients one wishes to treat. For instance, the 
inclusion criteria for patients with systemic sclerosis treated with a disease- 
modifying intervention might be (1) older than 18 years of age, (2) clinically appar-
ent involvement of the skin on the extremities proximal to the elbows or knees or on 
the trunk, and (3) disease duration <2 years from the first symptom; see [6]. On the 
other hand, exclusion criteria aim to reduce the heterogeneity of the population. For 
instance, an often used exclusion criterion is “drug or alcohol abuse,” but also 
“pregnant women.” In reference [6], the investigators excluded also patients with 
kidney malfunction. Exclusion criteria also address ethical considerations. For 
instance, by excluding pregnant women, embryos are not exposed to unknown risks. 
Another typical exclusion criterion is the administration of concomitant medication 
that might interfere with the trial treatments. This is to avoid adverse events origi-
nating from sources other than those from the trial treatment.

Strict eligibility criteria will make the RCT population more homogeneous, which 
in general will reduce the variability of the outcome measure and hence the neces-
sary study size. The drawback of strict criteria is that they limit the extrapolation of 
the trial results to the general patient population and thus affect the generalizability, 
also called the external validity, of the trial. For instance, by excluding pregnant 
women from the trial, no claim can be made on the efficacy and safety of the experi-
mental treatment on this subpopulation. Note also that strict eligibility criteria may 
harden patient recruitment. Therefore, establishing appropriate  inclusion and exclu-
sion criteria is often a difficult process balancing between homogeneity and external 
validity. See also the section on “RCTs versus observational studies” for a further 
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discussion on external validity. Different eligibility criteria across  studies with the 
same experimental treatment can throw light of the generalizability of the estimated 
efficacy and safety of the drug. However, when eligibility criteria vary wildly across 
RCTs with different experimental treatments, the comparability of the effects across 
the treatments will become difficult. In reference [6], a list of proposed guidelines for 
specifying eligibility criteria in systemic sclerosis is given.

 Choice of Intervention and Control Treatment

The choice of the interventional treatment is often quite clear from the start of the 
RCT, except for some possibly important details. Indeed, the RCT is set up to evalu-
ate the effect of that intervention. That does not, however, mean that it is a fait 
accompli. For instance, in drug trials, it may be clear what the experimental 
medication is, but it still needs to be decided what the mode of delivery (tablet, solu-
tion, intravenous, or subcutaneous injection), dose, frequency, and timing of admin-
istration of the intervention will be.

Placebo treatment is often the preferred control treatment by regulatory agen-
cies, unless there is an established accepted active treatment for the disease in 
which case it is unethical to administer a placebo treatment. It goes without saying 
that placebo treatment does not imply absence of treatment but rather that the stan-
dard care has been provided to the patient. Since standard care improves over time, 
the need for a “placebo” also evolves with time. The choice of the control (active or 
placebo) arm may impact the type of significance test; see section “Superiority and 
non- inferiority tests.”

More than one intervention or control treatment may be considered. For instance, 
in phase I dose escalation studies, patients are allocated to one of several different 
doses of a drug with the goal of identifying the dose with an optimal trade-off 
between a desired biological action and unwanted side effects. Multiple group 
designs may also arise when combinations of interventions are tested, which occurs 
in the factorial design (see section “Factorial Designs”).

 Superiority and Non-inferiority Tests

The classical statistical tests described in chapter “A review of statistical approaches 
for the analysis of data in rheumatology” aim to show that one treatment is superior 
to the other treatment, either a placebo or an active control. However, in many 
therapeutic areas, it becomes harder to improve upon current medication and one 
will be contented if the experimental drug has about the same efficacy as the con-
trol drug but shows better properties in other respects. This leads to non-inferiority 
tests explained below.
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For a long time, clinical trials were only superiority trials; namely, they were set 
up to show that the experimental (E) treatment was superior to a control (C) treat-
ment. The statistical tests used to analyze such trials are superiority tests. Recall that 
E is statistically significantly better than C at α = 0.05 when P < 0.05, or equivalently 
that the 95 % confidence interval for the true difference (or ratio, odds ratio, etc.) 
does not include zero (or one in case of a relative measure).

It is, however, increasingly difficult to come up nowadays with new drugs that 
improve upon the existing ones in efficacy. For instance, thrombolytic agents have 
been developed over the last five decades to treat patients with an acute myocardial 
infarction. The initial 30-day mortality rates (percent of patients dying within 
30 days after the onset of attack) were around 15 % but then dropped to about 6–7 % 
a decade later. It became clear that a further reduction in mortality rate may not be 
hoped for so that the focus turned into improving secondary objectives such as the 
mode of administration of the thrombolytic agent while preserving the achieved 
30-day mortality rates. This requires other types of statistical tests, i.e., equivalence 
and non- inferiority tests, which will now be illustrated via fictive examples.

An example of a superiority trial in RA could be where one aims to show that 
ΔS = 10 % more patients who go into a remission after 6 months for the experimental 
treatment E compared to the placebo control. In another RCT, the aim might be to 
show that this experimental treatment has the same efficacy as a standard control 
treatment C. However, proving that E and C are equally effective is not possible in 
classical statistics, as we discussed in chapter “A review of statistical approaches 
for the analysis of data in rheumatology”. In fact, we can only show that treatments 
are practically equivalent, say, that they differ in efficacy by at most, say, 2 %, in 
absolute value. Such a test is called an equivalence test and is used to show that 
generic drugs have similar properties as the original patented drugs. A one-sided 
version of such a test is a non-inferiority test and the associated trial a non-inferior-
ity trial. Namely, a treatment E is called non-inferior to treatment C, when it is 
either better or not much worse than C where “not much worse” is defined by the 
non-inferiority boundary here denoted as ΔNI. This value should be chosen small 
enough so that it does not create ethical difficulties. Let us assume that for the above 
RA trial, ΔNI = 2 % is a good choice. Then one way to prove non-inferiority is to 
show that the 95 % confidence interval does not include ΔNI = 2 %. Since ΔNI should 
be considerably smaller than ΔS, the required sample size with a non-inferiority 
study is often much larger than that of a superiority trial. The choice of the appropri-
ate non- inferiority boundary is often subjective and requires a balanced choice 
between ethical, practical, statistical, and regulatory considerations. This may ren-
der the comparison of non-inferiority trials with different boundaries hard. Another 
flaw of the non-inferiority trial is that there is no standard analysis set, in contrast to 
a superiority trial where the intention-to-treat population is usually the default anal-
ysis set (as discussed below in the section on “Intention-to-treat versus per-protocol 
analysis”). An illustrative example of the difference between a superiority and non-
inferiority trial can be found in [7]. Briefly, this study consists of two studies com-
paring etoricoxib 30 mg qd (ET) and celecoxib 200 mg qd (CE) to placebo (PL), 
which is the superiority part of the trial. In the second part of the trial, two studies 
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were  conducted to compare the relative performance of ET and CE with a non-
inferiority design. The two randomized three-arm double-blinded clinical trials 
described in [7] each contains a non-inferiority assessment of ET versus CE for the 
treatment of osteoarthritis of the knee and hip using a time-weighted average (TWA) 
change from baseline over 12 weeks in (a) the WOMAC pain subscale (WOMACPA), 
(b) the WOMAC physical function subscale (WOMACPH), and (c) the patient 
global assessment of disease status (PGADS). All three scales are scored on a visual 
analogue scale. The experimental treatment CE was defined to be non-inferior to ET 
when the upper bound of the two-sided 95 % CIs for the difference between CE and 
ET was not more than 10 mm for the three primary endpoints WOMACPA, 
WOMACPH, and PGADS. Thus, in order that non-inferiority is shown, all three 
conditions had to be satisfied. In [7], it is shown that for the two studies, these condi-
tions were satisfied (95 % CIs entirely below upper bound), and the authors’ conclu-
sion was therefore that “etoricoxib 30 mg is comparable to celecoxib 200 mg in 
osteoarthritis.” At first glance, the authors used a tough criterion for “non- inferiority,” 
only it is not clear how they chose ΔNI = 10 mm.

We refer to [8] for a more detailed nontechnical introduction to non-inferiority 
studies, while a more technical and a broader discussion of the subject can be 
found in [9].

 Study Outcomes

The outcome, also called the endpoint, is the third component of the PICO system, 
and its characteristics determine many other aspects of the RCT. That is, the choice 
of the primary endpoint has a large impact on the size and the conduct of the study. 
Hard endpoints, such as mortality, leave no room for interpretation. However, when 
we choose for cardiac mortality, subjectivity creeps in since now the clinical judgement 
of the treating physician is required and this makes it a softer endpoint. Soft end-
points suffer from intra- and interobserver variability, and their use will therefore 
increase the necessary study size. Examples of (relatively) soft endpoints are, e.g., 
the EULAR response criteria (DAS and DAS28) and the ACR response criteria 
(ACR20, ACR50, ACR70); see also chapter “Outcome measures in rheumatoid 
arthritis.” The use of many different criteria in European and US clinical trials to 
measure the rheumatic disease outcomes makes it difficult to compare and combine 
results in a meta-analysis (chapter “Systematic reviews and meta-analyses in rheu-
matology”). This was the trigger to establish the OMERACT network in 1992 [10]. 
Through regular meetings, the network aims to improve the outcome measures in 
rheumatology.

Clinical considerations may be in conflict with statistical requirements. For 
instance, it may be clinically more relevant to take the binary endpoint remission 
defined as DAS28 <2.6. However, from a statistical viewpoint, binarizing the end-
points implies a loss of information and hence a decrease in power. In addition, a 
statistical comparison between treatments based on DAS28 measurements only at 
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the study end may suffer a lot from intersubject variability. This variability can be 
drastically reduced by taking the improvement from baseline as an endpoint instead, 
as in the ACR criteria.

Prior to the study, it may feel unconformable to bet on one endpoint, so there is often 
the temptation to select several endpoints and then to choose the one that demonstrates 
best the efficacy of the experimental treatment. However, this leads to an inflation of 
the Type I error rate as we discussed in chapter “A review of statistical approaches for 
the analysis of data in rheumatology”. An alternative approach is to make use of a 
composite endpoint, which is a clinical combination of different endpoints. Many of 
the responses in rheumatology trials are composite. Composite endpoints are also pop-
ular when the primary endpoint of interest exhibits a too low frequency, thereby 
increasing the necessary study size. An example in cardiovascular research is the binary 
composite endpoint MACE (major adverse cardiac events), which can be 0 or 1. While 
there are several definitions of MACE, the common definition is an outcome of death, 
having a myocardial infarction or a stroke. However, interpretation difficulties will 
occur when, e.g., a better result for MACE is seen under treatment A, while under treat-
ment B, mortality is lower. Finally, we note that multiple endpoints can also be com-
bined in a statistical manner (subject to the same issues as the above clinical composite 
endpoints) using a factor analysis technique; see chapter “A review of statistical 
approaches for the analysis of data in rheumatology” and [11].

Patient-centered outcomes, i.e., outcomes that represent a tangible benefit or 
harm to the patient, are especially most relevant in phase III trials. But because it 
may take too long to record the patient-centered endpoint, it might be necessary to 
choose for a surrogate endpoint, also called disease-centered outcomes. Such an 
outcome represents a measure of the disease process that is believed/hoped to be 
strongly related to a tangible patient benefit or harm. However, often such a relation 
is believed to exist purely from lower level studies, e.g., from animal studies. For 
example, in oncology, progression-free survival (PFS), which is the time to progres-
sion of the tumor, is often used in clinical trials as a surrogate outcome for overall 
survival. While there is a growing use of PFS as a primary outcome, there is no clear 
evidence of such a strong relationship (see, e.g., [12]), which therefore puts serious 
doubts on the usefulness of this outcome. We conclude that there are no specific 
statistical issues involved with using a surrogate endpoint; rather, the problem lies 
in the clinical interpretation of the study results. See also [13] for considerations on 
patient- and disease-centered outcomes.

Finally, in some studies, it may be of interest to express the benefit of an experi-
mental treatment by the whole longitudinal profile of the primary endpoint or a 
summary measure of the profile. For instance, one might be interested in the rate 
with which DAS28 decreases over time. In that case, the average profiles need to be 
compared between the treatment arms, or at least the averages of the summary mea-
sure. This requires the use of longitudinal models as we saw in chapter “A review of 
statistical approaches for the analysis of data in rheumatology”. In other studies, 
one might be interested in the time to an event. For instance, one might be interested 
in the time to remission (DAS28 <2.6). In that case, survival analysis techniques are 
required; see again chapter “A review of statistical approaches for the analysis of 
data in rheumatology”.
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 Randomization and Blinding

Random allocation of patients to treatments together with blinding enables one to 
draw a causal relationship between the administered treatment and the status of the 
patient at completion of the RCT. Randomization guarantees balance of the treat-
ment arms with respect to the recorded covariates but also to all unmeasured covari-
ates. Such a balance can never be achieved by any epidemiological study, irrespective 
of the analysis tricks used (e.g., with regression models).

Several randomization schemes are in use. The simplest randomization tech-
nique, e.g., by using a toss of a coin, is only practical for small study sizes, as in 
phase II studies, but even then, it is rarely used nowadays. Nowadays, the majority 
of phase III RCTs involve many centers often with a small number of patients from 
each center. In this case, simple randomization implies too much risk for imbalance 
in the treatment arms, and this could compromise the conclusions of the study. 
Therefore, a blocked randomization is often used in each center. Block randomiza-
tion is not a pure stochastic allocation procedure anymore, but rather allocates 
patients to treatments such that balance is created within blocks of consecutive 
patients usually sized 6 to 10. To mask the block size (to avoid the investigator can 
predict the next treatment to administer), the block size is often taken random. Note 
that any randomization procedure that allocates patients within a center is called a 
stratified randomization procedure with center as stratum.

The with adaptive randomization, also discussed in the section on “Adaptive 
designs,” the probability of allocation to one of the treatment arms may change over 
time. Minimization is an example of an adaptive allocation procedure that allocates 
subjects to treatments such that in a dynamic way, the imbalance of a set of a priori 
chosen covariates is minimized. For example, when the gender distribution is aimed 
to be balanced, the next male will be allocated to treatment B when the proportion 
of males is higher in the treatment arm A. The method is basically deterministic but 
can be given a stochastic flavor by adding a random component. Adaptive random-
ization can also be based on the response. In that case, more patients will be dynam-
ically allocated to the winning treatment arm.

Note that randomization guarantees only that there is balance between the treat-
ment groups for large samples. But, there is always the possibility of a random 
imbalance. Covariate adjustment, via using a regression model containing baseline 
covariates, can then, besides increasing the power, also remove the random imbal-
ance and thereby improve the interpretability of the results.

Further, note that it does not make sense to statistically compare two randomized 
treatment groups at baseline with P-values since at baseline the patients are only 
different in the label they received from the trialist (A or B).

In practice, patients are allocated using any of the above procedures in 
 combination with an automated (computerized) allocation system connected to 
either the Internet or a telephone. For example, the interactive voice response sys-
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tem (IVRS) is a multi-language automated telephone system that allocates patients 
to different treatments, which can accommodate stratified randomization.

While randomization ensures balanced treatment arms at the start, blinding the 
treatment allocation to all parties of the RCT will avoid bias due to knowledge of 
which treatment was delivered. The terms “single blind” and “double blind” are 
often used to indicate that only the patient (single blind) or both the patient and 
clinician (double blind) are masked, but double blinding often means that basi-
cally everyone involved in the study is blinded during the conduct of the study. 
While double-blinded studies are the gold standard procedure, for some interven-
tions, any blinding may be hard to achieve. For example, suppose that two knee-
replacement surgical techniques are compared in one RCT, then blinding the 
surgeons will be impossible. On the other hand, there is a way out by appointing 
an evaluator (different from the treating surgeons) who is blinded to the adminis-
tered treatment.

 Study Designs

In this section, various designs for RCTs are discussed. Focus will be on superiority 
trials, but what is discussed equally applies to non-inferiority trials.

 Single-Center Versus Multicenter Studies

A multicenter trial is a clinical trial conducted at more than one medical center or 
clinic. Most large clinical trials, particularly phase III trials, are conducted in sev-
eral clinical research centers. The organizational aspects with single-center studies 
are considerably simpler than with multicenter studies. A simple illustration of this 
is that stratified randomization is required for multicenter studies, while simple 
randomization may readily work for single-center studies. Multicenter studies are 
recommended whenever it takes too much time for a single center to recruit the 
necessary number of patients. Such studies may also considerably increase the 
external validity of the RCT. Statistical methods for multicenter studies are some-
what more involved. While they should incorporate the stratification factor center, 
in practice, it is often and wrongly ignored. With a small number of centers, a 
Mantel-Haenszel- type test (see chapter “Methodological issues relevant to obser-
vational studies, registries, and administrative health databases in rheumatology”) 
could be used or a regression model with each center as binary covariate (called 
fixed effects model). With many centers, a mixed effects model may be used with 
center represented by a random intercept, but there is no consensus on which model 
is preferable [14].
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 Parallel-Group Versus Cross-Over Designs

Most popular is the parallel-group design whereby patients are randomly assigned 
to one of two (or more) treatment regimens and are followed up in time. It is a 
simple design, which is almost always possible to implement. The statistical analy-
sis is often also straightforward involving only standard statistical tests such as the 
chi-square test for binary outcomes, the unpaired t-test for continuous outcomes, a 
log-rank test for survival outcomes, etc.; see chapter “A review of statistical 
approaches for the analysis of data in rheumatology”.

On the other hand, in a cross-over design involving treatments A and B, each 
patient receives more than one treatment in a random order. Namely, one group of 
patients receives the treatment sequence A-B and the other group receives treatment 
sequence B-A. More complex allocations with more switches such as ABBA, 
BABA, etc. and more than two treatment arms are possible. This design has the 
advantage over the parallel group design in that within-patient treatment compari-
sons become possible by this method. This, in turn, removes a major portion of the 
intersubject variability and therefore commonly achieves a higher power than the 
parallel-arm design (with equal number of patients recruited). However, the cross- 
over design is only applicable in diseases where the patients return to their initial 
condition upon withdrawal of the study medication. This happens, for instance, 
when examining the effect of beta-blockers in treating hypertensive patients. An 
important issue with cross-over designs is that the effect of the first period treatment 
may leak into the second period and cause a carry-over effect (also called cross-over 
effect). In drug trials, this problem can be solved by inserting a washout period 
between the two treatment periods.

Cross-over designs are typically used in phase II trials, while parallel group 
designs are regularly applied in phase II and phase III studies. Both designs can be 
used in a single- and multicenter setting, but single-center cross-over studies are 
more frequent. Finally, we note that the statistical tests for the analysis of cross-over 
trials are extensions of the tests seen in chapter “A review of statistical approaches 
for the analysis of data in rheumatology” for paired data. A comprehensive treat-
ment of cross-over designs can be found in [15].

 Factorial Designs

Factorial designs aim to examine the effects of two interventions simultaneously. In 
[16], an RCT with a factorial design was set up to examine the effect of patient- 
administered assessment tools for pain and disability, on the one hand, and an unsu-
pervised home-based exercise program alone, on the other hand, or their combination 
on the symptoms of osteoarthritis. In that trial, the rheumatologists were assigned to 
four groups according to the treatment given to the patient: (1) patient-administered 
assessment tools, (2) or more exercises, (3) both tools and exercises, or (4) usual 
care. The aim was to check whether exercises have an impact on the symptoms and 
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also whether the assessment tools gave a better insight to the necessary treatment to 
also reduce  symptoms. In addition, it was of interest to know whether the two or 
more interventions work synergistically when combined. Factorial designs are ana-
lyzed using 2-way ANOVA approaches when the response is continuous or with 
logistic regression models for binary or ordinal responses with interaction terms 
(see chapter “Evidence-based medicine in rheumatology: how does it differ from 
other diseases?”).

 The Cluster-Randomized Design

In the abovementioned study [16], the rheumatologists and not the patients were 
randomized to treatments. In the case of the cluster-randomized design, all patients 
in a center are randomly assigned to the same treatment with the expectation that in 
another center all patients will be randomized to the alternative medication by other 
doctors. This design may be needed when it is not practical or ethical to randomize 
patients within a center, which was the case in [16]. In that study, the cluster-
randomized design was chosen because the investigators were convinced that one 
could not insist that one physician advises one patient to do physical exercises and 
not give the same advice to other patients. Therefore, each rheumatologist was to 
enroll four patients with osteoarthritis. Since the response of the four patients 
assigned to a rheumatologist is more alike than for the patients assigned to another 
rheumatologist, there is more clustering in the data as compared to what is seen in 
standard multicenter studies. This almost inevitable clustering must be taken into 
account at the design stage (increasing the sample size compared to a design with-
out clustering) and at the analysis stage. Specialized statistical methodology has 
been developed for cluster- randomized designs [17, 18] to account for the correla-
tion between outcomes within a cluster.

 Group Sequential Designs

It may be of interest for ethical and/or commercial reasons to evaluate the results of 
an RCT at an interim time. However, such interim analyses cannot be done ad hoc; 
there are statistical issues with repeated testing (multiple testing), and it would be 
impractical not to know in advance when cleaned data ready for inspection should 
be available. Regulatory authorities require indeed a correction for multiple testing. 
However, not all interim analyses deserve a statistical penalty. There are three types 
of interim analyses: (1) administrative interim analyses, (2) interim analyses for 
safety, and (3) interim analyses for efficacy. Such analyses are typically evaluated 
by an external committee called the Data Monitoring Committee (DMC) (also 
called Data and Safety Monitoring Board (DSMB)) consisting of two to four clini-
cians and one independent statistician. The purpose of an administrative interim 

The Randomized Controlled Trial: Methodological Perspectives

http://dx.doi.org/10.1007/978-3-319-08374-2_1
http://dx.doi.org/10.1007/978-3-319-08374-2_1


170

analysis is to evaluate whether the study, up to that time point, has been conducted 
according to the plan. If the number of patients enrolled has been too few, the DMC 
may suggest including more centers in the study or to relax the inclusion and exclu-
sion criteria. With an administrative interim analysis, there is no statistical penalty.

Interim analyses for safety are necessary for RCTs where there is a risk for life- 
threatening adverse events. In such an interim analysis, the DMC reviews safety and 
other data (e.g., demographic data, data on past medication use, etc.) in a semi- 
blinded (only the labels A and B are given, not the actual treatments) or unblinded 
manner. Again, no correction for multiple testing is required, since the treatments 
are not compared for efficacy.

Interim analyses for efficacy involve repeated statistical comparisons between 
the administered treatments with the aim to see whether the study can be stopped 
early for efficacy. A correction for multiple testing is required to avoid producing 
spurious conclusions. Correction for multiple testing is done with dedicated proce-
dures that devote at each interim analysis a part of the overall significance level α 
(often equal to 0.05) such that together they amount to α. The methods look similar 
to the Bonferroni correction, but here, they capitalize on the staggered data pre-
sented at the DMC meetings. They are therefore called group sequential designs, 
but in contrast to Bonferroni correction, their global significance level is exactly the 
a priori defined α. A group sequential design allows stopping the study when the 
results become convincing enough. In that case, the number of patients needed 
enroll will be less than originally planned. However, the originally planned (maxi-
mal) sample size will be larger with planned interim analyses because the correction 
for multiple testing inflates the sample size. Pocock’s method [19] was one of the 
first group sequential designs. The procedure specifies an equal, more stringent, 
significance level at each interim analysis, e.g., for α = 0.05 and 5 analyses (4 interim 
and one final analysis), the study can only be stopped when the P-value is smaller 
than 0.016. Nowadays, the O’Brien-Fleming [14] design is more popular. For this 
design, a very stringent significance level is used in the early part of the study mak-
ing it hard to stop early, but is then relaxed towards the end of the study. The timing 
of the repeated analyses with group sequential designs can be calendar-driven or 
event-driven; they must however be specified at the start of the study. A more flex-
ible design was proposed by Lan and DeMets [14], which allows flexible timing and 
number of analyses, called the alpha spending approach. This is now the most pop-
ular approach because of its flexibility and has been extended in various ways, e.g., 
to non-inferiority studies, to cluster-randomized designs, etc. Note that these designs 
can be also used to monitor safety.

The second type of interim analysis for efficacy checks whether there is a rea-
sonable chance that the study will be positive at the end. Such an analysis, called 
futility analysis, aims to avoid wasting financial resources in a study that has little 
chance to show a beneficial effect of the experimental treatment. The need for cor-
rection for multiple testing is, in this instance, negligible, since now the trial cannot 
be stopped when at interim the experimental arm shows much better efficacy than 
the control arm.
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 Adaptive Designs

Adaptive designs are generalizations of the group sequential designs. Examples 
of adaptive designs are (1) determination of the maximum tolerated dose in a 
phase I oncology trial, (2) adaptive randomization, (3) sample size reestimation, and 
(4) adaptive seamless designs. Below, we briefly elaborate on some of these exam-
ples but refer to [5, 20] for more details and references. Adaptive designs are some-
times referred to as flexible designs, but the latter incorporate both planned and 
unplanned features, while the first must be described in detail at the start of the 
study and must ensure that the probability for a Type 1 error is addressed.

In phase I oncology trials, there is the continual reassessment method (CRM) 
[5, 28], which is a Bayesian approach to determine the maximum tolerated dose of 
the test drug. It involves assuming a model for the relationship between the dose and 
the probability of an unacceptable side effect. The maximal dose that a new patient 
can be administered is determined via the (Bayesian posterior) probability of caus-
ing an unacceptable adverse effect.

Adaptive randomization is an allocation rule whereby the allocation probabil-
ities depend on covariate imbalance and/or response imbalance (see section 
“Randomization and blinding” for more details).

Establishing the sample size of a study is not an easy task, always prone to mis-
judgment. In section “Sample size calculations,” we show how sample size estima-
tion is done in practice and indicate possible difficulties in establishing a 
well-motivated choice. It seems reasonable to roughly guess the sample size of a 
pilot portion of the trial data and then reestimate the sample size for the whole trial 
based on this. This is done in a calibrated internal pilot design, which is a two-stage 
design with no interim testing for efficacy but only estimating the nuisance parame-
ters (say common standard deviation for an unpaired t-test) from the first-stage data. 
This approach does not necessitate a correction in the projected Type I error rate.

Traditionally, phase II and phase III trials are set up in two distinct stages. Since 
this may delay regulatory approval, statisticians have looked for ways to speed up 
the approval of experimental treatments. One way is to rapidly move from phase II 
to phase III studies, in fact in a seamless manner. This is done in an adaptive seam-
less design that combines the data of the two stages for the final analysis. For exam-
ple, one trial could consist in choosing between two doses of a drug in the first stage, 
while in the second stage, the chosen dose is compared to a control group.

Adaptive designs have recently gained a lot of popularity. However, they are con-
siderably more complex not only from a statistical viewpoint but also from an orga-
nizational viewpoint, needing a much more sophisticated clinical trial infrastructure.

 Sample Size Calculations

The sample size calculation is an essential part of any RCT. It attempts to minimize 
the risk of not detecting the aimed effect (if present) of the experimental treatment 
vis-à-vis the control treatment. Ultimately, a statistical test determines the necessary 
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sample size and is a quite technical job that most often requires a computer program. 
The computation of the sample size for a classical (superiority) unpaired t-test goes 
as follows: (1) fix the overall significance (two-sided) level α (usually = 0.05) and 
the power (at least 0.80); (2) choose the clinically relevant difference ΔS (not the 
difference that we expect but the difference that we aim for); (3) make an educated 
guess about the common standard deviation σ; and (4) the sample size in each treat-
ment arm is then the result of the equation n= t + /2n-2,a/2 2n-2,a/2

2

S
2t( ) D , with t2n-2,–/2  is 

the α/2 quantile of a t-distribution with 2n − 2 degrees of freedom.
These steps illustrate a few important things for computing the sample size:

• Clinicians must have a good idea of the effect they aim to show, i.e., what value 
for ΔS to choose, but they do not need to guess what the true effect might be.

• Extra information to perform the computations is usually required. Here, it is the 
common standard deviation. For the comparison of two proportions, it is the 
proportion of the control arm.

• The computation of the sample size is in general quite technical, varies from test 
to test, and usually requires a dedicated computer program.

Note that for a non-inferiority test, ΔS needs to be replaced by ΔNI and the statis-
tical test needs to be adapted accordingly. For group sequential designs, dedicated 
programs have been written not only to compute the sample size but also to compute 
the intermediate significance levels. For more complicated statistical tests, such as 
for mixed models (see chapter “A review of statistical approaches for the analysis 
of data in rheumatology”) and adaptive designs, often only a simulation computer 
program may throw light on the required study size. A comprehensive, but techni-
cal, reference for sample size calculation is given in [21].

 Intention-to-Treat Versus Per-Protocol Analysis

The eligibility criteria specify which of the screened patients will be included in the 
statistical analysis. However, during the conduct of the study, a lot of deviations 
from the initial plan may take place. For instance, it may happen that due to an 
administrative error, a patient who should have been randomized to treatment A in 
fact received treatment B, or that a patient violates the protocol (takes forbidden 
concomitant medication), or even drops out from the study, etc. What to do with 
such patients? One approach is to take in the analysis only the “pure patient popula-
tion,” i.e., only patients who strictly adhere to the instructions. This set of patients 
is called the per-protocol (PP) set and is preferred by many clinicians because it is 
believed to express best what the effect of the treatment is on the patients. That is true 
for the patients still included at the end of the study, but not necessarily for all 
patients randomized. It is rather the intention-to-treat (ITT) set that is the standard 
in RCTs. The ITT principle states that all patients who have been randomized in the 
study should be included in the analysis according to the planned treatment irre-
spective of what happened during the conduct of the trial. This principle may appear 
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logical at first but may have some unexpected implications. For instance, patients 
wrongly allocated to B will be analyzed as if they received treatment A; protocol 
violators are in the ITT analysis set, also patients dropping out the study will be part 
of the ITT population, etc. FDA and EMEA prefer the ITT analysis in a superiority 
trial, because it delivers a conservative result in case of the abovementioned prob-
lems during the conduct of the study. While the ITT principle is clear, in practice, it 
may not always be easy to implement and consequently several versions of an ITT 
analysis exist. For example, it is not immediately clear how to include patients in an 
ITT analysis with missing values on the primary endpoint. In that case, the ITT 
analysis cannot include all randomized subjects. But if some values of the primary 
response are available, then techniques for imputing missing values allow for 
including such dropouts. Statistical methods that can deal appropriately with miss-
ing data are quite important to guarantee the internal validity of the RCT, i.e., that 
the RCT estimates the true treatment effect in an unbiased manner. An imputation 
technique that was quite popular for many years but now recognized as problematic 
is the last-observation-carried- forward (LOCF) approach. This imputation tech-
nique imputes the last observed value for the missing primary outcome. For exam-
ple, suppose the total treatment period is 2 years and every 6 months the primary 
outcome is measured. Then, when a patient drops out at year 1, the imputed value 
with the LOCF method for the primary outcome at years 1.5 and 2 is equal to the 
value observed at year 1. The problem with the LOCF approach is that it imputes an 
unrealistic value for the outcome (not taking into account the natural pattern of the 
disease and/or of the curing process) and it underestimates the natural variability of 
the outcome. In [22], more appropriate imputation techniques are discussed.

In an equivalence or non-inferiority study, the ITT analysis is not the primary 
analysis anymore since the ITT analysis will bias the results and the conclusions 
towards the desired hypothesis (equivalence or non-inferiority). Because also the PP 
analysis does not guarantee to provide an unbiased estimate, regulatory agencies 
require that an ITT and a PP analysis are performed in an equivalence/non- inferiority 
RCT and that they show consistent results.

 RCT and Some Practical Aspects

The protocol is the reference manual for the RCT containing the background of the 
intervention, the reason and motivation for conducting the trial, a review of the 
phase I and phase II results, the justification of the sample size, the eligibility crite-
ria, and the primary and secondary endpoints. In addition, it contains details of the 
randomization procedure, the informed consent document, the administration of the 
interventions, etc.

Furthermore, NIH developed a document, called the Manual of Procedures (MOP) 
(http://www.ninds.nih.gov/research/clinical_research/policies/mop.htm), that trans-
forms a protocol into an operational research project that ensures compliance with 
federal law and regulations. The MOP typically describes in detail all key ingredients 
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of the conduct of the study, for instance, how data capture will be done, how the 
patients will be followed up in order to maximize data collection, etc. For example, 
a list of all eligible patients is never available at the start of an RCT, so the process 
by which potential trial participants are identified needs to be explicitly stated at the 
start. In practical terms, this implies that it needs to be specified which countries and 
centers will be involved in the RCT and what characteristics the involved centers 
should have.

The protocol also specifies which statistical tests will be chosen for analysis. 
This can be tricky since many statistical tests depend on distributional assumptions. 
For instance, the unpaired t-test assumes that there is normality in each of the two 
treatment arms and that the variances are equal. But, one can only test these assump-
tions when the results roll in. This rigid requirement does not leave much room for 
creativity, but is needed to preserve the Type I error rate. As an example, suppose 
that the protocol dictates to choose the unpaired t-test but that this test does not yield 
a significantly better result for the experimental arm while a nonparametric Wilcoxon 
rank-sum test (see chapter “A review of statistical approaches for the analysis of 
data in rheumatology”) does. Hand switching from one statistical test to another 
only on the basis of the obtained P-value is an example of a data dredging exercise, 
which is known to produce many spurious results. In a RCT, all statistical activities 
should be described in even more detail than discussed in the statistical analysis 
plan (SAP). The SAP is typically finalized prior to locking the database to avoid 
speculative choices of statistical procedures.

Trial participants must be fully aware of the risks and benefits of participation 
and therefore must fill in an informed consent form. This document is also part of 
the trial protocol.

Finally, each protocol of a RCT needs to be approved by the Medical Ethical 
Committee of the centers where the study is conducted; they are also called 
Institutional Review Boards in the United States. In addition, in order to avoid dif-
ficulties when applying for registration, protocols are nowadays often discussed 
with the regulatory bodies to obtain approval (not the drug!) prior to the start of the 
RCT.

 Reporting the Results of a RCT

The statistical analysis plan specifies in detail which statistical tests need to be cho-
sen. No doubt this is accordingly reported in the registration file for the experimen-
tal drug, but this is not necessarily the case for the scientific paper written after the 
study is finalized. Indeed, most referees of medical journals do not check the con-
sistency of the technical report with the submitted paper. Hence, in principle, the 
reader cannot be sure that the analysis described in the scientific paper is an exact 
reflection of what has been specified in the protocol. For example, a recently pub-
lished phase III trial compared pazopanib with sunitinib with respect to progression- 
free survival in renal-cell carcinoma patients [23]. In that paper, the authors state 
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that “the results of the progression-free survival analysis in the per-protocol popula-
tion were consistent with the results of the primary analysis” without providing 
further details. However, from the technical report, one can infer that the predefined 
margin of non-inferiority (<1.25) was only met for the ITT population and not for 
the PP population. This is in conflict with the requirement that in both analysis sets, 
non-inferiority must be claimed (see also [24]).

Subgroup analyses have been a topic of discussion already for many years. Next 
to the global analysis, clinicians wish to know which patients (if any) may benefit 
most from the experimental treatment (if any). Therefore, subsequent to a global 
primary analysis, often the treatments are compared in a variety of subgroups, e.g., 
within the group of patients (a) below 65 years of age, (b) above 65 years of age, (c) 
males, (d) females, etc. This is a typical example of data dredging, especially 
because there is often no strong clinical background why in a particular subgroup 
the experimental treatment should do much better. Subgroup analyses are some-
times prespecified in the protocol, but that does not alleviate the problem much. 
Subgroup analyses can be thought provoking, but should always be considered as 
exploratory analyses for which the conclusions need to be verified with a new study 
or in a meta-analysis.

 RCTs Versus Observational Studies

In chapter “Methodological issues relevant to observational studies, registries, and 
administrative health databases in rheumatology” it is seen that the major differ-
ence of the observational study with the RCT is that in the observational study, the 
groups are self-selected. This causes the groups to be different at baseline. The 
problem is now that there is no way to guarantee that the difference in disease out-
come may not be a result of an existing difference at the start of the study. Hence, it 
is said that an observational study has in general a relatively low internal validity. 
Regression methods (including the method of propensity scores, see chapter 
“Methodological issues relevant to observational studies, registries, and adminis-
trative health databases in rheumatology”) may improve the internal validity by 
correcting for baseline imbalance, but one can never rule out a residual imbalance 
caused by unobserved characteristics of the patients. On the other hand, randomiza-
tion and blinding alone do not guarantee that an RCT has a high internal validity. 
Indeed, the internal validity can be highly affected by missing values and dropouts. 
For example, if in one treatment group, patients drop out because of inefficacy of 
the treatment, while in the other treatment group patients drop out because of safety 
concerns, then the estimated treatment effect at the end of the RCT is likely not to 
be a good estimate of the true treatment effect based on all patients who should have 
been treated.

In an observational study, a heterogeneous group of subjects is included. This 
is in contrast to an RCT where a homogeneous group of patients is aimed at. 
This implies that an observational study has a higher external validity than a RCT. 
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In [25], the factors that cause the low external validity of the RCT are discussed; 
see also [26]. The author discusses the impact of the general settings of the trial 
(e.g., the country or countries in which the study is executed), the eligibility 
criteria of the patients, the difference between the trial protocol and routine prac-
tice, etc. Further, the author recommends a thorough consideration of factors 
which might interfere with the generalizability of the RCT findings to the clini-
cal practice (see also chapter “Limitations of traditional randomized controlled 
clinical trials in rheumatology”).

 The Bayesian Approach to RCTs

In chapter “A review of statistical approaches for the analysis of data in rheumatol-
ogy” the Bayesian approach to inference was introduced. The main difference 
with the classical (also called frequentist) approach is that the posterior distribu-
tion and its summary measures make up the inference, instead of the P-value. For 
instance, in the frequentist approach, the conservation of the overall Type I error 
is the motivation to develop the group sequential designs that allow for interim 
analyses in a calibrated manner. A Bayesian approach in this case consists in 
repeatedly evaluating the posterior probability that the experimental treatment is 
better than the control treatment and stops either when the planned number of 
patients was recruited or that posterior probability was, say, greater than 0.975. 
An alternative Bayesian approach is to let the stopping rule based on the posterior 
predictive probability, generate future samples (combined with the already sam-
pled subjects), and determine the predictive probability of a significant result 
(with a classical test), as was done in [27]. Yet another example of a Bayesian 
approach is an interim analysis that exploits prior information on the drug (say 
from phase II and III studies) when monitoring the safety of the drug for a rare 
event in a phase III study.

The Bayesian adaptive approach, i.e., counterpart of the frequentist adaptive 
approach, is gaining much popularity. While the frequentist approach aims to main-
tain the overall Type I error rate, the Bayesian approach monitors the more intuitive 
posterior probabilities (which could be a few in a complex design). We refer to [28] 
for a recent but a technical review of this topic.

The Bayesian approach has been widely accepted in phase I studies, as men-
tioned above, and is becoming increasingly popular in phase II studies. Yet in 
a phase III study, this approach is more used for interim and auxiliary analyses, 
and there is great resistance against its use for the primary analysis. However, 
I predict that when combined with non-informative priors, the Bayesian 
approach will likely become one of the options for a phase III study if the 
investigator can show its good frequentist properties. Note that in medical 
device trials, it has now become one of the standard approaches. See the NIH 
website on guidelines for the use of Bayesian methods for medical devices:http://
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www.fda.gov/medicaldevices/deviceregulationand guidance/guidancedocu-
ments/ucm071072.htm

 Conclusions

After its introduction in the 1940s, the RCT remains the only study type that allows 
for causal relationships between risk factors and disease outcome. However, that 
does not mean it is the only study type useful for this. The often limited external 
validity, and the difficulty to keep the internal validity high, requires considering 
alternative study types more explored in chapter “Methodological issues relevant to 
observational studies, registries, and administrative health databases in rheumatol-
ogy” in the context of using registries and administrative data bases.

There are many excellent textbooks on RCTs. For an accessible introduction for 
clinicians, there is the standard book of Pocock [29] and the more recent book by 
Senn [30].
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      Limitations of Traditional Randomized 
Controlled Clinical Trials in Rheumatology 

             Theodore     Pincus     

           Introduction 

 The randomized controlled clinical trial is appropriately regarded as the most 
 rigorous method to document the effi cacy of a therapy compared to another therapy 
or a placebo. A clinical trial allows isolation of a single variable, the test therapy, 
mimicking a laboratory “scientifi c experiment” [ 1 ]. This approach conforms to a 
“biomedical model” [ 2 ], the dominant paradigm of contemporary medicine. In 
recent years, the randomized controlled clinical trial often has been regarded in the 
medical literature as the  only  approach to assess the value of a new therapy accord-
ing to “evidence-based medicine” [ 3 ]. However, randomized trials have many limi-
tations, some of which are summarized in this chapter. 

 The earliest randomized controlled trials were conducted in the 1940s in infec-
tious diseases such as tuberculosis [ 4 ,  5 ]. Clinical trials in infectious diseases have 
advantages over those in many other diseases, particularly chronic diseases, for 
several reasons. First, the target of the medication involves simple unicellular patho-
gens such as bacteria or fungi, rather than complex mammalian cells. Therefore, 
any effi cacious antibiotic medication without an adverse effect is likely to benefi t 
 all  individuals infected by the pathogen that is the target of the medication. By con-
trast, much greater variation is seen in responses of individuals to medications 
which affect mammalian cells, as seen in chronic rheumatic diseases. Second, 
results of a therapy in an infectious disease generally are apparent over days, weeks, 
or sometimes months, in contrast to years and even decades in chronic rheumatic 
diseases. For example, superior effi cacy of penicillin versus placebo for a strepto-
coccal sore throat can be documented defi nitively after 10–14 days of treatment in 
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all infected individuals, while treatment effects in a chronic rheumatic disease vary 
among individuals and even may indicate effi cacy or no differences from placebo in 
groups after 6–24 months, but different outcomes after 5–10 years, as discussed in 
detail below. 

 Rheumatic diseases, as well as most noninfectious diseases, do not involve “for-
eign” cells as in infectious disease or chemicals that require eradication to restore 
homeostasis. Rheumatic diseases involve a dysregulation of normal cells and/or 
chemicals which may be over- or underproduced due to faulty internal signals. 
Similar pathogenetic mechanisms based on dysregulations are seen in many com-
mon chronic diseases such as hypertension, hyperlipidemia, or diabetes. The natural 
history of an untreated dysregulation is organ damage to blood vessels, kidneys or 
joints, or other organs. 

 Infectious diseases are “curable” through eradication of a foreign pathogen. By 
contrast, dysregulatory diseases are  incurable , based on current knowledge. 
However,  control  of the dysregulation retards or prevents organ damage and indi-
rectly prevents or reduces premature mortality associated with these diseases [ 6 – 12 ]. 
Nonetheless, long-term indefi nite ongoing medication generally is required, since no 
therapy to eradicate the etiology of the dysregulation is available at this time. 

 While rheumatic diseases are similar to hypertension, hyperlipidemia, or  diabetes 
in a pathogenesis involving dysregulation of normal components leading to organ 
damage [ 13 ], rheumatic diseases differ from the other diseases in several features. 
One important difference is that rheumatic diseases are not characterized by a single 
“gold standard” biomarker such as blood pressure, hemoglobin A1c, bone density, 
etc., that can be applied to diagnosis, assessment, prognosis, and monitoring of  all 
individual  patients [ 14 ]. Therefore, an index of multiple measures is needed to assess 
and estimate changes in the clinical status of patients with rheumatic diseases. 

 The discovery in the 1940s of rheumatoid factor [ 15 ,  16 ] in rheumatoid arthritis 
(RA), antinuclear antibodies (ANA) [ 17 ] in systemic lupus erythematosus (SLE), 
and other biomarkers led to hopes that laboratory tests could be used effectively for 
diagnosis and management of all individual patients with RA, SLE, and other rheu-
matic diseases, similar to other diseases in a traditional “biomedical model.” 
However, more than one-third of patients with RA have a negative test for rheuma-
toid factor, or anti-cyclic citrullinated peptide (anti-CCP) antibodies (ACPA) [ 18 –
 21 ], and more than 40 % have a normal erythrocyte sedimentation rate (ESR) or 
C-reactive protein (CRP) at presentation [ 21 ]. More than one-third of patients with 
SLE have no detectable anti-DNA antibodies, anti-Smith (anti-Sm), and anti- 
ribonucleoprotein (anti-RNP), while a positive ANA test is found in least 10 % of 
the normal population [ 22 – 24 ]. 

 In the absence of a single gold standard measure, as noted, a pooled index [ 25 ] 
is applied to most rheumatic diseases. Formal indices have been developed for RA 
[ 26 – 31 ], SLE [ 32 – 39 ], vasculitis [ 40 – 45 ], psoriatic arthritis [ 46 – 48 ], ankylosing 
spondylitis [ 49 – 53 ], and other rheumatic diseases. These indices generally include 
three types of measures from patient self-report, physical examination, and labo-
ratory tests; data may be included in some indices, particularly in longer studies. 
The formal indices are used in clinical trials and other clinical research, but not 
widely in routine clinical care [ 54 ,  55 ]. 
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 Inclusion of patient history information and specifi c physical examination fi nd-
ings, e.g., joint counts, refl ects that a patient history and physical examination are 
more signifi cant in clinical decisions in rheumatic diseases than in many other types 
of chronic diseases [ 56 ]. Information from a patient history may be captured as 
standardized, “scientifi c” quantitative data, according to validated self-report ques-
tionnaires [ 57 ]. Patient questionnaires may be used effectively to guide manage-
ment, document change in status, assess outcomes, and improve the quality of care 
in rheumatic diseases, analogous to laboratory tests in other diseases [ 58 ]. Inclusion 
of a specifi c patient questionnaire at every visit of every patient ensures that some 
quantitative data are collected at each encounter with minimum effort on the part of 
the doctor and staff [ 59 ]. 

 A contemporary view of “evidence-based medicine” recognizes limitations of 
clinical trials, as presented in the chapter “  Evidence-based medicine in rheumatol-
ogy: how does it differ from other diseases?    ” and described in a number of thought-
ful reports by several observers [ 1 ,  3 ,  60 – 81 ], as well as in some of the author’s own 
commentaries [ 82 – 88 ]. A recent report from the Oxford Centre for Evidence-Based 
Medicine [ 60 ] noted that “While they are simple and easy to use, early hierarchies 
that placed randomized trials categorically above observational studies were 
 criticized [ 3 ] for being simplistic [ 61 ]. In some instances, observational studies give 
us the ‘best’ evidence [ 3 ]. For example, there is a growing recognition that observa-
tional  studies – even case-series [ 62 ]  and anecdotes  [ 63 ] can sometimes provide 
defi nitive evidence.” 

 Recognition of limitations of clinical trials in no way denies their value as the 
optimal method to distinguish short- and medium-term treatment effects of a medi-
cation from another medication or placebo. Indeed, it might be optimal if most 
patients with a chronic rheumatic disease would have an opportunity to participate 
in a randomized controlled clinical trial, because of the largely “experimental” 
nature of most available treatments. Since a “best” therapy for an individual patient 
usually is not identifi ed, a health professional must “guess” at the best treatment for 
most patients. In this situation, the most ethical approach might appear to random-
ize the patient to one of several treatments, so the individual patient has a chance to 
experience the “best” treatment for herself/himself [ 89 ]. 

 Therefore, it is recognized that the methodology of the randomized controlled 
clinical trial often provides a framework of an optimal method to evaluate the effi -
cacy of a therapy. However, it also is important to recognize limitations of random-
ized controlled clinical trials, just as there are limitations to any method to acquire 
knowledge in medicine or any fi eld. The author’s recognition of limitations of clini-
cal trials is based in large part on experience in conducting more than 35 random-
ized clinical trials. 

 Limitations of clinical trials are grouped into two categories. Those resulting 
from issues in practical implementation in modern clinical research are termed 
 pragmatic  limitations. Other limitations would exist even if all pragmatic limita-
tions could be overcome, but are weaknesses of the methodology (as exist for any 
methodology, as noted, but often overlooked for clinical trials) and are termed 
 intrinsic  limitations (Table  1 ).
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       Eight Pragmatic Limitations of Randomized Clinical 
Trials in Chronic Diseases 

 Eight types of pragmatic limitations in chronic diseases are summarized below:

    1.     The relatively short time frame of clinical trials in chronic diseases.  
 A prominent limitation of clinical trials in chronic diseases involves too short a 
time frame of observation to recognize meaningful clinical trends that develop 
only over longer periods. For example, a randomized controlled clinical trial in 
RA was conducted over 48 weeks to compare results of 3 regimens – methotrexate 
monotherapy, auranofi n (oral gold) monotherapy, and a combination of metho-
trexate and auranofi n [ 90 ]. No signifi cant differences were found between results 
with any of these three regimens (Fig.  1 ) [ 90 ].

   A similar conclusion was reported from a far more extensive meta-analysis of 
66 clinical trials reported in 1990 concerning the effi cacy of disease-modifying 
antirheumatic drugs (DMARDs) in the treatment of RA [ 91 ] (Fig.  2 ). 
This meta-analysis included 117 treatment groups: 11 for antimalarial drugs 

   Table 1    Pragmatic and intrinsic limitations of clinical trials in chronic rheumatic diseases   

  Pragmatic limitations of clinical trials  
 1  A relatively short time frame in chronic diseases – sometimes too short to identify 

important clinical benefi ts or to recognize loss of effi cacy 
 2  Inclusion and exclusion criteria may restrict eligibility to fewer than 10 % of patients with 

a particular diagnosis who may be considered eligible for a clinical trial 
 3  Differences between a medication and a placebo are required to be statistically signifi cant 

but not necessarily robust – statistical signifi cance may indicate only marginal clinical 
benefi t 

 4  Clinically important differences may not be statistically signifi cant due to insuffi cient 
numbers of patients for statistical power 

 5  Important variables affecting outcomes other than whether a patient was randomized to a 
medication versus another medication or placebo may be seen – but generally ignored in 
clinical trial reports 

 6  Traditional clinical trials with parallel designs have infl exible dosage schedules and 
restrict concomitant medications, although a fl exible dosage schedule toward a target with 
multiple medications may provide optimal results 

 7  Surrogate markers and indices used in clinical trials may be suboptimal measures to detect 
changes in clinical status or predict important clinical outcomes 

 8  Rare side effects cannot be identifi ed in most trials 
  Intrinsic limitations of clinical trials  
 1  The design can greatly infl uence results – availability of a control group does not 

eliminate bias 
 2  Data are reported in groups – ignore possible substantial variation in groups 
 3  No absolute criteria for the balance of risk and benefi t for the therapy – different 

individuals may interpret very differently and all be “correct” 
 4  Loss of a placebo effect in a clinical trial (although gain of more extensive care which 

may offset and even surpass the usual “placebo effect”) 
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(e.g.,  hydroxychloroquine), 23 for auranofi n, 29 for in effi cacy injectable gold, 7 
for  methotrexate, 19 for d-penicillamine, 6 for sulfasalazine, and 22 for placebo. 
The meta-analysis indicated no signifi cant differences in effi cacy between 
 sulfasalazine, d- penicillamine, methotrexate, and injectable gold (Fig.  2 ) [ 91 ], 
i.e., that the  effi cacy of methotrexate for RA was equivalent to hydroxychloro-
quine, sulfasalazine, d-penicillamine, and injectable gold.

   Results of the meta-analysis did not appear translated into actual clinical 
practice over 5 years in an observational study of duration of treatment courses 
of DMARDs in 7 rheumatology practices reported in 1992 [ 92 ] (Fig.  3 , Panel a). 
Duration of treatment courses in an incurable chronic disease such as RA can 
serve as a composite measure of effectiveness and safety of a medication. A for-
mal analysis of estimated duration of continuation of 1,083 courses of 6 
DMARDs over 60 months in 477 patients with RA indicated that approximately 
80 % of methotrexate courses were continued after 2 years, compared to 50 % of 
courses of hydroxychloroquine, penicillamine, parenteral gold, and azathioprine 
and only 20 % of courses of oral gold (Fig.  3 , Panel a). After 5 years,  approximately 

  Fig. 1    Results of a 
randomized clinical trial in 
297 patients with rheumatoid 
arthritis treated with 
auranofi n ( AUR ), 
methotrexate ( MTX ), or 
auranofi n plus methotrexate 
( Combo ) [ 90 ]. The fi gure 
illustrates percentages of 
patients with ≥50 % 
meaningful improvement in 
tender or swollen joints. Final 
results showed no signifi cant 
differences between the three 
groups over one year       
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  Fig. 2    Standard composite treatment effect (in standard units). Meta-analysis of 66 clinical trials 
reported in 1990 concerning the effi cacy of DMARDs in the treatment of RA [ 91 ]. This meta- 
analysis included 117 treatment groups: 11 for antimalarial drugs (e.g., hydroxychloroquine), 
23 for auranofi n, 29 for injectable gold, 7 for methotrexate, 19 for d-penicillamine, 6 for sulfasala-
zine, and 22 for placebo. All drugs have greater effi cacy than placebo in the management of RA, 
determined according to a composite of grip strength (a measure of effectiveness of grip), tender 
joint count, and erythrocyte sedimentation rate, adjusted for disease duration, trial length, initial 
tender joint count, and blinding. In these analyses, no signifi cant differences were seen between 
sulfasalazine, d-penicillamine, methotrexate, and injectable gold (From Felson et al. [ 91 ] with 
permission)       

  Fig. 3    ( a ) Estimated continuation of all 1,083 courses of DMARDs in 532 patients with rheuma-
toid arthritis over  60 months . Differences between methotrexate and all other drugs, as well as 
between oral gold (auranofi n) and all other drugs, are statistically signifi cant ( P  < 0.001), while 
differences among other drugs are not signifi cant. ( b ) Estimated continuation of 477 courses of the 
 initial  DMARD used in the same 532 patients over  12 months . Differences between methotrexate 
versus oral gold (auranofi n) are not statistically signifi cant and are considerably less apparent than 
in A, in which estimated continuation was studied for  all  courses over  60 months  [ 92 ]       
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60 % of the methotrexate courses were continued versus approximately 20 % of 
the hydroxychloroquine, penicillamine, parenteral gold, and azathioprine 
courses, and virtually no course of oral gold (Fig.  3 , Panel a) [ 92 ].

   The data from the observational study were analyzed over only  1 year  for the 
 initial  447 DMARD courses, conditions that mimic clinical trials (Fig.  3 , Panel b), 
in contrast to the above analyses of  all  DMARD courses over  5 years  (Fig.  3 , 
Panel a) [ 92 ]. Continuation rates of courses of all 6 DMARDs were similar, 
including no difference between methotrexate versus parenteral versus oral gold 
(auranofi n) (Fig.  3 , Panel b), as seen in the clinical trial (Fig.  1 ). 

 The absence of statistically signifi cant differences between DMARD courses 
over 1 year (seen in Fig.  3b ) mimics results of clinical trials in Figs.  1  and  2  but 
differs considerably from the results seen in actual clinical care over 5 years 
(Fig.  3a ). Therefore, results of both the clinical trials and observational study are 
accurate and “correct.” However, the accurate data in the clinical trials and meta-
analysis were not translated into long-term clinical care over 5 years, and the 
clinical trial results were  not  applicable to routine clinical care. 

 These observations suggest caution in interpretation of data from clinical tri-
als to  physicians for routine care. Nonetheless, in 2008 (16 years after publica-
tion of the report of differences between results of clinical trials and clinical care 
[ 90 ]), a “systematic review” of DMARDs in the principal journal for internists, 
 Annals of Internal Medicine , concluded that there was “moderate evidence that 
sulfasalazine, lefl unomide, and methotrexate were equivalent in effi cacy, with no 
obvious major differences in adverse events and discontinuation rates among 
these three DMARDs” [ 93 ]. 

 This conclusion differs from contemporaneous clinical care in the interna-
tional QUEST-RA database of many countries (Table  2 ), in which methotrexate 
was taken by 83 % of patients, sulfasalazine by 43 %, lefl unomide by 21 %, and 
biological agents by 23 % [ 94 ]. These patterns were seen in countries in which 
patients do not pay for medications [ 94 ], so they could be explained only in small 
part on the basis of costs. A strict methodologist may conclude that the clinicians 
were in error and not practicing “evidence-based medicine,” since the systematic 
review concluded that the three agents were similar in effi cacy and adverse 
events. However, if the conclusion of the systematic review were accurate, com-
parable usage of the 3 DMARDs might be expected in routine care, but that is 
not seen. These fi ndings again indicate that data from short-term clinical trials 
may provide less accurate information about long-term results of therapies than 
long-term observational studies, as a result of limitations of the clinical trial 
methodology [ 87 ].

   Limitations of a short time frame also are seen in a trial conducted in patients 
with polymyositis to compare therapeutic effi cacy of a combination of predni-
sone plus azathioprine versus prednisone monotherapy (plus placebo) [ 95 ,  96 ]. 
The initial report concerning this clinical trial indicated no differences between 
the two groups after 3 months of treatment, according to three measures, i.e., 
days to normalize the creatinine phosphokinase (CPK) muscle enzyme, change 
in the muscle strength score, and reduction of infl ammation on the muscle biopsy 
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[ 95 ]. The authors concluded that “in a controlled, prospective, randomized, 
double- blind study…azathioprine does not afford any therapeutic advantage 
when used in addition to accepted prednisone dosages in the initial management 
of polymyositis” [ 95 ]. 

 The randomized controlled trial was then continued further to 3 years. After 
3 years (Table  3 ), improvement according to functional grade disability was 
 signifi cantly greater for patients treated with the combination of prednisone plus 

   Table 2    The use of disease-modifying antirheumatic drugs (DMARDs) in the QUEST-RA 
countries   

 Country 

 Delay to 
start 
DMARDS, 
months, 
median 

 DMARD 
exposure 
years, 
mean 

 Selected DMARDs ever taken; percentage of patients 
in the QUEST-RA study per country 

 Prednisone 
(%) 

 MTX 
(%) 

 HCQ 
(%) 

 SSZ 
(%) 

 LEF 
(%) 

 Any 
biological 
agent (%) 

 Argentina  13  3.7  83  68  49    6   16  3 
 Denmark  10  7.9  43  85  39  64  11  23 
 Finland  7  14.4  74  85   74    84   21  17 
 France  8  9.9  83  86  55  49   42    53  
 Germany  15  8.4  54  78  30  36  25  29 
 Ireland  11  6.3  71   92    15   33  24  41 
 Italy  9  7.1  69  79  42  14  31  26 
 The 
Netherlands 

 5  8.1   26   91  28  35  6  19 

 Poland  4  7.2  69  87  34  60  18  8 
 Serbia  11  6.6   88   69  55  17  7   2  
 Spain  14  7.3  67  82  43  29  34  27 
 Sweden  12  8.8  66  83  34  62  9  31 
 Turkey  12  8.9  69  88  27  61  22  7 
 UK  12  7.9  51   67   39  46   4   16 
 USA  9  7.9  77  85  49  12  19  33 
 Total  9  8.1  66  83  41  43  21  23 

  Adapted from Sokka et al. [ 94 ] 
 The highest percentage for each drug is indicated in bold and the lowest in bold italics 
  DMARD  disease-modifying antirheumatic drug,  HCQ  hydroxychloroquine,  LEF  lefl unomide, 
 MTX  methotrexate,  QUEST - RA  Quantitative Standard Monitoring of Patients with Rheumatoid 
Arthritis,  SSZ  sulfasalazine  

   Table 3    Comparison of results in treatment of polymyositis with prednisone + azathioprine versus 
prednisone + placebo over 3 years according to functional grade disability [ 96 ]   

 Functional grade disability 

 Treatment  Onset  1 Year*  3 Years* 

 Prednisone + azathioprine  4.5  3.0  2.1 
 Prednisone only  4.1  3.6  3.0 

  Adapted from: Bunch [ 96 ] 
 * p  < 0.01  
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azathioprine versus those treated with prednisone monotherapy. In retrospect, 
differences were seen after 1 year according to functional status, but not accord-
ing to CPK, muscle strength, or muscle biopsy. The authors concluded that 
 “longer follow-up (3 years) has shown that the group given prednisone plus aza-
thioprine has improved more with respect to functional disability; this group also 
requires less prednisone for disease control” [ 96 ].

   These observations illustrate two important principles regarding analyses of 
treatments in a rheumatic disease: ( a ) Recognition of the possible advantages of 
combination second-line therapy may require periods of years, rather than 
months. ( b ) Differences in results of two treatments may be apparent according 
to measures of functional disability, rather than laboratory or biopsy data, as 
discussed below (see point 7 concerning surrogate markers). These principles 
may be relevant to studies of all rheumatic diseases. 

 A striking example of the importance of a long time frame in a clinical trial to 
assess treatment of a chronic disease is seen in a trial designed to prevent renal 
failure in patients with SLE nephritis using several treatment regimens, includ-
ing prednisone monotherapy versus combinations of prednisone with azathio-
prine and/or cyclophosphamide (Fig.  4 ) [ 97 ]. Substantial advantages to 
cyclophosphamide plus prednisone were seen over 10 years, with preservation 
of renal  function in about 90 % of patients versus only about 30 % of patients 

  Fig. 4    Probability of maintaining life-supporting renal function in long-term randomized clinical 
trials of 72 high-risk patients with active SLE nephritis, according to treatment group:  PRED  pred-
nisone,  AZA  azathioprine,  POCY  oral cyclophosphamide,  AZCY  combined oral azathioprine and 
cyclophosphamide,  IVCY  intravenous cyclophosphamide [ 97 ]       
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treated with prednisone monotherapy (Fig.  4 ). These results established cyclo-
phosphamide as the standard of care for SLE nephritis for at least two decades in 
the 1980s and 1990s. It is not widely recognized, however, that even after 4 years, 
renal function was preserved in more than 90 % of patients in all groups, i.e., 
prednisone monotherapy appeared as effective as the combination with cyclo-
phosphamide (Fig.  4 ).

   As a result of this clinical trial, combination therapy with cyclophosphamide 
plus prednisone became the standard of cate for SLE nephritis over the next two 
decades. However, if this trial had been conducted over only a 3-year period or 
less,  as is the case in more than 98  %  of randomized controlled trials in rheuma-
tology , it would have been concluded that no advantage is seen to the combina-
tion of prednisone plus cyclophosphamide over prednisone monotherapy! Only 
a clinical trial conducted in relatively asymptomatic individuals with support 
from the intramural program of the United States National Institutes of Health 
(NIH) allowed 10 years of  observation, which would not be possible at most 
clinical settings to establish a new standard of care.   

   2.     Inclusion and exclusion criteria may restrict eligibility to fewer than 10 % of 
patients with a particular diagnosis who may be considered eligible for a clini-
cal trial.  
 In theory, all individuals with a particular diagnosis should be eligible to partici-
pate in a clinical trial. This goal is more likely to be met in a short-term trial of 
an antibiotic to eradicate an infectious agent, rather than for a longer-term (but 
usually not long enough) trial of a medication that affects primarily mammalian 
cells. In practice, however, all clinical trials have inclusion and exclusion crite-
ria, designed to ensure that a relatively homogeneous group of patients with 
suffi cient disease activity and without severe confounding comorbidities are 
studied to document improvement. 

 In many, if not most, instances, inclusion criteria are rather stringent, so that 
only a small fraction of patients are eligible for the trial. For example, inclusion 
criteria in the Anti-TNF therapy in RA with concomitant therapy (ATTRACT) 
trial of infl iximab – the fi rst trial reported of a biological agent in RA – were 
found to exclude 95 % of patients seen in 2000 in the author’s clinical setting 
[ 98 ] (Fig.  5 ). The three inclusion criteria were six swollen and six tender joints, 
met by only about one-third of patients; morning stiffness of 45 min and elevated 
ESR or CRP (2 of 3), met by only half the patients who had six tender and swol-
len joints; and a methotrexate dose greater than 12.5 mg per week which was met 
by only one-third of these patients. Cumulatively, these three basic inclusion 
criteria allowed only 5 % of RA patients to be eligible for this trial [ 98 ] (Fig.  5 ). 
Similar data have been reported in other reports [ 99 ,  100 ].

   All clinical trials also list exclusion criteria, as many variables other than 
assignment to an intervention or a placebo may affect possible outcomes, such as 
high age, low education level, low or high disease severity, comorbidities, organ 
damage, fi bromyalgia, previous and concomitant interventions, and many oth-
ers. Exclusion criteria also restrict entry into the trial to certain possible subjects, 
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in an effort to isolate observed differences to the treatment, and reduce effects of 
confounding variables. 

 In theory, the process of randomization should allow adjustment for other 
variables that might affect the results of a clinical trial. However, in practice, 
extensive exclusion criteria are common – and compromise the generalizability 
of results to all patients. For example, many clinicians would treat a patient 
with RA who is older than 80 years and has a history of breast cancer in remis-
sion for 20 years with a biological agent, the effi cacy of which was documented 
in a clinical trial that excluded people who met both criteria for age and 
comorbidity.   

   3.     Differences between a medication and a placebo are required to be statistically 
signifi cant but not necessarily robust – statistical signifi cance may indicate only 
marginal clinical signifi cance.  
 A clinical trial that includes large numbers of patients may indicate that marginal 
clinical differences are statistically signifi cant. For example, hundreds of clinical 
trials conducted during the 1970s and early 1980s indicated that various nonste-
roidal anti-infl ammatory drugs (NSAIDs), such as ibuprofen, naproxen, piroxi-
cam, and diclofenac, led to improvement in RA patients in the number of tender 
or swollen joints. 

 The data were highly statistically signifi cant in clinical trials which included 
relatively large numbers of patients. However, NSAIDs provided only marginal 
benefi ts to most patients [ 101 ], although a few individual patients experienced 

  Fig. 5    Analysis of patients with rheumatoid arthritis (RA) who were potential participants in the 
ATTRACT (anti-tumor necrosis factor  α  trial in rheumatoid arthritis with concomitant therapy) 
trial of infl iximab plus methotrexate versus methotrexate monotherapy. Of the 152 patients in this 
consecutive patient cohort, 12 did not have a joint count recorded and another 2 patients were tak-
ing etanercept or infl iximab at the time of the fi rst joint count and would therefore have been ineli-
gible for the ATTRACT study. Thus, 138 patients were analyzed for meeting the inclusion criteria 
of the ATTRACT trial: ≥6 tender joints and ≥6 swollen joints; 2 of the following 3 – morning 
stiffness of ≥45 min, ESR of ≥28 mm/h, or CRP of ≥2 mg/dl; and methotrexate (MTX) dose of 
≥12.5 mg/week [ 98 ] (From Sokka and Pincus [ 98 ] with permission)       

 

Limitations of Traditional Randomized Controlled Clinical Trials in Rheumatology



190

great benefi t with each of the medications. NSAIDs often are not used at all, or 
only on an “as needed” basis in  contemporary management of RA, although 
effi cacy was documented in dozens of clinical trials.   

   4.     Clinically important differences may not be statistically signifi cant due to insuf-
fi cient numbers of patients for statistical power.  
 Many important rheumatic conditions are seen in relatively small numbers by 
any individual health professional. Furthermore, enrollment in a clinical trial 
may be limited by inclusion and exclusion criteria. For example, during the early 
1970s, four randomized controlled clinical trials were conducted in patients with 
SLE nephritis to compare mortality with combinations of prednisone plus aza-
thioprine versus prednisone monotherapy (plus placebo). Two trials of Donadio 
et al. [ 102 ] and Hahn et al. [ 103 ] indicated no signifi cant differences with com-
bination versus prednisone monotherapy, while two others of Sztejnbok et al. 
[ 104 ] and Cade et al. [ 105 ] indicated lower mortality in patients treated with a 
combination of prednisone and azathioprine versus prednisone monotherapy 
(Table  4 ). Differences in results may be explained in part by differences in 
patients selected for the trials, as the two studies in which an advantage was seen 
to the combination included more patients with diffuse proliferative glomerulo-
nephritis, the type of SLE nephritis with the poorest prognosis.

   Many individual trials in rheumatic diseases do not have suffi cient statistical 
power to provide statistically signifi cant conclusions. Such limitations in indi-
vidual clinical trials in SLE nephritis have been overcome in part by a pooled 
analysis performed by Felson et al. (Fig.  6 ) [ 106 ]. The pooled analysis of eight 
studies indicated clear statistically signifi cant advantages to combinations of 
corticosteroids plus immunosuppressive therapy versus corticosteroids alone in 
treatment of SLE nephritis (Fig.  6 ). Enhanced statistical power provided by a 
pooled analysis may overcome in part limitations of small numbers in individual 
clinical trials.

   Table 4    Analysis of mortality in four randomized controlled clinical trials in SLE nephritis in 
which treatment with prednisone + azathioprine was compared to prednisone only   

 Randomized controlled trials 

 Trial characteristics/results 

 Sztejnbok 
et al. (1971) 
[ 104 ] 

 Cade et al. 
(1973) [ 105 ] 

 Donadio et al. 
(1974) [ 102 ] 

 Hahn et al. 
(1975) [ 103 ] 

 Period of observation  3 years  4 years  3 years  2 years 
 Prednisone monotherapy: % 
4-year mortality (in  N  patients) 

 32 % (19)  73 % (15)  0 % (9)  30 % (13) 

 Prednisone + azathioprine: % 
4-year mortality (in  N  patients) 

 0 % (16)  46 % (13)  0 % (9)  18 % (11) 

 Difference statistically signifi cant?  Yes  Yes  No  No 
 Number with diffuse proliferative 
glomerulonephritis/total number 

 24/35  28/28  7/16  14/24 

  Adapted from Sztejnbok et al. [ 104 ], Cade et al. [ 105 ], Donadio et al. [ 102 ], and Hahn et al. [ 103 ]  
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   Although “power calculations” are based on sophisticated mathematical 
 computations, implying substantial precision, in actual fact, they must be based 
on estimates, which may involve incorrect assumptions. Furthermore, many 
rheumatic diseases are quite unusual, and it may be diffi cult to identify a suffi -
cient number of patients to participate in the study, even if power calculations are 
valid. Therefore, many clinical trials may not show an effect simply because 
there is insuffi cient statistical power. Enhanced statistical power may be pro-
vided by a meta-analysis of many clinical trials, which may overcome in part 
limitations of small numbers in individual clinical trials [ 91 ], but even meta-
analysis cannot overcome a short time frame, exclusion criteria, etc., as noted 
above.   

   5.     Important variables affecting outcomes other than whether a patient was 
 randomized to a medication versus another medication or placebo may be 
seen – but usually ignored in reporting of the clinical trial.  
 The basic design of the randomized controlled clinical trial is focused on identi-
fying differences in results using one intervention versus another or a placebo, 
and reports of results naturally emphasize this comparison. However, in some 
trials, outcomes are affected more by variables other than whether a patient was 
randomized to a drug versus another medication or placebo. 

 One example of this phenomenon is seen in the Beta-Blocker Heart Attack 
Trial (BHAT) study, designed to compare treatment with a beta-blocker medica-
tion, propranolol, versus placebo, to prevent death from a second heart attack in 
people who had suffered a recent heart attack [ 107 ]. The trial documented that 
propranolol was more effective than placebo (Fig.  7 ). However, the patients’ 
level of formal education – a surrogate for self-management, life stress, and 
social support – was associated with greater differences than medication versus 
placebo (Fig.  7 ) [ 108 ]. Of note, recognition of differences according to educa-
tional level is not nearly as widely known as differences according to the medica-
tion versus placebo.

  Fig. 6    Rate of renal 
deterioration in SLE nephritis 
patients treated with steroids 
alone and in those treated 
with a combination of 
immunosuppressive drugs 
and steroids. Each point 
represents 1 of 8 studies in a 
pooled analysis performed 
by Felson et al. [ 106 ]       
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   Another example of a clinical trial in which other variables were more 
 signifi cant than differences between the medication and placebo involved analy-
sis of clofi brate versus placebo to reduce lipid levels in cardiovascular disease 
[ 109 ]. The 5-year mortality of patients treated with clofi brate was 20 % com-
pared to 21 % in patients treated with placebo, a nonsignifi cant difference [ 109 ] 
(Table  5 ). However, 5-year mortality of patients randomized to clofi brate who 
adhered to their prescriptions was 15 % versus 24 % in nonadherents and virtu-
ally identical in patients randomized to placebo 15 % in adherents to placebo 
versus 28 % in nonadherents ( P  <0.0001 for adherent vs. nonadherent within 
each treatment arm) (Table  5 ). These data indicate that adherence to a treatment 
regimen was far more powerful to explain a reduction in mortality than whether 
or not patients were assigned to a lipid- lowering medication versus a placebo.

  Fig. 7    Life-table cumulative mortality curves in the Beta-Blocker Heart Attack Trial (BHAT) 
according to ( a ) placebo treatment, ( b ) propranolol treatment, ( c ) education level, and ( d ) life 
stress and social isolation [ 108 ]       
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       6.     Traditional clinical trials with a parallel design have infl exible dosage schedules 
and restrict concomitant medications, although a fl exible dosage schedule 
toward a target with multiple medications may provide optimal results.  
 Contemporary trials designed for registration of new therapies require that a new 
medication have statistically signifi cantly greater effi cacy than a placebo, with 
an acceptable profi le for adverse events, in a parallel design [ 110 ]. This type of 
clinical trial may provide unequivocal documentation that a therapy under study 
is superior to placebo. 

 However, this parallel design does not allow testing combinations of thera-
pies, which are recognized increasingly as optimal for most patients with infl am-
matory rheumatic diseases [ 111 ]. One approach to overcome this limitation 
involves a “strategy trial,” in which patients are treated with combinations of 
DMARDs versus monotherapy toward a target, generally a disease activity 
score – DAS [ 26 ] or DAS28 [ 27 ] – to indicate low disease activity or remission, 
with a protocol requiring adjustment of treatment at frequent visits. 

 Eight “strategy trials” have been reported in RA [ 112 – 119 ] (Table  6 ), all of 
which documented signifi cant advantages to intensifi cation of therapies based on 
careful patient monitoring aimed at a target measure versus traditional therapy 
that was unchanged over longer periods. All eight trial results indicate that a 
strategy of aiming for low disease activity or remission appears more important 
than the agent used [ 120 ]. A “treat-to-target” strategy is emerging as the standard 
of care in RA [ 121 ]. Similarly, almost all patients with any infl ammatory rheu-
matic disease are treated with combinations of medications, which cannot be 
studied optimally in clinical trials which restrict dosage and combinations.

       7.     Surrogate markers and indices used in clinical trials may be suboptimal mea-
sures to detect changes in clinical status or predict important clinical 
outcomes.  
 The ultimate goal of treatment for a chronic disease is to prevent or postpone the 
most feared long-term consequences, such as death and disability, which gener-
ally result from poorly controlled dysregulation such as infl ammation, leading to  

    Table 5    Five-year mortality in patients given clofi brate or placebo, according to cumulative 
adherence to protocol prescription [ 109 ]   

 Adherence a  

 Treatment group 

 Clofi brate  Placebo 

  N   % mortality b    N   % mortality b  

 <80 %  357  24.6 ± 2.3 % (22.5 %)  882  28.2 ± 1.5 % (25.8 %) 
 ≥80 %  708  15.0 ± 1.3 % (15.7 %)  1,813  15.1 ± 0.8 % (16.4 %) 
 Total study group  1,065  18.2 ± 1.2 % (18.0 %)  2,695  19.4 ± 0.8 % (19.5 %) 

   a A patient’s cumulative adherence was computed as the estimated number of capsules actually 
taken as a percentage of the number that should have taken according to the protocol during the 
fi rst 5 years of follow-up or until death (if death occurred during the fi rst 5 years) 
  b The fi gures in parentheses are adjusted for 40 baseline characteristics. The fi gures given as per-
centages ±1 SE are unadjusted fi gures whose SEs are correcting to within 0.1 unit for the adjusted 
fi gures  
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   Table 6    “Strategy” tight control clinical trials in rheumatoid arthritis   

 Study  Participants  Interventions  Outcomes 

  Pure intensive strategy versus usual care  
 Grigor et al. 
[ 112 ] 

  N  = 111, DAS 
>2.4, disease 
duration <5 years 

 Intensive management: 
monthly assessment – if 
DAS >2.4, escalation of 
therapy according to 
step-up protocol 

  Primary : proportion of 
patients with a good 
response (defi ned as a 
DAS <2.4 and a fall in 
this score from baseline 
by >1.2) 

  TICORA study   Routine care: usual 
rheumatology follow-up 

  Secondary : proportion of 
patients in remission (DAS 
<1.6), ACR20/50/70, 
radiographic progression 

 2 sites 18-month 
open-label RCT 
in Glasgow, 
Scotland 

 Intra-articular 
triamcinolone in all 
swollen joints 

 Fransen et al. 
[ 113 ] 

  N  = 384 meet 
1987 ACR criteria 

 Conventional treatment   Primary : proportion of 
patients with DAS28 < 3.2 
at week 24;  Secondary : 
dose changes in individual 
DMARDs and changes in 
patient pain, global 
disease activity, and 
disability 

 Multicenter; 
6-month cluster 
RCT at 24 sites; 
The Netherlands 

 DAS28 collected at 
selected visits 

 Verstappen et al. 
[ 114 ] 

  N  = 299 
participants 
meeting the 1987 
ACR criteria, 
disease duration 
<1 year 

 Conventional strategy   Primary : remission for at 
least 3 months – no SJC, 
≤ 3TJC, ESR ≤20, global 
VAS ≤20 

  CAMERA study   Intensive strategy group 
according to a computer 
decision program 

  Secondary : improvement 
in single measures; mean 
change in disease activity 

 2-year 
multicenter 
open-label 
strategy trial 
    “ Hybrid”: Initial parallel design treatment groups plus  “ intensive strategy ” 
 Goekoop- 
Ruiterman et al. 
[ 115 ] 

  N  = 508 
participants 
meeting the 1987 
ACR criteria, ≥6 
SJC and TJC, 
disease duration 
≤2 years 

 Sequential monotherapy   Primary : functional 
capacity by HAQ and 
radiographic damage by 
modifi ed Sharp/van der 
Heijde 

  BeSt study   Step-up combination 
MTX + SSZ + HCQ 

  Secondary : ACR20/50/70 
and clinical remission 
defi ned as DAS44 < 1.6  1 (2–5)-year 

multicenter RCT 
in the 
Netherlands 

 Initial combination 
MTX + SSZ + Prednisone 

 Initial combination 
MTX + infl iximab  

(continued)
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cumulative organ damage. In a clinical trial over 1 year or even 5 years unless 
very large numbers of patients are enrolled, it is not pragmatically possible to 
assess long-term outcomes such as renal or cardiac damage in hypertension or 
joint destruction or work disability in RA. Furthermore, damage to organs usu-
ally is irreversible by interventions designed to control the dysregulation – gen-
erally infl ammation; after damage is advanced, medical interventions may be of 
limited to no value (only surgery, dialysis, etc., are effective). 

 Therefore, interventions are properly studied to analyze reversible signs of 
disease, which are amenable to drug therapy, such as an elevated blood pressure 
in hypertension, reduced CD4 counts in HIV infection, or tender or swollen 

Table 6 (continued)

 Study  Participants  Interventions  Outcomes 

 Hetland et al. 
[ 116 ] 

  N  = 160 
participants, 
disease duration 
<6 months 

 MTX + cyclosporine   Primary : ACR20 response 
at 2 years 

  CIMESTRA study   MTX + placebo   Secondary : remission, 
cumulative dose of 
betamethasone and 
radiographic progression 

 2-year 
multicenter 
placebo- 
controlled 
double-blind 
RCT in Denmark 

 Monthly assessments in 
both arms, 
betamethasone injection 
into all swollen joints; 
increase dose of MTX 
and/or cyclosporine by 
predefi ned protocol 

 Saunders et al. 
[ 117 ] 

  N  = 96, 
DAS28 > 5.1, 
disease duration 
<5 years 

 “Step-up” SSZ, MTX, 
HCQ 

  Primary : mean decrease 
in DAS28 at 12 months 

  TICORAii   Parallel triple therapy 
with SSZ + MTX + HCQ 

  Secondary : EULAR good 
responses; # in remission: 
ACR20/50/70  12-month RCT at 

3 sites in 
Glasgow 

 Intra-articular 
triamcinolone in all 
swollen joints 

 Verschueren et al. 
[ 118 ]; 2 years at 
single site in 
Belgium 

  N  = 71 RA 
patients with 
unfavorable 
prognostic factors 

 Step-down group: 
modifi ed COBRA 

  Primary : DMARD 
changes 

 Step-up group: 
monotherapy with MTX, 
SSZ, HCQ, or AZA 

  Secondary : use of 
steroids, adverse events 

 Moreland et al. 
[ 119 ] 

  N  = 755 meet 
1987 ACR 
criteria, >4 TJC 
or SJC, disease 
duration <3 years 

 Immediate 
MTX-etanercept 

  Primary : change in the 
DAS28 between week 48 
and 102 

  TEAR study   Immediate 
MTX-SSZ-HCQ 

  Secondary : radiographic 
progression, 
ACR20/50/70, 
modifi ed-HAQ 

 2-year 
multicenter RCT 
in USA 

 Step-up from MTX to 
MTX-etanercept 
 Step-up from MTX to 
MTX-SSZ-HCQ 

   Abbreviations :  RCT , randomized control trial,  MTX  methotrexate  SSZ , sulfasalazine  HCQ  
hydroxychloroquine,  AZA  azathioprine,  DAS28  disease activity score for 28-joint counts,  CDAI  
Clinical Disease Activity Index,  HAQ  Health Assessment Questionnaire,  TJC  tender joint count, 
 SJC  swollen joint count,  ESR  erythrocyte sedimentation rate  
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joints in RA. These “surrogate markers” are related to the long-term conse-
quences of damage, e.g., reduced mortality rates associated with control of blood 
pressure [ 6 ,  7 ] or serum glucose [ 8 ]. However, in some instances, the correlation 
between surrogate markers and long-term outcomes is not robust at all. For 
example, there is little association between joint tenderness and radiographic 
damage to joints in RA [ 122 ]. Furthermore, the natural history of joint tender-
ness is to improve over a 5-year period, while patients may experience joint 
destruction with resultant deformity and limited functional capacity [ 123 ,  124 ]. 
Therefore, joint tenderness as a surrogate marker in a clinical trial may be lim-
ited in its capacity to represent future damage. 

 Identifi cation of an appropriate surrogate marker has proven diffi cult in 
SLE. Indices for SLE, which are needed as no “gold standard” measure is 
 available, have included the SLEDAI (Systemic Lupus Erythematosus Disease 
Activity Index) [ 34 ,  125 ], SLEDAI 2 K [ 126 ], BILAG (British Isles Lupus 
Assessment Group) index [ 35 ,  127 ], SLAM (Systemic Lupus Activity Measure) 
[ 128 ], ECLAM (European Consensus Lupus Activity Measurement) [ 129 ], and 
the SLICC/ACR (Systemic Lupus International Coordinating Clinics/American 
College of Rheumatology) damage index [ 130 ]. According to these measures, 
clinical trials of rituximab have shown no effi cacy in SLE. By contrast, many 
clinicians fi nd rituximab of value in routine clinical care of SLE [ 131 ], reminis-
cent of differences between clinical trial data and clinical experience with 
 methotrexate in RA in the 1990s, noted above. One possible explanation is that 
the indices used to assess status and improvement in the reported clinical trials 
may be insuffi ciently sensitive to changes in SLE clinical status [ 132 ]. 

 An example of the complexity of identifying an optimal measure for improve-
ment in patients with SLE is seen in recent analyses of a clinical trial of abata-
cept in SLE [ 133 ]. The report of the clinical trial concluded that abatacept had no 
signifi cant clinical effi cacy in SLE. However, analyses of various clinical end-
points that have been used in other SLE clinical trials suggest that if different 
endpoints had been chosen, statistically signifi cant advantages to abatacept ver-
sus placebo might have been found (Table  7 ) [ 133 ]. Therefore, the choice of a 
surrogate measure for long-term damage may greatly infl uence the results 
despite a control group.

       8.     Rare adverse events cannot be identifi ed in most trials.  
 One particular limitation of clinical trials that cannot be surmounted, even with 
a representative sample, particularly in rare or unusual diseases such as many 
infl ammatory rheumatic diseases, is the rare adverse event. For example, if a 
severe adverse event occurs in 1 in 10,000 patients, and only 1,000 are studied in 
clinical trials prior to approval of a medication, there is a reasonable chance that 
this possible important adverse event may not be observed at all in these trials. 
Therefore, it is probably always of value to collect post-registration surveillance 
data on at least 50–100,000 patients who take a given medication to monitor for 
unusual, but severe, adverse events. This goal can be accomplished in rheumatol-
ogy if, say, 10,000 rheumatologists around the world monitored all their patients, 
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including the 5–10 with rare diseases such as polymyositis, systemic sclerosis, 
and vasculitis, in identical long-term databases designed to pool the outcomes. 
The technology for this type of activity has been available for decades, but 
implementation to the rheumatology community    (as well as general medical 
community) has been quite limited.      

    Intrinsic Limitations 

 Pragmatic limitations of clinical trials described above theoretically could be over-
come by elimination of many logistical obstacles to an ideal trial. In other words, in 
theory, it might be possible (and desirable) to design a clinical trial that includes all 
patients with a given diagnosis, with no specifi c inclusion or exclusion criteria 
(other than those in whom the proposed study medication might be harmful), suffi -
cient statistical power to observe trends that emerge from the study, indefi nite con-
tinuation of the trial, and 20,000 subjects to detect rare adverse events. Nonetheless, 
limitations are seen to randomized controlled clinical trials that are simply intrinsic 
to the methodology, just as limitations exist to any scientifi c methodology, four of 
which are discussed below:

    1.     The design of a clinical trial may greatly infl uence the results, despite inclusion 
of a control group.  
 The inclusion of a “control group,” one of the defi ning characteristics in the basic 
design of a randomized controlled clinical trial, is commonly thought to elimi-
nate bias in comparing results of one intervention to another or to a placebo. 
A control group certainly reduces bias once patients are entered into a trial, but 
does not eliminate all sources of bias. None the less, the design of the trial itself 
may strongly infl uence results in favor or against a particular conclusion. 

   Table 7    Rates of complete response in patients with nephrotic levels of proteinuria (>339 mg/
mmole (3 g/g)) at screening and/or baseline according to fi ve sets of response criteria [ 133 ] a    

 Criteria 
 Control 
treatment 

 Abatacept 10/10 
treatment 

 Abatacept 30/10 
treatment 

 BMS trial  1/54 (2 %)  1/49 (2 %)  2/56 (4 %) 
 ACR recommendations  1/54 (2 %)  3/49 (6 %)  7/56 (13 %) 
 LUNAR trial  2/53 (4 %)  8/48 (17 %)  13/56 (23 %) 
 ALMS trial  3/54 (6 %)  9/49 (18 %)  14/56 (25 %) 
 ACCESS trial  4/53 (8 %)  15/48 (31 %)  17/56 (30 %) 

   Abbreviations :  BMS  Bristol-Myers Squibb trial,  ACR  American College of Rheumatology,  LUNAR  
Lupus Nephritis Assessment with Rituximab trial,  ALMS  Aspreva Lupus Management Study, 
 ACCESS  Abatacept and Cyclophosphamide Combination: Effi cacy and Safety Study trial 
  a Patients in the abatacept treatment groups received 12 months of treatment at 10 mg/kg every 
28 days (abatacept 10/10) or 12 months of treatment at 30 mg/kg every 28 days for 5 months 
 followed by 10 mg/kg every 28 days for the remainder of the treatment period (abatacept 30/10). 
Values are the number of complete responders/number assessed (%)  
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 Consider, for example, a simple clinical trial to compare a new medication 
versus placebo in a given condition. Two design options may be ( 1 ) to require 
“failure” with two previous standard treatments, so that patients have an oppor-
tunity to receive “standard of care” prior to enrollment in a clinical trial, or ( 2 ) to 
include only patients who have had no previous treatment for the condition. 

 Clinical research (and common sense) suggest that, in general, a medication 
is more likely to show effi cacy when used as the fi rst rather than as the third 
medication in a patient after two prior failures. A requirement for two prior fail-
ures selects for patients who are in general (although not always) more refractory 
to treatment. A new medication may show statistically signifi cant differences in 
effi cacy versus a placebo when used as the fi rst therapy for a disease, but be only 
marginally better than a placebo in patients receiving the medication as their 
third therapy. 

 Another example might involve a clinical trial to compare outcomes in 
patients with a form of cancer who participate or do not participate in a support 
group. Consider two alternative designs: ( a ) offering the clinical trial to all 
patients at the time of diagnosis prior to any treatment; ( b ) offering the clinical 
trial only to patients who have persistent disease after standard treatment with 
surgery, radiation, and/or chemotherapy. Either design would appear quite 
 reasonable, as patients who might be “cured” through standard treatment might 
be spared the trouble and expense of a support group, while “incurable” patients 
may benefi t. However, these two designs might lead to different results. Patients 
beginning standard treatment would, by defi nition, have a higher likelihood of 
overall success, which might give an opportunity for a support group to add to 
this success. By contrast, patients who have failed standard treatment might be 
expected to have a lesser possibility of overall success, with a lesser possibility 
of additional value of a support group. 

 The design of a clinical trial obviously cannot preordain the results. 
Nonetheless, the design of a clinical trial can greatly “tilt” the probability that 
an intervention will or will not appear to be more effi cacious than a placebo. 
A “control” group does not invariably eliminate biases, which are intrinsic to the 
design of any study.   

   2.     Clinical trial data are reported in groups and generally ignore individual 
variation  
 As noted in the introductory comments, the prototype clinical trials were per-
formed to analyze antibiotics in activity versus infectious bacteria. Bacteria are 
simple single-cell organisms, which present a target for antibiotics to eradicate 
from the body. A single optimal medication for  all  patients might be identifi ed 
for treatment of a specifi c bacterium, particularly when the capacity of a medica-
tion to affect a target pathogen is tested in a laboratory “culture and sensitivities” 
analysis. 

 The treatment of complex multicellular and multiorgan human patients 
clearly is not as simple. Variation in responses among individuals to a medication 
would be  expected  in drugs designed to treat multicellular human organisms for 
such disorders as overproduction of gastric acid, control of blood pressure, 
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 management of pain, or reduction of depression. However, in general, a clinical 
trial is reported to identify the “best” therapy for  all  patients, rather than to iden-
tify  which  therapy might be most effective for  particular  individual patients. 

 Crossover clinical trials in which two agents are compared often document 
the phenomenon of individual variation in responses to two or more treatments. 
For example, in a crossover clinical trial of Arthrotec (diclofenac coated with 
misoprostol) compared to acetaminophen (ACTA trial), 57 % of individuals 
reported that Arthrotec was superior, 21 % that acetaminophen was superior, and 
22 % found the two medications of equal effi cacy (Table  8 ) [ 134 ]. An accurate 
interpretation of the data might be that Arthrotec is better for most individuals, 
but acetaminophen is better for some individual patients. However, the usual 
interpretation of such data is that Arthrotec is “superior” to acetaminophen in 
general.

   This limitation may have signifi cant consequences for therapies for individual 
patients. Many hospital formularies will select only a single medication from a 
given category, such as H2 blockers to reduce acid in peptic ulcer and refl ux 
disease, tricyclic antidepressants, or NSAIDs. The reasoning is that it is cost-
effective to have available only a single medication among several that all act 
according to a similar mechanism. However, each individual medication may be 
superior in some individual patients, due to different receptors, metabolism, and 
other idiosyncratic characteristics of the host. The interpretation that a single 
optimal medication exists for  all  patients with a disease is an incorrect assump-
tion, probably based in large part on the origin of clinical trials in studies of 
antibiotic medications designed to interact primarily with simple bacterial cells, 
rather than complex human organisms.   

   3.     Interpretation of adverse events is not standardized and depends on assessment 
of risks and benefi ts which differ widely among individuals.  
 All interventions, including medications, physical therapy, exercise programs, 
etc., may be associated with some type of adverse event in certain individuals, 
ranging from renal damage to inconvenient travel to a support group. Consider, 
for example, in a comparison of two medications, that Medication A leads to 
remission in 95 % of patients with few adverse event effects, but 1 in 10,000 

   Table 8    Arthrotec compared to acetaminophen (ACTA) crossover clinical trial: patient ratings of 
each drug [ 134 ]   

 Patient ratings 
 Group I Arthrotec → acetamino-
phen  N  (%) 

 Group II acetamino-
phen → Arthrotec  N  (%)  Total  N  (%) 

 Arthrotec 
better or much 
better 

 52 (58 %)  48 (57 %)  100 (57 %) 

 No difference  18 (20 %)  21 (25 %)   39 (22 %) 
 Acetaminophen 
better or much 
better 

 20 (22 %)  15 (18 %)   35 (20 %) 
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patients experiences renal failure, while Medication B leads to improvement in 
50 % of patients, no remissions, and “nuisance” gastrointestinal side effects in 
20 % of patients, but leads to no severe harm to internal organs. Which is the 
preferred medication? That depends in large part on how an individual patient 
assesses risks and benefi ts, which varies widely among individual patients and 
individuals in general. As an example to patients, the author often asks a patient 
to assess the risk/benefi t of playing a lottery, pointing out that there is no single 
“correct” answer. A committee verdict concerning groups cannot provide opti-
mal guidance to each individual patient. 

 In general, the community of health professionals accepts the interpretation 
of the authors of a clinical trial regarding risks and benefi ts of a therapy. However, 
in actual practice, certain patients may prefer the odds of one alternative or the 
other and can make an informed decision as to which is the optimal treatment. A 
clinical trial infers a “black and white” choice, while the actual results suggest 
“shades of gray.” This interpretive component in analysis of results of a clinical 
trial may explain occasional contentious disagreement within FDA advisory 
groups concerning approval of certain new medications or procedures such as 
mammography in 40- to 50-year-old women. A positive or negative recommen-
dation depends on analysis of risks versus benefi ts, interpretation of which varies 
greatly among patients (as well as “experts”).   

   4.     The format of a clinical trial compromises the “placebo effect” in not informing 
patients that they may not receive the “best” therapy.  
 Considerable information has been reported over the last few decades concern-
ing the “placebo” effect in any patient intervention [ 135 ]. After all, until the 
twentieth century, most medications were of little effi cacy and yet health profes-
sionals were highly regarded as providing “curative” medications in many situa-
tions. This placebo effect is compromised considerably when a health professional 
invites a patient to participate in a “scientifi c experiment” to recognize the best 
therapy, rather than telling a patient that she/he will receive the “best therapy.” 

 Most clinical trials show substantial benefi t to participants in both placebo 
and treatment groups, suggesting that there nonetheless exists a considerable 
“placebo effect” even within the clinical trial methodology. It may be argued that 
both arms of a clinical trial are diminished in their therapeutic effi cacy by loss of 
possible placebo effect, but this loss is “controlled for.” It seems clear, nonethe-
less, that some of the therapeutic “placebo” benefi t which results from patients 
being told that they are being given an optimal therapy is lost in the circum-
stances of the clinical trial.      

    Summary and Conclusion 

 Clinical trials remain the optimal method to compare one therapy with another or a 
placebo independent of inevitable biases associated with choices of therapies [ 1 , 
 82 ]. Nonetheless, clinical trials have limitations. In this chapter, selected random-
ized controlled clinical trials conducted in chronic rheumatic diseases, including 
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RA, SLE, polymyositis, and OA, as well as other chronic cardiovascular diseases, 
have been summarized to illustrate some of these limitations. Some limitations may 
be overcome by longer trials and meta-analyses. However, pragmatic and intrinsic 
limitations will always affect the clinical trial methodology to some extent. A greater 
awareness of these limitations would be of benefi t to health professionals and the 
general public in interpreting results and implications of clinical trials for clinical 
care.     
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      Randomized controlled trials (RCTs) remain the gold standard for evidence-based 
therapy. However, RCTs are expensive to conduct and thus often provide data on 
limited numbers of highly selected patients followed for short durations of time. 
Indeed, in a systematic review of 29 RCTs of antitumor necrosis factor (TNF) drugs 
in rheumatoid arthritis, over 40 % of the studies followed subjects for less than 
14 weeks [ 1 ]. Thus, the well-accepted limitations of RCTs include lack of 
generalizability, insuffi ciently long follow-up to answer many questions relating to 
long- term drug safety, and sample sizes too small to study particular rare events. In 
response to this, several drug and disease registries have been established to provide 
long-term follow-up on patients in routine clinical care. In addition, administrative 
databases have the additional advantage of large study populations, thus offering the 
potential to identify rare events. Observational (i.e., nonexperimental) studies of 
registry data and administrative databases using pharmacoepidemiological 
approaches have thus become useful sources of information concerning the 
effectiveness and safety of treatments in rheumatology. 

 On the other hand, observational studies involving complex time-varying medi-
cation use with multiple drugs and time-dependent risks are subject to method-
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ological challenges that, unless recognized and addressed, can lead to confusing 
results. Indeed, in the past several years, observational studies related to the safety 
of new drugs used for rheumatic diseases have been published with apparent dis-
crepant results. For example, initial reports on the association between anti-TNF 
drugs and the risk of serious infection suggested a range of estimates, from no 
increased risk to a greater than twofold risk. However, these apparent discrepant 
results were subsequently shown to be reconcilable. Indeed, additional studies 
designed to examine these differences revealed that the risk of infection appeared 
to be time-dependent, with an early increase in risk that normalized over time [ 2 ]. 
The differences were found to have arisen from differences in study design and 
analytical approaches. This emphasizes the importance of robust methodology to 
ensure the validity of observational studies using pharmacoepidemiology 
approaches. 

 Recently, two consensus documents have identifi ed methodologic issues of particu-
lar relevance to observational studies of registry and administrative health databases in 
rheumatology that, if improperly addressed, threaten the validity of their results, 
namely, confounding by indication, channeling bias, immortal time bias, and depletion 
of susceptible bias [ 3 ,  4 ]. In addition, they provide guidance on a number of additional 
methodological, analytical, and reporting points that are designed to enhance study 
quality. 

 The aim of this chapter is to compare the strengths and limitations of RCTs and 
observational study designs (Table  1 ), to review selected methodological biases in 
observational studies, to discuss some approaches to avoid or reduce these biases, 
and to provide examples using selected published studies that have compared results 
before and after adjusting for possible confounding or bias to illustrate the magni-
tude of the methodological challenges.

   Table 1    Summary of strengths and limitations of RCTs and observational studies   

 RCTs  Observational studies 

 Strengths  Randomization  Large sample sizes and greater 
statistical power 

 Blinding  Greater external validity (more 
representative population) 

 Limitations  External validity is limited 
(usually highly selected population) 

 Case defi nition/validation 

 Short duration (limiting assessment 
of long-term effi cacy and safety) 

 Selection bias, information bias, 
and confounding 

 Relatively small samples and low 
statistical power (limiting ability to 
detect rare harms) 

 Informative patient dropout and 
missing data 

 Occasionally not ethical 
(e.g., randomizing to a harmful 
exposure such as smoking) 

 In the case of administrative 
databases, secondary use of data that 
lack patient-level data (e.g., measures 
of disease activity, laboratory tests)  Recruitment challenging in rare diseases 
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      Comparison of RCTs and Observational Study Designs 

 Evidence-based medicine is the application of the most valid scientifi c evidence to 
the care of patients. The strength of evidence is graded in large part based on study 
design, with randomized clinical trials (RCTs) receiving a higher grade than obser-
vational studies. Indeed, randomization and blinding are key attributes of RCTs that 
deal with the major problems due to confounding and other potential sources of bias 
inherent in observational studies. 

 However, RCTs are subject to some important limitations. First, RCTs may lack 
external validity. Indeed, to be clinically useful, the results of a study “must be rel-
evant to a defi nable group of patients in a particular clinical setting”[ 5 ]. Common 
issues that potentially affect external validity of RCTs include the setting (e.g., 
recruitment from primary or academic care centers), eligibility criteria (e.g., magni-
tude of disease activity), exclusion criteria (e.g., patients with various comorbidi-
ties), characteristics of the study subjects (e.g., sociodemographic characteristics 
such as sex, ethnicity, and education), fi xed treatment regimens and intense follow-
 up. Many examples of lack of generalizability in rheumatology are available. 
Several papers have been published showing that RA patients in routine care would 
not be eligible for major clinical trials of anti-TNF drugs, based on strict eligibility 
and exclusion criteria [ 6 – 8 ]. Geographic setting has also been recognized as a 
potential factor affecting generalizability. In 2011, belimumab was the fi rst therapy 
in more than 50 years to be approved by the FDA for the treatment of systemic lupus 
erythematosus (SLE). At least half of the trial research done for belimumab was 
conducted outside North America and benefi ts were found to be consistently lower 
for subjects in the USA and Canada [ 9 ]. Factors contributing to such geographic 
differences were postulated to include variations in the underlying patient character-
istics and variation in study execution. The increasing numbers of trials being con-
ducted globally makes this threat to generalizability of growing concern. Finally, 
the exclusion of patients with comorbidity is particularly of concern in the context 
of drug safety rather than effectiveness, as these are the very same patients who may 
be susceptible to adverse events of the study drug. 

 Second, RCTs are expensive to undertake and for that reason are often of rela-
tively short duration and underpowered to detect rare outcomes. This limits the abil-
ity of demonstrating long-term effectiveness or safety. Open-label extension (OLE) 
studies are often performed following the successful completion of an RCT and are 
reported commonly in the rheumatology literature [ 10 ]. Although the purpose of 
OLE studies includes collecting valuable long-term effi cacy and safety data, OLE are 
not as robust as RCTs and should be viewed with considerable circumspection. At 
this point, the RCT has essentially turned into an observational study. Indeed, to 
begin with, the characteristics of the study participants who continue in an OLE study 
may differ signifi cantly from the individuals who dropped out of the RCT. In addi-
tion, bias may also be introduced in the assessment of outcomes because of unblind-
ing. Hence, OLE studies may underestimate side effects or harms because those who 
continue on treatment are those less likely to have dropped out or had side effects 
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during the course of the RCT or overestimate treatment effects because assessments 
are no longer blinded. In addition, the lack of a comparator group limits the ability to 
draw robust conclusions from OLE studies. Indeed, the effect of treatment knowl-
edge on behavior may be profound and lead to an inability to distinguish temporal 
trends from treatment-related effects. In a recent OLE study of strontium ranelate for 
the treatment of postmenopausal osteoporosis, the 10-year population consisted of 
only 7 % (237/3,352) of the original trial population [ 11 ]. Although the baseline 
characteristics of the OLE study group were representative of the original population, 
the possibility of confounding bias cannot be ruled out. The authors also acknowl-
edged that the absence of a comparator group was an important limitation. Finally, it 
should be noted that if an original RCT was underpowered to detect rare harms, the 
likelihood of observing these rare harms in OLE remains low. Indeed, OLE of 
bisphosphonates for the treatment of postmenopausal osteoporosis failed to identify 
the increased risk of atypical femoral fractures associated with these drugs [ 12 ]. 

 RCTs are not always feasible. In studies of harm in particular, it would not be 
ethical to randomize subjects to harmful exposures (e.g., smoking) and most RCTs 
are underpowered to detect rare harms. 

 Finally, RCTs for rare diseases can be particularly challenging logistically because 
of the diffi culty in recruiting suffi cient numbers of subjects. In such small RCTs, it 
may be particularly diffi cult to distinguish true negative results from false negative 
results due to low power. Systemic sclerosis is a relatively rare rheumatic disease and 
this has contributed to the fact that there have been few RCTs in this disease. One of 
the few RCTs in systemic sclerosis randomized a total of 71 early diffuse subjects to 
methotrexate or placebo [ 13 ]. The study found that methotrexate was associated with 
a nonsignifi cant ( p  > 0.05) improvement in two primary outcomes (modifi ed Rodnan 
skin score and UCLA skin score) and a statistically signifi cant benefi t in physician 
global assessments of disease activity ( p  = 0.04), a third primary outcome, compared 
to placebo. The authors concluded that there was insuffi cient evidence to reject the 
null hypothesis of no treatment effect. Unfortunately, the study was labelled a “nega-
tive” trial, when in fact the study had been powered to fi nd an optimistically large 
effect (35 % difference in skin scores over 1 year) and was therefore clearly under-
powered to detect smaller but clinically relevant treatment effects. Indeed, a reanaly-
sis of the data using Bayesian models, which make effi cient use of all available data 
and present results that are more clinically relevant than that which is possible with a 
 p -value from an RCT of a rare disease, found that there was 96 % probability that at 
least two of three primary outcomes were better on methotrexate compared to pla-
cebo [ 14 ].    The results of the initial RCT notwithstanding, methotrexate has contin-
ued to be commonly used in systemic sclerosis in routine clinical practice [ 15 ]. 

 The limitations of RCTs highlight the fact that data from methodologically rig-
orous observational studies can be extremely valuable. Indeed, with improved 
methodology to minimize confounding and other biases, as well as newer statistical 
methods, estimates of treatment effects in observational studies are, for the most 
part, similar to those from those in RCTs [ 16 – 18 ]. In addition, by expanding the 
setting to more representative populations, observational studies of treatment 
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effects in routine clinical settings, in particular among subjects who would not have 
been eligible for RCTs, are useful sources of data. For example, anti-TNF drugs 
have been shown to be effective in routine clinical practice for patients who would 
not have been eligible for RCTs albeit with more modest results [ 19 ,  20 ]. These 
important fi ndings suggest that the current use of biologics in routine clinical prac-
tice may be suboptimal and alternative, more cost-effective ways of using these 
potent but expensive and potentially toxic drugs should be explored. Nevertheless, 
observational studies of the intended effects of a drug to assess effectiveness remain 
a challenge as they are subject to greater degree of confounding by indication.  

   Table 2    Summary of biases in observational studies   

 Defi nition  Examples 

 Clues for 
identifi cation of 
bias 

 Possible 
solutions 

 Selection bias  Selection or exclusion 
criteria for entering 
the study associated 
with both the drug 
exposure and the 
outcome 

 Depletion of 
susceptibles 

 Is the risk of the 
outcome a 
function of time, 
higher early after 
the initiation of 
drug exposure? 

 Equal cohort 
entry point 
for all drug 
exposure 
groups 
 New-user 
designs 

 Information 
bias 

 Also known as 
measurement or 
classifi cation bias; 
this bias results from 
the inaccurate 
determination of 
exposure or outcome 

 Immortal time 
bias 

 Is information 
about exposure 
classifi ed in the 
same way for 
cases and 
comparisons? 

 Survival 
analysis with 
time- 
dependent 
exposures 

 Confounding  Lack of comparability 
between drug groups 
under comparison. 
The observed 
association between 
an exposure and an 
outcome may be 
accounted by a third 
factor, when that 
factor is associated 
with both the 
exposure and outcome 
but is not in the causal 
pathway between the 
exposure and the 
outcome 

 Confounding 
by indication 
or confounding 
by disease 
severity 

 Could the 
outcome attributed 
to the drug also be 
an outcome of 
more severe 
disease? 

 Restriction, 
matching, 
stratifi cation 
 Multivariate 
regression 
techniques 
 Propensity 
score modeling 

 Channeling 
bias 

 Could the 
treatment have 
been preferentially 
prescribed to 
patients with 
special preexisting 
morbidity or 
because of 
ineffective current 
therapy? 

 Stratifi cation 
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    Time-Related and Other Biases in Observational Studies 

 In routine clinical practice, exposure to drug therapy is not randomized, but rather 
dependent on a multitude of patient and physician characteristics. Thus, analysis of 
clinical data captured in registries and administrative datasets is generally subject to 
confounding bias and several other sources of bias. The biases are generally classi-
fi ed as selection, information, or confounding bias with different mechanisms 
described leading to these (Table  2 ) [ 21 ]. In the fi eld of rheumatology, confounding 
by indication, channeling bias, immortal time bias, and depletion of susceptibles are 
among the more common mechanisms of bias that have threatened the validity of 
observational studies of registry and administrative health data.

      Confounding by Indication 

    Confounding by indication may occur in observational studies if patients with more 
severe disease are preferentially prescribed selected, presumably more intensive, 
treatments (e.g., different drugs, regimes or doses) [ 22 ]. In such situations, differ-
ences in outcomes of treatment groups may be due to differences in baseline disease 
severity rather than treatment itself. Such confounding may affect results in differ-
ent ways, including attenuating the true effect of treatment (i.e., making it harder to 
show the effect of treatment because those treated have more severe disease) or 
suggesting increased harms associated with treatment. In rheumatoid arthritis, for 
example, patients selected to receive anti-TNF drugs likely have more active disease 
than those who are not given these drugs. Yet, there is evidence to suggest that the 
risk of lymphoma in rheumatoid arthritis is particularly associated with disease 
activity [ 23 ]. Thus, increased rates of lymphoma associated with anti-TNF therapy 
could refl ect, at least in part, confounding by indication, whereby patients with the 
highest risk of lymphoma preferentially receive anti-TNF drugs. The problem of 
confounding by indication is compounded by the fact that treatment decisions may 
be affected not only by differences in baseline disease severity but by the natural 
course of the disease and by treatment response, which can both be subject to con-
siderable interindividual variation. 

 Various statistical techniques can be used to minimize the effect of confounding 
by indication in observational studies, including multivariate regression analyses, 
traditional propensity scores, high-dimensional propensity scores, and instrumental 
variables to adjust for both baseline and time-dependent confounders. In recent 
years, studies have also been reported using inverse-probability-weighted (also 
called inverse-propensity-weighted) marginal structural models [ 24 – 27 ]. Simply put, 
this type of analysis attempts to balance potential confounders among treated and 
untreated subjects by reweighing observations according to the inverse of the prob-
ability of receiving their observed drug exposure. The approach is similar to analysis 
via propensity matching estimators, applied over time to account for changing values 
of the confounders [ 28 ]. By reweighing, rather than matching subjects, one is able to 
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make use of all of the subject level data available for the analysis and account for 
their changes over time. Another advantage of weighting is that fewer assumptions 
need to be made about the underlying probability models [ 24 ]. Finally, missing data 
due to subject dropout can be accounted for in a straightforward manner by incorpo-
rating the estimated probability of study completion in the weight for each subject 
[ 25 ]. Thus, marginal structural models attempt to correct for bias due to confounding 
(both due to the observational nature of the data and time-varying confounding) and 
bias due to subject dropout and to estimate the causal effect of treatment. 

 An example of confounding by indication and statistical adjustment for this 
comes from a study using the Norfolk Arthritis Register to investigate the benefi t of 
disease-modifying antirheumatic drugs (DMARD) treatment on the long-term 
 functional outcomes of patients with infl ammatory polyarthritis [ 29 ]. The investiga-
tors acknowledged that, in the setting of an observational cohort study, the effect of 
treatment on outcomes could be confounded by differences both in baseline and 
time-dependent disease characteristics. They therefore used marginal structural 
models to adjust for time-dependent confounding. They reported on 642 subjects 
who had completed a Health Assessment Questionnaire (HAQ) both at baseline and 
at the 10-year assessment. Of these, 54 % had been treated with DMARDs by 
10 years. As expected, patients who did not require DMARDs during 10 years of 
follow-up had better baseline HAQ scores (median 0.50, IQR 0.13; 0.88) and 
smaller mean change in HAQ over the follow-up period (0.13; 95 % CI 0.05, 0.21) 
than those who were treated (baseline median HAQ 1.00; IQR 0.50, 1.50 and mean 
change over 10 years of 0.24; 95 % CI 0.14, 0.33). When adjusted only for baseline 
differences in HAQ scores, those ever treated with DMARDs had a signifi cantly 
greater deterioration in function over 10 years than those never treated (adjusted 
mean difference in change in HAQ 0.30; 95 % CI 0.18, 0.42). However, after adjust-
ment for the time-dependent confounders using a weighted structural marginal 
model, there was no signifi cant difference in the change in HAQ between those ever 
treated and those not treated (−0.01; 95 % CI −0.20, 0.19). In other words, after 
allowing for the fact that treatment was more likely to be given to those with severe 
infl ammatory polyarthritis, treatment appeared to move patients onto a trajectory 
that they would have followed if they had had milder disease not requiring treat-
ment. Although the possibility of residual confounding cannot be excluded even 
using this type of sophisticated statistical approach, the magnitude of confounding 
by indication appears to be greatly mitigated by it.  

    Channeling Bias 

 Channeling bias is a form of confounding by indication that involves not only dis-
ease status but also individual patient profi les and medication use tailored to this. In 
other words, patients at high risk for a given complication may be preferentially 
prescribed or switched to a certain treatment because an alternative treatment is 
known to be associated with that particular complication. Thus, one subtle differ-
ence between confounding by indication and channeling bias is that in the former 
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case the confounding results from a patient’s indication for a certain treatment, 
whereas in the latter case, it results from a contraindication to that treatment. 
Another is that channeling bias generally also involves switching of treatment from 
an older to a newer agent. 

 In a population-based safety study examining the association between lefl unomide 
and interstitial lung disease (ILD) using a large claims database, we found that in the 
overall analysis, lefl unomide (rate ratio 1.9), but not methotrexate (rate ratio 1.4), was 
associated with the risk of ILD [ 30 ]. We found that patients with a history of ILD 
were almost twice as likely to have received lefl unomide compared to methotrexate 
(adjusted odds ratio 1.9; 95 % CI 1.5, 2.3) as a fi rst DMARD. In a stratifi ed analysis, 
we showed that in patients without prior exposure to methotrexate and without a his-
tory of ILD, methotrexate (rate ratio 3.1) but not lefl unomide (rate ratio 1.2) was 
associated with ILD, whereas in the subgroup of patients with either a prior exposure 
to methotrexate or a history of ILD, methotrexate was highly  protective  against ILD 
(rate ratio 0.4) and lefl unomide was associated with a signifi cant increase (rate ratio 
2.6) in the risk of ILD. We concluded that this stratifi ed analysis provided strong 
evidence that patients with a history of ILD may have been preferentially prescribed 
lefl unomide rather than methotrexate on the assumption that, in contrast to metho-
trexate, no lung toxicity was known to be associated with lefl unomide. Thus, channel-
ing bias must be considered in studies of harm and proper stratifi ed analysis of the 
data is necessary to determine whether this bias may have infl uenced the results.  

    Immortal Time Bias 

 A study investigated whether the use of antimalarials in patients with systemic 
lupus erythematosus (SLE) could be associated with cancer incidence [ 31 ]. The 
authors used a cohort of 235 SLE patients followed for up to 31 years, of which 13 
patients developed cancer during follow-up. The comparison of time to cancer inci-
dence was based on comparing the 156 patients who had “ever” received antimalari-
als during follow-up with the 79 who did not. The Cox proportional hazards model 
was used to estimate the adjusted hazard ratio of 0.15 (95 % CI 0.02, 0.99). This 
result implied that the incidence of cancer of all types could be signifi cantly reduced 
by 85 % in SLE patients treated with antimalarials. 

 However, this analysis was subject to a bias created by looking at “ever” exposure 
to antimalarials during follow-up. Immortal time refers to a time period during cohort 
follow-up when,  by design , subjects cannot die or have the outcome event under study 
[ 32 ,  33 ]. Thus, exposed patients are necessarily “immortal” (in this case cancer-free) 
during the time span between cohort entry and the fi rst prescription for an antima-
larial. On the other hand, the comparison patients who did not receive antimalarials 
had no such cancer-free period as they could have developed cancer anytime during 
follow-up. Thus, the comparison of the time to cancer incidence between these two 
groups provided an advantage to exposed patients because they were guaranteed, by 
design, a cancer-free period. To the extent that this immortal time period is in fact 
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unexposed but misclassifi ed as exposed, the immortal time bias is a form of informa-
tion bias. This type of bias will result in lowering the rate ratio (i.e., closer to the null 
if the effect is harmful (>1) or away from the null if the effect is nil or protective (<1)). 

 A time-dependent Cox proportional hazard model or similar approach to data 
analysis that classifi es the person-time from cohort entry until the fi rst prescription 
as unexposed and the subsequent person-time as exposed is a simple approach to 
avoid an immortal time bias. We replicated the abovementioned study in a 
population- based cohort of 23,810 rheumatoid arthritis patients, identifi ed from 
provincial healthcare databases between 1980 and 2003 [ 34 ]. We identifi ed all can-
cer cases occurring during follow-up and obtained information on the timing of 
antimalarial agents, as well as all relevant concomitant medications. The analysis 
was based on an approach that considered the time-dependent nature of the antima-
larial prescriptions and classifi ed the time prior to the fi rst one correctly as unex-
posed. As a result, the adjusted rate ratio of cancer incidence with antimalarial use 
was 1.1 (95 % CI 0.9, 1.3). This is quite different from the protective effect reported 
using the approach subject to immortal time bias described above. 

 Other examples of immortal time bias are found in the rheumatology literature. In 
a study from the LUMINA cohort, the use of hydroxychloroquine was reported to 
reduce the incidence of renal damage by 88 % (hazard ratio 0.12; 95 % CI 0.02, 0.97) 
[ 35 ]. However, exposure to hydroxychloroquine was measured as “any use during the 
follow-up period” (i.e., ever/never used). In so doing, unexposed person-time from 
cohort entry to the start of actual exposure was misclassifi ed as exposed. This “immor-
tal” time period during which the outcome under study could not have occurred con-
ferred an undue advantage to the exposed group. As a result, the protective effect of 
hydroxychloroquine was overestimated [ 36 ]. Another similar example involving 
hydroxychloroquine comes from the ARAMIS cohort of rheumatoid arthritis patients. 
In that study, 4 years or more of exposure was associated with a very signifi cant 77 % 
reduction in the incidence of diabetes (hazard ratio 0.23; 95 % CI 0.11, 0.50) [ 37 ]. 
Immortal time bias was introduced by the inherent requirement of 4 years with no 
diabetes to determine the exposure, whereas the nonexposed reference patients were 
permitted, by the analysis, to develop diabetes as of day 1 of cohort entry.  

    Depletion of Susceptibles 

 The time-varying hazard functions of several medications commonly used in rheu-
matology have been described, for example, the higher risk of infection present with 
early exposure to TNF antagonists [ 38 – 40 ] and the higher risk of myocardial infarc-
tion or acute renal failure associated with early exposure to rofecoxib [ 41 ,  42 ] and 
other NSAIDs [ 42 ]. If a study sample is underrepresented by those individuals most 
susceptible to an event possibly because of early attrition due to the development of 
a complication and overrepresented by low-risk individuals who tolerate the drug, a 
depletion of susceptible bias can result and will tend to underestimate the magni-
tude of harm associated with a treatment. 
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 A depletion of susceptible bias can result from study design or analysis. In a 
study using a large, population-based administrative database designed to examine 
the risk of myocardial infarction associated with COX-2 inhibitors, only those indi-
viduals who were given  at least two successive prescriptions  of the drugs of interest 
were included (with the purported intent of excluding “sporadic” users of NSAIDs) 
[ 43 ]. The authors found no increase in the risk of myocardial infarction associated 
with the use of rofecoxib compared to controls. It is possible that  excluding subjects 
who received only one rofecoxib prescription may have excluded patients among 
the most susceptible to the increased risk in myocardial infarction that has been 
since confi rmed with rofecoxib and that this may have contributed to an underesti-
mation of the true risk. 

 Misspecifi cation of the “at-risk” period may also result in a depletion of suscep-
tible bias. Dixon et al. provided an excellent example using the British Biologic 
Register [ 38 ]. This group had previously reported no increase in the risk of serious 
infection associated with TNF antagonists in rheumatoid arthritis [ 44 ]. However, 
they subsequently reanalyzed their data and found that the magnitude of the risk of 
infection varied depending on different defi nitions of the “at-risk” period. For 
example, when the at-risk period was defi ned as “receiving treatment,” there was no 
signifi cant risk of infection associated with anti-TNF therapy (adjusted incidence 
rate ratio 1.22; 95 % CI 0.88, 1.69). However, there was a strong trend towards 
increased risk when the at-risk period was defi ned as “ever receiving treatment” 
(adjusted incidence rate ratio 1.35; 95 % CI 0.99, 1.85). They concluded that these 
result were consistent with a “depletion of susceptible” effect, whereby in an analy-
sis with follow-up limited to the period of exposure, those at greater risk of infec-
tions are excluded from the analysis early and those who continue to receive 
treatment are really a healthier group at an overall lower risk. Care in defi ning the 
risk window and the use of sensitivity analyses to investigate alternative defi nitions 
of exposure can help to address this potential bias. 

 Finally, the depletion of susceptible phenomenon can have a major impact in 
prevalent cohort studies, in other words studies that include  prevalent  users of a 
drug, because of the exclusion of subjects in the early high-risk period and the over- 
representation of lower-risk subjects who survived this early high-risk period. The 
“new-user” design has been proposed as solution to overcome this problem [ 45 ].   

    The Quagmire of Biologics and Malignancies 

 The relative strengths and limitations of RCTs and observational studies, and the 
challenges in practicing evidence-based medicine are highlighted by the controversy 
surrounding the association between biologics and malignancies in RA. A thorough 
review by Chakravarty et al. found that RA was not associated with a signifi cantly 
increased  overall  risk of malignancies compared to the general population [ 46 ]. On 
the other hand, a subsequent meta-analysis of 21 observational studies by Smitten 
et al. found a small but signifi cant increase in overall risk (standardized incidence 
ratio (SIR) 1.05, 95 % CI 1.01, 1.09) [ 47 ]. More importantly, though, this 
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meta-analysis, demonstrated that such overall fi ndings obscure the more informa-
tive fact that RA may be associated with an increase in some and a decrease in other 
site-specifi c malignancies. Indeed, in this meta-analysis, there was an increase in 
the risk of lymphoma (SIR 2.08, 95 % CI 1.80–2.39) and lung cancer (SIR 1.63, 
95 % CI 1.43–1.987), but a decrease in the risk of colorectal (SIR 0.77; 95 % CI 
0.65–0.90) and breast cancer (SIR 0.84; 95 % CI 0.79, 0.90) [ 47 ]. 

 This study underscores the fact that the relationship between RA and malignan-
cies is complex. There are multiple theoretical pathways by which RA and malig-
nancies may be associated [ 48 ]. Two such pathways are the disease per se and the 
drugs used to treat the disease. As far as the disease is concerned, autoimmune 
dysfunction and chronic infl ammation have been proposed as mechanisms whereby 
the risk of certain malignancies, in particular lymphoproliferative cancers, may be 
increased in RA. In particular, higher disease severity in RA has been associated 
with a greater risk of lymphoma [ 23 ]. On the other hand, drugs used to treat RA 
modulate the immune system and may, also in part, be responsible for the increased 
risk of malignancy [ 49 ]. In particular, cytokine pathways, including tumor necrosis 
factor (TNF), play an important role in tumor surveillance. Thus, blocking this path-
way with anti-TNF drugs could theoretically contribute to an increased risk of 
malignancy. Moreover, lacking a randomized trial, it may be diffi cult to tease apart 
the effects of the disease and the drugs to the extent that stronger immunosuppres-
sion is used in more severe disease, so that any observational study would be subject 
to intractable confounding by disease severity. Finally, to add to the complexity, the 
question of how the possible risks of malignancy resulting from the disease or the 
drugs relate, whether additively, synergistically, or perhaps negatively with, for 
example, the reduction of the chronic infl ammation by the drugs mitigating the risk 
associated with the disease itself, remains unresolved [ 50 ]. 

 Insofar as the evidence is concerned, none of the individual RCTs of anti-TNF 
drugs in RA showed a signifi cantly increased risk of lymphoma or cancer. However, 
a 2006 meta-analysis of nine trials ( N  5,014) of ≥12 weeks duration (range 
12–54 weeks) with infl iximab or adalimumab in RA patients showed a three-fold 
increase in the overall risk of cancer relative to placebo (pooled odds ratio 3.3; 95 % 
CI 1.2–9.1) [ 51 ]. The absolute rates of events were, however, fairly low, with 29 
malignancies reported in 3,192 patients on treatment (0.9 %) compared to 3 in 1,428 
(0.2 %) in those on placebo. A follow-up report placed the relative risk at 2.02 
(95 % CI 0.95, 4.29) when additional trial data were added [ 52 ]. On the other hand, 
a meta-analysis of etanercept trial data in patients with rheumatic diseases (18 rheu-
matoid arthritis, 2 psoriatic arthritis and 2 ankylosing spondylitis trials with 6,798 
person-years of exposure) showed no increased risk with this drug [ 53 ] although the 
exact number of malignancies in the treated and control patients was not reported. 
Finally, the results of an FDA-requested analysis was published in response to the 
meta-analysis of infl iximab and adalimumab data and reported no increase in the 
risk of malignancy in patients with RA treated with infl iximab and adalimumab 
when compared to general population rates available from the Surveillance, 
Epidemiology, and End Results (SEER) database and with etanercept when com-
pared to placebo [ 54 ]. 
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 More recently, an individual patient data meta-analysis of 74 RCTs of etaner-
cept, infl iximab, and adalimumab identifi ed 130 (0.84 %) of 15,418 individuals ran-
domized to anti-TNF therapy diagnosed with cancer, compared to 48 (0.64 %) of 
7,486 individuals randomized to comparators [ 55 ]. The overall relative risk of all- 
site cancer (excluding non-melanoma skin cancers) associated with the three anti- 
TNF drugs was 0.99 (95 %CI 0.61, 1.68). However, there were indications of 
differences in control group cancer risk between the three drugs and some indica-
tion of an increased cancer risk with infl iximab, although this latter observation was 
severely limited by the small numbers of events (two or less in the infl iximab com-
parators). In addition, the numbers of site-specifi c cancers, in particular lympho-
mas, were too small to permit robust statistical modeling of site-specifi c cancer 
risks. Thus, the authors concluded that despite a reassuring overall short-term risk, 
they could neither refute nor verify that  individual  anti-TNF drugs could affect the 
short-term risk of cancer and that there might be important site-specifi c differences. 
In addition, the authors acknowledged that the short duration of the trials included 
in their analyses precluded as assessment of long-term cancer risks associated with 
anti-TNF drugs. They thus concluded that “[a]lthough this individual patient data 
meta-analysis represents the best available evidence to date regarding short-term 
risks, analyses of long-term risks as well as further explorations of the risk for site- 
specifi c cancers…require larger study populations and longer follow-up. The ongo-
ing long-term follow-up via registries is important in this respect.” 

 Observational studies of RA patients treated with anti-TNF drugs have not, to 
date, shown a substantial increase in the overall risk of cancer (excluding skin can-
cers) or lymphoma [ 56 – 60 ]. A recent meta-analysis of RA registries and prospec-
tive observational studies reported a pooled risk estimate of 0.95 (95 % CI 0.85, 
1.05) in the risk of all-site malignancy in subjects exposed to anti-TNF therapy [ 61 ]. 
Of note, the risk for individual anti-TNF agents has not been reported to be different 
either, although this analysis has also been limited by small numbers, and in one 
study that assessed drug-specifi c risks by time since treatment start, differences by 
drug and time of exposure were observed, with subjects exposed to adalimumab 
(RR 1.91; 95 % CI 1.11, 3.31), but not etanercept or infl iximab, found to be at 
higher risk of overall cancer in the fi rst year but not thereafter [ 62 ]. The meta- 
analysis specifi cally excluded studies using administrative databases to reduce het-
erogeneity. Nonetheless, a recent study using two US and one Canadian 
administrative database showed no signifi cantly increased risk of either solid (HR 
0.91, 95 % CI 0.65, 1.26) or hematological (HR 1.37; 95 % CI 0.71, 2.65) malignan-
cies in subjects exposed to anti-TNF drugs [ 63 ]. 

 Despite the accumulating evidence from both RCTs and observational studies 
suggesting that the risk of malignancy is not substantially increased with anti-TNF 
drugs in RA, concerns persist. The evidence remains sparse regarding many impor-
tant questions, including whether the association between anti-TNF drugs and 
malignancies is a class effect or whether there might be individual drug effects, 
whether there are differences between overall versus site-specifi c cancers, and 
whether risk varies over time. Indeed, absence of evidence cannot be construed as 
evidence of absence. The fact that current treatment guidelines on these questions 
are still largely based on consensus recommendations speaks to the fact that the 
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evidence to date remains incomplete [ 64 ]. In addition to the inherent limitations of 
RCTs and observational studies already discussed above, future RCTs will no doubt 
exclude patients with a history of malignancy or with comorbidities associated with 
higher risk of malignancy and subjects entered into observational studies will be 
screened for malignancies prior to exposure, thereby reducing the likelihood of 
fi nding what are already rare events. In addition, with signals relating to infl iximab 
and adalimumab, both monoclonal antibodies, but not etanercept, a receptor fusion 
protein, there may be a perception that monoclonal antibodies are associated with a 
greater risk of malignancy and channeling bias based on a patient’s perceived risk 
of malignancy may result. Finally, fi nding an appropriate comparator group for RA 
subjects exposed to anti-TNF drugs who are likely to be under greater cancer sur-
veillance will be particularly challenging. We believe that the answers to these ques-
tions will hinge not so much on one or another study design, but rather on the 
incremental accumulation of evidence from methodologically rigorously conducted 
studies using a variety of designs and statistical analyses.  

    Standards for Reporting of Registry and Administrative 
Database Research in Rheumatology 

 The setting of the study has implications on access to medication, eligibility criteria, 
and drug penetration and may introduce additional problems of confounding beyond 
the control of the investigators. For example, guidelines effective in many jurisdic-
tions limit the prescription of biologic drugs to patients with more severe disease 
and/or failure of one or more traditional DMARD. The challenge here is to identify 
an appropriate comparison group. Indeed, the selection of the comparison cohort 
remains one of the most important challenges in observational setting [ 65 ] and has 
the potential to infl uence the interpretation of study results. An illustration comes 
from a comparison of the results of the British [ 44 ] and German [ 66 ] biologic regis-
tries. Despite fairly similar absolute risks of serious infections in patients treated 
with anti-TNF drugs in those two studies (ranging from 51.3 to 64 per 1,000 person- 
years, with overlapping confi dence intervals), the estimates in the British study sug-
gested no increased risk of serious infections in patients treated with anti-TNF drugs, 
whereas the German study suggested a doubling in risk. This may have resulted 
from the fact that the estimates of risk in the respective controls were very different, 
with the British controls having a two-fold increase in risk of serious infections 
compared to the German controls (41.1; 95 % CI 31.4, 53.5, per 1,000 person-years 
compared to 23; 95 % CI 13, 39, per 1,000 person-years, respectively). 

 In addition, temporal trends may also infl uence the characteristics of the treated 
patients. For example, biologic drugs were initially used as drugs of last resort in 
patients with long-standing refractory rheumatoid arthritis. As clinical practice has 
evolved, rheumatoid arthritis patients with less severe disease are now commonly 
treated much earlier with these drugs. Data from the Swedish ARTIS biologic reg-
istry illustrates this well (Table  3 ) [ 67 ]. These data show that the clinical character-
istics of patients newly started on biologics has changed considerably over time, 
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with many markers of disease activity indicating that patients with milder disease 
are being increasingly treated with biologics earlier. Observational data sources are 
increasingly being used to pursue comparative effectiveness studies in rheumatic 
diseases (discussed below) [ 68 ,  69 ]. However, for the reasons indicated above, great 
caution will have to be exercised when comparing established and more recently 
introduced biologics. Better effectiveness and safety profi les of newer drugs could 
refl ect, at least in part, differences in clinical characteristics of the patients exposed 
to established and newer drugs.

   Several important sets of reporting guidelines on research methods and fi ndings 
of observational studies have been published [ 70 ,  71 ]. This has resulted in greatly 
enhancing the quality of observational health research and strengthening results of 
studies. Papers providing reporting guidelines with specifi c applications for studies 
of biologic registers and administrative health data in rheumatic disease research 
have also been published [ 3 ,  4 ,  72 ]. In addition to what has been previously dis-
cussed, issues of case defi nition (in particular osteoarthritis and rheumatoid arthri-
tis) and comorbid diseases (e.g., cardiovascular disease, infections, cancer, 
osteoporosis, fractures, and renal disease) relevant to rheumatic diseases are 
addressed. Finally, they emphasize the importance of detailed reporting of setting 
and characteristics of exposed and comparator groups, as well as analyzing results 
under various specifi cations of statistical models to assess the sensitivity of the 
results to model assumptions.  

    New Use of Registry and Administrative Health Data: 
Comparative Effectiveness Studies 

 With the increasing number of new targeted therapies to treat rheumatoid arthritis, 
registry and administrative heath data have found a new role, namely, to allow com-
parative effectiveness studies in the absence of head-to-head trials [ 68 ,  69 ]. An 
example comes from the British Biologics Register in which, in rheumatoid arthritis 
patients having failed a fi rst anti-TNF drug, the effectiveness of rituximab was com-
pared to a second anti-TNF drug as second-line treatment. In total, 1,328 patients 

   Table 3    Temporal trends in clinical profi les of rheumatoid arthritis subjects starting biologic 
drugs   

 1999  2002  2005  2008 

 Median disease duration, years  9.8  8.2  7.5  7.0 
 Tender joint count*  10.6  8.7  8.3  7.7 
 Swollen joint count*  11.9  9.5  8.4  7.5 
 C-reactive protein (mg/L)*  46.4  34.9  25.4  18.4 
 DAS-28*  6.0  5.5  5.2  5.0 
 Health Assessment Questionnaire*  1.7  1.4  1.2  1.2 

   DAS-28  28-joint Disease Activity Score 
 * p  for trend <0.05  
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were included in the analysis of treatment response, and 937 patients were included 
in the analysis of Health Assessment Questionnaire (HAQ) scores. Six months after 
switching, 54.8 % of patients who switched to rituximab were responders according 
to the EULAR criteria compared to 47.3 % of those who switched to a second anti-
TNF. A total of 38.4 % of rituximab patients achieved a clinically important 
improvement in HAQ score compared to 29.6 % in anti-TNF patients. After adjust-
ment using propensity scores, patients who switched to rituximab were signifi cantly 
more likely to achieve EULAR response (odds ratio 1.31; 95 % CI 1.02, 1.69) com-
pared to those who switched to an alternative anti-TNF. Rituximab patients were 
also signifi cantly more likely to achieve improvements in HAQ score (odds ratio 
1.49; 95 % CI 1.07, 2.08). Restriction has also been proposed as a useful tool to 
adjust for confounding by indication in studies of comparative effectiveness using 
administrative databases [ 73 ]. 

 Defi ning treatment effectiveness using large registries and administrative data-
bases without measures of disease status can be more challenging. Nevertheless, 
time to discontinuation may be an accepted measure, and more sophisticated defi ni-
tions incorporating biologic dose escalation or switching, adjunct drug use 
(DMARDs, oral and parenteral glucocorticoids, NSAIDs), and composite measures 
of disease severity have been used [ 74 – 77 ]. In addition, comparative effectiveness 
studies will also be relevant for other rheumatic diseases where new and expensive 
targeted therapies have been or are being developed, including systemic lupus ery-
thematosus and gout. Guidelines to minimize bias in comparative effectiveness 
studies of registries have been formulated [ 78 – 80 ].  

    Conclusion 

 Observational studies of registry and administrative health data have their unique 
advantages and disadvantages compared to RCTs [ 81 ]. In addition to what has been 
discussed above, challenges of longitudinal studies of registry data also include 
patient dropout, loss to follow-up, and missing data, and challenges of administra-
tive health database studies include defi ning exposure (e.g., drug dispensed may not 
equate to drug taken, affecting measures of medication compliance) and residual 
confounding from unavailable patient data (e.g., smoking status, body mass index, 
disease severity, etc.). Pharmacoepidemiological studies also are susceptible to sev-
eral time-related biases that can generally be avoided with proper study design and 
careful data analysis. Nevertheless, studies from large, unselected samples with pro-
longed follow-up are a highly useful source of data because of the generalizability 
of their results and the power to detect rare events. Standards for conducting and 
reporting studies of registry and administrative health data have been proposed and 
have the potential to enhance the validity of observational studies in rheumatology. 
In addition, a better understanding of study design and data analysis and new statis-
tical techniques have contributed to ensuring that analysis of registry data and 
administrative databases is robust. Finally, registry and administrative health 
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databases have provided a new opportunity to undertake useful comparative effec-
tiveness research, especially given that head-to-head comparison of expensive, tar-
geted therapies remains unlikely.     
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           Introduction 

 Meta-analysis is the method of combining data from independent studies to address 
a specifi c, well-defi ned question using appropriate statistical methods. The choice of 
statistical methods depends on several factors such as how similar the results of indi-
vidual studies were or the characteristics of the subjects included in those studies and 
the sample sizes of each study. The selection of studies that will be included in the 
meta-analysis and extraction of appropriate data from these studies is based on sys-
tematic review. The systematic review, in turn, should rely on a thorough systematic 
literature search and be reproducible in order to minimize bias. For reliable results 
from the meta-analysis, the systematic review has to have clearly defi ned, predeter-
mined objectives and methodology. In addition to testing the null hypothesis accord-
ing to treatment effect and integrating the effect sizes derived from the collected 
studies, systematic reviews and meta-analyses help determine the shortcomings of 
the available data and may suggest further trials to answer the study question. 
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 Meta-analyses can be used to answer several types of questions in rheumatology. 
One of the most common uses has been collating studies aiming to determine the 
effi cacy or safety of certain treatment modalities, in comparison to either placebo or 
another treatment modality. Determining the effi cacy    of a certain drug where stud-
ies have shown controversial results such as sulfasalazine for ankylosing spondylitis 
or using network meta-analysis methods for comparing the effi cacy of certain drugs 
such as TNF-alpha inhibitors, where head-to-head trials are rarely conducted, are 
examples for meta-analyses evaluating effi cacy [ 1 ,  2 ]. Determining the effi cacy 
over a more specifi c end point, such as renal involvement in SLE, would be another 
use of meta-analyses [ 3 ,  4 ]. This method would also be helpful for conditions that 
are less frequent manifestations of a disease and usually not evaluated on their own. 
An example is to evaluate the effi cacy of etanercept for uveitis in AS by bringing 
together data from several etanercept trials in AS [ 5 ]. Safety issues such as the risk 
of a specifi c adverse event, for example, tuberculosis among patients receiving these 
agents, can also be addressed. Another use of meta-analysis is in determining the 
diagnostic performance and accuracy of a certain test or method, such as 
QuantiFERON    for screening for latent tuberculosis or comparison of different 
imaging modalities for determining joint erosions in rheumatoid arthritis [ 6 ,  7 ]. 
Bringing together genome-wide association studies or genetic polymorphism stud-
ies and studies on the cost-effectiveness of certain interventions has been other areas 
where meta-analyses have been used [ 8 – 10 ]. Finally, a common use of systematic 
reviews in rheumatology has been the development of recommendations. Examples 
of this would be EULAR recommendations, which have been developed covering 
several areas in rheumatology, by combining the evidence obtained by systematic 
reviews and the opinions of experts of that area [ 11 ,  12 ]. 

 Meta-analyses are considered to have the highest level in the evidence hierarchy 
[ 13 ]. However, caution is required. Conducting and interpreting meta-analyses can 
be a challenging process due to potential biases. It is important for experts of the 
fi eld to be involved in the meta-analysis which is not solely extracting numbers 
from studies. Expert help is needed for formulating the selection criteria for studies 
that will be included in a meta-analysis. The outcomes that are analysed will have 
an important impact on the results. In this chapter, we will try to summarize the 
methods used in conducting a systematic review and the statistical methods which 
are used to bring together data extracted from individual studies.  

    Systematic Literature Review 

 A complete and precise systematic literature search is the backbone of a good meta- 
analysis. The fi rst step is to defi ne the study question well and then to formulate it 
into a searchable question. The quality of meta-analyses and systematic reviews 
depends on a well-conducted systematic literature search. 

 Just like any trial, a systematic literature review should try to answer a specifi c 
question, have predefi ned inclusion and exclusion criteria and be reproducible. 
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    Formulation of the Research Question 

 Formulating the clinical question    into a research question is important since the 
selection criteria for the articles to be included and excluded, identifying the types 
of study designs to be included, determining the search strategy and the type of data 
that will be extracted from each study all depend on this step. 

 The components of a formulated research question are abbreviated as PICO. “P” 
stands for patient or population. When talking about patients, it is important to 
specify the criteria used to identify those patients. A simple example would be rheu-
matoid arthritis. Results of a systematic review including RA patients diagnosed by 
1984 criteria may be different from one including patients diagnosed by 2010 crite-
ria. Other features such as demographic characteristics may also be important 
according to the study question. For example, a meta-analysis on the effi cacy of 
colchicine on mucocutaneous lesions in Behcet’s syndrome should evaluate men 
and women separately, since individual trials have shown that treatment response 
may vary according to gender in these patients. More detailed specifi cations may be 
necessary depending on the question. For example, on a meta-analysis of biologic 
agents in methotrexate-resistant RA patients, it would be wise to prespecify the 
methotrexate dose and duration that should have been used before classifying the 
patient as methotrexate resistant. Comorbid conditions may also be important. 

 The “I” stands for the intervention and “C” stands for the comparator. Here the 
dose, duration, timing, mode or route of application and the concomitant medica-
tions need to be specifi ed. For example, in a review of TNF-alpha antagonists, 
whether concomitant methotrexate was used or not may substantially affect the 
results. Specifying the comparator is also crucial since, for example, including 
“standard therapy” as comparator may result in substantial heterogeneity across 
studies, as standard therapy may vary in different settings. Another important issue 
is duration, especially when evaluating adverse events. One aspect is that the pos-
sibility of having an adverse event would increase as time passes. Thus, it would be 
unfair to compare the adverse events in studies with different durations. Another 
issue related to duration of intervention is the use of patient years. This approach 
would underestimate adverse events that occur mostly at the beginning of therapy, 
such as activation of latent tuberculosis with TNF-alpha inhibitors, since they will 
be diluted as the study duration increases. 

 The “O” stands for outcome, and this may be the most challenging part of formu-
lating the research question. Validated and good outcome measures are available for 
some rheumatologic conditions such as rheumatoid arthritis. However, this is not 
the case for many other rheumatologic conditions. One of the important points in 
choosing outcomes is to decide whether you want to use a dichotomous versus a 
continuous outcome. If a dichotomous outcome is chosen, then inclusion of manu-
scripts with different cut-off points for the positivity may be a problem. If continu-
ous outcomes are chosen, it is important to evaluate whether the difference that is 
detected is clinically meaningful. Having standard cut-off points for positivity is 
also an important issue in systematic reviews of diagnostic methods. 
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 The homogeneity across trials for the components of PICO is even more important 
if a network meta-analysis method is being used for comparing different treatment 
modalities.  

    Development of Search Strategy 

 In addition to the components of PICO, the search strategy also takes into account 
the types of study designs which will be preferred. For example, if the question is 
related to treatment, then one would search for randomized controlled trials. On the 
other hand if the question is about the incidence or prevalence of a certain condition, 
then cohort studies, surveys or cross-sectional studies would be preferred. Finally, 
if the etiology of a certain condition is tried to be determined, then case-control 
studies or cohort studies could be selected. 

 Determining the databases which will be used is another important point and 
depends on the type of research question. For example, in rheumatology, if the study 
question involves allied health or nursing, it would be wise to include “Cumulative 
Index to Nursing and Allied Health” (CINAHL) in the databases that will be 
searched. Selection of key terms is another important step in the development of a 
search strategy. These should enable a thorough search in order not to miss any 
relevant studies.  

    Selection of Studies on the Basis of Inclusion/
Exclusion Criteria 

 The literature search is performed according to the search strategy, using the pre-
determined key terms and limits in the databases. The studies are usually fi rst 
screened by reading the title and abstract, and studies which are not relevant are 
excluded. The excluded articles and the reasons for exclusion should also be noted 
at this step. The full texts of the remaining articles are scrutinized to determine 
whether they fulfi l the inclusion criteria. Hand search of the references of these 
articles may also be helpful to determine articles that were not retrieved with the 
original literature search. 

 It should be remembered that there may be studies that have not been published 
or published only in local journals which are not covered by the databases. The fact 
that these articles tend to be those reporting negative results may cause bias in the 
meta-analysis. One study that formally looked at this has shown that published stud-
ies yield larger estimates of intervention effi cacy compared to unpublished ones, 
including meeting abstracts (OR 1.15; 95 % CI 1.04–1.28) [ 14 ].  
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    Judgment of Methodological Quality of Selected Studies 
and Assessing Studies for the Risk of Bias 

 The quality of the studies that are included is important, because the validity of the 
meta-analysis depends on the reliability of the information coming from the studies 
which have been analysed. Several systems have been proposed for evaluating the 
quality of studies. JADAD or Downs and Black are examples of such scoring sys-
tems [ 15 ,  16 ]. However, there may also be some disadvantages of using such sys-
tems. Due to the differences in these scoring systems, a study may get different 
scores depending on the system that has been used [ 17 ]. Each item used in these 
systems may not be equally important in every systematic literature search, depend-
ing on the research question. Thus, between two trials getting the same score, one 
may be more prone to bias compared to the other, depending on the outcome that we 
are looking for. Moreover, the results of such scoring systems may be diffi cult for 
the reader to interpret. 

 Cochrane reviews use another method to overcome this. Each trial is indicated to 
have low risk, high risk or unclear risk of bias in random sequence generation, allo-
cation concealment, masking of participants and personnel, masking of outcome 
assessment, incomplete outcome data, selective reporting and other biases [ 18 ]. Just 
like the systematic literature search, the assessment of the risk of bias should be 
evaluated by two independent authors, since this evaluation can somewhat be 
subjective. 

 After determining the study qualities, with which ever method you choose, the 
impact of this on the results must be analysed. Depending on the research question, 
studies with shortcomings that may have impact over the results of the meta- analysis 
may be excluded. Alternatively, a sensitivity analysis may be performed to deter-
mine whether these studies should be excluded or not. Analysis of subgroups and 
meta-regression can also be used.  

    Data Extraction (Table  1 ) 

 The data which is extracted from studies include data on the PICO of that study, 
publication year and duration of the study, study design and factors related to the 
quality or risk of bias. About the participants, the number, age, sex and diagnosis; 
the criteria used for diagnosis; and other factors related to the study question such 
as the ethnicity, disease duration and predisposing factors to the condition that is 
being assessed should be noted. For the intervention and comparator, data on details 
such as the dose, frequency, mode, duration and timing of intervention may be 
extracted. Regarding the outcomes, it is important to note how the outcome is 
defi ned, the unit of measurement as well as upper and lower limits of normal for 
laboratory parameters and the time from baseline that the outcome is evaluated. 
If the outcome is dichotomous, then noting the number of patients having that 
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outcome and the total number of patients in each group would be suffi cient. If the 
outcome is continuous, then in addition to the mean value, a measure of variability 
such as the standard deviation, standard error and/or the confi dence intervals should 
be tabulated. While some of these data are readily presented in studies, some of 
them may have to be calculated using the data at hand. Finally, there may be data 
specifi c for each research question that needs to be extracted such as how the miss-
ing data is handled or outcomes of specifi c subgroups. 

 The data extraction should also ideally be performed by two independent observ-
ers. Just like the clinical report forms (CRF) that one would use in clinical trials, it 
is important to have standard forms for data extraction in order to make the process 
homogenous and keep track of missing data.

  Table 1    Data extraction   Parameters that are commonly extracted from studies 

  Characteristics of the manuscript  
 Author 
 Publication year 
 Study duration 
 Study design 
 Factors related to risk of bias 
  Participant characteristics  
 Number 
 Age 
 Sex 
 Diagnosis/criteria used for diagnosis 
 Ethnicity 
 Disease duration 
 Predisposing factors to the condition that is being assessed 
  Characteristics of the intervention and comparator  
 Dose 
 Frequency 
 Mode 
 Duration 
 Timing 
  Characteristics of the outcomes  
 How the outcome is defi ned 
 The unit of measurement 
 Upper and lower limits of normal for laboratory parameters 
 Time from baseline that the outcome is evaluated 
  Others  
 How the missing data is handled 
 Outcomes of specifi c subgroups 
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       Summarizing the Data and (if Possible) Pooling (Meta-analysis) 

 It is not uncommon for a systematic review to yield articles which show substantial 
heterogeneity in methodology and results which make it impossible to pool the data 
and perform a meta-analysis. If this is the case, usually results of the individual tri-
als are summarized with emphasis on their characteristics and potential biases. 

 If it is reasonable to pool and combine the data from individual studies statisti-
cally, then meta-analysis can be performed. The type of data, in terms of being 
continuous or dichotomous, and its heterogeneity are factors that need to be consid-
ered when deciding which statistical methods will be used for the meta-analysis. 
These will be further discussed in the following sections.  

    Reporting the Results 

 The PRISMA statement provides a guideline for reporting systematic reviews and 
meta-analyses to achieve a standard in manuscripts [ 19 ]. It is very important to 
report the number of studies which are identifi ed by the literature search in each of 
the databases or other sources, number of articles that had been screened and 
excluded after reading the title and the abstract as well as the articles that are 
excluded after reading the full text and the reasons for excluding them. 

 The possible factors that may affect the outcome of the studies, assessed by quality 
or risk of bias assessment and results of the sensitivity analysis, should also be reported. 

 The reliability of the result of the meta-analysis is evaluated by the GRADE 
approach in Cochrane reviews. Here the reliability of the results is graded in four 
levels from very low to high, depending on whether the evidence is coming from 
studies with the preferred study design, the presence of factors decreasing the qual-
ity of evidence such as limitations in the design of included studies, inconsistency 
of results, indirectness of evidence, imprecision and publication bias and the pres-
ence of factors which increase the quality of evidence, such as large magnitude of 
effect or dose–response gradient, which are mainly used for evaluating observa-
tional studies. It is important to provide some form of evaluation of the reliability of 
the results to help the readers to be able to interpret the results correctly.  

    Choice of the Effect Parameter 

 Once the article data are extracted, the fi rst step in the meta-analysis is the choice of 
the effect parameter. There are several possibilities. If the outcome variable is con-
tinuous, for instance the decrease in a depression score during treatment, then a 
straightforward choice would be the difference between the mean decrease in the 
experimental treatment group and that in the control group. When the absolute dif-
ference between the means is diffi cult to compare between the studies, for instance 
if depression is rated by different instruments across studies, usually the 
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standardised difference is chosen, which is the difference between the group means 
divided by (mostly) the pooled standard deviation at baseline. This means that the 
difference between the groups is expressed in the number of standard deviations. 
When the standard deviation or standard error with the sample size is known for 
each treatment group, the 95 % confi dence intervals (CI) can be calculated. It is 
customary to present the 95 % CIs of all studies in a fi gure called the forest plot. 
This plot provides a fi rst impression of the evidence in favour of an effect of the 
experimental treatment relative to the control treatment. 

 In case of a dichotomous outcome variable, like for instance, the patient does or does 
not respond to a treatment, the data for each study can be represented in a 2 × 2 table. 
Then the treatment effect can be characterised by either the odds ratio (OR), the risk 
ratio (RR, also called the relative risk) or the risk difference (RD). As an example, we 
take a meta-analysis reported by Gârces et al. [ 20 ]. They investigated the effect of anti-
drug antibodies (ADA) on drug response (positive or negative) to antitumour necrosis 
factor (aTNF) biological therapies. In Table  2 , the extracted data are given. There are 13 
studies, and for each of them, the number of responding patients and the total number 
of patients are given for the ADA-positive and ADA- negative group separately.

   Given the choice of the effect measure (RD, OR or RR), a 95 % CI is calculated 
with the usual formulas, and these are presented in the forest plot. In practice, one 
of the three possible effect measures is taken, but here we show for illustration all 
three forest plots (Fig.  1 ). The confi dence intervals are made in the usual way, tak-
ing estimate ±1.96 × standard error.

   These fi gures have been made with the meta-analysis package of Stata [ 21 ]. The 
program employs the usual approximate formulas for the confi dence intervals, which 
can be somewhat inaccurate if the number of responding or non-responding patients 
is small. This is the case here for some of the studies, and the confi dence intervals of 
these studies are therefore rather inaccurate, as is illustrated by some studies having 
a confi dence interval for the RD that exceeds the value −1, which is impossible since 

        Table 2    Extracted data    Patients with aTNF response/total no. of patients 

 Study  ADA positive  ADA negative 

 1  0/10  24/24 
 2  1/5  22/25 
 3  9/21  76/100 
 4  4/13  2/2 
 5  3/13  13/16 
 6  4/18  17/17 
 7  1/11  20/27 
 8  8/22  20/29 
 9  3/23  56/62 
 10  0/7  10/13 
 11  4/7  23/24 
 12  1/10  37/41 
 13  2/6  20/23 
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  Fig. 1    ( a – c ) Forest plots for 
the meta-analysis data of 
Table  2 , for three different 
effect measures       
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a difference between two proportions cannot exceed 1 in absolute value. Some pro-
grams are able to calculate better confi dence intervals in the case of small numbers. 

 Notice that the ratio measures are represented on a logarithmic scale, which is 
customarily done for ratio measures. The advantage of the logarithmic scale is that 
the CIs are symmetric and that the fi gure does not essentially change visually if the 
numerator and denominator are interchanged. As an illustration in Fig.  2 , we have 
given the forest plots for the RR on the non-logarithmic scale. Figure  2a  gives the 
RR of the ADA-positive group relative to the ADA-negative group, while Fig.  2b  
shows the RR of the ADA-negative relative to the ADA-positive group.

   Notice that the confi dence intervals are very asymmetric and the fi gures look 
much less attractive than Fig.  1b . Some of the confi dence intervals in Fig.  2b  do not 
even fi t within the fi gure. Furthermore, Fig.  2a, b  look very different, while essen-
tially they are the same since it is arbitrary what to take as the numerator or denomi-
nator of the risk ratio. 

 In the rest of this chapter, we take the RR as the effect measure. All methods 
discussed are equally applicable to other choices for the effect measure.  

  Fig. 2    ( a ,  b ) Forest plots for 
the RRs of the meta-analysis 
data of Table  2 . ( a ) RR of 
response in ADA-positive 
versus ADA-negative group 
and ( b ) RR of response in 
ADA-negative versus 
ADA-positive group       
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    Meta-analysis 

 The forest plot in Fig.  1b  is very nice in the sense that it gives a complete description 
of all the available data. In this case, the overall conclusion, at least qualitatively, is 
clear. On the average, there is defi nitely an effect of ADA positivity on the response 
to anti-TNF treatment. However, the conclusion is not always this clear in meta- 
analyses. In addition, we would like to answer more specifi c questions such as: 
What is the overall (average) effect across studies? What is the corresponding con-
fi dence interval? Is the overall effect statistically signifi cant? Is there variability in 
the effects across studies, and if so, how large is it? The meta-analysis answers these 
types of questions as well. Sometimes the meta-analysis is also called “pooling the 
data”, but this does not mean that all data are simply thrown together, in one 2 × 2 
table. To carry out a meta-analysis, all that is needed is the estimated effect and its 
standard error per study. The method of analysis is independent of the specifi c 
choice of the effect measure.  

    Fixed-Effect Meta-analysis 

 The starting point is the availability of the effect estimate and its standard error for 
each study. It is important to realise that the observed effect in a study is not the true 
value of the effect in that study, but only its estimate. The true effect of a study 
would only be known if the study had an infi nitely large sample size. Due to sam-
pling variability, the observed effect deviates from the true effect. The studies are 
called homogeneous if it is reasonable to assume that all true effects are equal across 
studies. In that case, since there is one common effect to all the studies, the meta- 
analysis is called a fi xed-effect analysis. The fi rst question is how to make an esti-
mate of the value of the common treatment effect? It is tempting to just take the 
simple mean of all observed effects. However, larger studies are more informative 
than smaller studies, as is refl ected in smaller standard errors. Thus, we should bet-
ter calculate a  weighted  mean instead of a simple mean, such that the larger studies 
have a larger weight. Statistical theory says that the optimal weights are equal to the 
inverse squared standard errors. So, if a study has a two times smaller standard error 
than another study, then the fi rst study should count four times as heavy as the sec-
ond. Weighting by the inverse squared standard errors is often very similar to 
weighting by the total sample sizes. For ratio measures, the calculations are done on 
the logarithmic scale and translated to the original scale afterwards. In Fig.  3 , the 
resulting overall estimate of the RR in our example is given as 0.39. It means that 
the probability to respond for ADA-positive patients is 0.39 times the probability to 
respond for ADA-negative patients, or, in other words, the probability to respond is 
reduced by 61 % in ADA-positive patients compared to ADA-negative patients.

   The last column in Fig.  3  gives the logarithmic standard errors. These were used to 
calculate the weights as 1 over the squared standard error. By dividing these weights by 
the sum of all the weights, one gets the weight percentages of each study. For instance, 
the largest study, number 3, determines 25 % of the overall estimate of the RR. 

Systematic Reviews and Meta-analyses in Rheumatology



240

Furthermore, it is seen that the two smallest studies hardly infl uence the overall 
estimate, since they count each for less than 1 %. The grey boxes in the fi gure are 
meant to draw the attention to the more infl uential studies: The sizes of the boxes 
are proportional to the weights. 

 How precise is the overall estimate? That is characterised by its 95 % confi dence 
interval as given in the fi gure. There is a simple formula for the standard error of the 
overall effect on the logarithmic scale: It is equal to 1 over the square root of the sum 
of all the weights. This standard error is used to calculate the 95 % CI in the usual 
way on the logarithmic scale, and then the anti-logarithm is taken. In our example, 
the confi dence interval runs from 0.30 to 0.50, which is a quite narrow confi dence 
interval, showing the power of meta-analysis. The conclusion of the meta-analysis 
is that, under the assumption of homogeneity, the best estimate of the risk ratio is 
0.39 and that it is 95 % certain that the unknown true value of the RR lies between 
0.30 and 0.50. 

 From the forest plot, it is clear that the 95 % CI of the overall effect is far away 
from the value RR = 1, indicating that the overall effect is statistically very signifi -
cantly smaller than one. A formal test is carried out by calculating the  Z -value as the 
logarithm of the overall effect divided by its standard error and referring the  Z -value 
to the standard normal distribution. In this example, we get  Z  = 7.28 with  P  < 0.00001.  

  Fig. 3    Forest plots and results of a fi xed-effects meta-analysis for the risk ratios of the data of 
Table  2        
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    Heterogeneity 

 The above conclusion is only justifi ed if the assumption of one common effect 
across all studies is plausible. In our example, it is unclear from the forest plot 
whether the variability that we see is only due to within study sampling variability. 
A part of the variability may also be due to the differences in true effects across 
studies. Which part of the variability in the forest plot is due to heterogeneity in true 
effects? That is expressed by the I-squared measure. In our example,  I  2  = 29 %, indi-
cating that there might be a non-negligible between-studies heterogeneity. The  I  2  
value means that 29 % of the variability in the forest plot is due to real heterogeneity 
across studies, while the remaining 71 % is due to random sampling variation. It is 
also possible to test the null hypothesis of homogeneity by Cochrane’s Q test. In our 
example, the  P -value is 0.15, indicating that there is no statistically signifi cant het-
erogeneity. However, the power of this test is notably low, so this does not mean that 
we can exclude heterogeneity and conclude homogeneity. One could even argue 
that a priori at least some heterogeneity is very likely, since there are always smaller 
or larger differences between studies. Studies can differ in numerous aspects, such 
as in gender and age distribution, severity and stages of the disease, duration of 
follow-up, differences in concomitant treatments, etc. Thus, it might be more real-
istic to use a meta-analysis method that allows possible heterogeneity across stud-
ies. This is what a random-effects meta-analysis does. Among biostatisticians, there 
is a broad consensus that a random-effects meta-analysis is the preferred method of 
analysis. Moreover, if the between-studies variation turns out to be small, the 
random- effects method returns the same results as a fi xed-effects analysis.  

    Random-Effects Meta-Analysis 

 This method accounts for possible heterogeneity in the true effects of the studies. 
The studies in the meta-analysis are conceived to be a sample from a large imagi-
nary population of studies. The true effects of these studies vary according to some 
distribution in this imaginary population. The variability of this distribution is char-
acterised by its standard deviation, say  σ , or its square  σ  2 , the variance. The mean of 
the distribution, say  θ , is the main parameter of interest, of which we want to have 
an estimate and confi dence interval.  θ  is often called the overall effect and  σ  ( σ  2 ) is 
called the between-studies standard deviation (variance). 

 In the random-effects approach, the estimate of the overall effect  θ  is again 
 calculated as a weighted mean of the observed effects. In the fi xed-effect method, 
the weights were equal to 1/se 2 , with se being the standard error of the observed 
effect of a study. In the presence of heterogeneity, statistical theory says that the 
optimal weights are equal to 1/(se 2  +  σ  2 ). So fi rst, we need an estimate of  σ  2 . There 
are two main methods to estimate  σ . The fi rst is the well-known method of 
DerSimonian and Laird [ 22 ], which is easily calculated by hand and therefore is 
mostly used. The other one is the maximum likelihood method, which is considered 
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to be a somewhat better method but for which a computer is needed. Once the esti-
mate of  σ  is available, all calculations proceed exactly the same as for the fi xed-
effects method. Notice that if the estimate of the between-studies variation is zero, 
the random- effects analysis produces results identical to the fi xed analysis. The 
result of the random-effects meta-analysis for our example is given in Fig.  4 .

   The estimate of the overall RR from the random-effects analysis is 0.35 with a 
95 % CI running from 0.25 to 0.48. The overall estimate is different from the fi xed- 
effect analysis because now the studies have other weights, in fact 1/(se 2  +  σ  2 ) instead 
of 1/se 2 . Smaller studies get more and larger studies less weight compared to the 
fi xed-effects method. The larger the between-studies variance  σ  2 , the more equal the 
weights become across studies. In the extreme case where  σ  is very large compared 
to all se’s, all studies count evenly. In this example, the overall effects of the fi xed and 
random meta-analysis are very similar, but in other cases, there can be a substantial 
difference. Notice that the confi dence interval is somewhat wider than for the fi xed-
effect analysis. That is because in a random-effects meta-analysis always the stan-
dard error of the overall effect estimate is larger than in a fi xed-effect analysis. In the 
example, the logarithmic standard error is 0.15 for the random-effects method against 
0.13 for the fi xed-effect method. This explains why in practice mostly the  P -value 
from the fi xed-effect method is smaller than from the random- effects method. 

  Fig. 4    Result of standard DerSimonian–Laird random-effects method for the data of Table  2        
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 The random-effects method gives an estimate of the between-studies standard 
deviation of the true effects (on the logarithmic scale). In the example, the estimate 
is equal to 0.31. This estimate can be used to give a concrete description of the het-
erogeneity in true RRs across studies. If the distribution of true RRs on the logarith-
mic scale is assumed to be approximately normal, then, very roughly, 95 % of the 
true RRs will lie between ln (0.35) ± 2 × 0.31 = (−1.67, −0.45). Therefore, approxi-
mately 95 % of the true RRs should reside between exp(−1.67) = 0.19 and 
exp(−0.45) = 0.64. In Fig.  4a , a more sophisticated and accurate interval is given by 
Stata, (0.16, 0.75). In the fi gure, it is called predictive interval. If a new study would 
be done, then with 95 % certainty the true RR of that study would fall in this predic-
tion interval.  

    Publication Bias and the Funnel Plot 

 Even more than in individual studies, bias is lurking around the corner in meta- 
analyses. Of course a meta-analysis can only give valid results if all individual stud-
ies are unbiased. However, besides that, in a meta-analysis, there is always a risk of 
bias caused by possibly missing studies. Maybe more relevant studies have been 
done which are not published for some reason. If the missing studies are randomly 
missing, then the studies in the meta-analysis still constitute a random sample, and 
there is no danger of bias. However, there is a big chance that the missing studies are 
selectively missing (see chapter “  The randomized controlled trial: methodological 
perspectives    ”). For instance, studies with a nonsignifi cant result, or studies with an 
unexpected outcome, are more diffi cult to publish, especially if they are small. To 
get an impression whether there might be publication bias, a funnel plot can be 
drawn. This is a graph where the observed effects are on the horizontal axis while a 
measure of precision of the observed effect, (mostly the standard error) is on the 
vertical axis. The funnel plot should be approximately symmetric around the overall 
effect, since each individual study has an equal chance to show an effect above 
rather than below the mean effect. Thus, if there is a clear trend in funnel plot, that 
might be an indication that there are missing studies causing bias. Figure  5  shows 
the funnel plot for our example.

   The fi gure is clearly not symmetric around the overall effect, and a clear trend is 
seen. There are formal tests of symmetry in a funnel plot, the most well-known 
being the tests of Egger [ 23 ] and Begg [ 24 ], which both give  P  < 0.001 and confi rm 
the trend seen in the fi gure. This strongly suggests that there are a number of smaller 
studies missing that had a less unfavourable effect or even a favourable effect of 
ADA positivity on treatment response. If this is true, then the overall RR of 0.35 
would be biased downwards and a better estimate should be nearer to one. Before 
drawing the conclusion that there is publication bias, one should try to exclude other 
explanations of the observed pattern in the funnel plot. For instance, it might be that 
larger studies are different from smaller studies in some aspects related to the effect 
of ADA positivity on treatment response.  
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    Concluding Remarks on the Statistical Methods 
for Meta-analyses 

 We have discussed general meta-analysis methods that can be applied when an 
observed effect and its standard error are available per study. These methods are 
appropriate irrespective of the chosen effect measure. 

 As always true for statistics, there are some underlying assumptions to the meth-
ods. One of the assumptions is that the observed effects have an approximate normal 
distribution. In general, the logarithm of a risk ratio is nicely approximately normal, 
except when the number of events (or nonevents) is small in a group. That was typi-
cally the case for a number of studies in our example. In such cases, there are often 
alternative methods available performing better [ 25 ]. 

 In this chapter, only the most basic meta-analysis methods were discussed. There 
are many possible extensions and generalisations available. The reader is referred, 
for instance, to two useful Statistics in Medicine tutorials [ 25 ,  26 ]. One of the exten-
sions is multivariate meta-analysis [ 25 ,  26 ], a technique to analyse several outcomes 
simultaneously. Another extension is meta-regression [ 26 ]. This technique might be 
used to investigate the relation between the size of the effect and study characteris-
tics. For instance, in our example, the trend seen in Fig.  5  may be explained by 
larger studies that had been more recently conducted than the smaller studies. Then 
a meta-regression with the year of publication as explanatory variable could be 
performed. Another extension is network meta-analysis. An example of a simple 
network is where one is interested in the comparison between two treatments, A and B. 
Suppose that besides the articles reporting on the direct comparison between A and 
B, there are also other articles found in the literature on the comparison of A and B 

  Fig. 5    Funnel plot for the data of Table  2 . The vertical line corresponds with the overall effect. 
Studies within the  dotted lines  have an RR not signifi cantly different from the overall RR       
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with another treatment, C. It is clear that the latter articles also carry (indirect) 
information on the A with B comparison, via the A versus C and B versus C com-
parisons. The goal of a network meta-analysis is to combine all direct and indirect 
information available in the literature on treatment comparisons. See, for instance, 
Singh et al. [ 27 ] for an example of network meta-analysis in rheumatology. There 
are also many special methods for specifi c applications, such as meta-analysis of 
diagnostic tests [ 28 ] and meta-analysis of survival data [ 29 ].      
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        We plan to deviate somewhat in this chapter from the usual accounts of ethical 
issues in medicine. We are mainly concerned here with ethical issues as they relate 
to study design and reporting. Secondly, we propose that ethical transgressions as 
they relate to medicine can be classifi ed into two main categories. We like to call 
the fi rst category pudendal and the second cerebral. Table  1  gives a brief, but incom-
plete list of what we mean.

   The distinguishing characteristic of the pudendal form is that there is actually no 
real debate in the medical community that they represent ethical transgressions and 
this awareness is shared with the public. This is much akin to the US Supreme Court 
justice P. Stewart’s well known defi nition of pornography “But I know it when I see 
it…” [ 1 ]. On the other hand those which we like to call cerebral are perhaps more 
subtle. Not only the lay public is rather unaware of most, but we are afraid that a 
substantial portion of our colleagues in the medical community do not readily rec-
ognize them as transgressions and/or fully appreciate their importance. Furthermore, 
and with some wishful thinking, we reason that, as every seasoned hunter knows, 
one must always aim a bit higher to hit a target. So overcoming a cerebral problem 
might help us in overcoming the pudendal as well. 
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    1. Ethical Issues in Study Design 

 To remind ourselves briefl y, clinical studies can either be observational or interven-
tional. In turn, either type can be retrospective (usually observational), prospective 
(most frequently interventional) or cross-sectional (always observational). 

 The main ethical issue in study design, and this surely extends into the reporting 
phase, centers around whether the investigators tailor their work solely in the direc-
tion of the results they wish to observe and promote. Leaving aside the pudendal 
examples of painting the experimental mice in the direction of what they want to see 
as in the famous and notorious Summerlin example [ 2 ], there are many, at fi rst sight 
seemingly acceptable, ways of proving oneself right.  

    Informed Consent 

 In any study involving humans the informed consent is the basis of our morality and 
legitimacy. Good accounts of its history, application and legal dimension are avail-
able [ 3 ]. Here we plan to emphasize several specifi c issues which we believe are of 
current and important concern in practice and research. 

 There is the prevailing opinion that the informed consent forms have become 
unduly long [ 4 ]. We agree, but unfortunately are unaware of formal data. The con-
sent forms we have to ask our patients to sign are mainly prepared by the pharmaceu-
tical companies or central grant giving bodies by an army of lawyers or bureaucrats 
for whom the main concern is, we strongly suspect, to avert any  potential law suits. 

 Another issue is related to continuation studies which are popular especially in 
drug industry sponsored trials of their products. The usual scenario is that a certain 
drug turns out to be effective in a, let us say 12 months, study against placebo and/
or the conventional treatment. At the end of this time the investigators and/or the 
sponsors decide to continue with the study often in an open or sometimes in a blind 

   Table 1    Some Pudendal and the Cerebral Forms of Ethical Transgression   

 Pudendal  Cerebral 

 Direct bribery to promote drugs and 
medical equipment 

 Conducting/participating in unnecessary drug trials 
for the main purpose of promotion 

 Indirect bribery in the form of gifts, 
lavish meals and meeting facilities 

 Adjusting control groups in the direction of 
confi rming the study hypothesis, i.e. exclusion of 
effective comparators in drug studies 

 Straightforward plagiarism or 
falsifi cation of data 

 Many forms of statistical misconduct in data 
analysis and presentation, including resorting to 
pseudoscience in the latter 

 Disregarding patient autonomy in drug 
trials mainly in the form of conducting 
them among the less privileged by their 
geography and/or social status 

 Preparing practically incomprehensible informed 
consent forms which only please the corporate 
lawyer 
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design. The common arguments for this continuation are to assess the benefi cial 
effects over a longer time period, to assess any potential side effects, again over a 
longer time period; and to continue prescribing effective medication still again for 
a longer time period to patients who participated in the study. The downside, how-
ever is that perhaps no important additional data are collected from these continua-
tion studies and at least some of these studies are mainly  seeding  studies for 
promotional purposes [ 5 ,  6 ]. Frequently it is neglected to include the second 
informed consent that deals with the extension arm of the study, in the trial report. 
The important issue here is whether the document explicitly warns patients that 
there is a chance that they agree to continue taking a drug which was just proven to 
be inferior to the new remedy. This scenario does not surely comply with the dictum 
of equipoise and patient autonomy. Some years ago we had explicitly brought this 
up as related to a well-known trial in rheumatology and the rather unfortunate inves-
tigator/ sponsor reply was that this should not cause any concern because “Patients 
and investigators were always free to stop participation in the trial” [ 7 ,  8 ]. 

 The exact wording of the informed consent form is of special importance in 
safety trials. In this line and to the best of our knowledge there are at least two cur-
rently ongoing trials of assessing the cardiovascular safety of celecoxib, the well- 
known Cox 2 inhibitor, versus conventional non steroidal anti-infl ammatory drugs 
(NSAIDs). One is in the USA: the Prospective Randomized Evaluation Of Celecoxib 
Integrated Safety vs Ibuprofen Or Naproxen (PRECISION)) and the other one in 
Europe: The Standard Care Versus Celecoxib Outcome Trial (SCOT). The rational 
as well as the methodology of these trials have been published in peer reviewed 
journals [ 9 ,  10 ]. Both are non-inferiority trials with the primary outcomes being the 
occurrence of fatal or non-fatal myocardial infarction, or stroke during the study 
period. This design is based on the hypothesis that there will not be meaningfully 
more of these outcome events among the celecoxib as compared to the traditional 
NSAID users. A legitimate question is then how one gets an informed consent for 
such a trial? Or more simply how does one tell the patient: 

 ‘You will be taking the medication A (the traditional NSAID) which is associ-
ated with a small extra risk of heart attack and/or a stroke. Here is this medication B 
(celecoxib), which is not only more easy on your stomach but does not cause mean-
ingfully more heart attacks or stroke as compared to medication A. The main reason 
you are being enrolled in this trial is to formally test that the medication B does not 
substantially increase your chance of having more heart attacks or stroke as com-
pared to medication A.’ 

 No osteoarthritis patient  has  to take celecoxib or an NSAID, and may very well 
seek and get pain relief with weight loss, physical therapy, or simple analgesics like 
paracetamol. How is it then morally possible to expose a patient to a drug the use of 
which is associated with, however small, but potentially increased risk of cardiovas-
cular events or stroke? Moreover how can this potential increase be worded in the 
informed consent document that thousands of patients have to sign before they take 
part in these studies? This exact issue was brought up some years ago with no satis-
factory answer from the primary investigator [ 11 ]. 

 More transparency is an impending need in informed consent forms as we have 
previously proposed [ 12 ]. The exact wording of these forms is currently only avail-
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able (apart from the sponsors and the federal agencies) to the investigators, study 
participants and institutional review boards. When fi nally the related article appears, 
the readers, the journals and very importantly the reviewers, have no way of judging 
whether there had been any breach of patient autonomy. Our proposal is that a copy 
of all informed consent forms (and subsequent alterations) should be in the public 
domain. Any consideration of trade secrets or printed page limitations are not real-
istic since these forms are anyhow seen by the patients. A potential journal page 
allocation concern, on the other hand, cannot be of practical consequence in this 
digital age, either. 

 Our suggestion for transparency would discourage the industry and the investi-
gators from embarking on promotional trials [ 13 ], i.e. Were the potential trial 
patients actually told this agent had been shown to be an effective medicine to start 
with? Finally our proposal would also possibly help to prevent the well known 
pudendal forms of ethical transgressions in drug research in underdeveloped regions 
of the globe.  

    Control Groups 

 A common way of proving oneself right is not giving due importance to the speci-
fi city of the observations made. That is, in many studies, often observational, the 
researchers focus on underpinning their prior beliefs, thereby neglecting the possi-
bility that the initial refl ections may be wrong. The litmus test for the specifi city of 
what is observed is, of course, the control group. 

 The main reason for the inclusion of a control group, or groups, in any study is 
to assess specifi city. If you are studying disease A and you hypothesize that an asset 
X is characteristically present among patients with disease A it is fairly obvious that 
you have also to look for the presence of X among healthy people and patients with 
diseases other than A. Smaller the frequency of the asset X in these groups (your 
control groups) more specifi c X becomes for disease A. The other (but often 
neglected) reason for having a control group is whether there is a need to assess the 
validity of a new measuring device. Suppose a laboratory method has been used to 
assess hypercoagulability in disease A and found it increased. Then, when our aim 
is to assess hypercoagulability this time in disease B, we might again include a 
group of patients with disease A. The behavior of the diagnostic test in the control 
group will then greatly help us to interpret our fi ndings when we study disease B. 

 Above we plead to include a control group in almost every study, but the question 
is how the control group should be chosen. Too often the control group consists of 
healthy people only. The solo healthy control group design is quite inadequate in 
that this design does not tell us anything about the specifi city of the observations we 
make for the disease we are studying. At the end of the study we might indeed 
observe differences between the disease being studied and the healthy controls in 
any parameter we have studied. However this does not mean the differences we 
observe are specifi c to that disease. In order to say that, we have to study other dis-
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eases (the diseased controls) and  not  observe these same changes. This specifi city is 
crucial not only for diagnostic tests but, almost equally important, for our under-
standing of disease mechanisms. In a survey of publications about Behçet’s syn-
drome among 282 full articles reporting original research in 15 high impact factor 
general medicine and subspecialty journals we saw that 9.3 % had not included a 
control group while a 58 % had included only healthy controls. In addition, this 
survey revealed a strikingly low frequency, 6/37 (12.8 %), of diseased controls in 
genetic association studies [ 14 ]. It is noteworthy that the authoritative STREGA 
(Strengthening the Reporting of Genetic Association Studies) which is an extension 
of the STROBE (Strengthening the Reporting of Observational Studies in 
Epidemiology) position paper does not include the inclusion of diseased controls as 
an important issue [ 15 ]. 

 Let us see now briefl y consider how what we discuss relates to the important 
issue of the discovery of the association of pyrin (MEFV) mutations and Familial 
Mediterranean Fever (FMF). This association was fi rst described by two indepen-
dent research consortiums in 1997, using positional cloning [ 16 ,  17 ]. It is to be 
noted that around one half of all patients with FMF do not have a family history of 
the same disease. So from the very start we did not know how the described associa-
tion applied to non familial FMF patients. Furthermore, as is true for the vast major-
ity of association studies, there were no diseased controls. Another issue was that 
these described pyrin mutations could be present in the heterozygote form in a con-
dition which, in the majority of cases had a recessive pattern of inheritance. Up until 
recently these caveats were basically ignored and most of the articles about FMF 
began with a sentence to the effect that FMF was a disease caused by pyrin muta-
tions. These assertive sentences did not even acknowledge that there might be other 
additional causes(s) of FMF, obviously including mutations in other genes working 
in tandem, as well. 

 Since 1997, we, however, understood that these pyrin mutations can also be 
increased in many other diseases ranging from Behçet’s syndrome to endometriosis 
[ 18 ,  45 ], also being associated with disease severity in the former. 

 There is little doubt that pyrin is a very important molecule in the infl ammatory 
cascade. However, we also know that the presence of pyrin mutations is not specifi c 
for FMF, let alone be causative. To complicate the issue further we also now acknowl-
edge that the genetics of FMF is much more involved than we once we thought [ 20 ]. 
Some years ago when one of us (HY) had proposed the lack of diseased controls in 
the original MEFV work had hindered the advancement of FMF research for over a 
decade [ 21 ] one reviewer had commented “Had the initial FMF-pyrin work included 
diseased controls, for example patients with other auto or otherwise infl ammatory 
conditions, the students of FMF would have been where they are now quite a number 
of years ago. We would respond that had the two FMF consortia used a Behçet’s 
or Crohn's disease control group, they might still be searching for the gene now”. 
This praise of non-specifi city by the reviewer was most curious. 

 The mere presence of diseased controls in a study design does not guarantee 
that the specifi city issue is adequately addressed. The ultimate guideline in selecting 
the control groups is , as much as possible, to assess the specifi city of our observations 
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for that clinical condition we are studying. So if our aim is to search for the specifi city 
of a laboratory biomarker in one disease we should also search for it in a) among 
healthy people; b) among patients with diseases with clinical manifestations that are 
similar to the disease we are studying; and c) in other diseases which are not clinically 
similar but in which we strongly suspect our new laboratory biomarker will turn out 
to be positive. We should also not forget that our search for specifi city does not end 
even after we include these 3 types of control groups. Very often we still have to 
check both the sensitivity and the specifi city of the new biomarker among the young 
and the old, among the severe and the less severe and among patients from different 
ethnic or social backgrounds. 

 When we design a study to search for the specifi city for a specifi c serological 
marker of infl ammation (A) for patients with rheumatoid arthritis, it gives us limited 
information to utilize a group of patients with osteoarthritis as a diseased control 
group. A much more informative group would be patients with another disease 
which runs with systemic infl ammation, like systemic lupus erythematosus (SLE) 
or ankylosing spondylitis. In this example, the business of selecting osteoarthritis as 
a control group for rheumatoid arthritis is called an under matching of the control 
group [ 22 ]. This undermatching exists where it is, or should be, obvious to the 
investigator that the specifi city of the asset that is studied will turn out to be excel-
lent, merely by the virtue of the fact that the clinical and the laboratory features of 
the diseased control group selected is inherently quite different from those of the 
disease under study. Since osteoarthritis is basically a non-infl ammatory disease it 
would be most unlikely to observe an infl ammatory marker to be present in osteoar-
thritis. Therefore, your under matching of the control group would cause you to 
erroneously consider what you had observed in RA was pretty specifi c for RA. An 
over matching of the control group, on the other hand, exists where it will, by defi ni-
tion, be diffi cult for the investigator to determine the specifi city of a parameter for a 
disease A by the virtue of the fact that the selected control group will inherently 
have many features in common with the disease A. Let us assume that based on 
several individual case reports we suspect that patients with Behçet’s syndrome 
(BS), in general, have enlarged prostate glands. Reasoning that almost every patient 
that attends a urology clinic has his prostate examined we consider that this would 
be a diseased control group very easy to study. Hence, we take the whole urology 
outpatient population for one full week as our diseased control group and examine 
every patient for his prostate size. This is surely overmatching the control group in 
that most patients who go to a urology clinic have enlarged prostates to start with. 

 Similarly, in randomized controlled trials of new remedies the way we choose 
our control group may infl uence considerably the results of the study. Particularly, 
undermatching of the traditional medication for effi cacy is an important problem. 
This happens not uncommonly when you compare the effi cacy of a new drug in 
group of patients using as the comparator another group of patients who you know 
as those who had not responded well to the traditional remedy. For example in the 
fi rst randomized controlled trial of cyclosporine in BS from Japan [ 23 ] patients with 
resistant eye disease were randomized into receiving cyclosporine or colchicine. It 
is well known that all patients with BS receive colchicine from the start in Japan. So, 
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in this particular example, the authors should have known that the eye disease in the 
group randomized to colchicine would not respond to this drug in any event since 
they had already used it before the trial had started with no effect on their eye dis-
ease. To randomize a portion of the patients to the same drug on which they had 
progressed to develop resistant disease is an obvious example of under matching. 

 An interesting example of undermatching can involve not only the control, but 
also the active arms of a randomized controlled trial. In this case we can say that all 
the groups were under matched to the hypothesis being tested. In a recent double 
blind randomized international trial of a new Syk inhibitor in rheumatoid arthritis, 
the authors reported the new medication was superior to placebo among patients 
who were non responsive to the traditional agent, methotrexate [ 24 ]. The design was 
a 3 arm study. All patients were using methotrexate at baseline at a dose ranging 
from 7.5-25.mg/week. One group received the new drug at a higher dose, the second 
group at a lower dose while the third group received placebo. At the end of the study 
the patients in both the low and the high dose groups did better than those who 
received placebo. Curiously, however, this good response was observed only among 
the patients from Eastern Europe and Latin America and not among those from the 
United States. We suggested that this might have been due to the fact that patients 
from Eastern Europe and Latin America had been on a lower dose of methotrexate 
before being called as “inadequate responders” to be enrolled in the trial as com-
pared to US patients. In other words this proposed effect of the new agent may have 
disappeared if the patients had received the established effective dose of the tradi-
tional remedy before enrolling in the trial. 

 Under matching the control group may serve to prove a desirable outcome, as can 
be seen in the Actemra versus Methotrexate double-Blind Investigative Trial In 
monotherapy (AMBITION study) [ 25 ]. The aim of this trial was to compare the 
effi cacy of monotherapy with tocilizumab or methotrexate in methotrexate naïve 
patients with rheumatoid arthritis. The primary outcomes were ACR responses. At 
the end of the trial, tocilizumab monotherapy was superior to monotherapy with 
MTX. This was a very interesting result not found, up to that time, with any other 
biologic in the same setting. In fact, a biologic monotherapy was generally similar in 
effi cacy as MTX monotherapy while the combination of a biologic plus MTX was 
superior to either agent used alone when studied among MTX naïve patients with 
RA. Thus this trial in effect implied that tocilizumab was rather different in effi cacy 
from other biologics. However, on a closer look one realized that about 35 % of 
patients had been on MTX prior to being enrolled in the trial and their MTX treat-
ment had been discontinued prior to enrollment for reasons other than “ineffi cacy or 
adverse events”. But, why would anyone stop MTX if effi cacious without adverse 
events? Also, it is rather bizarre to enroll patients to MTX, a drug they had taken 
before, and compare this to a group of patients starting a brand new drug and to con-
clude that the new drug is better than MTX. The effi cacy of monotherapy in the 
AMBITION study could not be confi rmed in the FUNCTION study looking at the 
same ACR responses, presented as an abstract in 2013 [ 26 ]. In this properly done 
MTX naïve trial, the ACR scores between monotherapy MTX and tocilizumab were 
not different, re-enforcing the paradigm that monotherapy with a biologic has similar 
effi cacy to MTX and combination is better when tested among MTX naïve patients.  
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    Power Calculations 

 This is another important issue in study design. We need power calculations basi-
cally to control the probability of a Type II error (denoted as β), which is simply 
missing a real difference between the two arms of a study, due to an inadequate 
sample size. To avoid this, calculations are made in the study design to select a mini-
mum number of study subjects necessary to limit this error to say 0.20. The infor-
mation needed for a sample size calculation are [ 27 ]:

    1)    the anticipated clinically important difference between the effect of the primary 
outcome in the experimental treatment versus the control treatment. For continu-
ous outcomes this is sometimes expressed as the effect size, which is the differ-
ence in treatment means of the primary outcome divided by the standard 
deviation of that outcome.   

   2)    The selected probability of Type I error (denoted as α)   
   3)    The aimed power, which is the probability of detecting the aimed clinical differ-

ence and is equal to 1-β.    

  An underpowered study raises ethical concerns, especially for interventional studies. 
It is simply not justifi ed to expose any subject (patients, but also animals) to an inter-
vention if the likelihood of demonstrating a benefi cial effect is slight. This being the 
case it is strange that sample size determinations are quite uncommon in investigative 
rheumatology. In the methodological audit of Behçet ‘s syndrome publications [ 14 ] 
only 3.0 % of 280 original articles had any power calculations. Included among these 
original articles were 6 drug trials, which usually have the highest frequency of 
including a power calculation. Still, only 1/6 of these trials had a power calculation.  

    Equipoise 

 The concept of equipoise is an important principle in study design. In the context of 
a drug study equipoise simply means that prior to the study the investigators assume 
an equal chance of effi cacy for the active and the control arms of the study. Equipoise, 
or mainly its lack in many randomized clinical trials, was the subject matter of an 
important debate a decade ago [ 28 ,  29 ]. 

 Fries and Krishnan [ 28 ] argued that the main reason that practically only ran-
domized clinical trials with positive results are published was not mainly due to 
publication bias as commonly assumed, but was the result of a design bias. By the 
time a new drug reaches Phase III in drug development, equipoise in the random-
ized controlled trial may not hold true anymore. In brief, from the accumulated 
evidence from Phases I and II the investigators are quite often fairly certain that the 
drug under study should work. Felson and Glantz, on the other hand, disagreed [ 29 ] 
and maintained that publication bias, rather than the lack of equipoise, was the main 
reason that only trials with positive results got published. 
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 We have the impression that the concept of equipoise, which usually is not adhered 
to in drug industry sponsored trials, is present more in publicly funded trials or in tri-
als where the comparator is not a placebo but what is available as the best active drug. 

 As expected the debate about equipoise in controlled clinical trials continues and 
there is special concern that equipoise is can be jeopardized in trials with an adap-
tive design [ 30 ] in which the a priori assumption about the possible effi cacy of the 
drug being tested changes during the course of the trial.  

    Popper’s Falsifi cation 

 The main discussion about the  cerebral  ethics as it relates to study design is cen-
tered on the investigators adhering to the general principle of falsifi cation as the 
main business of any scientifi c investigation. According to Popper [ 31 ] a hypothesis 
can only be accepted (temporarily) when a rigorous attempt to falsify it turns out to 
be unsuccessful. In brief, Popper’s philosophy tells investigators that the hypothesis 
they have formulated (through experience, knowledge, hard work and, on occasion, 
genius) can only be accepted when it has undergone an agonizing, deductive, and 
above all honest self-falsifi cation. From this perspective any breach of self- 
falsifi cation may be considered as an ethical transgression. To quote Feynman “For 
example, if you're doing an experiment, you should report everything that you think 
might make it invalid--not only what you think is right about it: other causes that 
could possibly explain your results; and things you thought of that you've elimi-
nated by some other experiment, and how they worked--to make sure the other fel-
low can tell they have been eliminated.”[ 32 ]. 

 There surely have been severe criticisms of Popper’s hypothesis driven self – 
 falsifi cation centered approach to scientifi c method [ 33 ,  34 ]. Namely, it has been 
argued that science does not progress through deductive self- falsifi cation. To the 
contrary, it is the inductive reasoning based on accumulated knowledge and design-
ing experiments to prove our hypothesis that keeps up the scientifi c progress. The 
Bayesian approach to knowledge accumulation is surely in this line (see chapter 
“  A review of statistical approaches for the analysis of data in rheumatology    ”). 
Finally, the critics of Popper explicitly bring up the point that no investigator 
actually wants to disprove himself. 

 It has to be underlined that adherence to Popper’s falsifi cation principle to 
 science, based on deductive principles, does not negate the validity and the useful-
ness of the Bayesian inductive approach. They surely complement each other in 
formulating/rejecting hypotheses and in collecting/interpreting data. It might be 
said that the scientists need the inductive (Bayesian) approach to formulate/expand 
their hypotheses and test to the limits of probability, the data they collect. However 
they also need the Popperian approach of deductive reasoning to be self-critical of 
their hypotheses through their interpretation of and the deduction from the data 
they collect.  
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    II. Ethical Issues in Reporting 

 The various issues thus far discussed in the context of study design were mainly 
cerebral per our classifi cation. The reader will note the issues will become some-
what more pudendal as we go into reporting. Even the famous Supreme Court deci-
sion we quoted in the opening lines will not much help us to tell the cerebral from 
the pudendal in many of these instances.  

    Authorship 

 One common debated issue, one that can even end research careers of both the 
novice and occasionally the master, is that of authorship in a scientifi c article. 
Unlike most of the ethical transgressions discussed, authorship entails an ethical 
debate mainly among the members of the scientifi c community. There is no ques-
tion that a bonus authorship is an important issue but the impact of this transgres-
sion on the societal good is relatively less as compared to fudged data or trying to 
hide away from the public eye overt biases in the methodology and/or the results of 
a scientifi c study. 

 The International Committee of Medical Journal Editors advises that the author-
ship be based on [ 35 ]: 

  “1. Substantial contributions to the conception or design of the work; or the acquisition, 
analysis, or interpretation of data for the work; AND 2. Drafting the work or revising it 
critically for important intellectual content; AND 3. Final approval of the version to be 
published; AND 4. Agreement to be accountable for all aspects of the work in ensuring that 
questions related to the accuracy or integrity of any part of the work are appropriately 
investigated and resolved.  

  In addition to being accountable for the parts of the work he or she has done, an author 
should be able to identify which co-authors are responsible for specifi c other parts of the 
work. In addition, authors should have confi dence in the integrity of the contributions of 
their coauthors.  

  All those designated as authors should meet all four criteria for authorship, and all who 
meet the four criteria should be identifi ed as authors. Those who do not meet all four criteria 
should be acknowledged—see Section II.A.3 below. These authorship criteria are intended 
to preserve the status of authorship for those who deserve credit and can take responsibility 
for the work. The criteria are not intended for use as a means to disqualify colleagues 
from authorship who otherwise meet authorship criteria by denying them the opportunity 
to meet criterion #s 2 or 3. Therefore, all individuals who meet the fi rst criterion should 
have the opportunity to participate in the review, drafting, and fi nal approval of the 
manuscript.”  

 We have taken this long passage from the current offi cial advice on purpose to 
demonstrate how debatable the issue of authorship is even among the  cognoscenti , 
like the journal editors. The fi ght in academic circles, a consequence of the  publish 
or perish  motto, may stem from either the master abusing his/her seniority (insisting 
to be included in the authorship because he/she has given the idea or found the 
money or has contributed few minutes of his/her time in rewording the draft) or 
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from the novice who has done all the scud work. Clearly, the rights of the novice 
should be protected in the fi rst place. Therefore the deletion of the word “therefore” 
from the last paragraph from the quoted text would be in order. 

 Even after this alteration we suggest the ultimate guidelines for authorship in any 
scientifi c manuscript should and could not be made uniform for all purposes and 
instances. Confl icts can only be resolved on an individual,  case law  basis. Apart 
from the above discussed master-novice confl ict in authorship, there are mainly 
three additional authorship issues, namely: guest, gift and ghost authorship. 

 The ethical transgression associated with the fi rst two forms of authorship cannot 
be taken lightly. Guest authors are those with no substantial contribution study but 
are included in the authorship, even as fi rst authors, benefi ting from their promi-
nence for promotional purposes. Gift authors are included just to please some col-
leagues. This exercise is surely pitiful as well. 

 Ghost authorship stands somewhat different from the other two. No doubt it is 
usually frowned upon [ 36 ]. This is most justifi ed when a drug company hires a com-
mercial fi rm to prepare almost the fi nal form of a manuscript commonly and clev-
erly designed to put the company’s product in the best possible light, and again 
usually with a long list of guest or gift authors. On the other hand, we consider it 
ethical if investigators provide their data, along with their interpretation to a profes-
sional fi rm to prepare a manuscript fully acknowledged in the fi nal paper. 
Unfortunately what we have just described is also considered as ghost authorship 
and we argue this is unjustifi ed.  

    Data Presentation 

 There are many ways by which the readership may be ill informed and on many 
occasions one considers this might, unfortunately, be intentional. The more com-
mon scenarios are trying to show the drug of interest is more effi cacious than it 
really is, trying to show a drug is safer than it really is, and the display of mesmer-
izing science or statistical foot play of many forms. 

 The comparative effi cacy of any one medication over another can be expressed in 
many different ways and if a reader is not aware of a few essential subtleties he/she 
may be easily misinformed. Assume it is reported that a new drug decreases after one 
year of treatment, the formation of new erosions among patients with rheumatoid 
arthritis in 50 % more among the patients as compared to what is observed among the 
rheumatoid arthritis patients receiving the old remedy. This difference can be pretty 
impressive at fi rst sight; however it can equally be deceiving if we look at this 50 % 
difference in absolute terms. Assuming this was a randomized controlled trial of two 
groups of 100 patients with rheumatoid arthritis and two patients in each group had 
erosions to start with. If additional two patients in the old and one patient in the new 
drug group develop erosions at the end of one year this would give us 4 patients with 
erosions in the old drug and 3 patients with erosions in the new drug groups. This 
does represent 50 % less new erosions in the new drug group and when expressed in 

Ethical Issues in Study Design and Reporting



258

absolute terms, it surely is not impressive at all. On the other hand, if we start out 
with 20 patients with erosions in either group and end up with 10 new patients with 
erosions in the new and 20 with in the old treatment groups, the difference in effi cacy 
between the two groups is still 50 %, but the results are surely more meaningful. 

 In this example one should also be very careful if we are comparing the number 
of new erosions in one group versus the other or the number of patients with new 
erosions in either group. It is quite common that drugs are more effective in certain 
members of the population and in our example if one evaluates the outcome based 
on the total number of erosions in one group vs. the positive fi ndings in a few 
patients with relatively large number of erosions might bias the results. 

 The limits of biological variability in the parameter being studied is yet another 
point to consider. An illustration of this is found in the reported signifi cant benefi -
cial effect of anti-TNF agents on erosions in rheumatoid arthritis. When we ana-
lyzed their effect in absolute numbers on a real scale of the total number of erosions 
a person with rheumatoid arthritis could develop, the claim that anti- TNF agents 
signifi cantly decreased the development of new erosions in RA compared to metho-
trexate became uniformly less impressive for all agents under consideration [ 37 ]. 

 While it has been well recognized that the controlled clinical trial has important 
limitations in reporting especially rare adverse effects (see chapter “  Limitations of 
traditional randomized controlled clinical trials in rheumatology    ”), to designate 
any randomized controlled trial also as a safety trial has almost become a cliché 
[ 38 ]. By the time a new agent comes to Phase III in drug development the more 
common adverse events are mostly recognized and the remainder usually emerge in 
Phase IV. The main purpose of the Phase III randomized clinical trial is to confi rm 
the effi cacy of the new agent and often compare the degree of this effi cacy over the 
traditional agent (s). The whole hypothesis, design, methodology, and most impor-
tantly the power considerations are geared to that. A controlled clinical trial is 
almost never powered for detecting adverse events. This being the case, it is at least 
not good science to co-name it a safety trial. Even a further unpleasantness is to fi nd 
in the results and/or the discussion the declaration that “No signifi cant side effects 
were observed” without what we consider the ethically compulsory next sentence to 
the effect that “But the reader should not forget that there was little likelihood that 
any side effect that occurs in less than 1 % of the patients could have been be 
 apparent in this trial since there were 200 patients in each arm.” At least 300, 3 x 
projected rate [ 39 ] event free patients have to be observed to conclude with 95 % 
confi dence that the projected rate of any event is about 1 % or less. Even in the most 
read rheumatology journals, randomized controlled trials are frequently also dubbed 
safety trials but their sample size, which is too low to come to sound conclusions, is 
rarely discussed [ 40 ]. Another sobering point is that little attention is paid to the 
timing of adverse events. While this timing is obviously central to conclude causal-
ity, only a small fraction of the manuscripts reported the time of onset of even severe 
adverse events. Finally, the use of patient-years, useful only when the event rate is 
rather constant in time, is commonly and incorrectly utilized [ 40 ]. 

 There are many ways to mesmerize by science. One effective way of doing it is 
to dazzle the reader with displays of graphs, fi gures or tables the visual and verbal 
content of which are “mesmerizingly unfriendly” to the reader. Common examples 
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are amino acid sequences of various probes used or the photographs of immunology 
blots or microchips which 9/10 times are non-contributory to methodology, results 
or discussion. Mesmerizing by science happens not only in basic science. In our 
best clinical journals, like the The New England Journal of Medicine, one regularly 
comes across p values near, or even at, actual unity. We feel it a direct confrontation 
with the cognitive abilities of any reader of this reputed journal when we read a 
statement like “At 28 days, there was no signifi cant difference in mortality between 
patients in the two study groups who did not have a response to corticotropin 
(39.2 %/36.1 %, p = 0.69) or between those who had a response to corticotropin 
 (28.8 % /28.7 %, p = 1.00)  (italics ours) [ 41 ]. 

 There are many other gambits in the statistical foot play. In an attempt to reduce 
the  apparent  variability of observations authors sometimes report SEMs (standard 
error of the mean) instead of SDs (standard deviation). Since arithmetically the 
SEM equals SD/√n, it is, by defi nition a smaller number and as such might suggest 
less dispersion of the raw data around the mean. In fact, often there is quite some 
confusion between SEM and SD and it is not recognized that the former is a mea-
sure of precision (reproducibility) with which the mean is estimated. A survey of the 
frequency of this type of mesmerization can be found in the urology literature [ 42 ]. 

 Multiple comparisons of two treatment groups by exploring various subgroups, 
or comparing several treatment groups without correcting for multiple comparisons 
increase the likelihood of chance fi nding. In chapter “  A review of statistical 
approaches for the analysis of data in rheumatology    ” it is shown that the probability 
of fi nding an unduly signifi cant result (when α = 0.05) reaches 1 when twenty of 
such comparisons are made. There are several ways of properly and honestly 
 handling such multiple comparisons as we have seen in chapter “  A review of statis-
tical approaches for the analysis of data in rheumatology    ”.  

    Post Hoc Data Analysis 

 Post hoc data analyses are a related issue. A proper study design surely includes 
well defi ned endpoints and how they will be analyzed. Also, quite often these end-
points are in hierarchy coined as primary or secondary. Power analyses are also 
based on precise defi nitions of these endpoints. Surely it is tempting for the 
 investigators to do further analyses after (post hoc) the data become available. 
Usually such analyses are discouraged with the broad statement they were not in the 
primary and secondary outcomes of the study design. We have perhaps a more bal-
anced viewpoint and suggest the following:

    1.    If unforeseen signifi cant results emerge and their signifi cance remains robust 
after rigorous correction for multiple comparisons then they should surely be 
reported. Note that the consideration that the study was not powered for these 
unforeseen results does not hold here since we take that the results are shown to 
be statistically signifi cant after correction for multiplicity. Nevertheless, any 
conclusions derived should only be considered as hypothesis generating and this 
should also be clearly highlighted in the discussion.   
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   2.    Negative, post hoc results should be treated with much more caution. Here we 
should look for the presence and the adequacy of post hoc power analyses.   

   3.    Finally an ethically healthy rule of the thumb is, feel free to do and surely bring 
up the results of post hoc analyses if the analyses and/or fi ndings are in the direc-
tion of falsifying your hypothesis but try to refrain from them if they are poten-
tially confi rmatory.      

    The Discussion Section 

 The discussion section of any article is, or should be, nothing more or less than an 
honest re-account of your hypothesis, a summary of your results, what they indi-
cated in the light of their internal and external validity, the main strengths and espe-
cially weaknesses of your work and fi nally a recap of your main message. 

 It is to be noted that a careful reader should be able to anticipate the contents of 
the discussion section before even starting to read it. However, the weaknesses of 
the work stand alone. It has been said that the discussion section should be curtailed 
as much as possible but for the study weaknesses [ 43 ]. This is so for two main rea-
sons. First, it is usually nobody but the authors themselves who really know what 
the weaknesses to their work were, including such diverse items as changes in the 
sources of the animals, chemicals or probes used, the number of patients who 
refused to enter a particular drug study etc. which might have all affected the study 
results. The second important reason is simply and directly related to research ethics 
best verbalized by Feynman in his famous Cargo Cult address [ 32 ] which we already 
quoted in this chapter. As others have also rightfully emphasized [ 43 ] his last lines 
which also we now quote here are most instructive. In order to best explain what he 
means by self-criticism in scientifi c writing he chooses a counter example and says: 
“The easiest way to explain this idea is to contrast it, for example, with advertis-
ing…” [ 32 ]. That a scientifi c article is no advertisement is such superb advice. 

 We recently set out to quantify the degree of self-criticism in three better read 
journals of rheumatology. Not that this information was not available for 
 rheumatology journals in particular – while its relative paucity had already been 
noted in scientifi c literature in general [ 44 ]- we hypothesized that our colleagues in 
basic science give less importance to self-criticism than those in clinical sciences. A 
survey, both by electronic and traditional reading by 2 independent observers, 
showed signifi cant differences in the frequency of self-criticism in the discussion 
sections of the original articles in Annals of the Rheumatic Diseases, Arthritis and 
Rheumatism and Rheumatology (Oxford). In brief, the frequency of any form of 
self-criticism was around 75 % among the clinical and 25 % among the basic sci-
ence articles [ 45 ]. It was also indeed rather surprising that when one of us asked a 
basic science editor why this was so during a recent American College of 
Rheumatology meeting, the answer was that the journals which mainly publish 
basic science articles do not highlight self-criticism in their authorship guidelines. 
This is disconcerting and surely deserves a “no wonder.”     
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         We would like to fi nalize our work with some take home messages. “What it is” is 
surely important but “What it ought to be”, is perhaps more important in 
Understanding Evidence Based Rheumatology, as our title reads. 

 We fi rst have to realize that many of our diseases are still constructs and as such 
they need continuous clinical and scientifi c scrutiny. In this context the rather slow 
materialization of “The Human Phenome Project” should gain speed as we consider 
it at least as important as the long time finished The Human Genome project. 
On hindsight, we refl ect that it would have been much more scientifi cally fruitful 
had the ubiquitous genetic association studies in every conceivable  construct – 
disease  we read during the last several decades had paid more attention to the 
phenotypes of the constructs they were studying. This wish of more emphasis on 
the phenotype applies both to the biomedical and the bio-psychosocial models of 
approach to  better understand our diseases. 

 In the Preface we have jokingly said that the authors to the statistics chapter (see 
chapter “  A review of statistical approaches for the analysis of data in rheumatology    ”) 
were instructed to avoid the integral sign in their manuscript, to be  better under-
stood. On the other hand perhaps this is not what it ought to be. As we have tried to 
underline, a sound grasp of methodology, which in turn requires at least a familiarity 
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with basic arithmetic and probability theory is a must for being a better clinician 
and/or a better investigator. A good clinician and/or investigator should surely also 
be able to recognize, appreciate and avoid many of the cerebral forms of ethical 
transgressions (see chapter “  Ethical issues in study design and reporting    ”) and this 
is only possible with a sound insight into scientifi c methodology. The investigators 
should learn to invite the help of a statistician right from the start of their work, 
seeking advice not only on best methodology to prove themselves right but more 
importantly how to falsify their hypotheses and on many occasions even come up 
with new hypotheses. As a corollary, statisticians should no longer be content with 
their current role of the Wizard of Oz and should be right at the bed side or bench of 
any investigation before the investigator goes astray, both inadvertently and, on 
occasion, intentionally. In brief we should make research methodology and statisti-
cal thinking integral parts of teaching, practice and research. The more and more 
widely available software packages for statistical calculations are both marvellous 
and to be cursed. They, very often, do not help us to understand what we do. It is to 
be noted that the p value tells us only how surprising the obtained result is if the null 
hypothesis were true. Taking a randomized controlled trial as an example, assume 
we have reason to believe a new drug causes a cure 9 times more than the old drug. 
We design a controlled study and fi nd out a p value of 0.001 related to the difference 
in outcome between the two arms of our trial. This p value is nothing more than the 
probability of observing a difference in the disease outcome between the two arms 
of the study at least as big as what was actually observed, if all what we observed 
was due to chance. It does not however tell us that our drug will work 9 times better. 
The investigator actually is surely more interested in the probability of the stated 
hypothesis being true (9:1 odds in our example). Confi dence intervals and perhaps 
even more the Bayesian methodology are of more helpful here (see chapter “  A 
review of statistical approaches for the analysis of data in rheumatology    ”). 
Specifi cally we should make every effort to be more knowledgeable about what the 
Bayesian approach with its conditional probabilities is, how it can be very helpful to 
us both in decision making and setting up and interpreting drug studies. 

 All constructs need precise defi nitions. We are afraid that our disease criteria 
have not been very successful thus far. We underline some thought barriers for this 
in chapter “  Disease classifi cation/diagnosis criteria    ”. We propose that future dis-
ease criteria will be much more useful if they are tailored to the conditional prob-
abilities of the disease in the populations these criteria would be used. Note that 
Bayesian conditional probabilities are very relevant here, as well. Furthermore the 
artifi cial designation of disease criteria as classifi cation versus diagnostic should 
be abandoned. The understandable strive to have good biomarkers to identify rheu-
matologic diseases, to assess their severity, prognosis, outcome and tailor therapy 
should continue. However what we have warned about the importance of the phe-
notype for the genetic association studies equally applies for every other biomarker, 
as well. Those of us keen to develop such biomarkers should be aware that this is 
both a money and time expensive undertaking almost akin to developing a new 
drug as emphasized in chapter “  Biomarkers, genetic association, and genomic 
studies    ”. Perhaps the more successful future biomarkers will be those that combine 
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both genetic and immunologic/biochemical markers and as the current evidence 
suggests, that ACCP negative rheumatoid arthritis might well be one disease con-
struct in which such efforts might be more helpful. However, we need to have a 
frank discussion about the very real possibility that there may be no biomarkers, or 
genetic profi les that will be useful in individual patients. These however are the 
main concern of doctors making treatment plans, predicting disease response and 
assessing the overall prognosis. 

 Clinical outcome measures are all important not only in assessing the outcomes 
of clinical trials but also in daily care of patients. As such they should be as simple 
as possible and yet have useful discriminating value. As our chapter “  Outcome mea-
sures in rheumatoid arthritis    ” emphasizes the patient reported outcomes are becom-
ing much more popular and this is rightfully so. Needless to say that we will see 
more and more emphasis on patient reported outcomes in the years to come and we 
must also underline that this is very gratifying not only from the scientifi c/method-
ological angle but from its most useful humanistic message. The doctors are giving 
more and more importance to what the patient says. 

 We all like to say that world has become too small and indeed it has in many 
ways. On the other hand it is curious how comparatively little we utilize the enor-
mous opportunities we now have in specimen and data collection on a global scale. 
There surely are many reasons behind this lagging behind. One important reason is 
the investigator ego. It is quite understandable that an investigator can shy away 
from global data collection so as not to share or give away his/her “dear” hypothe-
sis. However we propose that the vast scientifi c opportunities such joint global work 
will bring to each participant will convince everybody to suppress his/her ego and 
get started in this sharing of opportunities. The trick is to put everybody’s share of 
work and opportunity on the agenda from the start. A similar concern holds true for 
data repositories of any sort, ranging from blood or tissue banks to administrative 
data bases. Each participant will need to be assured and feel convinced that he/she 
will have just his/her share eventually. 

 Once the pinnacle of evidence based medicine, the controlled clinical trial is hav-
ing hard times. Evidence for drug effi cacy is being sought more and more in obser-
vational data. As we try to bring up in chapters “  The randomized controlled trial: 
methodological perspectives    ”, “  Limitations of traditional randomized controlled 
clinical trials in rheumatology    ”, and “  Systematic reviews and meta-analyses in 
rheumatology    ” either modality is and should be complimentary to the other. With 
our current sophisticated technological capabilities of both storing and analysing 
data we should be able to solve many of our management problems with ease and 
precision. In this line we look forward to more sophisticated studies based on patient 
repositories and administrative data bases free as much as possible from inherent, 
but more and more better recognized, biases of such work. We also predict that more 
and more drug effi cacy studies will utilize adaptive and Bayesian methods (which 
allows including historical  information) especially considering the monetary and 
time pressures in drug development. Ethical considerations are obviously all impor-
tant in any rapidly changing human activity and we surely and luckily, have abun-
dance of that in rheumatology. There is little doubt that drug industry has immensely 
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contributed to our truly spectacular performance in handling our diseases today. On 
the other hand there is also little doubt that today’s main ethical transgressions in 
research and practice of medicine frequently have their roots, again in the drug 
industry. 

 We do not think that the solution to such transgressions lies in what we like to 
call the Queen Gertrude, “The lady protests too much, me thinks.” approach. 
Meaningless ethical husbandry like declaring confl icts of interest in small letters or 
limiting meeting support to pencils and notepads or friendly drug representative’s 
visit to 20 dollars’ worth of coffee and doughnuts has not and will not solve these 
important ethical transgressions. Much more of consequence are unnecessary seed-
ing trials, mesmerizing by science or statistics and informed consent forms of, by 
and for the lawyers. We surely hope more transparency of the right kind will soon 
prevail while we use more and more of today’s very sophisticated technical know-
how in accessing and disseminating truth. 

 We fi nally should also point out that journals along with their editors have very 
important responsibilities in the current and future quality of our research. There are 
lots of journals around and their number is ever increasing. They, like any other 
business venture, are after material gain. These factors along with the well- 
recognized pressure on the researcher to publish for his/her subsistence, produces a 
lot of low quality work [ 1 ]. This fi nal point should probably be the foremost concern 
of all authors, readers and practitioners of evidence based rheumatology now and in 
the near future.    
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