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Abstract This paper presents a newnavigation systemdesigned for the smartwheel-
chair, which interacts with a human user using a low throughput interface. Through
the low throughput interface, the user can only give a very limited number of com-
mand types with a low frequency, meaning that a low throughput interface requests
the user to do more steps, taking a longer time, just to select the desired goal. In order
to decrease the number of operations requested to the user, our navigation system
is designed to refine the alternative targets by selecting the significant targets and
organize them in a binary tree for reducing user’s operation. We also introduce a
user-friendly visual feedback to display to the user in order to show the current state
and the prompt commands to the user, too. This navigation system is successfully
tested in a real environment.

Keywords Smart wheelchair · Semantic map · Topological map · Low throughput
interface

1 Introduction

A low throughput interface requests a low operation capability to the user; therefore,
it is useful for handicapped users who are not suited to control the wheelchair by
the traditional interface, such as a joystick, which requires the user a more flexible
and precise operation capability. A smart wheelchair normally receives two kinds of
commands: speed and pose. Since a low throughput interface generates commands
in low frequency and with big delays, it is difficult to control a wheelchair by speed
commands via this interface. On the other hand, in an unknown environment, the
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smart wheelchair usually do not know the alternative target poses, and it is impossi-
ble to traverse the entire space by a low throughput interface. Hence it is not easy to
control a wheelchair by pose command via a low throughput interface either. Con-
sequently, figuring out how to control a smart wheelchair using a low throughput
interface is a problem to be solved.

In recent years, many low throughput interfaces were used in order to control the
smart wheelchair. Huo et al. [1] proposed a tongue–computer interface (TCI) for
wheelchair control. TCI could generate six kinds of commands at 1Hz, and used five
main control commands (Forward, Backward, Turn-Right, Turn-Left, andNeutral) to
control the speed of wheelchair directly. Yathunanthan et al. [2] developed a low-cost
EOG signal interface to detect the EOG signal affected by eye blink, and associated
the eye movement to motion commands of the wheelchair such as forward, reverse,
left, and right at 1.25Hz. However, by controlling the speed directly, the user’s
workload increased. Furthermore, both these two controllers could not assist the
user with obstacle avoidance or navigation in order to reduce the requested user
operations.

Brain–computer interface (BCI) is an important low throughput interface in smart
wheelchair control. Mandel et al. [3] described the combination of a BCI interpreting
steady-state visual evoked potentials and an environment analyzing system. This
system analyzed a local 2D map to extract some route graphs. The user could choose
a route with the four commands of the BCI. Iturrate et al. [4] proposed a brain-
controlled wheelchair, which displayed to the user a real-time virtual reconstruction
of the environment and the alternative targets in the traversable areas. The User
could choose the desired target by EEG. Once the desired target has been chosen,
the wheelchair would be controlled by an autonomous navigation system in order to
move to the target while avoiding collisions with obstacles. This method controlled
the smart wheelchair by the high-level commands such as move along a route or
go to a position. But these goals were rough, and they did not consider the human–
environment interaction.

In our previous work [5], a semantic map-based navigation system for a brain-
controlled wheelchair was developed. The semantic map not only included the navi-
gation points at the traversable areas as common navigation system, but also included
the semantic target [6, 7] which could interact with human user, such as docking or
door passage. The user could select the target to implement the action with only one
command. Hence the operations requested to the user were reduced. However, in
reference [5], a grid was used to organize the targets and users should select the goal
via this grid. The navigation points at the traversable areas were too many and the
grid was too complex.

In this paper, in order to further reduce the number of operations requested to
the user, a semantic topological map is used. In the semantic topological map, the
navigation points are refined and a new data structure is used to organize the targets.
We assume that the semantic targets cover all the goals the user want, so that the
function of the navigation targets is to explore the environment out of the sensor’s
range in order to detect more semantic targets. A binary tree is used to organize the
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targets and a friendly visual feedback is designed to help the user to select a target.
Finally, a smart wheelchair equipped with a RGB-D sensor and BCI is developed as
an experimental platform for research the effectiveness of the proposed method.

2 System Architecture

The system architecture is shown in Fig. 1. The most important part is the semantic
mappingmodule. Thewheelchair sensor information is analyzed to extract alternative
targets, which represent the places where the user may be interested in. Among these
targets, we have semantic targets (e.g., doors, tables) and exploration targets (such as
the frontiers of sensor scan range, where the wheelchair may get more information
of the environment). In order to minimize the operation of users, these alternative
targets are organized by a special data structure. The user can choose a goal among
the alternative targets via a low throughput interface. Themotion control module will
then control the wheelchair in order to reach the goal considering obstacle avoidance.

3 Semantic Mapping

The semantic topological map is the most important part in this system. In order
to reduce the operations requested to the user, the system is designed to understand

Fig. 1 System architecture
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the environment and automatically find the places or the objects which the user may
be interested in. The system can implement special behaviors, such as door passage
or docking, along with these places or objects, called semantic targets. Since the
range of the sensor is limited, the system cannot find all the semantic targets in
the environment, hence the whished semantic target by the user may be out of the
sensor’s range. Therefore, the wheelchair needs to know where to go in order to find
the semantic target outside the current range of the sensor. In order to implement
this, we believe that the sensor scan range frontiers (is defined in Sect. 3.2) are an
appropriate position, these positions are called exploration targets. Consequently,
there are two types of targets in the semantic topological map: the semantic targets
and the exploration targets.

Organizing the semantic targets and exploration targets is another problem. A
good organization could help the user to select his wished target by giving a little
number of commands.

3.1 Semantic Target Extraction

Referencing to our previous work [6, 7], a shape-based method is used to extract
semantic target from the 3D point cloud of the environment by the following three
steps:

(1) Data preprocessing: using pass through filter and down-sample to reduce the
amount of data;

(2) Segmentation: using RANSAC algorithm and European clustering to segment
the point cloud into horizontal planes and vertical planes;

(3) Recognition: matching the segments to a priori model library in order to identify
the semantic targets.

3.2 Exploration Target Extraction

Three kinds of sensor scan frontiers are defined: leaf, border, and hopping. In some
directions, the closest obstacle may be out of the sensor’s rage; in these cases, the
obstacle distance will be marked as the maximum distance of the measuring area
of sensor. So a string of maximum distance in the sensor scan is defined as a leaf.
The maximum angle and minimum angle of rays are defined as borders. The leaf
and the border are important exploration targets since they mean that there are free
space outside the measuring area of sensor. The last kind of frontier is hopping. If the
difference between two adjacent rays is larger than a given threshold, it is defined as
a hopping. A hopping means after the obstacle, there is unknown space. The middle
points of each lines are defined as the exploration targets, as shown in Fig. 2.
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Fig. 2 Three kinds of sensor
scan frontiers

3.3 Targets Organization

In order to reduce the number of operation requested to the user, the semantic targets
and exploration targets are organized by a complete binary tree. The depth h of an n
nodes complete binary tree is:

h = �log2 n� + 1. (1)

Assume that low throughput interface can generate four commands: select the
left child, select the right child, select the parent, and execute the current target (the
current target is the goal). In an h depth binary tree, maximum steps are h − 1
whichever node the user wants to select with these four commands. So if number of
semantic targets and exploration targets is m, maximum steps is �log2 m� whichever
target the user wants to select.

The root, the binary tree, is the current position of wheelchair. And other targets
are organized by following the nearest neighbor principle. The algorithm is described
by the following pseudo code:

allNodes = all nodes except root;
currLevel[] = { root };
{ root.childL, root.childR } = nearest two nodes;
allNodes = allNodes - { root.childL, root.childR };
currLevel[] = { root.childL, root.childR };
while(exist free nodes):

foreach node in currLevel: 
{ node.childL, node.childR } = nearest two nodes;

foreach node in currLevel: 
allNodes = allNodes - { node.childL, node.childR };

If node[i].child == node[j].child:
If dis(node[i], node[i].child) > dis(node[j], node[j].child):

node[i].child = nestest node;
allNodes = allNodes - { node[i].child };

else:
node[j].child = nestest node;
allNodes = allNodes - { node[j].child };

Consequence, the semantic topological map is expressed by the binary tree.
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3.4 Visual Feedback

The visual feedback, which directly interacts with the user, should be simple, easy
to understand, and easy to use. Besides the semantic topological map, the 3D map
of the environment is also displayed on the screen in order to show the position of
the targets in the real world. In order to help the user to select the wished target, four
colors (Blue, green, red, and yellow) are used to indicate four commands. Regardless
of which target the user wants to select, what he needs to do is just issue the command
linked to the current color assigned to the target.

For example in the Fig. 5, these are seven targets in the semantic topological map.
Each ball indicates a target, except the bottom one (the root). The white rectangle
indicate a semantic object. At the beginning (Fig. 5c), no target is selected, and the
user can use either the red or the yellow command to turn the wheelchair to the left
or to the right. If the user wants to select right door in Fig. 5c, since the target is
green right now, the user can issue green command first. Than the target turn to blue
(Fig. 5d), and the user can issue blue the command now, and so on. It is very easy to
use and understand.

4 Motion Control

The wheelchair is controlled by a real-time feedback controller [8]. For the motion
control the exploration and semantic targets are slightly different: the semantic targets
are poses, which include position and orientation, while the exploration targets are
poses that include just a position. For this reason, the controller can behave in two
modes.

If the goal is a semantic target, the linear and angular speed (ν andω) are calculated
according to the relative position between the wheelchair and the goal (Eq.2):

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

v = krr
ω = kaa + kbb
r = √

�x2 + �y2 .

a = −θ + atan2(�x,�y)

b = −θ − a

(2)

where �x and �y are position error between the wheelchair and the goal, θ is the
orientation of wheelchair, r is the distance between the wheelchair and the goal, a
and b are intermediate variables. kr , ka and kb are constants.

If the goal is an exploration target, the algorithm is a simplification of Eq.2 as
shown in Eq.3. ⎧

⎨

⎩

v = krr
ω = kaatan2(�x,�y).

r = √
�x2 + �y2

(3)

where the meanings of all parameters are similar with Eq.2.
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Meanwhile, the obstacle avoidance algorithm MVFH&VFF [9, 10] is imple-
mented to guarantee the safety. The obstacles are extracted from the 3D point cloud.
For more detail, please refer to our previous work [5].

5 Experiment and Results

5.1 Wheelchair Prototype and Experiment

The wheelchair prototype [6, 7] as shown in Fig. 3 equipped with several mobile
robot sensors including Kinect, odometry, Emotiv EPOC Neuroheadset, etc., is a
customized model of an ordinary electric wheelchair (LRF in the Fig. 3 is not used
in this paper). Two computers are mounted on the wheelchair. Semantic mapping
module and motion control module are running a Linux computer while a Windows
computer for BCI sends the commands to the Linux computer via Ethernet. A smart
motion controller (SMC) communicates with the computer via serial and is used
to control the speed of the wheelchair at 20Hz. The 3D point cloud is obtained
from Kinect for semantic targets extraction and obstacle avoidance. And the 3D
point cloud between the height of 1.5–0.1m is projected to the ground in order to
generate fake laser scan for exploration extraction. The semantic topological map
update frequency is 1Hz. The EPOC is connected to the computer by Bluetooth for
obtaining BCI commands in 3Hz. The system software is developed based on ROS
[11] and PCL [12].

Fig. 3 Wheelchair prototype

LRF

BCI

Motor
Encoder

Kinect

Screen
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Fig. 4 Electrodes of
International 10–20 system
for EEG [13]

The environment for experiment is shown in Fig. 6a. The tasks include passing
through a doorway and docking into the table.

5.2 Brain–Computer Interface

Emotiv EPOC is a wireless neuroheadset using a set of 14 sensors plus 2 references.
The 14 channels of the EPOC distribute in accordance with International 10–20
system [14] (as shown in Fig. 4) locations corresponding to AF3, AF4, F3, F4, F7,
F8, FC5, FC6, P7, P8, T7, T8, O1, O2, as well as 2 references channels are positioned
at P3 and P4. The ExpressivTM Suite is a component of Emotiv EPOC. It uses the
signals (including EEG and EMG) measured by the neuroheadset to interpret player
facial expressions in real time. We define four expressions as commands: lifting
brows, biting the teeth on the left, biting the teeth on the right, and biting the teeth
on both side. These expressions are sensitive, and do not affect the user operating
the wheelchair (e.g., moving eyes will affect the user observing screen).

5.3 Semantic Mapping

Figure5 illuminates an example of semantic mapping test. Figure5a is a photo of
experimental environment, and Fig. 5b is a sketch showing the environment and the
pose of wheelchair. Figure5c–f show the process for selecting a target. From Fig. 5c–
f, the user sends the commands in turn: select the right child (c to d), select the left
child (d to e), and execute the current target (e to f).
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Fig. 5 Semantic mapping test

5.4 Discussion

In this section, we compare our current system with our previous system [5], and
evaluate the performance of these two systems. The evaluations are described in our
previous work [5].

Figure6b shows the comparison of trajectories two systems and the results are
summarized inTables1, 2, and 3.All our five experiments on both systems succeeded.
In the current system, the wheelchair will stop at each goal and wait for the user new
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(a) (b)

Fig. 6 a Experimental environment and tasks; b Comparative experiment

Table 1 Metrics to evaluate the wheelchair performance

Previous system [5] Current system

Mean Std. Mean Std.

Task success 1 – 1 –

Path length (m) 28.5 0.3 25.3 0.3

Time (s) 96 8 105 7

Table 2 Metrics to evaluate the comfortability

Previous system [5] Current system

Mean Std. Mean Std.

High ω ratio (%) 3.4 1.1 3.3 1.2

BCI commands 19 2 15 1

Table 3 Metrics to evaluate the safety

Previous system [5] Current system

Mean Std. Mean Std.

Collisions 0 0 0 0

Clearance mean (m) 1.56 0.03 1.55 0.03

Clearance min (m) 0.65 0.07 0.66 0.06

command; hence, it takes more time to control the wheelchair and it also results in
a less smooth final trajectory of our system.

It is obvious that the BCI commands to give in the current system are reduced.
The user only needs to send commands to the navigation systemwhen the wheelchair
stops at the last goal and is waiting for a new goal.
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However, there is still room for improvement. If the user changes his mind while
selecting a target, he may need more steps to select another target in the semantic
topological map. This is determined by the nature of the binary tree. Furthermore,
if the desired target is not extracted by the system, then the navigation system can
be switch to the speed control mode (similar as our previous work in [5]) in order to
arrive any position.

6 Conclusion and Future Works

This paper presents a smart wheelchair navigation system relying on semantic topo-
logical map controlled via low throughput interface. Semantic topological map con-
sists in a complete binary tree composed of exploration and semantic targets. With
a friendly visual feedback, the user can easily select the desired target. With the
help of the proposed navigation system, the number of operations requested to the
user are obviously reduced. However, the ability of the semantic extraction module
will influence the performance of proposed navigation system. Hence the robust-
ness and stability of semantic mapping should be a priority, and the kinds of objects
recognizable as targets must be expanded.
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