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Abstract Knowledge discovery of database or data (KDD) is to acquire
knowledge from data. Mining interesting patterns from data or information
granules is the most important process of KDD. The post-process of the mining
that is to acquire knowledge from the interesting patterns is also important. As
obtained interesting patterns increases, it becomes hard for analysts to do the post-
process of the mining because they have done the process empirically and man-
ually. This chapter has investigated the post-process of the mining, and presented a
support method and tools for the process. Information mining is a process to
acquire knowledge from the interesting patterns discovered by mining from data or
information granules. Consistent verification, information abstraction, hypothesis
generation, hypothesis verification, and information deduction are activities of
information mining. Current data mining methods and information granulation
methods are suitable for information abstract, but not suitable for the other
activities. The present author has shown that strong relevant logic-based reasoning
is a systematic method for supporting information mining, and introduced a for-
ward reasoning engine, a truth maintenance system, and epistemic programming
can be used for support tools of the information mining with strong relevant logic-
based reasoning.
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1 Introduction

The data-information-knowledge-wisdom hierarchy (DIKW hierarchy) is often
used implicitly in definitions of data, information and knowledge [26]. Data is an
elementary and recorded description of things, events, activities and transactions,
lacks meaning or value, and is unorganized and unprocessed; Information is data
processed to be meaningful, and valuable and appropriate for a specific purpose;
Knowledge might be viewed as a mix of information and already obtained back-
ground knowledge (understanding, capability, experience, skills, values, and so
on) [26]. Information is an intermediate between data and knowledge. Under the
DIKW hierarchy, a process to mix obtained information with background
knowledge is needed to acquire knowledge.

Knowledge discovery of database or data [15] (KDD) is to acquire knowledge
from data. The word data mining is used for both KDD itself and a sub-process of
a KDD process [19]. As a sub-process of a KDD process, data mining is a process
to discover interesting patterns from massive amounts of data [15, 19]. A pattern is
an expression in some language describing a subset of the data or a model
applicable to the subset. An interesting pattern is a pattern that is interesting for
some people in a specific domain. Interesting patterns are at least pieces of
information because interesting patterns are processed data and they have mean-
ing, from view point of the DIKW hierarchy. Interesting patterns may be adopted
as pieces of knowledge directly, or they may be used as materials to acquire
knowledge.

KDD with granular computing is to acquire knowledge from data via infor-
mation granules. Granular computing is about representing, constructing, and
processing information granules [27]. Informally, information granules can be
treated as linked collections (clumps) of objects drawn together by the criteria of
indistinguishability, similarity, proximity or functionality [29, 34, 35]. KDD with
granular computing involves a process to discover interesting patterns from
information granules [22]. Hereafter, we call the mining process information
granules mining as like as data mining.

In the future, analysts will be able to discover the large number of interesting
patterns from Big Data easily. Big Data is a term used to identify data sets that we
cannot manage with current methodologies or software tools due to their large size
and complexity [13]. Many researchers try to develop methodologies and software
tools for data or information granules mining for Big Data. On the other hand,
several companies and universities start to grow up data scientists [7], who are
experts of KDD for Big Data. The data scientists with developed effective meth-
odologies and tools will try to discover interesting patterns from Big Data. More-
over, the scale of Big Data and the number of kinds of data will increase [13, 24].

It is hard for analysts to acquire knowledge from the large number of interesting
patterns without systematic and computer-assisted methods. In current KDD,
analysts have done the process to acquire knowledge from interesting patterns
empirically and manually. As the number of the interesting patterns increases, it
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becomes hard to do the process empirically and manually. Supporting the process
is not focused on in Big Data mining [13, 19, 24].

In this chapter, the present author has investigated the post-process of the
mining, and proposed a support method and tools for the process. Information
mining is a process to acquire knowledge from the interesting patterns discovered
by mining from data or information granules, and is a post-process of the mining
processes. Current data mining methods and information granulation methods are
not enough for information mining. Thus, the present author has shown that strong
relevant logic-based reasoning is a systematic method for supporting information
mining, and introduced a forward reasoning engine, a truth maintenance system,
and epistemic programming can be used for support tools of the information
mining with strong relevant logic-based reasoning.

The rest of the chapter is organized as follows: Sect. 2 explains information
mining and the relationship between data mining and information mining; Sect. 3
introduces strong relevant logic-based reasoning as an information mining method;
Sect. 4 shows a forward reasoning engine, a truth maintenance system, and epi-
stemic programming language as support tools for information mining with strong
relevant logic-based reasoning; Sect. 5 gives a summary and future works.

2 Information Mining in Knowledge Discovery from Data

A KDD process typically involves data cleaning, data integration, data selection,
data transformation, data mining, pattern evaluation, and knowledge presentation
[19]. Data cleaning is a process to remove noise and inconsistent data. Data
integration is a process to combine multiple data sources. Data selection is a
process to retrieve data relevant to the analysis task from integrated data set. Data
transformation is a process to transform or consolidate data into forms appropriate
for mining. Data mining is a process to extract interesting patterns from data set.
Pattern evaluation is a process to identify the truly interesting patterns repre-
senting knowledge. Knowledge presentation is a process to transform the mined
knowledge into understandable representation. In [15], there is another process
that is ‘‘checking for and resolving potential conflicts with previously believed (or
extracted) knowledge.’’ Here, we call the process as consistent verification.
A KDD process is an iterative sequence of the above processes.

In KDD with granular computing, there are two other processes: information
granulation and information granules mining. Information granulation is a process
to transform or map plain data into information granules according to models
based on fuzzy sets, rough sets, shadowed sets. Information granules mining is a
process to discover interesting patterns from information granules. Figure 1 shows
a control flow of processes in KDD with data mining and granular computing.

Analysts do other activities dealing with obtained interesting patterns and
background knowledge after getting the interesting patterns in a KDD process.
Those activities are information abstraction, hypothesis generation, hypothesis
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verification, and information deduction. Information abstraction is to make
interesting patterns more abstract. Information depends on a context and/or a
person who interprets it. While a person sees a thing as valuable information, other
person may see it as data with no particular significance. Knowledge is special
information for a specific purpose, but meaning and value of knowledge are widely
accepted by not only a certain person, but also many people. Therefore, the degree
of universality of knowledge is higher than that of information. Moreover, as the
degree of universality of information (knowledge) becomes higher, the value of
information (knowledge) becomes higher. Abstraction is a way to increase the
degree of universality. Thus, analysts make interesting patterns more abstract.
Hypothesis generation is to create hypotheses from the interesting patterns and
background knowledge. A KDD process can be regarded as a hypothetico-
deductive process. Analysts, therefore, make hypotheses not only before starting
KDD, but also during KDD. Hypothesis verification is to verify whether already
proposed hypotheses are consistent with obtained interesting patterns. Of course,
analysts should verify whether already proposed hypotheses are consistent with
obtained data set. In addition, they should verify the consistency of proposed
hypotheses in information level. Information deduction is to draw previously
unknown or implicitly known information from obtained interesting patterns and
background knowledge. Information deduction is a way to mix obtained inter-
esting patterns with background knowledge.

Those activities are related to each other. Information deduction is done before
doing consistent verification and hypothesis verification. If interesting patterns or
hypotheses directly conflict with already obtained interesting patterns and back-
ground knowledge, analysts can find the conflicts by only checking the interesting
patterns/hypotheses, already obtained interesting patterns, and background
knowledge. If interesting patterns or hypotheses indirectly conflict with already
obtained interesting patterns and background knowledge, analysts should deduce
implicit things from the interesting patterns/hypotheses, already obtained inter-
esting patterns, and background knowledge as premises, and check whether
deduced things conflict with the premises. Moreover, to get more implicit infor-
mation or hypotheses, information deduction is done after doing information

Fig. 1 Processes in knowledge discovery from data
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abstraction or hypothesis generation. Those activities are done in an arbitrary order
and iteratively.

Information mining is a process to acquire knowledge from obtained infor-
mation patterns. The activities to deal with interesting patterns and background
knowledge, i.e., consistent verification, information abstraction, hypothesis gen-
eration, hypothesis verification, and information deduction are activities of
information mining because the activities are used in a process to acquire
knowledge from obtained information patterns. The definition of information
mining is similar to García-Martínez, et. al.’s definition, i.e., ‘‘Information Mining
is the sub-discipline of information systems which supports business intelligence
tools to transform information into knowledge’’ [16]. However, they used both
data mining and information mining as a same meaning, and the processes of
information mining they analyzed are processes from data integration to data
mining in Fig. 1. In other words, the processes are until getting interesting pat-
terns. Both definitions are similar, but purpose and scope are different. On the
other hand, the other definition of information mining [32] is data mining dealing
with unstructured data, i.e., data that are not stored in databases. In data mining for
Big Data, dealing with unstructured data is as a matter of course [13, 24]. The
definition and the present author’s definition are different. Figure 2 shows a control
flow of processes in KDD with information mining.

It will be hard for analysts to do information mining without systematic and
computer-assisted methods as the number of interesting patterns increases. Ana-
lysts have done the information mining empirically and manually when they try to
discover knowledge from data. However, as the number of the interesting patterns
increases, it becomes difficult to do information mining empirically and manually.
In the future, analysts will be able to discover the large number of interesting
patterns from Big Data easily as we mentioned in Sect. 1. Supporting information
mining is not focused on in Big Data mining [13, 19, 24].

Fig. 2 Processes in knowledge discovery from data with information mining
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Current data mining methods, information granules mining methods, and
information granulation methods are useful for information abstraction, but not
enough to do the other activities in information mining. The purpose of current
data mining methods is to help pattern discovery [19, 33]. To discover patterns is a
way of information abstraction. Information granulation is also a way of infor-
mation abstraction. Thus, we can use data mining methods, information granules
mining methods, and information granulation methods for information abstraction.
However, they cannot be applied to the other activities of the information mining:
consistency verification, hypothesis generation, hypothesis verification, and
information deduction.

Requirements of hopeful information mining methods are as follows. (1) The
method should be able to deal with all of information mining activities because
analysts should do not only one activity but also several activities several times. (2)
The method can be done automatically or semi-automatically. (3) Formalization
method to describe interesting patterns and background knowledge in the method
should have enough expressiveness because the outputs of the data mining methods
and information granules mining methods are represented as various forms.

3 Strong Relevant Logic-Based Reasoning
as an Information Mining Method

3.1 Deduction, Induction, and Abduction in Information
Mining

Reasoning is helpful for consistency verification, information abstraction,
hypothesis generation, hypothesis verification, and information deduction. Rea-
soning is the process of drawing new conclusions from given premises, which are
already known facts or previously assumed hypotheses (Note that how to define
the notion of new formally and satisfactorily is still a difficult open problem until
now) [3, 4].

Reasoning can be classified into three forms, deductive reasoning, inductive
reasoning, and abductive reasoning. Deductive reasoning (deduction) is the pro-
cess of deducing or drawing conclusions from some general principles already
known or assumed. Inductive reasoning (induction) is the process of inferring
some general laws or principles from the observation of particular instances.
Abductive reasoning (abduction) is the process whereby a surprising fact is made
explicable by the application to it of a suitable proposition. The deductive rea-
soning guarantees that the conclusions deduced in the process are true if all pre-
mises are true, but inductive and abductive reasoning do not do that.

Deductive reasoning plays an important role for consistency verification and
hypothesis verification. To do both verifications, it is necessary to check whether
contradictions are drawn from discovered interesting patterns/given hypotheses
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and background knowledge. Analysts cannot know what contradictions occur so
that it is difficult and ad hoc to check that proposition by using proving. By using
deductive reasoning, analysts can check the proposition systematically. Doing
information deduction is just deductive reasoning. Inductive reasoning is a way of
information abstraction. Similarly, abductive reasoning is a way of hypothesis
generation.

3.2 Formal Logic System and Formal Theory

To accept results of consistency verification, hypothesis generation, and infor-
mation deduction with deductive reasoning as correct ones, deductive reasoning
should be a logically valid reasoning. When doing deductive reasoning, deduced
conclusions should be true if premises are true, and that the conclusions should be
related to the premises. How can we ensure such feature of deductive reasoning?
The answer is logics. A logically valid reasoning is a reasoning such that its
arguments are justified based on some logical validity criterion provided by a logic
system in order to obtain correct conclusions (Note that here the term correct does
not necessarily mean true) [3, 4].

In general, a formal logic system L consists of a formal language, called the
object language and denoted by F(L), which is the set of all well-formed formulas
of L, and a logical consequence relation, denoted by meta-linguistic symbol ‘L,
such that P ( F(L) and c 2 F(L), P‘L c means that within the frame work of L,
c is valid conclusion of premises P, i.e., c validly follows from P. For a formal
logic system (F(L), ‘L), a logical theorem t is a formula of L such that /‘L t where
/ is empty set. Let Th(L) denote the set of all logical theorems of L. Th(L) is
completely determined by the logical consequence relation ‘L. According to the
representation of the logical consequence relation of a logic, the logic can be
represented as a Hilbert style axiomatic system, a Gentzen natural deduction
system, a Gentzen sequent calculus system, or other type of formal system. A
formal logic system L is said to be explosive if and only if {A, :A} ‘L B for any
two different formulas A and B; L is said to be paraconsistent if and only if it is not
explosive.

A formal theory with premises P based on L, called a L-theory with premises
P and denoted by TL(P), is defined as TL(P) = df Th(L) [ ThL

e(P), and ThL
e(P) =

df {et | P ‘L et and et 6¼ Th(L)} where Th(L) and ThL
e(P) are called the logical part

and the empirical part of the formal theory, respectively, and any element of
ThL

e(P) is called an empirical theorem of the formal theory. Figure 3 shows the
relationship among F(L), TL(P), Th(L), and ThL

e(P) of a formal logic system L. A
formal theory TL(P) is said to be directly inconsistent if and only if there exists a
formula A of L such that both A 2 P and :A 2 P hold. A formal theory TL(P) is
said to be indirectly inconsistent if and only if it is not directly inconsistent but
there exists a formula A of L such that both A 2 TL(P) and :A 2 TL(P); a formal
theory TL(P) is said to be consistent if and only if it is neither directly inconsistent
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nor indirectly inconsistent. A formal theory TL(P) is said to be explosive if and
only if A 2 TL(P) for any A 2 F(L); TL(P) is said to be paraconsistent if and only
if it is not explosive. An explosive formal theory is not useful at all. Therefore, any
meaningful formal theory should be paraconsistent [3, 4]. Note that if a formal
logic system L is explosive, then any directly or indirectly inconsistent L-theory
TL(P) must be explosive.

3.3 Reasoning with Strong Relevant Logics

To do deductive reasoning based on a formal logic L for information mining is to
obtain ThL

e(P) where P is premises that represent already discovered patterns given
by the mining activities. Today, there are so many different logic systems moti-
vated by various philosophical considerations. As a result, a reasoning may be
valid for one logical validity criterion but invalid for another. If logic systems
underlying deductive reasoning are different, results of deductive reasoning may
be different. In other words, although premises P is same, ThL

e(P) and ThL’
e (P) may

be different where formal logic system L and L0 are different. Thus, we have to
choose a suitable logic system underlying deductive reasoning.

A logic system underlying deductive reasoning should ensure truth-preserving,
relevant, ampliative, paracomplete, paraconsistent reasoning [3, 4]. Strong rele-
vant logic and its family [3, 4] are hopeful candidates for logic systems underlying
deductive reasoning in information mining process. Classical mathematical logic
(CML for short) has been widely used for logic system underlying proof and
reasoning. However, reasoning based on CML and its conservative extensions is
truth-preserving, but not relevant, ampliative, and paraconsistent [1–4]. Thus,
CML and its conservative extensions are not suitable for logic system underlying
reasoning in information mining process. Relevant logics were constructed as logic
systems that are more suitable for underlying reasoning rather than CML and its
extensions [1, 2]. After that, as logic systems that are more suitable for underlying
reasoning rather traditional relevant logics, strong relevant logics [3] were pro-
posed. Then, family of strong relevant logics, e.g., temporal relevant logics,
deontic relevant logics, spatial relevant logics, were also proposed [4]. Reasoning

Fig. 3 L-theory with premises P
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based on strong relevant logics and its family is truth-preserving, relevant, amp-
liative, paracomplete, and paraconsistent reasoning.

Meanwhile, logic-based formalization is suitable for representing already dis-
covered interesting patterns in data mining or information granules mining.
Basically, the discovered patterns denote the relationship among data objects,
discovered classes, and the target data set [17]. Logic-based representation is
suitable for describing such qualitative information. Especially, conditional rela-
tions, i.e., ‘‘if … then …,’’ are useful for describing above relations. By using
logic-based formalization, we can ignore the difference of approaches among data
mining methods and information granules mining methods that are used to obtain
patterns when we try to do information mining. Moreover, we can deal with
background knowledge as well as discovered interesting patterns by using logic-
based formalization.

Consequently, we can conclude that strong relevant logic-based reasoning is
hopeful as a systematic method of the information mining. Strong relevant logic-
based reasoning means (1) adopting strong relevant logics or its family as a logic
system underlying reasoning, (2) formalizing target information into logical for-
mulas based on the logic system, and (3) doing deductive, inductive, and abductive
reasoning based on the logic system.

4 Supporting Tools for Information Mining with Strong
Relevant Logic-Based Reasoning

4.1 Forward Reasoning Engine

As mentioned above in Sect. 3, to do deductive reasoning based on a formal logic
L for information mining is to obtain a set of all empirical theorems ThL

e(P) where
P is premises that represent already discovered patterns given by the mining
activities; and empirical theorems are theorems in a target domain. Is there a
support tool to obtain the ThL

e(P)? That is a forward reasoning engine.
A forward reasoning engine is a computer program to automatically draw new

conclusions by repeatedly applying inference rules, which are programmed in the
reasoning engine or given by users to the reasoning engine as input, to given
premises and obtained conclusions until some previously specified conditions are
satisfied. The first forward reasoning engine is ‘‘Logic Theory Machine,’’ devel-
oped by Newell, Shaw and Simon in 1957. As a well-known fact, the Logic
Theory Machine was not successful due to the problem of computational com-
plexity [8]. This (and the resolution method discovered by Robinson) led almost
all researchers to adopt the more efficient approach of backward reasoning but not
approach of forward reasoning [25]. However, from the viewpoint of logic validity
of reasoning, the failure of Logic Theory Machine is caused by classical mathe-
matical logic rather than forward reasoning [6] as mentioned above in Sect. 3. If
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we want to create, discover, or predict some new things rather that prove some
things previously specified, then the only way is to ask forward reasoning. Forward
reasoning engines support analysts to information mining activities by doing
strong relevant logic-based reasoning automatically or semi-automatically.

FreeEnCal [6, 18] was proposed and developed as a forward reasoning engine
with general-purpose, and is a hopeful candidate for a forward reasoning engine
for information mining with strong relevant logic-based reasoning. It can interpret
specifications written in the formal language such that any user can use the formal
language to describe and represent formulas and inference rules for deductive,
simple inductive, and simple abductive reasoning. It also can reason out all or a
part of logical theorem schemata of a logic system, i.e., Th(L) where L is a formal
logic system as mentioned in Sect. 3, under the control conditions attached to the
reasoning task specified by users, and all or a part of empirical theorems of a
formal theory and facts, ThL

e(P) where P is premises, under the control conditions
attached to the reasoning task specified by users. We can adopt FreeEnCal as a
support tool for doing information mining with strong relevant logic-based
reasoning.

4.2 Truth Maintenance System

An information mining process must be non-monotonic. In general, obtained
interesting patterns and background knowledge may be incomplete and inconsis-
tent. Moreover, inductive and abductive reasoning do not guarantee that the drawn
conclusions are true if all premises are true. Thus, as information mining pro-
gresses, the amount of information may change because of solving contradictional
information or reducing old or wrong information in the target cluster of
information.

A truth maintenance system [10] (TMS for short), and also called a belief
revision system or reason maintenance system was proposed to realize information
systems to deal with such non-monotonic processes. A TMS works with an
inference engine. The inference engine is a program to draw derived data from
premises, assumptions, and other derived data, and it gives the derived data to the
TMS (e.g., a forward reasoning engine is a kind of inference engines). Premises
are used to define data that is always true. This data is not dependent on other data,
and is not inferred from other facts. Assumptions are believed in the lack of
evidence to the contrary, and are taken to be true until the contrary is proved.
Premises, assumptions, and derived data managed in a TMS are called beliefs. If
the TMS detects a contradiction in the current belief set stored in it, then the TMS
eliminates it by revising the current belief set. When the TMS is revising the
current belief set, it uses justifications of derived data for searching which
assumptions are causes of the contradiction. Justifications describe the depen-
dencies between data. The TMS gives all beliefs in the current belief set to the
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inference engine when the engine requires them. The main task of TMSs is to keep
consistency of the current belief set stored in the TMSs.

The first TMS was proposed by Doyle [10]. After that, many TMSs were pro-
posed. Stanojevic et al. [30] classified TMSs into three kinds: justification-based
TMS (JTMS) [10], assumption-based TMS (ATMS) [9], and logic-based TMS
(LTMS) [20, 21]. JTMSs and LTMSs can deal with only one context while ATMSs
can deal with multi-context. A context is a set of all data that can be derived from an
environment. An environment is a set of assumptions that uniquely describe a state.
One context is uniquely determined by the corresponding environment. An envi-
ronment is consistent if a contradiction cannot be inferred from the corresponding
set of assumptions. To find which environment is inconsistent, ATMSs use labels.
A label can be attached to each datum, describing which environment it will hold
in. Label contains sets of environments in which the corresponding facts are valid.
Using labels, we can immediately tell whether or not a datum holds under some
assumptions. A node represents a data structure that usually contains an index (used
to describe the node uniquely), a corresponding inference engine’s datum, its jus-
tification (or justifications), and a label (in ATMSs and LTMSs). JTMSs and AT-
MSs do not require that premises, assumption, and derived data are represented as
logical formulas while LTMSs require that to provide a facility of proof by refu-
tation without inference engines. There are several extensions of ATMSs that focus
on the uncertainty of assumptions [11, 12, 23, 28].

TMSs are a useful mechanism to support information mining with strong rel-
evant logic-based reasoning. In the information mining, premises are background
knowledge of a target domain and problem; assumptions are already discovered
interesting patterns by mining activities, and drawn pieces of information by
inductive reasoning or abductive reasoning; an inference engine is a forward
reasoning engine that can deal with strong relevant logic-based reasoning. By
using TMSs, it is possible to manage the consistency of the current set of pieces of
information automatically or semi-automatically.

However, the above traditional TMSs are not suitable for cooperating with
inference engines that do reasoning based on paraconsistent logics like strong
relevant logics [17]. An operation to keep a consistency of current belief set is a
primitive operation for traditional TMSs. Logic systems underlying traditional
TMSs are classical mathematical logic (CML) or its conservative extensions.
Reasoning based on those logics is inconsistent reasoning, i.e., the reasoning
allows that everything follows from a contradiction. Thus, traditional TMSs should
solve the inconsistency of the current belief set as soon as possible when con-
tradictions are found in the belief set. Unlike reasoning based on CML and its
conservative extensions, reasoning based on strong relevant logics and its family is
paraconsistent. It allows that contradictions are in premises. An operation to keep a
consistency of current belief set is not a primitive operation of TMSs for para-
consistent reasoning. There is a gap between traditional TMSs and TMSs for
information mining with relevant logic-based reasoning. The present author has
proposed the TMS for paraconsistent reasoning [17], and has been developing it.
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4.3 Epistemic Programming

As the supporting tools, it will be necessary to prepare an environment to simulate
epistemic processes that include a process of elimination, process of reduction to
absurdity, and processes of deductive reasoning, inductive reasoning, and abduc-
tive reasoning by using a forward reasoning engine and a truth maintenance
system. Information mining is not easy task as well as data mining and information
granules mining because analysts do not know what information or knowledge
there is in obtained interesting patterns and how they can extract such useful
information or knowledge from the interesting patterns and background knowl-
edge. The analysts may acquire the information or knowledge by trial and error.
Therefore, supporting tools for reducing the cost of information mining will be
demanded.

Epistemic programming [3] and its programming language [14, 31] can be used
for constructing such simulation environment. A strong relevant logic model of
epistemic processes in scientific discovery, and Epistemic programming was
proposed as a novel program paradigm to program epistemic processes in scientific
discovery.

Let TL(K) be an L-theory with premises K where K ( F(L) is a set of sentences
to represent the explicitly known knowledge and/or current beliefs of an agent. An
explicitly epistemic operation by the agent is any one of the following operations:
for any A 2 TL(K) - K where TL(K) 6¼ K, an explicitly epistemic deduction of
A from K, denoted by Kd+A, is defined as Kd+A = df K [ {A}; for any
A 62 TL(K) (note that we do not require :A 62 TL(K)), an explicitly epistemic
expansion of K by A, denoted by Ke+A, is defined as Ke+A = df K [ {A}, in par-
ticular, an explicitly epistemic simple-induction is an explicitly epistemic expan-
sion Ke+Vx(A) for Ax(A) 2 K and an explicitly epistemic abduction is an explicitly
epistemic expansion Ke+A for C 2 K and A ) C 2 K where ) denotes the notion
of implication (entailment) in L; for any A 2 K, an explicitly epistemic contraction
of K by A, denoted by K-A, is defined as K-A = df K - {A}, in particular, an
explicitly epistemic consistent-contraction is an explicitly epistemic contraction
K-A for :A 2 K or K - {:A} for A 2 K.

Let TL(K) be an L-theory with premises K where K ( F(L) is a set of sentences
to represent the explicitly known knowledge and/or current beliefs of an agent. An
implicitly epistemic operation by a forward reasoning engine (e.g., FreeEnCal) is
any one of the following operations: or any K, an implicitly epistemic deduction of
K, denoted by Kd, is defined as Kd = df TL(K); for any A 62 TL(K) (note that we do
not require :A 62 TL(K)), an implicitly epistemic expansion of K by N to deduce A,
denoted by TL(K [ N)e+A, is defined as TL(K [ N)e+A = df TL(K [ N) where
N ( F(L) such that A 62 TL(K) but A 2 TL(K [ N); in particular, an implicitly
epistemic simple-induction is an implicitly epistemic expansion TL(K [ N) e+Vx(A)

for Ax(A) 2 TL(K) and an implicitly epistemic abduction is an implicitly epistemic
expansion TL(K [ N) e+Vx(A) for C 2 TL(K) and A ) C 2 TL(K) where ) denotes
the notion of implication (entailment) in L; for any A 2 TL(K), an implicitly
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epistemic contraction of K by N to delete A, denoted by TL(K - N)-A, is defined as
TL(K - N)-A = df TL(K - N) where N ( K such that A 62 TL(K - N), in par-
ticular, an implicitly epistemic consistent-contraction is an implicitly epistemic
contraction TL(K - N)-A for :A 2 TL(K) or TL(K - N)-A for A 2 TL(K).

Thus, an epistemic process of deductive-inductive-abductive belief revision can
be defined as a sequence K0, o1, K1, o2, K2, …, Kn+1, on, Kn where
Ki ( F(L) (0 B i B n), called an epistemic state of the epistemic process, is a set
of sentences to represent known knowledge and current beliefs of an agent, and
oi+1 (0 B i B n), is any of explicitly or implicitly epistemic operations, and K i+1 is
the result of applying oi+1 to Ki. In particular, K0 is called the primary epistemic
state of the epistemic process, and Kn is called the terminal epistemic state of the
epistemic process, respectively.

Note that the above definitions of epistemic operations and epistemic processes
are general but not dependent on any special logic system. In [3], strong relevant
logics are used for logic systems underlying the strong relevant logic model. Then,
temporal relevant logics [4] are used for the model [5]. We can choose a suitable
logic system in a family of strong relevant logics as a logic system underlying the
model according to a target problem.

An epistemic program is a sequence of instructions such that for a primary
epistemic state given as the initial input, an execution of the instructions produces
an epistemic process where every epistemic operation corresponds to an instruc-
tion whose execution results in an epistemic state, in particular, the terminal
epistemic state is also called the result of the execution of the program. We say
that an epistemic program replays a scientific discovery if the execution of the
program produces the same result as that discovered by the original discoverer in
history when the program as input takes the same initial conditions as the original
discoverer did. We say that an epistemic program creates or makes a scientific
discovery if the execution of the program produces a result that is new, important,
and interesting to the scientists working on the particular domain under investi-
gation. An information mining process can be regarded as an epistemic process of
scientific discovery process. By using Epistemic programming and its program-
ming language, analysts can construct an environment to simulate or help to do
own information mining processes.

Study of Epistemic programming is ongoing work. EPLAS was proposed as the
first epistemic programming language [31], and its implementation was also
proposed and developed [14]. A forward reasoning engine and a truth maintenance
system are parts of the implementation of EPLAS. However, current EPLAS and
its implementation provide poor representation power. For example, the current
EPLAS and its implementation do not provide scientists with a high-level and
general-purpose mechanism to deal with belief revision [17]. As a result, users of
EPLAS have to program their belief revision processes by primary epistemic
operations. That is not an easy task. To use EPLAS and its implementation for
constructing the support environment for information mining, it is necessary to
enrich representation power of them.
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5 Summary

The chapter has investigated information mining as a new challenging issue in
knowledge discovery from data (KDD) for Big Data. Information mining is a
process to acquire knowledge from interesting patterns discovered by the mining
from data or information granules, and is a post-process of the mining processes in
a KDD process. Consistent verification, information abstraction, hypothesis gen-
eration, hypothesis verification, and information deduction are activities of
information mining. In current KDD, analysts have done the information mining
empirically and manually. However, it will be hard to do the information mining
without systematic and computer-assisted methods as the number of interesting
patterns increases. Current data mining methods and information granulation
methods are suitable for information abstract, but not suitable for the other
activities of information mining. The chapter has shown that strong relevant logic-
based reasoning is a systematic method for supporting information mining, and
introduced a forward reasoning engine, a truth maintenance system, and epistemic
programming can be used for support tools of the information mining with strong
relevant logic-based reasoning.

This is an ongoing work. Current epistemic programming language and its
implementation are not enough to support for information mining. To improve and
implement them are future works. Information granulation is a good way of
information abstraction. Thus, to integrate information granulation and strong
relevant logic-based reasoning is also a future work.
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