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Preface

The recent pursuits emerging in big data processing, interpretation, collection, and
organization have emerged in numerous sectors including business, industry, and
not-for-profit organizations. Data sets such as customer transactions for a mega-
retailer, weather monitoring, intelligence gathering can quickly outpace the
capacity of traditional techniques and tools of data analysis. We have been wit-
nessing an emergence of new techniques and tools including NoSQL databases,
MapReduce, Natural Language Processing, Machine Learning, visualization,
acquisition, and serialization.

It becomes imperative to fully become aware what happens when big data
grows up: how they are being applied and where they start playing a crucial role.
We also need to become fully become aware of implications and requirements
imposed on the existing techniques and various methods under development.

Soft Computing regarded as a plethora of technologies of fuzzy sets (or
Granular Computing, in general), neurocomputing, and evolutionary optimization
brings forward a number of unique features that might be instrumental to the
development of concepts and algorithms to deal with big data. In particular, setting
up a suitable and fully legitimate level of abstraction by forming semantically
meaningful information granules is of paramount relevance. In light of their sheer
volume, big data may call for distributed processing, where results of intensive
data mining realized locally are afterwards reconciled leading to information
granules of higher type. Neurocomputing operating at information granules leads
to more tractable learning tasks. Evolutionary computing delivers an essential
framework supporting global optimization.

In light of the inherent human-centric facet of Granular Computing the prin-
ciples and practice of Computational Intelligence have been poised to play a vital
role in the analysis, design, and interpretation of the architectures and functioning
of mechanisms of big data.

Our ultimate objectives of this edited volume is to provide the reader with an
updated, in-depth material on the emerging principles, conceptual underpinnings,
algorithms, and practice of Computational Intelligence in the realization of con-
cepts and implementation of big data architectures, analysis, and interpretation as
well as data analytics.



vi Preface

An overall concise characterization of the objectives of the edited volume is
expressed by highlighting several focal points:

e Systematic exposure of the concepts, design methodology, and detailed algo-
rithms. In general, the volume adheres to the top-down strategy starting with the
concepts and motivation and then proceeding with the detailed design that
materializes in specific algorithms and representative applications.

e Individual chapters with clearly delineated agenda and well-defined focus and
additional reading material available via carefully selected references.

e A wealth of carefully structured and organized illustrative material. The volume
includes a series of brief illustrative numeric experiments, detailed schemes, and
more advanced problems. They make the material more readable and appealing.

e Self-containment. Given the emerging character of the area of big data, our
ultimate intent is to deliver a material that is self-contained and provides the
reader with all necessary prerequisites and, if necessary, augments some parts
with a step-by-step explanation of more advanced concepts supported by a
significant amount of illustrative numeric material and some application sce-
narios to motivate the reader and make some abstract concepts more tangible.

The area of big data is highly diversified and this volume offers a quite repre-
sentative view of the area. The contributions published here can be organized into
three main parts. The first part, Fundamentals, which comprises chapters “Nearest
Neighbor Queries on Big Data” to “Building Fuzzy Robust Regression Model
Based on Granularity and Possibility Distribution” is focused on the methodological
issues covering a broad spectrum of the approaches and detailed algorithmic pursuits
including essential topics of forming cliques in big data, exploiting robust regression
and its variants, constructing and optimizing rule-based models, Latent Semantic
Indexing, information granulation, and Nearest Neighbor Querying. Part II entitled
Architectures consisting of chapters “The Role of Cloud Computing Architectures
in Big Data” to “The Web Know ARR Framework: Orchestrating Computational
Intelligence with Graph Databases” is aimed at looking at the dedicated computing
architectures such as cloud computing and the use of data storage techniques. Part I11
(case studies) includes chapters “Customer Relationship Management and Big Data
Mining” to “Application of Computational Intelligence on Analysis of Air Quality
Monitoring Big Data” which offer a suite of studies serving as a testimony to a
wealth of promising applications including among others Customer Relationship
management, market movements, weather forecasting, and air quality monitoring.

Given the theme of this project, this book is aimed at a broad audience of
researchers and practitioners. Owing to the nature of the material being covered
and the way it is organized, one can project with high confidence that it will appeal
to the well-established communities including those active in various disciplines in
which big data, their analysis, and optimization are of genuine relevance. Those
involved in data mining, data analysis, management, various branches of engi-
neering, and economics will benefit from the exposure to the subject matter.
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Preface vii

Considering a way in which the edited volume is structured, this book could
serve as a highly useful reference material for graduate students and senior
undergraduate students in courses such as those on intelligent system, data mining,
pattern recognition, decision-making, Internet engineering, Computational Intel-
ligence, management, operations research, and knowledge-based systems.

We would like to take this opportunity to express our sincere thanks to the
authors for sharing the results of their innovative research and delivering their
insights into the area. The reviewers deserve our thanks for their constructive and
timely input. We greatly appreciate a continuous support and encouragement
coming from the Editor-in-Chief, Prof. Janusz Kacprzyk whose leadership and
vision makes this book series a unique vehicle to disseminate the most recent,
highly relevant and far-reaching publications in the domain of Computational
Intelligence and its various applications.

We hope that the readers will find this volume of genuine interest and the
research reported here will help foster further progress in research, education, and
numerous practical endeavors.

Witold Pedrycz
Shyi-Ming Chen
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Nearest Neighbor Queries on Big Data

Georgios Chatzimilioudis, Andreas Konstantinidis
and Demetrios Zeinalipour-Yazti

Abstract k Nearest Neighbor (kNN) search is one of the simplest non-parametric
learning approaches, mainly used for classification and regression. kNN identifies
the k nearest neighbors to a given node given a distance metric. A new challenging
kNN task is to identify the k nearest neighbors for all nodes simultaneously; also
known as All kNN (AkNN) search. Similarly, the Continuous All kNN (CAKNN)
search answers an AkNN search in real-time on streaming data. Although such
techniques find immediate application in computational intelligence tasks, among
others, they have not been efficiently optimized to this date. We study specialized
scalable solutions for AKNN and CAkNN processing as demanded by the volume—
velocity-variety of data in the Big Data era. We present an algorithm, coined
Proximity, which does not require any additional infrastructure or specialized
hardware, and its efficiency is mainly attributed to our smart search space sharing
technique. Its implementation is based on a novel data structure, coined k™-heap.
Proximity, being parameter-free, performs efficiently in the face of high velocity
and skewed data. In our analytical studies, we found that Proximity provides better
time complexity compared to existing approaches and is very well suited for large
scale scenarios.

Keywords k Nearest neighbors - Big data - Computational intelligence
Smartphones

G. Chatzimilioudis (<) - A. Konstantinidis - D. Zeinalipour-Yazti
Department of Computer Science, University of Cyprus, 1 University Avenue,
P.O. Box 20537, 1678 Nicosia, Cyprus

e-mail: gchatzim@cs.ucy.ac.cy

A. Konstantinidis
e-mail: akonstan@cs.ucy.ac.cy

D. Zeinalipour-Yazti
e-mail: dzeina@cs.ucy.ac.cy

W. Pedrycz and S.-M. Chen (eds.), Information Granularity, Big Data, 3
and Computational Intelligence, Studies in Big Data 8,

DOI: 10.1007/978-3-319-08254-7_1,

© Springer International Publishing Switzerland 2015



4 G. Chatzimilioudis et al.

1 Introduction

The k Nearest Neighbor (kNN) search [1] is one of the simplest non-parametric
learning approaches, mainly used for classification [2] and regression [3]. The
kNN of an object o, from some dataset O, denoted as kNN(o,, O), are the
k objects whose attributes are most similar to the attributes of o, [1]. Formally,
Yo, € kNN(0,, O) and Yo, € O — kNN(o,, O) given o, # op # 0., it always
holds that dist(o,, 0p) <dist(04, 0.), Where dist can be any L,-norm metric, such
as Manhattan (L), Euclidean (L,) or Chebyshev (L..).

kNN search is a classical Computational Intelligence problem with extensions
that include the Condensed nearest neighbor (CNN, the Hart algorithm) algorithm
that reduces the data set for kNN classification [4] and the fuzzy-kNN [5] that
deals with uneven and dense training datasets. KNN further finds applicabilities in
several domains such as computational geometry [6—8], image processing [9, 10],
spatial databases [11, 12], and recently in social networks [13].

A new challenging kNN task is to identify the k nearest neighbors for all nodes
simultaneously; also known as All kNN (AkNN) search. An AKNN search is viewed
as a generalization of the basic kNN search that computes the kNN (o, O)Vo € O.
In temporal and streaming data a similar task of interest is the Continuous All kNN
(CAKNN) search, which answers an AKNN query in real-time.

AKNN and CAKNN are new and challenging computational intelligence
problems, which cannot be efficiently tackled using existing techniques. Thus, they
may serve as both a real-world benchmark and an improvement technique of
computational intelligence methods. For example, CAKNN can be used for both
real-time classification and regression in Big Data cases where the volume-
velocity-variety of data is high and cannot be handled by conventional techniques.
Consider classifying tweets provided by Twitter users in real time (with 100 bil-
lion daily active users and 143,199 tweets per second in 2013). Furthermore, it can
be combined with Neural Network [14] to improve its real-time predictability
when new data arrive again with high velocity-volume-variety, it can also be used
with minor modifications to extend the well-known Variable Neighborhood search
approach [15] for tackling combinatorial and global optimization problems.
Finally, AKNN and CAKNN can be combined with Multi-Objective Evolutionary
Computation approaches [13] for improving their performance in terms of speed
and efficiency when dealing with Multi-objective Optimization Problems (MOPs).
For example, it can be combined with MOEA based on Decomposition (MOEA/D)
[16] for finding neighbors of each solution in the weight space faster, or it can be
combined with the Non-dominated Sorting Genetic Algorithm-II (NSGA-II) [17]
for improving the crowding-distance estimation (i.e., a techniques utilized for
improving the diversity of the final result).

The advances in technology and the automatization of many processes in
numerous sectors, including business, industry, and not-for-profit organizations,
has led to the pursuit of big data processing, interpretation, collection and orga-
nization. For example, the proliferation of smart devices and sensors with the trend
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to share, communicate and store data has brought an information explosion in
spatio-temporal applications, with ever increasing amounts of data that need to be
efficiently managed. The CAKNN task is of great interest since it offers a new
dimension of neighborhood “sensing”. Applications of this neighborhood “sens-
ing” capability could enhance public emergency services like E9-1-1 [18] and
NG9-1-1 [19], and facilitate the uptake of location-based social networks (e.g.,
Rayzit [20], Waze [21]).

In this chapter, we study the problem of efficiently processing a CAKNN search
in a cellular or WiFi network, both of which are ubiquitous. We present an
algorithm, coined Proximity, which does not require any additional infrastructure
or specialized hardware and its efficiency is mainly attributed to a smart search
space sharing technique we present and analyze. Its implementation is based on a
novel data structure, coined k*-heap. Proximity, being parameter-free, performs
efficiently in the face of high mobility and skewed distribution of users (e.g., the
service works equally well in downtown, suburban, or rural areas).

Consider a set of smartphone users moving in the plane of a geographic region.
Let such an area be covered by a set of Network Connectivity Points (NCP) (e.g.,
cellular towers of cellular networks, WiFi access points of wireless 802.11 net-
works etc.) Each NCP inherently creates the notion of a cell. Without loss of
generality, let the cell be represented by a circular area’ with an arbitrary radius. A
mobile user u is serviced at any given time point by one NCP, but is also aware of
the other NCPs in the vicinity whose communication range reach u (e.g., cell-ids
of different providers in an area, or MAC addresses of WiFi hot-spots in an area).

To illustrate our abstraction, consider the example network shown in Fig. 1,
where we provide a micro-blogging chat channel [20] between each user u and its
k = 2 nearest neighbors. In the given scenario, each user concurrently requires a
different answer-set to a globally executed query, as shown in the caption of
Fig. 1. Notice that the answer-set for each user « is not limited within its own NCP
and that each NCP has its own communication range. Additionally, there might be
areas with dense user population and others with sparse user population. Conse-
quently, finding the k-nearest neighbors of some arbitrary user u could naively
involve from a simple lookup in the NCP of u to a complex iterative deepening
into neighboring NCPs, as we will show in Fig. 3b.

The remaining of this chapter is organized as follows: Sect. 2 introduces fields
for which the proposed framework caters for. Section 3 defines our system model
and the problem. Section 4 provides the related work necessary for understanding
the foundations of this work. Section 5 presents the Proximity framework and a
breakdown of our data structures and algorithms. Section 6 finally summarizes and
concludes the knowledge acquired from existing research and discusses our future
plans.

! Using other geometric shapes (e.g., hexagons, Voronoi polygons, grid-rectangles, etc.) for
space partitioning is outside the scope of this paper.
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Fig. 1 a A snapshot of a cellular network instance, where the 2-nearest neighbors for u, are {u;,
up}. Similarly for the other users: wu; — {ug, us},us — {us, uo}, uz — {uz, uo}, ug —
{uz, us}, ue — {uo, ur}. b Rayzit [20], an example application of a proximity-based micro-
blogging chat

2 Background

Big data refers to data sets whose size and structure strains the ability of com-
monly used relational DBMSs to capture, manage, and process the data within a
tolerable elapsed time [22]. The volume—velocity-variety of information in this
kind of datasets give rise to the big data challenge, which is also known as the 3V
challenge.

The volume of such datasets is in the order of few terabytes (TB) to petabytes
(PB) that are often of high information granularity. Examples of such volumes are
the U.S. Library of Congress that in April 2011 had more than 235 TB of data
stored and the World of Warcraft online game using 1.3 PB of storage to maintain
its game, the German Climate Computing Center (DKRZ) storing 60 PB of
climate data.

The velocity of information in social media applications (such as photovoltaic,
traffic and other monitoring apps) can grow exponentially as users join the com-
munity. Such growth can produce unprecedented volumes of data streams. For
example, Ontario’s Meter Data Management and Repository (MDM/R) [23]
stores, processes and manages data from 4.6 million smart meters in Ontario,
Canada and provides hourly billing quantity and extensive reports counting
110 million meter reads per day on an annual basis that exceeds the number of
debit card transactions processed in Canada.
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Furthermore, the variety of data can be anything from structured (relational or
tabular) to semi-structured (XML or JSON) or even unstructured (Web text and
log files) data and combination thereof. For example, Google’s experimental robot
cars [24], which have navigated thousands of miles of California roads, use an
artificial-intelligence technique tackling big data challenges, parsing vast quanti-
ties of data and making decisions instantaneously.

Due to the high demand for big-data management, the literature witnessed an
emergence of new techniques and tools for taming big data. For example, new data
management related mechanisms are proposed [25, 26] that exploit the MapReduce
framework [27] for analyzing data on racks of servers and NoSQL databases.

Computational Intelligence techniques [28-30] such as fuzzy logic, evolu-
tionary computation, neurocomputing and other machine learning techniques
provide us with searching and reasoning means to bring forward solutions to the
big data challenges. Information Granularity [31] is a research field that sheds light
into processing complex information entities that can be abstracted or detailed in
different levels. Information granularity techniques are first-class candidates for
breaking volume barriers when it comes to processing big data, focusing the
computational power directly to the various levels of abstraction needed. In
addition, Evolutionary Computation (EC) techniques are mainly used for opti-
mization tasks, such as finding the parameters/models that optimize some pre-
specified evaluation criteria given some observed data and can be utilized for
dealing with both single and Multi-objective Optimization Problems (MOPs) [13].

As we enter the age of big data, many different evolutionary computation and
machine learning techniques have been modified, combined, extended and
investigated for their ability to extract insights in an actionable manner. In [32],
Stanford and Google researchers developed a deep learning based approach to
build an online face detector by training a model on a large dataset of Youtube
images (a model with 1 billion connections and a dataset with 10 million
200 x 200 pixel images downloaded from the Internet). The network is trained
using model parallelism and asynchronous SGD on a cluster with 1,000 machines
(16,000 crores) for 3 days. Furthermore, Hall et al. [33] introduced a Decision tree
approach for analyzing big data, which was extended in [34] by combining the
Decision Trees with GAs for further improving their performance. Moreover in
[35], Lu and Fahn proposed a hierarchical artificial neural network for recognizing
high similar large data sets.

3 System Model and Problem Formulation

This section formalizes our system model and defines the problem. The main
symbols are summarized in Table 1.

Let U denote a set of smartphone users moving in the plane of a geographic
region. Let such an area be covered by a set of Network Connectivity Points (NCP)
(e.g., cellular towers found in cellular networks, WiFi access points found in
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Table 1 Notation used throughout this work

Notation Description

NCP Network connectivity point

c, C Single NCP, set of all NCPs

radius, Range of NCP ¢

A The maximum number of users an NCP can serve

u, U A single user, set of all users in the network

n Number of users in the network (|U])

U. Set of users of NCP ¢

r, R A single user report, all user reports for a single timestep
loc(u) Location of user u

nep(u) The NCP that a user is registered to

nepyic(u) List of NCPs whose range cover user u

S, The search space of NCP ¢

d. Distance of kth nearest user to the border of NCP ¢
kNN(u) The set of k-nearest neighbors of user u

kth,. The kth nearest outside user to the boundary of cell ¢

wireless networks etc.) Each NCP inherently creates the notion of a cell, defined as
c;. Without loss of generality, let the cell be represented by a circular area with
radius radius.. The number of users A serviced by an NCP is a network parameter
(cell capacity). A mobile user u is serviced at any given time point by one NCP,
but is also aware of the other NCPs that are in its vicinity and whose communi-
cation range cover it (e.g., cell-ids of different providers in an area, or MAC
addresses of WiFi hot-spots in an area, etc).

Assume that there is some centralized (or cloud-like) service, denoted as QP
(Query Processor), which is accessible by all users in user set U. Allow each user
u to report its positional information to QP regularly. These updates have the form
ru = {u, loc(u), ncp(u), ncpyic(u)}, where loc(u) is the location of user u,’
ncp(u) is the NCP user u is registered to and ncp,;.(u) is a list of NCPs in the
vicinity of u.

The problem we consider in this work is how to efficiently compute the k-nearest
neighbors of all smartphones that are connected to the network, at all times. We
consider a timestep that defines rounds where we need to recompute the kNNs of
the users. Depending on the application, this can take place either at a preset time
interval or whenever we have a number of new user location updates arriving at
the server. Formally, we aim to solve a problem we coin the CAKNN problem.

Definition 1 (CAKNN problem) Given a set U of n points in space and their
location reports r;, € R at timestep t € T, then for each object u; € U and timestep
t € T, the CAKNN problem is to find the k objects Uy, C U — u; such that for all
other objects u, € U — Uyy — u;, dist(uy, u;) <dist(u,, u;) holds.

2 The location of a user can be determined either by fine-grain means (e.g., AGPS) or by coarse-
grain means (e.g., fingerprint-based geo-location [36]).
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In order to better illustrate our definition, consider Fig. 2, where we plot a
timestep snapshot of 7 users uy — ug moving in an arbitrary geographic region. The
result for this timestep to a k=72 query would be kNN(ug) = {u;, u},
KNN(u,) = {uo, uz}, kNN(uz) = {us, up}, kNN(uz) = {uz, uo}, kNN(ug) = {us,
uo}, kNN(us) = {uz, u,}.

Obviously, the solution for a user u will not always reside inside the same NCP
cell ¢, but might reside in neighboring cells or even further (e.g., if neighboring cells
do not have any users). Computing a separate search space for every user is very
expensive. On the other hand, search space sharing is achieved when the same
search space is used by multiple users and it guarantees the correct kNN solution for
all of them. If we apply this reasoning for all users U, in c, then the common search
space S, for U, would be defined as the union of the individual search spaces of
every user in U,.. We efficiently build S, with the assistance of complementary data
structures we devise in this work and explain next. In Fig. 2, the search space
constructed by our framework for users u and ug is the largest dotted circle.

4 Related Work

In this section we provide an extensive coverage of the k nearest neighbor related
work tackling static data, continuous data and distributed data.

4.1 KNN Queries on Static Data

For applications where data is represented by a linear array, constant time algo-
rithms have been proposed to solve the All Nearest Neighbor (ANN) and All k-
Nearest Neighbor (AkNN) problems. There has been extensive work in the field of
image processing and computational geometry (e.g., [9, 10]).

In Euclidean space (and general metric spaces), there has been also extensive
work on solving the ANN and AkNN problems. For large datasets residing on disk
(external memory), works like Zhang et al. [12] and Chen et al. [11] exploit
possible indices on the datasets and propose algorithms for R-tree based nearest
neighbor search.

For small ANN and AKNN problems in Euclidean space, where data fits inside
main memory, early work in the domain of computational geometry has proposed
solutions. Clarkson et al. [7] was the first to solve the ANN problem followed by
Gabow et al. [8], Vaidya [37] and Callahan [6]. Given a set of points [7, 8] use a
special quad-tree and [37] use a hierarchy of boxes to divide the data and compute
the ANN. The worst case running time, for both building the needed data struc-
tures and searching in these techniques, is O(nlogn), where n is the number of
points in the system. For the AKNN problem works [7] propose an algorithm with
O(kn + nlogn) and [37] an algorithm with O(knlogn) time complexity.
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For multi-dimensional disk-resident data kNN Joins have been optimized in
[11, 12, 28, 38—40]. Zhang et al. [12] index the disk-resident data using an R-tree
and develop an efficient depth-first traversal algorithm and a hash based algorithm.
In [11] the authors propose the minimum bounding rectangle enhanced quad-tree
as well as a new distance measure for pruning as many distance comparisons as
possible. In [28], a specialized index together with an optimal page loading
strategy were proposed to reduce both CPU and I/O cost for disk-resident data. Xia
et al. [38] optimizes kNN Joins for high dimensional data by hashing points into
blocks and sorting the blocks for a nested loop join. Xia and Yao [39, 40] similarly
propose efficient indexing techniques for avoiding scanning the whole dataset
repeatedly and for pruning as many distance computations as possible.

4.2 Continuous KNN Queries

When it comes to streaming updates of object attributes, main memory processing
is usually mandatory for spatio-temporal applications, where objects are highly
mobile.

Yu et al. [41] followed by Mouratidis et al. [42] optimize Continuous kNN
queries. Objects are indexed by a grid in main memory given a system-defined
parameter value for the grid size. For each query they both use a form of iteratively
enlarging a range search to find the kNN. For small object speeds and/or low
object agility, both propose a stateful technique to incrementally compute the
result of a query of the current timestep using the result of the previous timestep.
They define an influence region for the query inside the grid and depending on
what happens in this region, the new result is computed using the previous result,
minimizing the search space. Whenever the query object moves or the agility and
speed of the objects is high, both fall back to their slower stateless version where at
each timestep the result of the query is computed from scratch.
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Chatzimilioudis et al. [43] is the only work that optimizes Continuous All-kNN
queries, termed Continuous-AkNN, in a centralized environment. The core intui-
tion behind this work is geographically partitioning the object space based on the
transmission radius of the network connectivity points (e.g., WiFi router, cellular
base-station, etc.) and determining a candidate set for each network connectivity
point. Then, each object v only scans the candidate set of its connectivity point and
determines its kNN.

4.3 All-KNN Queries in Distributed Systems

The high information granularity of the location updates is very restrictive for disk-
based storage and indexing. Therefore, distributed and parallel techniques for mem-
ory-resident data is desirable and demands optimization in respect to the CPU time.

Callahan’s [6] main contribution is a parallel algorithm that solves the AKNN
problem in O(logn) using O(n) processors with shared-memory. Given a set of
points, Callahan use a special quad-tree to divide the data. His algorithm has
O(kn + nlogn) time complexity.

Recently, solutions utilizing large-scale distributed data processing have been
proposed by Lu et al. [25] optimized for exact kNN Joins and Zhang et al. [26]
optimized for approximate kNN Joins.

Zhang et al. [26] give a MapReduce technique that optimizes AKNN queries. It
splits A into equally-sized \/m disjoint subsets, i.e., A =J, ., A creating
m distinct combinations of 2 subsets {A;, A,}. In a first parallel phase, each server
is assigned one such pair of subsets and scans A, to find the kNNs for each object
in A;. All intermediate answers are then collected and distributed in a second
parallel phase to compute the top-k neighbors for each object in A.

Lu et al. [25] propose a 2-job Map-Reduce solution for optimizing AKNN
queries on static datasets. In a centralized pre-processing step a set of optimal pivot
points are carefully selected. In the first Map-Reduce job, the mappers split set
A into m disjoint subsets A; based on the Voronoi cells generated by the selected
pivots, and record the maximum and minimum distance between each pivot and its
subset. Each area A; and corresponding set O; is mapped to a server s;. There is no
reduce step in their first Map-Reduce job. In the second Map-Reduce job, for each
A; a candidate set CS; C A is computed that guarantees to include all kNNs for the
subset A;. Each A, is mapped to its candidate set CS;. The reducer s; then computes
the kNN for each point o € O; using CS;.

4.4 Shortcomings of Existing Work

Techniques that optimize disk I/O are unattractive for solving CAKNN queries,
since the CPU latency is the actual bottleneck as shown by Chen et al. [11].
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Moreover, tree-based techniques proposed for ANN queries require super-linear
time for their structure build-up phase (as [6-8, 37]) and need to be updated or
re-built in every timestep, which is inefficient.

No previous work tackles the problem of continuous all k-nearest neighbor
(CAKNN) queries specifically. In smartphone network applications the users are
highly mobile with hard-to-predict mobility patterns and their location distribution
is far from uniform [44]. This makes stateful techniques inefficient as shown in
[41, 42], since keeping previous answers (states) of the query becomes more of a
burden than a help for faster query evaluation. Furthermore, in proximity appli-
cations considered in this paper, smartphone users are moving and are both the
objects of interest and the focal points of queries.

Our framework, Proximity, is main-memory based and stateless, i.e., no previ-
ous data/calculation of the previous evaluation round is used in the current round. A
stateless CAKNN solution would solve an AkKNN problem at each timestep. In [43],
we compare Proximity analytically to the early work of computational geometry
[6-8, 37] and show that the running time complexity of our framework is better
[i.e., O(n(k + 1)) as opposed to O(knlogn)]. We compare Proximity experimentally
against an adaptation of state-of-the-art CkNN solution [41, 42]. Due to the agility
of the realistic mobile datasets used, these works can only make use of their
stateless algorithm, which solves a kNN query in every timestep. Thus, such
adaptations can only optimize a kNN query for each timestep separately and for
each user separately, building a new search space for each user (see Fig. 3). We
show that our specialized Proximity framework performs better, mainly due the
batch processing capability of the AKNN queries. The most significant difference is
that the Proximity framework groups users of the same cell together and uses the
same search space for each group (search space sharing Fig. 3a).

5 The Proximity Framework

We start out outlining of the Proximity framework and the intuition behind its
operation. We then describe in detail how the search space is built-up using our k*-
heap data structure and its associated insertion and update algorithms.

5.1 Outline of Operation

The Proximity framework is designed in such a way that it is: (i) Stateless, in order
to cope with transient user populations and high mobility patterns, which com-
plicate the retrieval of the continuous kNN answer-set. In particular, we solve the
CAKNN problem for every timestep separately without using any previous com-
putation or data; (ii) Parameter-free, in order to be invariant to parameters that are
network-specific (such as cell size, capacity, etc.) and specific to the user-
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Fig. 3 a In proximity the search space is pre-constructed for all users of the same cell (e.g., u,
and u,); whereas b for existing state-of-the-art algorithms the search space needs to be iteratively
discovered by expanding a ring search for each user separately into neighboring cells

distribution; (iii) Memory-resident, since the dynamic nature of mobile user makes
disk resident processing prohibitive; (iv) Specially designed for highly mobile and
skewed distribution environments performing equally well in downtown, suburban,
or rural areas; (v) Fast and scalable, in order to allow massive deployment; and
(vi) Infrastructure-ready since it does not require any additional infrastructure or
specialized hardware.

Algorithm 1 . Proximity Outline

Input: User Reports R (single timestep), set C' of all NCPs
Output: kNN answer-set for each user in U
I: forallc € C do

2 initialize k. > Initialize our k*-heap
3: end for
4: for allr € Rdo > Phase 1: build £ -heap
5: for all c € C do
6: insert(r, kT .)
7 end for
8: end for
9: U «— users(R)
10: forall w € U do > Phase 2: scan k*-heap
11: kNN, =0 > Conventional k-max heap
12: C — Ty.nCP
13: forallv € k*. do
14: if v is a kNN of u then
15: update(kNNy, v)
16: end if
17: end for
18: report kNN to node u
19: end for

For every timestep Proximity works in two phases (Algorithm 1): In the first
phase one k*-heap data structure is constructed per NCP, using the location reports
of the users (lines 1-8). In the second phase, the k-nearest neighbors for each user
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are determined by scanning the respective k*-heap and the results are reported
back to the users (lines 9-19).

At each timestep the server QP initializes our k*-heap for every NCP in the
network. The k™-heap integrates three individual sub-structures that we will
explain next. The user location reports are gathered and inserted into the k™-heap
of every NCP. After all location reports have been received and inserted, each
NCP has its search space stored inside its associated k™-heap. After the build
phase, each user scans the k*-heap of its NCP to find its k-nearest neighbors.

5.2 Constructing the Search Space

Here we describe the intuition behind our search space sharing concept. Every user
covered by an NCP uses the same search space to identify its kNN answer-set.

In order to construct a correct search space for each NCP, we need to be able to
identify nodes that might be part of the kNN answer-set for any arbitrary user of a
given NCP. For instance, consider two users uy and ug, in Fig. 2, which are
positioned on the perimeter of their NCP c. Also, consider user u, being outside
c and close to uy. In such a scenario, the search space for ¢ must obviously include
Uy, as it is a better kNN candidate to ug than ue. However, even if we were aware of
the k closest users to ¢ (besides the users in ¢), would not allow us to correctly
determine the kNN for any arbitrary user in c¢. To understand this, consider again
Fig. 2 with a 2NN query. u; and u, are the two closest outside nodes to the border
of c. Yet, we can visually determine that u; is a more appropriate 2NN candidate
for ug than all aforementioned nodes, i.e., ug, u;, us.

To overcome this limitation, we define a prune-off threshold, denoted as kth,,
which determines the size of the search space of c. kth,. is the kth closest outside
user to the border of ¢, which determines the width d. of the search expansion
(striped ring as seen in Fig. 4). Inside this ring there are k users by definition.
These k users form the K-set. In our running example kth. = u,. This guarantees
that the search space will have at least k users. All users at distance less that
2 x radius. + d. from ¢’s border, are also part of the search space. This guarantees
that each user inside ¢ will find its actual kNN inside the search space.

The size of each NCP search space depends on the communication area of the
NCP and the kth closest outside user to the border of its communication area. The
users inside ¢ comprise set U, and the users that are at distance greater than d,. and
less than 2 x radius. + d. from the cell’s border comprise set B, (grey ring in
Fig. 4). Set K, set B, and the users U, inside ¢ form the search space S. of c.

Definition 2 (K-ser) Given a set of users u € U — U, outside NCP cell ¢ that is
ordered with ascending distance dist(u, c) to the border of c, set K. consists of the
first k elements of this set (striped ring in Fig. 4).

Definition 3 (kth outside neighbor of the NCP cell) Given K. (ordered as in
Definition 2), the kth user is called the Kth nearest neighbor of ¢ and denoted kth,..
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Fig. 4 An example of the common search space for the users inside cell ¢ (white circle) for
k = 2. The search space S, of ¢ is {ug, u1, uz, u3, us, us,ug} and is represented by the big circle
with the dotted outline. Set S, includes all users inside ¢ (set U..), the striped ring (set K,.) and the
grey ring (set B.). Any node outside S. (e.g., user x) is guaranteed NOT to be a kNN of any user
inside cell c¢. The 2-nearest neighbors for the nodes in ¢ are kNN(ug) = {u;, up} and
kNN(us) = {uo, u,}

Definition 4 (B, Boundary Set) Given an NCP denoted as ¢ and its kth outside
neighbor kth., set B. consists of all users u € U — (U.UK) with distance
dist(u,c) <dist(kth., ¢) + 2 * radius, from the border of c¢. In other words B.
consists of all users u € U with distance dist(kth.,c) <dist(u,c) <dist(kth,, c)
+2 x radius.,.

Definition S (S, Search Space set) Given an NCP c and its K, set, the search space
S. of ¢ consists of all users u € U, UK. U B, (big circle with dotted outline in
Fig. 4).

In our Fig. 4 example, at the end of the build phase, the k*-heap of ¢ includes
users {ug, Uo, U1, U, U3, Us, us }. This is the common search space S, for all users
U, = {ug,us} of ¢, which guarantees to include their exact k-nearest neighbors.

5.3 Specialized Heap: The K*-Heap

Computing the search space for each cell inefficiently might be prohibitive for the
application scenarios we envision as detailed in the introduction. In this section, we
show in detail how the search space for an NCP is constructed using our k*-heap data
structure. Recall that as user reports arrive at the server QP they are inserted into
each k*-heap. A user report either stays inside a k*-heap or eventually gets evicted
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using a policy that we will describe later. After all user reports have been probed
through the k*-heap of every NCP, each k*-heap contains the actual search space of
its NCP. Consequently, the build phase takes a total of n x |C| insertions.

Algorithm 2 . k™ -heap: Insert(tycq,)

Input: wpew, ¢ of Upew
Output: kt.

1: kthe < head(K.)
if dist(upew, c) < radius. then
3 insert(unew, Uc)
4: else if dist(unew, c) < dist(kthe, c) then
5: insert(unew, Kc)
6.
7
8

if K heap has more than k elements then
kthe < pophead(K_.)
: insert(kthe, Be)
9: Update_boundary(head(K.))
10: end if
11: else if dist(unew, c) < dist(kthe,c) + 2 * radius. then
12: insert(Unew, Be)
13: else
14: discard wnew
15: end if

The k*-heap consists of three separate data structures: a heap for the set K, and
two lists for Boundary set B. and the set U. The heap used for set K. is a
conventional k-max-heap. It stores only the k users outside ¢ with the minimum
distance dist(u, c¢) from the border of c. Thus, the heap K has always kth, at its
head. The boundary list is a list ordered by dist(u, c¢), which stores set B. Its
elements are defined by kth, (see Definition 4). Similarly, we use a list to store the
users U, C U of c. Notice that some NCP cells will be overlapping, so there are
areas where users are inside multiple cells. Such users are inserted into all lists U;
of ¢; € C that cover them. The k"-heap has O(1) lookup time for the kth nearest
neighbor of c. It has worst case O(log(k * |B|)) insertion time and contains |S.| =
k + |B.| + |U.| elements.

5.4 Insertion into the K*-Heap (Algorithm 2 and 3)

When inserting a new element u,,,,, into the k*-heap of ¢, we distinguish among
four cases (see Algorithm 2): (i) u,,,, is covered by ¢ and belongs to set U, (line 2),
(i) u,,,, belongs to set K. (line 4), (iii) u,,,, belongs to set B.. (line 11), or (iv) u,e,,
does not belong to the search space S, = U, U K, U B, of NCP ¢ (line 13). In case
(i) the element is inserted into the U, list. In case (ii) we need to insert u,,,, into
heap K (line 5) and move the current head kth,. from K to the boundary list B (lines
7-8). This yields a new head kth’c in K (line 9). Every time the kth. changes, the
boundary list B needs to be updated, since it might need to evict some elements
according to Definition 4. In case (iii) we insert u,,,, into the ordered boundary list
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B (line 12). Note that the sets K. and B, are formed as elements are inserted into
the k™-heap. The first k elements inserted in the empty k*-heap define the K, set. In
case (iv) the element is discarded.

Algorithm 3 . kT -heap: Update_boundary(kth,)

Input: kth. (the k*" outside neighbor of NCP c)

Output: B. updated
1: d — dist(kthe,c) 4+ 2 x radius.
2: ¢ « element with the max. distance smaller than d using binary search
3: remove(Be,i+ 1, end)

5.5 Running Example

Using Fig. 4 as our network example in timestep ¢ we will next present the
Proximity framework step-by-step.

Server QP initiates a k"-heap for every NCP in C. The k*-heap consists of heap
K, ordered list B, and list U. The reports that arrive at QP are R = ry, ry, 1, 13,
r4, ¥s, re, rx. Bvery report is inserted into every k*-heap on the QP (see Algorithm
1, lines 1-5). The order in which the reports are inserted into a k*-heap does not
affect the correctness of the search space.

For our example, assume that the reports are inserted in the order seen in the
first column of Table 2. For every insertion we can see the contents of k. in the
same Table. For simplicity we will only follow the operation for the k™-heap of
NCP c. When report r4 is inserted into k' it ends up inside heap K., since user u, is
not inside NCP cell ¢ (condition line 2) and heap K, is empty. Next, report r, is
inserted into k" and it also ends up inside heap K. since this is not full yet. When
7, is inserted, it ends up inside heap K. (line 5) and it becomes the new head of the
heap kth.. The old head of the heap was r, and is popped out of K and is inserted
into the B, list (lines 7-8). The update on the B, list is triggered (line 9) which, in
this case, does not affect the list. Similarly, when r; is inserted the same operations
(lines 5-10) take place as with the insertion of r,. Next, r; is inserted with the same
effect, only this time the B, list is altered during its update (line 9). r, is the new
head of heap K. and according to Definition 5 defines a new search space radius
d = dist(up, c) + 2 = radius,. (line 1 of Algorithm 3). The report r, inside list B,
has dist(u,, c¢) > d, thus it belongs to the tail of the list that is discarded in line 3
of Algorithm 3. When rs5 is inserted it ends up directly inside list B,.. (line 12), since
it is outside ¢, further away than kth, but closer than dist(kth., ¢) + 2 * radius, to
the border of c. Reports ry and r¢ both end up directly inside list U, (line 3), since
they are covered by c, satisfying the condition in line 2.

After all reports are inserted into the k*-heaps phase 1 of Algorithm 1 is
completed and the search space is ready. For the second phase of Algorithm 1 the
server scans a single k*-heap for each user. The server can scan the k™-heap of any
NCP that covers a user u to get the k neighbors of u. In our Algorithm 1 the server
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Table 2 Build-up phase of the k*-heap of NCP c as user location reports are inserted

Arriving reports Structure K. Structure B, Structure U, Line in algorithm 2
Iy {ra} {} {} 1,45

Ty {re, 14} {} {} 1,45

s {ra,r2} {re) {} 1,4-11

3 {rs,r} {ra,re} {1 1,4-11

r {ra,r} {rs,ra} {} 1,4-11

rs {r2,n} {r3,ra,rs} {} 1,12,13

Te {r2,r} {rs,ra,rs} {re} 1-3

To {ra,n} {r3,ra,rs} {re,ro} 1-3

scans the NCP that actually services the user ncp(u) (lines 12). For users ug and ug,
the server Q scans k" = uy, uy, us, us, us, ue and finds nearest neighbors {u,,
ur} and {ug, u;} for user ugy and ug respectively.

5.6 Performance Analysis

In this section we analytically derive the performance of the Proximity framework
in respect to computational complexity and scalability. We adopt worst-case
analysis regarding user distribution and/or user movement pattern as it provides a
bound for all input.

All computations in our framework happen on the server. NCPs do not par-
ticipate in any processing; they just relay reports from the server to the mobile
users and vice versa. We execute the query centrally on the server and assume that
all the data can fit in main memory.

It is safe to say that in network setups, like the one we described in Sect. 3, the
tendency is to maximize the users serviced n and minimize the number of network
connectivity points |C|, as is the case for cellular network companies [44]. There-
fore, we can assume that |C| < n. Furthermore, each NCP has a predefined com-
munication capacity expressed in bits/sec [44]. Depending on the user traffic there is
always a limit / of the amount of users each NCP can serve [45]. 4 is independent of
n, since the capacity of the NCP and the user traffic profiles are independent of n. For
simplicity we regard A as a network parameter that is constant.

The following theorems show the correctness and the time complexity of
Proximity.

Theorem 1 For any user u covered by NCP cell ¢ we only need to scan set S, to
find the actual k-nearest neighbors of u.

Proof Let x denote some arbitrary user outside S., and g denote an arbitrary user
in NCP cell c. We want to show that dist(x, g) > dist(kth,, q) always holds, where
kth, is the kth nearest neighbor of g inside S..
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Assume that dist(x, q) < dist(kthy, ¢). We will show that this leads to a contra-
diction. The worst case k-nearest neighbors of user g inside S, are the users of K. In
this case the kth nearest neighbor knn; will be dist(knny, q)<dist(kth, c)
+2 x radius., where kth. is defined in Definition 3 (see Fig. 4). Putting the two
inequalities together we would have dist(x,q) < dist(knn, q) < dist(kth., c)+
2 * radius., which yields dist(x, q) <dist(kth., ¢) + 2  radius.. This is a contra-
diction as we assumed that user x is not inside S, (Definition 5).

Lemma 1 The build phase of Proximity has time complexity O(n  log(k * 1)).

Proof The build phase consists of O(n * |C|) insertions into k*-heaps. Insertion
and deletion in heap K of a k*-heap costs O(logk), since it is a conventional heap
with constant size k. Insertion into the ordered list of size |B| has worst case cost
O(log|B|) using binary search. Similarly, inserting into and updating the boundary
list costs O(log|B|). Thus, the worst case insertion cost for our novel k*-heap is
O(logk + log|B|) = O(log(k * |B|)) and there are n insertions. Each NCP has a
user limit 4 and the boundary region B contains a finite number a of NCPs, thus
|B| = a = A. a is a finite number independent of n and a < |C| < n. This makes
O(log(k = |B|)) = O(log(k * 1)).

Lemma 2 After all k*-heaps are built, the scanning phase has time complexity
O(n(k + 1)).

Proof The size of a k™-heap is |S.| and each user scans a k™-heap (Theorem 1).
Consequently we have n * |S.| comparisons. |S.| = k + |B.| + |U.| as defined by
Definition 5. The size of U,. is bounded by the maximum number of users the NCP
can serve |Ug|,.« = 4. |B| =ax* A as described in proof of Theorem 1. Thus,
|S¢] =k + (a+ 1) x A, which means that the time complexity of a single round of
Proximity is O(n(k + 1)).

Theorem 2 Each round of Proximity runs in O(n *log(k * A) + n(k + 1)) time.
Proof Based on Theorem 1 and 2.

Using the NCPs for space partitioning, instead of a regular grid defined on the
server, gives us the advantage of exploiting the user distribution adaptation that is
inherent in the deployment of wireless or WiFi NCPs. It further frees us from
setting a global parameter that would determine the size of the grid cell or a
technique to adapt the grid size according to the user distribution, which would
make our framework more complicated and possibly more time consuming.

6 Summary and Future Vision

We have motivated and defined the problem of continuously answering all k-
nearest neighbor (CAKNN) queries and presented our algorithmic solution, called
Proximity. Its efficiency is based on a division of the search space based on the
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network connectivity points and exploiting search space sharing among users of
the same connectivity point. The Proximity framework has a better time com-
plexity compared to solutions based on existing work. Our analysis verifies our
arguments and shows that Proximity is very well suited for large scale scenarios.
We have also provided insights of how the proposed CAKNN can serve as both a
real-world benchmark and an improvement technique for existing computational
intelligence methods.

Extensions and future plans for this work are also placed in parallelizing the
Proximity algorithm, specializing it for cloud environments, and extending it to be
a hierarchical granular algorithm. The first goal will allow for scalability neces-
sary for the Big Data era. The latter goal will allow greater usability in disciplines
of Neural Networks and Granular Computing [31].
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Abstract Knowledge discovery of database or data (KDD) is to acquire
knowledge from data. Mining interesting patterns from data or information
granules is the most important process of KDD. The post-process of the mining
that is to acquire knowledge from the interesting patterns is also important. As
obtained interesting patterns increases, it becomes hard for analysts to do the post-
process of the mining because they have done the process empirically and man-
ually. This chapter has investigated the post-process of the mining, and presented a
support method and tools for the process. Information mining is a process to
acquire knowledge from the interesting patterns discovered by mining from data or
information granules. Consistent verification, information abstraction, hypothesis
generation, hypothesis verification, and information deduction are activities of
information mining. Current data mining methods and information granulation
methods are suitable for information abstract, but not suitable for the other
activities. The present author has shown that strong relevant logic-based reasoning
is a systematic method for supporting information mining, and introduced a for-
ward reasoning engine, a truth maintenance system, and epistemic programming
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1 Introduction

The data-information-knowledge-wisdom hierarchy (DIKW hierarchy) is often
used implicitly in definitions of data, information and knowledge [26]. Data is an
elementary and recorded description of things, events, activities and transactions,
lacks meaning or value, and is unorganized and unprocessed; Information is data
processed to be meaningful, and valuable and appropriate for a specific purpose;
Knowledge might be viewed as a mix of information and already obtained back-
ground knowledge (understanding, capability, experience, skills, values, and so
on) [26]. Information is an intermediate between data and knowledge. Under the
DIKW hierarchy, a process to mix obtained information with background
knowledge is needed to acquire knowledge.

Knowledge discovery of database or data [15] (KDD) is to acquire knowledge
from data. The word data mining is used for both KDD itself and a sub-process of
a KDD process [19]. As a sub-process of a KDD process, data mining is a process
to discover interesting patterns from massive amounts of data [15, 19]. A pattern is
an expression in some language describing a subset of the data or a model
applicable to the subset. An interesting pattern is a pattern that is interesting for
some people in a specific domain. Interesting patterns are at least pieces of
information because interesting patterns are processed data and they have mean-
ing, from view point of the DIKW hierarchy. Interesting patterns may be adopted
as pieces of knowledge directly, or they may be used as materials to acquire
knowledge.

KDD with granular computing is to acquire knowledge from data via infor-
mation granules. Granular computing is about representing, constructing, and
processing information granules [27]. Informally, information granules can be
treated as linked collections (clumps) of objects drawn together by the criteria of
indistinguishability, similarity, proximity or functionality [29, 34, 35]. KDD with
granular computing involves a process to discover interesting patterns from
information granules [22]. Hereafter, we call the mining process information
granules mining as like as data mining.

In the future, analysts will be able to discover the large number of interesting
patterns from Big Data easily. Big Data is a term used to identify data sets that we
cannot manage with current methodologies or software tools due to their large size
and complexity [13]. Many researchers try to develop methodologies and software
tools for data or information granules mining for Big Data. On the other hand,
several companies and universities start to grow up data scientists [7], who are
experts of KDD for Big Data. The data scientists with developed effective meth-
odologies and tools will try to discover interesting patterns from Big Data. More-
over, the scale of Big Data and the number of kinds of data will increase [13, 24].

It is hard for analysts to acquire knowledge from the large number of interesting
patterns without systematic and computer-assisted methods. In current KDD,
analysts have done the process to acquire knowledge from interesting patterns
empirically and manually. As the number of the interesting patterns increases, it
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becomes hard to do the process empirically and manually. Supporting the process
is not focused on in Big Data mining [13, 19, 24].

In this chapter, the present author has investigated the post-process of the
mining, and proposed a support method and tools for the process. Information
mining is a process to acquire knowledge from the interesting patterns discovered
by mining from data or information granules, and is a post-process of the mining
processes. Current data mining methods and information granulation methods are
not enough for information mining. Thus, the present author has shown that strong
relevant logic-based reasoning is a systematic method for supporting information
mining, and introduced a forward reasoning engine, a truth maintenance system,
and epistemic programming can be used for support tools of the information
mining with strong relevant logic-based reasoning.

The rest of the chapter is organized as follows: Sect. 2 explains information
mining and the relationship between data mining and information mining; Sect. 3
introduces strong relevant logic-based reasoning as an information mining method;
Sect. 4 shows a forward reasoning engine, a truth maintenance system, and epi-
stemic programming language as support tools for information mining with strong
relevant logic-based reasoning; Sect. 5 gives a summary and future works.

2 Information Mining in Knowledge Discovery from Data

A KDD process typically involves data cleaning, data integration, data selection,
data transformation, data mining, pattern evaluation, and knowledge presentation
[19]. Data cleaning is a process to remove noise and inconsistent data. Data
integration is a process to combine multiple data sources. Data selection is a
process to retrieve data relevant to the analysis task from integrated data set. Data
transformation is a process to transform or consolidate data into forms appropriate
for mining. Data mining is a process to extract interesting patterns from data set.
Pattern evaluation is a process to identify the truly interesting patterns repre-
senting knowledge. Knowledge presentation is a process to transform the mined
knowledge into understandable representation. In [15], there is another process
that is “checking for and resolving potential conflicts with previously believed (or
extracted) knowledge.” Here, we call the process as consistent verification.
A KDD process is an iterative sequence of the above processes.

In KDD with granular computing, there are two other processes: information
granulation and information granules mining. Information granulation is a process
to transform or map plain data into information granules according to models
based on fuzzy sets, rough sets, shadowed sets. Information granules mining is a
process to discover interesting patterns from information granules. Figure 1 shows
a control flow of processes in KDD with data mining and granular computing.

Analysts do other activities dealing with obtained interesting patterns and
background knowledge after getting the interesting patterns in a KDD process.
Those activities are information abstraction, hypothesis generation, hypothesis
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Fig. 1 Processes in knowledge discovery from data

verification, and information deduction. Information abstraction is to make
interesting patterns more abstract. Information depends on a context and/or a
person who interprets it. While a person sees a thing as valuable information, other
person may see it as data with no particular significance. Knowledge is special
information for a specific purpose, but meaning and value of knowledge are widely
accepted by not only a certain person, but also many people. Therefore, the degree
of universality of knowledge is higher than that of information. Moreover, as the
degree of universality of information (knowledge) becomes higher, the value of
information (knowledge) becomes higher. Abstraction is a way to increase the
degree of universality. Thus, analysts make interesting patterns more abstract.
Hypothesis generation is to create hypotheses from the interesting patterns and
background knowledge. A KDD process can be regarded as a hypothetico-
deductive process. Analysts, therefore, make hypotheses not only before starting
KDD, but also during KDD. Hypothesis verification is to verify whether already
proposed hypotheses are consistent with obtained interesting patterns. Of course,
analysts should verify whether already proposed hypotheses are consistent with
obtained data set. In addition, they should verify the consistency of proposed
hypotheses in information level. Information deduction is to draw previously
unknown or implicitly known information from obtained interesting patterns and
background knowledge. Information deduction is a way to mix obtained inter-
esting patterns with background knowledge.

Those activities are related to each other. Information deduction is done before
doing consistent verification and hypothesis verification. If interesting patterns or
hypotheses directly conflict with already obtained interesting patterns and back-
ground knowledge, analysts can find the conflicts by only checking the interesting
patterns/hypotheses, already obtained interesting patterns, and background
knowledge. If interesting patterns or hypotheses indirectly conflict with already
obtained interesting patterns and background knowledge, analysts should deduce
implicit things from the interesting patterns/hypotheses, already obtained inter-
esting patterns, and background knowledge as premises, and check whether
deduced things conflict with the premises. Moreover, to get more implicit infor-
mation or hypotheses, information deduction is done after doing information
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abstraction or hypothesis generation. Those activities are done in an arbitrary order
and iteratively.

Information mining is a process to acquire knowledge from obtained infor-
mation patterns. The activities to deal with interesting patterns and background
knowledge, i.e., consistent verification, information abstraction, hypothesis gen-
eration, hypothesis verification, and information deduction are activities of
information mining because the activities are used in a process to acquire
knowledge from obtained information patterns. The definition of information
mining is similar to Garcia-Martinez, et. al.’s definition, i.e., “Information Mining
is the sub-discipline of information systems which supports business intelligence
tools to transform information into knowledge” [16]. However, they used both
data mining and information mining as a same meaning, and the processes of
information mining they analyzed are processes from data integration to data
mining in Fig. 1. In other words, the processes are until getting interesting pat-
terns. Both definitions are similar, but purpose and scope are different. On the
other hand, the other definition of information mining [32] is data mining dealing
with unstructured data, i.e., data that are not stored in databases. In data mining for
Big Data, dealing with unstructured data is as a matter of course [13, 24]. The
definition and the present author’s definition are different. Figure 2 shows a control
flow of processes in KDD with information mining.

It will be hard for analysts to do information mining without systematic and
computer-assisted methods as the number of interesting patterns increases. Ana-
lysts have done the information mining empirically and manually when they try to
discover knowledge from data. However, as the number of the interesting patterns
increases, it becomes difficult to do information mining empirically and manually.
In the future, analysts will be able to discover the large number of interesting
patterns from Big Data easily as we mentioned in Sect. 1. Supporting information
mining is not focused on in Big Data mining [13, 19, 24].
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Current data mining methods, information granules mining methods, and
information granulation methods are useful for information abstraction, but not
enough to do the other activities in information mining. The purpose of current
data mining methods is to help pattern discovery [19, 33]. To discover patterns is a
way of information abstraction. Information granulation is also a way of infor-
mation abstraction. Thus, we can use data mining methods, information granules
mining methods, and information granulation methods for information abstraction.
However, they cannot be applied to the other activities of the information mining:
consistency verification, hypothesis generation, hypothesis verification, and
information deduction.

Requirements of hopeful information mining methods are as follows. (1) The
method should be able to deal with all of information mining activities because
analysts should do not only one activity but also several activities several times. (2)
The method can be done automatically or semi-automatically. (3) Formalization
method to describe interesting patterns and background knowledge in the method
should have enough expressiveness because the outputs of the data mining methods
and information granules mining methods are represented as various forms.

3 Strong Relevant Logic-Based Reasoning
as an Information Mining Method

3.1 Deduction, Induction, and Abduction in Information
Mining

Reasoning is helpful for consistency verification, information abstraction,
hypothesis generation, hypothesis verification, and information deduction. Rea-
soning is the process of drawing new conclusions from given premises, which are
already known facts or previously assumed hypotheses (Note that how to define
the notion of new formally and satisfactorily is still a difficult open problem until
now) [3, 4].

Reasoning can be classified into three forms, deductive reasoning, inductive
reasoning, and abductive reasoning. Deductive reasoning (deduction) is the pro-
cess of deducing or drawing conclusions from some general principles already
known or assumed. Inductive reasoning (induction) is the process of inferring
some general laws or principles from the observation of particular instances.
Abductive reasoning (abduction) is the process whereby a surprising fact is made
explicable by the application to it of a suitable proposition. The deductive rea-
soning guarantees that the conclusions deduced in the process are true if all pre-
mises are true, but inductive and abductive reasoning do not do that.

Deductive reasoning plays an important role for consistency verification and
hypothesis verification. To do both verifications, it is necessary to check whether
contradictions are drawn from discovered interesting patterns/given hypotheses
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and background knowledge. Analysts cannot know what contradictions occur so
that it is difficult and ad hoc to check that proposition by using proving. By using
deductive reasoning, analysts can check the proposition systematically. Doing
information deduction is just deductive reasoning. Inductive reasoning is a way of
information abstraction. Similarly, abductive reasoning is a way of hypothesis
generation.

3.2 Formal Logic System and Formal Theory

To accept results of consistency verification, hypothesis generation, and infor-
mation deduction with deductive reasoning as correct ones, deductive reasoning
should be a logically valid reasoning. When doing deductive reasoning, deduced
conclusions should be true if premises are true, and that the conclusions should be
related to the premises. How can we ensure such feature of deductive reasoning?
The answer is logics. A logically valid reasoning is a reasoning such that its
arguments are justified based on some logical validity criterion provided by a logic
system in order to obtain correct conclusions (Note that here the term correct does
not necessarily mean true) [3, 4].

In general, a formal logic system L consists of a formal language, called the
object language and denoted by F(L), which is the set of all well-formed formulas
of L, and a logical consequence relation, denoted by meta-linguistic symbol ;,
such that P < F(L) and ¢ € F(L), PF; ¢ means that within the frame work of L,
c is valid conclusion of premises P, i.e., ¢ validly follows from P. For a formal
logic system (F(L), 1), a logical theorem ¢ is a formula of L such that ¢F; ¢ where
¢ is empty set. Let Th(L) denote the set of all logical theorems of L. Th(L) is
completely determined by the logical consequence relation ;. According to the
representation of the logical consequence relation of a logic, the logic can be
represented as a Hilbert style axiomatic system, a Gentzen natural deduction
system, a Gentzen sequent calculus system, or other type of formal system. A
formal logic system L is said to be explosive if and only if {A, -A} -, B for any
two different formulas A and B; L is said to be paraconsistent if and only if it is not
explosive.

A formal theory with premises P based on L, called a L-theory with premises
P and denoted by T;(P), is defined as T;(P) = 4 Th(L) U Thi(P), and Thi(P) =
ar {et | Pty et and er # Th(L)} where Th(L) and Thi(P) are called the logical part
and the empirical part of the formal theory, respectively, and any element of
Thi(P) is called an empirical theorem of the formal theory. Figure 3 shows the
relationship among F(L), T;(P), Th(L), and Th;(P) of a formal logic system L. A
formal theory T;(P) is said to be directly inconsistent if and only if there exists a
formula A of L such that both A € P and —=A € P hold. A formal theory 7,(P) is
said to be indirectly inconsistent if and only if it is not directly inconsistent but
there exists a formula A of L such that both A € T;(P) and ~A € T;(P); a formal
theory T7(P) is said to be consistent if and only if it is neither directly inconsistent
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Fig. 3 L-theory with premises P

nor indirectly inconsistent. A formal theory 7;(P) is said to be explosive if and
only if A € T;(P) for any A € F(L); T;(P) is said to be paraconsistent if and only
if it is not explosive. An explosive formal theory is not useful at all. Therefore, any
meaningful formal theory should be paraconsistent [3, 4]. Note that if a formal
logic system L is explosive, then any directly or indirectly inconsistent L-theory
T;(P) must be explosive.

3.3 Reasoning with Strong Relevant Logics

To do deductive reasoning based on a formal logic L for information mining is to
obtain Thj(P) where P is premises that represent already discovered patterns given
by the mining activities. Today, there are so many different logic systems moti-
vated by various philosophical considerations. As a result, a reasoning may be
valid for one logical validity criterion but invalid for another. If logic systems
underlying deductive reasoning are different, results of deductive reasoning may
be different. In other words, although premises P is same, Thy(P) and Thj -(P) may
be different where formal logic system L and L' are different. Thus, we have to
choose a suitable logic system underlying deductive reasoning.

A logic system underlying deductive reasoning should ensure truth-preserving,
relevant, ampliative, paracomplete, paraconsistent reasoning [3, 4]. Strong rele-
vant logic and its family [3, 4] are hopeful candidates for logic systems underlying
deductive reasoning in information mining process. Classical mathematical logic
(CML for short) has been widely used for logic system underlying proof and
reasoning. However, reasoning based on CML and its conservative extensions is
truth-preserving, but not relevant, ampliative, and paraconsistent [1-4]. Thus,
CML and its conservative extensions are not suitable for logic system underlying
reasoning in information mining process. Relevant logics were constructed as logic
systems that are more suitable for underlying reasoning rather than CML and its
extensions [1, 2]. After that, as logic systems that are more suitable for underlying
reasoning rather traditional relevant logics, strong relevant logics [3] were pro-
posed. Then, family of strong relevant logics, e.g., temporal relevant logics,
deontic relevant logics, spatial relevant logics, were also proposed [4]. Reasoning
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based on strong relevant logics and its family is truth-preserving, relevant, amp-
liative, paracomplete, and paraconsistent reasoning.

Meanwhile, logic-based formalization is suitable for representing already dis-
covered interesting patterns in data mining or information granules mining.
Basically, the discovered patterns denote the relationship among data objects,
discovered classes, and the target data set [17]. Logic-based representation is
suitable for describing such qualitative information. Especially, conditional rela-
tions, i.e., “if ... then ...,” are useful for describing above relations. By using
logic-based formalization, we can ignore the difference of approaches among data
mining methods and information granules mining methods that are used to obtain
patterns when we try to do information mining. Moreover, we can deal with
background knowledge as well as discovered interesting patterns by using logic-
based formalization.

Consequently, we can conclude that strong relevant logic-based reasoning is
hopeful as a systematic method of the information mining. Strong relevant logic-
based reasoning means (1) adopting strong relevant logics or its family as a logic
system underlying reasoning, (2) formalizing target information into logical for-
mulas based on the logic system, and (3) doing deductive, inductive, and abductive
reasoning based on the logic system.

4 Supporting Tools for Information Mining with Strong
Relevant Logic-Based Reasoning

4.1 Forward Reasoning Engine

As mentioned above in Sect. 3, to do deductive reasoning based on a formal logic
L for information mining is to obtain a set of all empirical theorems Thi(P) where
P is premises that represent already discovered patterns given by the mining
activities; and empirical theorems are theorems in a target domain. Is there a
support tool to obtain the Thj(P)? That is a forward reasoning engine.

A forward reasoning engine is a computer program to automatically draw new
conclusions by repeatedly applying inference rules, which are programmed in the
reasoning engine or given by users to the reasoning engine as input, to given
premises and obtained conclusions until some previously specified conditions are
satisfied. The first forward reasoning engine is “Logic Theory Machine,” devel-
oped by Newell, Shaw and Simon in 1957. As a well-known fact, the Logic
Theory Machine was not successful due to the problem of computational com-
plexity [8]. This (and the resolution method discovered by Robinson) led almost
all researchers to adopt the more efficient approach of backward reasoning but not
approach of forward reasoning [25]. However, from the viewpoint of logic validity
of reasoning, the failure of Logic Theory Machine is caused by classical mathe-
matical logic rather than forward reasoning [6] as mentioned above in Sect. 3. If
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we want to create, discover, or predict some new things rather that prove some
things previously specified, then the only way is to ask forward reasoning. Forward
reasoning engines support analysts to information mining activities by doing
strong relevant logic-based reasoning automatically or semi-automatically.

FreeEnCal [6, 18] was proposed and developed as a forward reasoning engine
with general-purpose, and is a hopeful candidate for a forward reasoning engine
for information mining with strong relevant logic-based reasoning. It can interpret
specifications written in the formal language such that any user can use the formal
language to describe and represent formulas and inference rules for deductive,
simple inductive, and simple abductive reasoning. It also can reason out all or a
part of logical theorem schemata of a logic system, i.e., Th(L) where L is a formal
logic system as mentioned in Sect. 3, under the control conditions attached to the
reasoning task specified by users, and all or a part of empirical theorems of a
formal theory and facts, Thy(P) where P is premises, under the control conditions
attached to the reasoning task specified by users. We can adopt FreeEnCal as a
support tool for doing information mining with strong relevant logic-based
reasoning.

4.2 Truth Maintenance System

An information mining process must be non-monotonic. In general, obtained
interesting patterns and background knowledge may be incomplete and inconsis-
tent. Moreover, inductive and abductive reasoning do not guarantee that the drawn
conclusions are true if all premises are true. Thus, as information mining pro-
gresses, the amount of information may change because of solving contradictional
information or reducing old or wrong information in the target cluster of
information.

A truth maintenance system [10] (TMS for short), and also called a belief
revision system or reason maintenance system was proposed to realize information
systems to deal with such non-monotonic processes. A TMS works with an
inference engine. The inference engine is a program to draw derived data from
premises, assumptions, and other derived data, and it gives the derived data to the
TMS (e.g., a forward reasoning engine is a kind of inference engines). Premises
are used to define data that is always true. This data is not dependent on other data,
and is not inferred from other facts. Assumptions are believed in the lack of
evidence to the contrary, and are taken to be true until the contrary is proved.
Premises, assumptions, and derived data managed in a TMS are called beliefs. If
the TMS detects a contradiction in the current belief set stored in it, then the TMS
eliminates it by revising the current belief set. When the TMS is revising the
current belief set, it uses justifications of derived data for searching which
assumptions are causes of the contradiction. Justifications describe the depen-
dencies between data. The TMS gives all beliefs in the current belief set to the
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inference engine when the engine requires them. The main task of TMSs is to keep
consistency of the current belief set stored in the TMSs.

The first TMS was proposed by Doyle [10]. After that, many TMSs were pro-
posed. Stanojevic et al. [30] classified TMSs into three kinds: justification-based
TMS (JTMS) [10], assumption-based TMS (ATMS) [9], and logic-based TMS
(LTMS) [20, 21]. JTMSs and LTMSs can deal with only one context while ATMSs
can deal with multi-context. A context is a set of all data that can be derived from an
environment. An environment is a set of assumptions that uniquely describe a state.
One context is uniquely determined by the corresponding environment. An envi-
ronment is consistent if a contradiction cannot be inferred from the corresponding
set of assumptions. To find which environment is inconsistent, ATMSs use labels.
A label can be attached to each datum, describing which environment it will hold
in. Label contains sets of environments in which the corresponding facts are valid.
Using labels, we can immediately tell whether or not a datum holds under some
assumptions. A node represents a data structure that usually contains an index (used
to describe the node uniquely), a corresponding inference engine’s datum, its jus-
tification (or justifications), and a label (in ATMSs and LTMSs). JTMSs and AT-
MSs do not require that premises, assumption, and derived data are represented as
logical formulas while LTMSs require that to provide a facility of proof by refu-
tation without inference engines. There are several extensions of ATMSs that focus
on the uncertainty of assumptions [11, 12, 23, 28].

TMSs are a useful mechanism to support information mining with strong rel-
evant logic-based reasoning. In the information mining, premises are background
knowledge of a target domain and problem; assumptions are already discovered
interesting patterns by mining activities, and drawn pieces of information by
inductive reasoning or abductive reasoning; an inference engine is a forward
reasoning engine that can deal with strong relevant logic-based reasoning. By
using TMSs, it is possible to manage the consistency of the current set of pieces of
information automatically or semi-automatically.

However, the above traditional TMSs are not suitable for cooperating with
inference engines that do reasoning based on paraconsistent logics like strong
relevant logics [17]. An operation to keep a consistency of current belief set is a
primitive operation for traditional TMSs. Logic systems underlying traditional
TMSs are classical mathematical logic (CML) or its conservative extensions.
Reasoning based on those logics is inconsistent reasoning, i.e., the reasoning
allows that everything follows from a contradiction. Thus, traditional TMSs should
solve the inconsistency of the current belief set as soon as possible when con-
tradictions are found in the belief set. Unlike reasoning based on CML and its
conservative extensions, reasoning based on strong relevant logics and its family is
paraconsistent. It allows that contradictions are in premises. An operation to keep a
consistency of current belief set is not a primitive operation of TMSs for para-
consistent reasoning. There is a gap between traditional TMSs and TMSs for
information mining with relevant logic-based reasoning. The present author has
proposed the TMS for paraconsistent reasoning [17], and has been developing it.
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4.3 Epistemic Programming

As the supporting tools, it will be necessary to prepare an environment to simulate
epistemic processes that include a process of elimination, process of reduction to
absurdity, and processes of deductive reasoning, inductive reasoning, and abduc-
tive reasoning by using a forward reasoning engine and a truth maintenance
system. Information mining is not easy task as well as data mining and information
granules mining because analysts do not know what information or knowledge
there is in obtained interesting patterns and how they can extract such useful
information or knowledge from the interesting patterns and background knowl-
edge. The analysts may acquire the information or knowledge by trial and error.
Therefore, supporting tools for reducing the cost of information mining will be
demanded.

Epistemic programming [3] and its programming language [14, 31] can be used
for constructing such simulation environment. A strong relevant logic model of
epistemic processes in scientific discovery, and Epistemic programming was
proposed as a novel program paradigm to program epistemic processes in scientific
discovery.

Let T;(K) be an L-theory with premises K where K < F(L) is a set of sentences
to represent the explicitly known knowledge and/or current beliefs of an agent. An
explicitly epistemic operation by the agent is any one of the following operations:
for any A € T;(K) — K where T;(K) # K, an explicitly epistemic deduction of
A from K, denoted by K™ is defined as K™ =, KU {A}; for any
A & T (K) (note that we do not require —~A ¢ T;(K)), an explicitly epistemic
expansion of K by A, denoted by K°**, is defined as K*** = 4 K U {A}, in par-
ticular, an explicitly epistemic simple-induction is an explicitly epistemic expan-
sion K" for 9x(A) € K and an explicitly epistemic abduction is an explicitly
epistemic expansion K°* for C € Kand A = C € K where = denotes the notion
of implication (entailment) in L; for any A € K, an explicitly epistemic contraction
of K by A, denoted by K™, is defined as K™ = 4 K — {A}, in particular, an
explicitly epistemic consistent-contraction is an explicitly epistemic contraction
K*for—-AcKorK— {-A} for A € K.

Let 7;(K) be an L-theory with premises K where K < F(L) is a set of sentences
to represent the explicitly known knowledge and/or current beliefs of an agent. An
implicitly epistemic operation by a forward reasoning engine (e.g., FreeEnCal) is
any one of the following operations: or any K, an implicitly epistemic deduction of
K, denoted by K9, is defined as K¢ = af Tr(K); for any A ¢ T;(K) (note that we do
not require ~A ¢ T;(K)), an implicitly epistemic expansion of K by N to deduce A,
denoted by T, (K U N)***, is defined as T, (K U N)*** = 4 T,(K UN) where
N < F(L) such that A € T;(K) but A € T;(K U N); in particular, an implicitly
epistemic simple-induction is an implicitly epistemic expansion T, (K U N) )
for dx(A) € T;(K) and an implicitly epistemic abduction is an implicitly epistemic
expansion 7;(K U N) eV for C € Ty(K) and A = C € T;(K) where = denotes
the notion of implication (entailment) in L; for any A € T;(K), an implicitly
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epistemic contraction of K by N to delete A, denoted by 7,(K — N)™, is defined as
T.(K — N)™ = 4 T.(K — N) where N = K such that A ¢ T;(K — N), in par-
ticular, an implicitly epistemic consistent-contraction is an implicitly epistemic
contraction T, (K — N) ™ for —=A € T;(K) or T,(K — N) ™ for A € T,(K).

Thus, an epistemic process of deductive-inductive-abductive belief revision can
be defined as a sequence Ky, o0, Ki, 0o, K5, ..., K,;1, 0, K, where
K; < F(L) (0 <i < n), called an epistemic state of the epistemic process, is a set
of sentences to represent known knowledge and current beliefs of an agent, and
041 (0 < i < n), is any of explicitly or implicitly epistemic operations, and K ;,; is
the result of applying o;,; to K;. In particular, K, is called the primary epistemic
state of the epistemic process, and K,, is called the terminal epistemic state of the
epistemic process, respectively.

Note that the above definitions of epistemic operations and epistemic processes
are general but not dependent on any special logic system. In [3], strong relevant
logics are used for logic systems underlying the strong relevant logic model. Then,
temporal relevant logics [4] are used for the model [5]. We can choose a suitable
logic system in a family of strong relevant logics as a logic system underlying the
model according to a target problem.

An epistemic program is a sequence of instructions such that for a primary
epistemic state given as the initial input, an execution of the instructions produces
an epistemic process where every epistemic operation corresponds to an instruc-
tion whose execution results in an epistemic state, in particular, the terminal
epistemic state is also called the result of the execution of the program. We say
that an epistemic program replays a scientific discovery if the execution of the
program produces the same result as that discovered by the original discoverer in
history when the program as input takes the same initial conditions as the original
discoverer did. We say that an epistemic program creates or makes a scientific
discovery if the execution of the program produces a result that is new, important,
and interesting to the scientists working on the particular domain under investi-
gation. An information mining process can be regarded as an epistemic process of
scientific discovery process. By using Epistemic programming and its program-
ming language, analysts can construct an environment to simulate or help to do
own information mining processes.

Study of Epistemic programming is ongoing work. EPLAS was proposed as the
first epistemic programming language [31], and its implementation was also
proposed and developed [14]. A forward reasoning engine and a truth maintenance
system are parts of the implementation of EPLAS. However, current EPLAS and
its implementation provide poor representation power. For example, the current
EPLAS and its implementation do not provide scientists with a high-level and
general-purpose mechanism to deal with belief revision [17]. As a result, users of
EPLAS have to program their belief revision processes by primary epistemic
operations. That is not an easy task. To use EPLAS and its implementation for
constructing the support environment for information mining, it is necessary to
enrich representation power of them.
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5 Summary

The chapter has investigated information mining as a new challenging issue in
knowledge discovery from data (KDD) for Big Data. Information mining is a
process to acquire knowledge from interesting patterns discovered by the mining
from data or information granules, and is a post-process of the mining processes in
a KDD process. Consistent verification, information abstraction, hypothesis gen-
eration, hypothesis verification, and information deduction are activities of
information mining. In current KDD, analysts have done the information mining
empirically and manually. However, it will be hard to do the information mining
without systematic and computer-assisted methods as the number of interesting
patterns increases. Current data mining methods and information granulation
methods are suitable for information abstract, but not suitable for the other
activities of information mining. The chapter has shown that strong relevant logic-
based reasoning is a systematic method for supporting information mining, and
introduced a forward reasoning engine, a truth maintenance system, and epistemic
programming can be used for support tools of the information mining with strong
relevant logic-based reasoning.

This is an ongoing work. Current epistemic programming language and its
implementation are not enough to support for information mining. To improve and
implement them are future works. Information granulation is a good way of
information abstraction. Thus, to integrate information granulation and strong
relevant logic-based reasoning is also a future work.
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Information Granules Problem:
An Efficient Solution of Real-Time Fuzzy
Regression Analysis

Azizul Azhar Ramli, Junzo Watada and Witold Pedrycz

Abstract Currently, Big Data is one of the common scenario which cannot be
avoided. The presence of the voluminous amount of unstructured and semi-
structured data would take too much time and cost too much money to load into a
relational database for analysis purpose. Beside that, regression models are well
known and widely used as one of the important categories of models in system
modeling. This chapter shows an extended version of fuzzy regression concept in
order to handle real-time data analysis of information granules. An ultimate
objective of this study is to develop a hybrid of a genetically-guided clustering
algorithm called genetic algorithm-based Fuzzy C-Means (GAFCM) and a convex
hull-based regression approach, which is regarded as a potential solution to the
formation of information granules. It is shown that a setting of Granular Com-
puting with the proposed approach, helps to reduce the computing time, especially
in case of real-time data analysis, as well as an overall computational complexity.
Additionally, the proposed approach shows an efficient real-time processing of
information granules regression analysis based on the convex hull approach in
which a Beneath-Beyond algorithm is employed to design sub-convex hulls as
well as a main convex hull structure. In the proposed design setting, it was
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emphasized a pivotal role of the convex hull approach or more specifically the
Beneath-Beyond algorithm, which becomes crucial in alleviating limitations of
linear programming manifesting in system modeling.

Keywords Granular computing - Fuzzy regression analysis - Information gran-
ules « Fuzzy C-means - Convex hulls - Convex hull - Beneath-beyond algorithm

1 Introduction

Nowadays, a significant growth of interest in Granular Computing (GrC) is regarded
as a promising vehicle supporting the design, analysis and processing of informa-
tion granules [1]. With regard of all processing faculties, information granules are
collections of entities (elements), usually originating at the numeric level, which are
arranged together due to their similarity, functional adjacency and in distinguish-
ability or alike [1]. Given the similarity function to quantify the closeness between
the samples, these data are clustered into certain granules, categories or classes [2].
The process of forming information granules is referred as information granulation.

GrC has begun to play important roles in bioinformatics, pattern recognition,
security, high-performance computing and others in terms of efficiency, effec-
tiveness, robustness as well as a structural representation of uncertainty [2].
Therefore, the need for sophisticated Intelligent Data Analysis (IDA) tools
becomes highly justifiable when dealing with this type of information.

The above statement supported with the amount of data generated by social
media, transactions, public and corporate entities, whose amount is scaled faster
than computer resources allow (Big Data scenario). Add to that challenge, the
volume of data is generated by Internet of Thing (IoT) such like smartphones,
tablets, PCs or smart glasses; it becomes clear that traditional solutions of data
storage and processing could hardly be applied to ingest, validate and analyze
these volumes of data [3].

Accordingly, the developed method discussed here exhibits sound performance
as far as computing time and an overall computation complexity are concerned.
Fuzzy C-Means (FCM) clustering algorithm, introduced by Dunn in 1973 [4] and
generalized by Bezdek in 1981, becomes one of the commonly used techniques of
GrC when it comes to the formation of information granules [5, 6]. There has been
a great deal of improvements and extensions of this clustering technique. One can
refer here to the genetically-guided clustering algorithm called Genetic Algorithm-
FCM (GA-FCM) and proposed by Hall et al. [4]. It has been shown that the
GA-FCM algorithm can successfully alleviate the difficulties of choosing a
suitable initialization of the FCM method. On the other hand, Ramli et al. proposed
a real-time fuzzy regression model incorporating a convex hull method, specifi-
cally a Beneath-Beyond algorithm [7]. They have deployed a convex hull
approach useful in the realization of data analysis in a dynamic data environment.
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Associated with these two highlighted models (fuzzy regression and fuzzy
clustering), the main objective of this study is to propose an enhancement of the
fuzzy regression analysis for the purpose of analysis of information granules. From
the IDA perspective, this research intends to augment the model that Bezdek given
originally proposed by including the Ramli et al.’s approach. It will be shown that
such a hybrid combination is capable of supporting real-time granular based fuzzy
regression analysis.

In general, the proposed approach helps perform real time fuzzy regression
analysis realized in presence of information granules. The proposed approach
comprises four main phases. First, the use of GA-FCM clustering algorithm gran-
ulates the entire data set into a limited number of chunks-information granules. The
second phase consists of constructing sub-convex hull polygons for the already
formed information granules. Therefore, the number of constructed convex hulls
should be similar to the number of identified information granules. Next, main
convex hull is constructed by considering all sub convex hulls. Moreover, the main
convex hull will utilize the outside vertices which were selected from the con-
structed sub-convex hulls. Finally, in the last phase, the selected vertices of the main
constructed convex hull, which covers all sub-convex hull (or identified in-forma-
tion granules), are used to build a fuzzy regressions model. To illustrate the effi-
ciency and effectiveness of the proposed method, a numeric example is presented.

This chapter is structured as follows. Section 2 serves as a concise and focused
review of the fundamental principles of real-time data analysis, GrC as well as GA-
FCM. Furthermore, this section also highlighted a review on convex hull approach;
affine, supporting hyperplane as well as Beneath-Beyond algorithm. Additionally,
some essentials of fuzzy linear regression augmented by the convex hull approach
have been discussed. Section 3 discusses a processing flow of the proposed approach
yielding real time granular based fuzzy regression models. Section 4 is devoted to a
numerical experiment. Finally, Sect. 5 presents some concluding remarks.

2 Some Related Studies

Through this section, several fundamental issues to be used throughout the study
are investigated.

2.1 Recall of Real-Time Data Analysis Processing

Essentially, real-time data analysis refers to studies where data revisions (updates,
successive data accumulation) or data release timing is important to a significant
degree. The most important properties of real-time data analysis are dynamic
analysis and reporting, based on data entered into a system in a short interval
before the actual time of the usage of the results [8].
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An important notion in real-time systems is event, that is, any occurrence that
results in a change in the sequential flow of program execution. Related to this
situation, the time between the presentation of a set of inputs and the appearance of
all the associated outputs (results) is called the response time [9, 10]. In addition,
the shortest response time is an important design requirement.

2.2 Brief Review on Granular Information

Granular Computing (GrC) is a general computing paradigm that effectively deals
with designing and processing information granules. The underlying formalism
relies on a way in which information granules are represented; here it may con-
sider set theory, fuzzy sets, rough sets, to name a few of the available alternatives
[1]. In addition, GrC focuses on a paradigm of representing and processing
information in a multiple level architecture. Furthermore, GrC can be viewed as a
structured combination of algorithmic and non-algorithmic aspects of information
processing [5].

Generally, GrC is a twofold process and includes granulation and computation,
where the former transforms the problem domain to the one with granules,
whereas the latter processes these granules to solve the problem [11]. Granulation
of information is an intuitively appealing concept and appears almost everywhere
under different names, such as chucking, clustering, partitioning, division or
decomposition [12]. Moreover, the process of granulation and the nature of
information granules imply certain formalism that seems to be the most suited to
capture the problem at hand. Therefore, to deal with the high computational cost
which might be caused by a huge size of information granule patterns, it was noted
that FCM algorithm which is one of commonly selected approaches to data
clustering implementation procedure.

In general, the problem of clustering is that of finding a partition that captures the
similarity among data objects by grouping them accordingly in the partition (or
cluster). Data objects within a group or cluster should be similar; data objects coming
from different groups should be dissimilar. In this context, FCM arises as a way of
formation of information granules represented by fuzzy sets [5]. Clustering approach
as well as the FCM clustering algorithm have been discussed in this section.

Clustering is a process of grouping a data set in a way that the similarity
between data within same cluster is maximized while the similarity of data
between different clusters is minimized [13]. It classifies a set of observations into
two or more mutually exclusive unknown groups based on combinations of many
variables. Its aim is to construct groups in such a way that the profiles of objects in
the same groups are relatively homogeneous whereas the profiles of objects in
different groups are relatively heterogeneous [13].

FCM is a method of clustering which allows any data to belong to two or more
clusters with some degrees of membership. Initially, consider a data set composed
of n vectors X = {xy,x,...,X,} to be clustered into ¢ clusters or groups. Each of
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X €ERK k=1,2,...,nis a feature vector consisting of K real-valued measure-
ments describing the features of the objects. A fuzzy c-partition of the given data
set is the fuzzy partition matric U = [w,],i = 1,2,...,c and k =1,2,...,n such
that

0<u; <1, Jor 1<i<c,1<k<n
0< > up<n, for1<i<c
k=1

C (1)
Sue=1,  forl<k<n
i=1

where p;; is the membership of feature vector x; to cluster ¢;. Furthermore, fuzzy
cluster of the objects can be represented by a membership matrix called fuzzy
partition. The set of all ¢ X n non-degenerate constrained fuzzy partition matrices
denoted by My, which is defined as

c

> =10< ) Up<n, Uy €0, 1];1SiSC;1SkSn}-
-1 =1
(2)

Moreover, the FCM algorithm minimizes the following objective function

Mfm = {U € R

Jm(U7 V) = Z Z(Mik)mD?k(vivxk) (3>
i=1 k=1

where U € My, is a fuzzy partition matrix, V = (vi,v2,...,v.) is a collection of
cluster centers (prototypes). v; € RXVi and D (vi,xy) is a distance between x; and
the ith prototype while m is a fuzzification coefficient, m > 1.

The FCM optimizes (3) by iteratively updating the prototypes and the partition
matrix. More specifically, some values of ¢, m and ¢ (termination condition—a
small positive constant) have been chosen, then generate a random fuzzy partition
matrix U° and set an iteration index to zero, ¢ = 0. An iterative process is orga-
nized as follows. Given the membership value yf,?, the cluster centers v,(-t)(i =
1,...,c) are calculated by

n o\"
) Zk:l(:uili) Xk
T (oY

Py <:uik )

(®)

i

4)

Given the new cluster centers v

1“51? are updated as

the membership values of the partition matrix
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)

=10

J=1 ka -

(
J

This process terminates when |U +1) _y <’>| < ¢, or some predefined number of
iterations has been reached [14]. In the following sub section, an enhancement of
the FCM algorithm called GA-FCM is investigated.

2.3 Genetically-Guided Clustering Algorithm

There are several studies employed genetic algorithm based clustering technique in
order to solve various types of problems [15-18]. More specifically, GA technique
to determine the prototypes of the clusters located in the Euclidean space Rt¥ has
been exploited. At each generation, a new set of prototypes is created through the
process of selecting individuals according to their level of fitness. In the sequel
they are affected by running genetic operators [16, 18]. This process leads to the
evolution of population of individuals that become more suitable given the cor-
responding values of the fitness function.

There are a number of research studies that have been completed which uti-
lizing the advantages of GA-enhanced FCM. Genetically guided clustering algo-
rithm proposed by Hall et al. was focused here. Based on [4], in any generation,
element i of the population is V;, a ¢ X s matrix of cluster centers (profotypes). The
initial population of size P is constructed by a random assignment of real numbers
to each of the s features of the c¢ centers of the clusters. The initial values are
constrained to be in the range (determined from the data set) of the feature to
which they are assigned.

In addition, as V’s will be used within the GA, it is necessary to reformulate the
objective function for FCM for optimization purposes. Expression (3) can be
expressed in terms of distances from the prototypes (as done in the FCM method).
Specifically, for m > 1 as long as Dy (v;,xx) > 0V, k, it have

2

¢ (Di(vi,xx)\"T .
L = _— <i<ce 1l <k<n.
ik I/E i (Djk(Vj,xk)) for 1<i<c;1<k<n (6)

Now, Eq. (6) was substituted into Eq. (2). This gives rise to the FCM functional
reformulated as follows

n c 1=m
Ra(V) = Z(ZD?Z“"")> . (7)
1 i=1

k=
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which is concentrated on optimizing R, with a genetically-guided algorithm
(GGA) technique [4]. Additionally, Hathaway and Bezdek (1995) highlighted that
have shown that local (V) minimizers of R,, and also (U) at expression (3) will
produces local minimizers of J, and, on the other hands, the V part of local
minimizers of J,, acquiesce local minimizers of R, [4].

Furthermore, there are a number of genetic operators, which relate to the GA-
based clustering algorithm including Selection which consist of selecting parents
for reproduction, performing Crossover with the parents and applying Mutation to
the bits of the children [4]. Binary gray code representations where any two
adjacent numbers are one bit different has been selected on this genetically-guided
algorithm (GGA) approach and this encoding able to yields faster convergence and
improve performance over a straightforward binary encoding [4].

The complete process of the GGA [4] is outlined as follows.

GGA1: Choose m, ¢, and Dj,.

GGA2: Randomly initialize P sets of ¢ cluster centers. Confine the initial values
within the space defined by the data to be clustered.

GGA3: Calculate R, by using (7) for each population member and apply modified
objective function R/ (V) =R, (V) + b x R, (V) where b € [0,c] is the
number of empty clusters.

GGA4: Convert population members to binary equivalents (using the Gray code).

GGAS: For i = 1 to number of generations, Do

(i) Used k-fold tournament selection (default k = 1) to select P/2

parent pairs for reproduction.

(i) Complete a two-point crossover and bitwise mutation for each
feature of the parent pairs.

(iii) Calculate R,, by using (7) for each population member and apply
modified objective function R, (V) = R,,(V) + b x R, (V) where
b € [0, c] is the number of empty clusters.

(iv) Create a new generation of size P, which is selected from the two
best members of the previous generation and the best children that
are generated by using crossover and mutation.

GGAG: Provide the cluster centers to the terminal population with the smallest R/,
value and report R/ .

2.4 A Brief Review of a Convex Hull Approach

The convex hull is the fundamental construct of mathematics and computational
geometry. It is useful as a building block for a plethora of applications including
collision detection in video games, visual pattern matching, mapping and path
determination [19]. In what follows, a detailed description of this approach was
presented.
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2.4.1 Affine, Convex Hull Definition and Supporting Hyperplane

The affine hull of set S in Euclidean space RX is the smallest affine set contained in
S, or equivalently the intersection of all the affine sets containing S. Here, an affine
set is defined as the translation of a vector subspace. The affine hull aff (S) of S is
the set of all the affine combinations of elements of S, namely

K K
aﬁ‘(S)—{Zcxjxj’xjES,ocj—%,ajzo,Zaj—1}. (8)
= =1

J

The convex hull of set S of points hull(S) is defined to be a minimal convex set
containing S. A point P € S is an extreme point of S if & hull(S — P). In general, if
S is finite, then Aull(S) is a convex polygon, and the extreme points of S are the
corners of this polygon. The edges of this polygon are referred to as the edges of
the hull(S).

A supporting hyperplane is a another geometric concept. A hyperplane divides
a space into two half-spaces. A hyperplane is said to support a set S in Euclidean
space X if it meets the following conditions:

e S is entirely contained in one of the two closed half-spaces of the hyperplane,
and
e S has at least one point on the hyperplane.

In addition, if the dimension of the supporting line is higher than three, the
related relationship can be written down as

Z X = b) )

J=1

Sz(xé?RK

where a = [0, . . ., ax| denotes a unit vector, X = [x1, ..., x| is an arbitrary point
and b assumes any arbitrary real value.

K
S+ = (x c ?RK ZOCij Zb) (10)

K
S:(xe%’fzccjxjgb) (11)
In case when the following conditions are satisfied

S(\P#¢ and PCS" or PCS, (12)

it say that the supporting hyperplane S supports set P.
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Using this definition, the reformulation of a convex hull called conv(P), can be
expressed as follows:

conv(P) = ﬂ st (13)
S*:uppersupportinghyperplane

conv(P) = ﬂ A\ (14)

S~ :lowersupportinghyperplane

2.4.2 Beneath-Beyond Algorithm

This algorithm incrementally builds up the convex hull by keeping track of the
current convex hull, P; using an incidence graph. The Beneath-Beyond algorithm
consists of the following steps [20]:

Step 1: Select and sort points along one direction, say x;. Let s=
Py, Py, ...,P,_1 be input points after sorting. Process the points in an
increasing order.

Step 2: Take the first n points, which define a facet as the initial hull.

Step 3: Let P; be the point to be added to the hull at the ith stage. Let P; =
conv(Py, Py, ..., P;i_1) be the convex hull polytope built so far. This step
includes two kinds of hull updates:

(a) A pyramidal update is done when P; & aff (Py,Py,...,Pi—1)—
when P; is not on the hyperplane defined by the current hull. A
pyramidal update consists of adding a new node representing P; to
the incidence graph and connecting this node to all existing hull
vertices by new edges.

(b) A non-pyramidal update is done when the above condition is not
met, i.e. P; is in the affine subspace defined by the current convex
hull. In this case, faces that are visible from P; are removed and
new facets are created.

2.5 A Convex Hull-Based Regression

In regression, deviations between observed and estimated values are assumed to be
due to the random errors. Regression analysis is one of commonly encountered
approaches in describing relationships among the analyzed data. The regression
models explain dependencies between independent and dependent variables. The
variables, which are used to explain the other variable(s) are called explanatory
ones [21, 22].
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Although conventional regression has been applied to various applications,
problems may arise when they were encountered vague relationships between
input and output variables in which cases there assumptions made for regression
models are not valid any longer. This situation becomes a major reason behind a
lack of relevance of regression models [23].

Recall that a standard numeric linear regression model comes in the following
form:

Y=Ag+Ax; + - +Agxk. (15)

As an interesting and useful extension, Tanaka et al. introduced an enhance-
ment of the regression model by accommodating fuzzy sets thus giving rise to the
term of fuzzy regression or possibilistic regression [24]. The models of this cat-
egory reflect the fuzzy set based nature of relationships between the dependent and
independent variables. The upper and lower regression boundaries in the fuzzy
regression are used to quantify the fuzzy distribution of the output values.

As an alternative to the fuzzy specification, an inexact relationship among those
dependent and independent variables can be represented via fuzzy linear regres-
sion expressed in the following form:

?ZA()X() +A1X1+-~-+AKXK:A)C' (16)
where x = [xq,x1,...,Xk] is a vector of independent variables with xp = I; A=
[AO,;\ Is-- .,;\K] is a vector of fuzzy coefficients represented in the form of sym-

metric triangular fuzzy numbers and denoted by A; = (o, ¢;) with membership
function described as follows:

1——‘%;%‘, Cj#0,0Cj—C/'SCl/'SO(,'—FCj,
; g g ;
uA(aj) = 1, cj:0,cxj:aj, (17)
0, otherwise,

where o; and c; are the central value and the spread of the triangular fuzzy number,
respectively.

From the computational perspective, the estimation of the membership func-
tions of the fuzzy parameters of the regression is associated with a certain problem
of Linear Programming (LP) [21].

Given the notation used above, Eq. (16) can be rewritten as follows

Y: = (20, c0) + (o1, ¢1)x1 + (02, ¢2)x2 + -+ - + (0, )Xk (18)

where o; and ¢;(j =1,2,...,K) are the center and the spread of the predicted
interval of Aj, respectively.

The weakness of the implementation of the multidimensional fuzzy linear
regression can be alleviated by incorporating the convex hull approach [7, 25].



Information Granules Problem 49

In the introduced modification, the construction of vertices of the convex hull
becomes realized in real-time by using related points (convex points) of the graph.
Furthermore, Ramli et al. stated that the real-time implementation of the method
has to deal with a large number of samples (data). Therefore, each particular
analyzed sample stands for a convex point and is possibly selected as a convex hull
vertex. Some edges connecting the vertices need to be re-constructed as well [26].

Let us recall that the main purpose of fuzzy linear regression is to form the
upper and lower bounds of the linear regression model. Both the upper line YV and
lower line Y* of the fuzzy linear regression are expressed in the form:

YU = {Ag + A + - + A}V {Ax!} = !+ cx| (19)
YE={Ag+Aix; + -+ Agxg o {Ax ) = ax! — c|x| (20)

By using Egs. (19) and (20), the problem was converted to a general fuzzy
regression that is similar to the one shown below:

1. Evaluation (objective) function

n K
IB}CHZZCAPUL (21)

i=1 j=2

2. Constraints

K K
Py <o +co + Y Py + > ¢j| Pyl
= j=

K K (22)
Py >0 —co+ Y 0Py — Y cil Pyl
=2

(i=1,...,n). )

PieY &

The above expression can be further rewritten as follows:

YU ={v/li=1,...,n}

23
Yh={v"i=1,...,n} (23)

Here also arrive at the following simple relations for P;
Pa<Y/, PuzY; (i=1,...n) (24)

It is well known that any discrete topology is a topology which is formed by a
collection of subsets of a topological space y and the discrete metric p on y is
defined as
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py) g HE7 (25)

for any x,y € X. In this case, (X, p) is called a discrete metric space or a space of
isolated points. According to the definition of discrete topology, expression (24) is
rewritten as follows:

K

S(rY) =3 (Pl =0
=1
S0 = 3P <0

j=1

(26)

where assume that P;; = 1.
This formula corresponds with the definition of the support hyperplane. Under
the consideration of the range of

S()P#¢ and PCS* or PCS, (27)

the following relationship is valid:

()sr¥) =) s(r"h). (28)

This is explained by the fact that regression formula YY and Y* are formed by
vertices of a convex hull. Therefore, it is apparent that the constructed convex hull
polygon or more specifically, its vertices clearly define the discussed constraints of
fuzzy mathematical programming, becomes more reliable as well as significant for
the subsequent processes.

Recall that the convex hull of a set S of points while hull(S) is defined to be a
minimum convex set containing S. A point P € § is an extreme point of S if
P & hull(S — P). Hence P denotes the set of points (input samples) and Pc is the
set of vertices of the convex hull where P~ € P. Therefore, the convex hull has to
satisfy the following relationship:

conv(P) = conv(P¢) (29)
Introduce here the following set
Pe={xqgeRE|l=1,...m}CP (30)

where m is the number of vertices of the convex hull. Plugging this relationship
into (22), at the following constraints was arrived.
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K K
P <o +co+ Y Py 4 ¢l Pyl
= j=

- Lo o)
' l Py >0 —co + D Py — > ¢l Pyl
= =

i=1,...,m).

In virtue of Eq. (31), the constraints of the LP of the fuzzy linear regression can be
written in the following manner:

yi < o + el
yi€Yie < yi>oxt —clxi (32)
(i=1,...,m).

Moreover, in order to form a suitable regression model based on the constructed
convex hull, the connected vertex points are used as the constraints in the LP
formulation of the fuzzy linear regression. Considering this process, the use of the
limited number of selected vertices contributes to the minimized computing
complexity associated with the model [1].

3 A Real-Time Granular Based Fuzzy Regression Models
with a Convex Hull Implementation

In general, there are four major components of this proposed approach includes
genetically-guided clustering, sub-convex hull construction process, main convex
hull construction process and fuzzy regression solution. The description of related
components is shown in Table 1.

Furthermore, Fig. 1 shows the synopsis of the entire processes where there are
examples of four clustered sample of data (clustered feature vectors). In addition,
this clustered feature vectors were representing information granules. Sub-convex
hull were built for each of clustered feature vectors and based on Fig. 1, con-
structed of sub-convex hulls are clearly defined. Consequently, highlighted also a
main convex hull which was constructed depending on initially build of sub-
convex hulls. Therefore, this solution will covers entire clustered samples of data
or in other words, this proposed approach might consider for producing optimum
regression results.

In order to make clearly understand of the proposed approach, the flow of the
overall processing is presented, see Fig. 2. Some selected samples of granular data
were load into the system. Then, GA-FCM is used for assigning relevance number of
granules. Additionally, GA-FCM has been selected in this process because the ability
to clearly define as well as separate the raw samples into associated granule. Even
though GA-FCM could be required some additional processing time comparing with
conventional FCM, the accurate result of produced classes are achievable.
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Table 1 A description of the main components of the proposed approach

No. Component Involved Description
algorithm/
processes
1. Genetically- GA-FCM The used of GA-FCM algorithm for identify
guided algorithm appropriate clusters which were representing
clustering information granules
2. Sub convex hull Beneath-Beyond Build a sub convex hull polygon for each identified
construction algorithm cluster. This process will be repeated until all

identified clusters achieved. The number of
constructed convex hull should be same with
constructed clusters

3. Convex hull Beneath-Beyond Build a convex hull polygon, which covers the whole
construction algorithm constructed sub convex hull polygon
4.  Fuzzy LP formulation Used convex hull vertices in LP formulation of
regression for fuzzy regression formulation fuzzy regression for
solution producing optimal models
Sub clusters/information
granules

09t

081

06}
05}
04}
03
02

0.1\ A

oz} 1~

Clustered feature vectors
.

Main clusters/information
granules

L 1 1 1 1 1 Ll 1 L J

Fig. 1 An illustration of constructed sub-clusters and a main cluster

The following process involving convex hull construction where Beneath-
Beyond algorithm has been selected here. During this process, the outer points of
each constructed granule is completely identified. The selected outer points were
connected each other for producing particular edges. The combination of connected
edges will produce a convex hull polygon. In this situation, the produced convex hull
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Loadasamples of granulardata

!

Assigningrelevance number of granules

l_. Perform GA--FCMclustering
algorithm

Convex hull construction

L Identify the outer points ofeach
constructad information granule

I—c Perform convex hull approach
®_‘ (Beneath-Beyondalgorithm)

Select and sort pointsalong
one direction

Connect eachofthe selected
- 3 - locus points
Identify the outer points ofthe (construct convex edges)
- - r - =
intersection‘overlap obtamed
informationgranules Connectconstructed edges

(create boundariesofa
convex hull)

Omit points thatarescatted
Finding optimal fuzzyregression models mside constructed convex
hull

r

.Used convex hull pointsas constraint for
LP of fuzzy linearregression formulation

Newly
samples
load?

Yes

Outputthe solution and process
terminate @

No

Fig. 2 A general flow of processing

categorized as sub-convex hull. Furthermore, these sub-processes will be iterated
until desired point of data are classified under appropriate information granules.

The next sub-process is focusing on construction of main convex hull. This task
will concentrate on finding the outer points which representing vertices of con-
structed sub-convex hulls by taking account of whole constructed sub-convex hull
as once.

In the end, the final step consists of finding an optimal fuzzy regression model
with utilization of main convex hull points or vertices. At this point, an optimal
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fuzzy regression models will be produced and process will be also terminated if the
final group of data samples is fully arrived into the proposed approach and
completely processed.

As a summarization of this part, some iterations of the overall procedure
considering that more data become available in the future being completed. Say,
new samples are provided within a certain time interval, e.g., they could be arrived
every 10 s. Related to the comments made above, it becomes apparent that the
quality of granular based fuzzy regression model can be improved by the hybrid
combination of GA-FCM algorithm with convex hull-based fuzzy regression
approach. The quality refers to the computing time as well as the overall com-
putational complexity.

All in all, it do not have to consider the complete feature vectors for building
regression models; just utilize the selected vertices, which are used for the con-
struction of the convex hull. As mentioned earlier, these selected vertices come
from a sub-convex hull, which represents appropriate information granules..

Therefore, this situation will lead to the decrease of the computation load. On
the other hand, related to the computational complexity factor for the subsequent
iteration, it will only consider the newly added samples of data together with the
selected vertices of the previous convex hull (main constructed convex hull
polygon). For that reason, this computing scenario will reduce the computational
complexity because of the lower number of the feature vectors used in the sub-
sequent processing of regression models.

4 A Numerical Example and Performance Analysis

A simple numerical example presented here, quantifies the efficiency of the pro-
posed approach in the implementation of real-time granular based fuzzy
regression.

As a guidance of this simulation example, Fig. 3 shows an illustration of a real-
time reconstruction of a fuzzy classification analysis that involves a dynamic
record/database. For instance, each of the iterations may have had the same
amount of newly arrived data. As mentioned earlier, the amount of data increased
as time progressed. Note that the initial group of samples was taken as the input for
the first iteration process. It can see here the increase in the volume of data with the
real-time arrival of new data.

Before going further into this precious section, affirmed here that, computer
specification which has been used to perform the whole processes. The specifi-
cations of machine are; a personal notebook PC with Intel(R) Pentium CORE(TM)
Duo 2 CPU (2.00 GHz) processors combined with 2 GB DDR2 type of RAM.
Moreover, Windows Vista Business Edition (32 bit) was an operating system
installed into this machine.

Based on Fig. 3, assume that an initial group of samples consists of 100 data of
the well-known Iris data set [27]. Considering a distribution of these data,
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Fig. 3 An illustration of an !
increasing record/database
along with time consumption
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constructed sub-convex hull polygons, which become the boundary of each
identified cluster (or information granule) were successfully completed, see Fig. 4.

Referring to the figure highlighted (Fig. 4), there are 3 constructed sub-convex
hulls called c/1, ¢/2 and cl3. Table 2 covers the details of all clusters.

Next, a main convex hull which covers those sub-convex hulls has been con-
structed and among 22 of total selected clustered feature vectors (or loci points) as
stated in Table 2, only 11 points were selected as convex hull vertices, see Fig. 5.
In addition, these selected vertices are located as the outside points of the con-
structed clusters. By solving the associated LP problem that considered these
selected vertices as a part of the constraint portion standing in the problem, we
obtained the optimal regression coefficients, see below. In addition, # = 0.05 has
been selected to express goodness of fit or compatibility of data and the regression
model

y = (2.071,0.163) + (0.612,0.096)C1 + (0.639,0.075)C2 — (0.412,0.000)C3
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Table 2 Details of the obtained cluster along with the number of selected vertices for initial

group of data samples

No. Obtained clusters Selected vertices
1. Cluster 1 (cll)
2. Cluster 2 (cl2)
3. Cluster 3 (cI3)

Clustered feature vectors

Fig. 5 Constructed of main convex hulls for initial samples of data

where

C1 input variable for Sepal Length,

C2  input variable for Sepal Width, and

C3  input variable for Petal Length,

with

Constant value = 2.071, spread = 0.163,

Coefficient of Sepal Length = 0.612, spread = 0.096,
Coefficient of Sepal Width = 0.639, spread = 0.075, and
Coefficient of Petal Length = 0.412, spread = 0.000.

To deal with a real-time scenario, a group of samples taken from the same data
set, which consists of 50 patterns has been added into previously selected patterns.
In this case, assume that an iteration process has been completed. Table 3 shows
the details of each sub-convex hull for initial group together with newly added data

samples and Fig. 6 illustrate this related outcome.



Information Granules Problem 57

Table 3 Detailed description of the clusters and the number of selected vertices for initial group
together with newly added data samples

No. Obtained clusters Selected vertices
1. Cluster 1 (cll) 9
2. Cluster 2 (cl2) 10
3. Cluster 3 (cl3) 7
Fig. 6 Obtained clusters and Clustered feature vectors
4.5
constructed sub convex hulls
for initial together with the
newly added samples of data "
35¢
3+
25¢
2
4

The total number of selected vertices for this newly data volume is 26 and out
of them, the main constructed convex hull only used 10 vertices, refer to Table 3.
Finally, the obtained fuzzy regression model comes in the form;

y = (1.855,0.173) + (0.651,0.102)C1 + (0.709,0.095)C2 — (0.556,0.000)C3

where

C1 input variable for Sepal Length,

C2 input variable for Sepal Width, and

C3  input variable for Petal Length,

with

Constant value = 1.855, spread = 0.173,

Coefficient of Sepal Length = 0.651, spread = 0.102,
Coefficient of Sepal Width = 0.7099, spread = 0.095, and
Coefficient of Petal Length = 0.556, spread = 0.000,
while Fig. 7 shows the clustered feature vectors.

As early stated in the initial part of this research, one of main contribution
towards this research is related with processing time factor. Consequently, the
details of recoded time-length can be found in Table 4. In addition, this table also
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Clustered feature vectors
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Fig. 7 Construction of main convex hulls for initial configuration together with newly added
samples of data

Table 4 Granules-based fuzzy regression performance: details

Approach Cycle Selected feature Time-length
(Iteration) vectors® (s)

FCM classification with conventional Ist cycle (22) [22] 01.42
regression 2nd cycle (26) [26] 02.05

GA-FCM classification with conventional Ist cycle (22) [22] 01.63
regression 2nd cycle (26) [26] 02.24

Proposed of granular-based fuzzy regression 1st cycle (22) [11] 00.28
approach 2nd cycle (26) [10] 00.37

*(Total number of vertices—sub convex hull), [Total number of vertices—main convex hull];
(- Represents equation; []- Represents reference

shows some related time instance which purposely for producing appropriate fuzzy
regression models for identified information granules base on several conventional
approaches. In this situation, the same samples of data were used while FCM as
well as GA-FCM (both purposely for obtaining information granules class)
together with conventional regression approach have been implemented
accordingly.

It can see here, time-length recorded for initial samples of data (first cycle) is
only 00.28 s and for the second following cycle is only needs 00.09 s additional
time-length which becomes 00.37 s in total. Comparing with both combination of
FCM with conventional fuzzy regression as well as GA-FCM with conventional
fuzzy regression, notice that, the proposed approach looks more significant
especially in term of time consumption. In addition, both of these combinations
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approach are likely not too much different particularly related to the time
expenditure point of view and it can be realized here, that although some number
of data samples are added together with initial group of data samples, the overall
time consumption as well as computational complexity can be extremely
decreased.

As previously discussed in the early portion of this section, the proposed
approach can shorten overall time length due to the reused of produced sub as well
as main convex hull polygon. Shown here also, deployment of FCM and GA-FCM
with conventional regression approach, as tabled results, both of these combination
have to consider all analyzed data for the first cycle and reconsider them again plus
with newly arrived data for the second cycle, see Table 4. This situation requires
additional time-length and computational complexity might be increased.

On the other hand, focusing to the accuracy factor of the produced regression
models employing the proposed approach, noticed that those constructed models
are likely similar comparing with the models which was generated through utili-
zation of both FCM as well as GA-FCM classification approach combined with
conventional regression approach. Additionally, the differences range of desire
constant, coefficient and spread values are between 0.006. Therefore, it can be
concluded that, the precision level of obtained fuzzy regression models with the
use of the proposed approach is greatly accepted.

In summary, it can be highlighted here that, the proposed of granular-based
fuzzy regression reaches the best performance for real-time data processing.

5 Conclusion and Future Works

In this chapter, an enhancement of the IDA tool of fuzzy regression completed in
the presence of information granules have been proposed. Generally, the proposed
approach first constructs a limited number of information granules and afterwards
the resulting granules are processed by running the convex hull-based regression
[6]. In this way, it have realized a new idea of real-time granular based fuzzy
regression models being viewed as a modeling alternative to deal with real-world
regression problems.

It is shown that information granules are formed as a result of running the
genetic version of the FCM called GA-FCM algorithm [3]. Basically, there are two
parts of related process, which utilize the convex hull approach or specifically
Beneath-Beyond algorithm; constructing sub-convex hull for each identified
clusters (or information granules) and building a main convex hull polygon which
covers all constructed sub-convex hulls. In other word, the main convex hull is
completed depending upon the outer plots of the constructed clusters (or infor-
mation granules). Additionally, the sequential flow of processing was carried out
to deal with dynamically increasing size of the data.

Based on the experimental developments, one could note that, this approach
becomes a suitable design alternative especially when solving real-time fuzzy
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regression problems with information granules. It works efficiently for real-time
data analysis given the reduced processing time as well as the associated com-
putational complexity.

This proposed approach can be applied to real-time fuzzy regression problems
in large-scale systems present in real-world scenario especially involving granular
computing situation. In addition, each of the implemented phases, especially GA-
FCM process and both sub and main convex hull construction processes have their
own features in facing with dynamically changes of samples volume within a
certain time interval. As a result, this enhancement (or hybrid combination) pro-
vides an efficient platform for regression purposes. Although in this paper it dealt
with small data sets (and this was done for illustrative purposes), it is worth noting
that method scales up quite easily.

In further studies, it plan to expand the proposed approach by incorporating
some other technologies of soft computing and swarm intelligence techniques such
particle swarm optimization (PSO) or ant colony optimization (ACO).
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How to Understand Connections Based
on Big Data: From Cliques to Flexible
Granules

Ali Jalal-Kamali, M. Shahriar Hossain and Vladik Kreinovich

Abstract One of the main objectives of science and engineering is to predict the
future state of the world—and to come up with actions which will lead to the most
favorable outcome. To be able to do that, we need to have a quantitative model
describing how the values of the desired quantities change—and for that, we need
to know which factors influence this change. Usually, these factors are selected by
using traditional statistical techniques, but with the current drastic increase in the
amount of available data—known as the advent of big data—the traditional
techniques are no longer feasible. A successful semi-heuristic method has been
proposed to detect true connections in the presence of big data. However, this
method has its limitations. The first limitation is that this method is heuristic—its
main justifications are common sense and the fact that in several practical prob-
lems, this method was reasonably successful. The second limitation is that this
heuristic method is based on using “crisp” granules (clusters), while in reality, the
corresponding granules are flexible (“fuzzy”). In this chapter, we explain how the
known semi-heuristic method can be justified in statistical terms, and we also show
how the ideas behind this justification enable us to improve the known method by
taking granule flexibility into account.
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1 Understanding Connections Based on Big Data:
An Important Practical Problem

What are our main objectives? The role of science and engineering. We have
preferences: we want tasty food, we want a comfortable environment, we want to
stay healthy, etc. In general, we have many objectives. We are making individual
and collective decisions so as to satisfy these objectives; to be more precise, we
select actions which maximize our degree of satisfaction in these objectives.

To be able to select appropriate actions, we need to be able to predict the
consequence of different actions. Crudely speaking, this is what we usually
understand by science: we know the current state of the world, we describe what
actions we plan to perform, and we want to predict the future state of the world.

Once we can do that, we need to select a sequence of actions which will be the
most beneficial; crudely speaking, this is what we usually understand by engi-
neering. For example:

e Science predicts what happens to a rocket if we launch it in a certain direction.
e Based on these predictions, we can solve an engineering problem—find in what
direction we must launch a rocket so that it will, for example, reach the Moon.

While praising successes of science and engineering, we need to remember
that these successes are based on understanding connections. In the last several
centuries, science and engineering achieved many things—we have successfully
overcome many diseases, we drastically increases the life expectancy, we reached
the Moon. These successes are based on complex quantitative methods of modern
science and engineering.

In spite of all these successes, in some areas—such as economics—we still do
not have good predictive models. The reason is simple. In general, there are many
factors which could potentially affect the desired values. In many physics prob-
lems, we have succeeded in pinpointing a few relevant factors—and showing that
all other factors can be safely ignored. For example, the acceleration of a rocket is
determined by the forces acting on this rocket—gravity and aerodynamic resis-
tance. Once we know that the desired value depends on the few parameters, we can
use experiments to find the exact quantitative form of this dependence.

In contrast, in economics, we cannot dismiss any of the factors. As a result,
potentially, we have a function of very many variables. To describe such functions,
we need a very large number of parameters—much more parameters than the
number of data points.

In other words, to be able to build a successful quantitative model, we first need
to understand with which quantities the desired quantity is connected—and with
which it is not. In other words, understanding connections is an important pre-
requisite for successes of science and engineering.

This importance can be also illustrated on examples from medicine. For some
diseases—Ilike cholera or malaria—originally many factors were considered: for
example, that malaria is caused by swampy air, etc. (not to count such weird
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hypothesis as witchcraft and divine punishment for sins). When many possible
factors were considered, no easy model of these illnesses existed, and no good cure
was known. Once the scientists succeeded in determining the unique factor
determining each of these diseases—the corresponding bacteria—this opened the
possibility for developing successful medicine.

In contrast, for many types of cancer, we still have too many possible factors—
viruses, pollution, stress, genetic mutations, etc. As a result, for these cancers, we
do not have a good cure.

How connections are determined now. Traditionally, connections are deter-
mined by statistical methods; see, e.g., [18]. We observe some relation between the
two processes: e.g., we observe that patients getting a certain medicine tend to
recover faster, that the two DNA samples match, etc. This may be a random
coincidence. So, in order to check whether the observed relation is statistically
significant, we compute the probability p that this observed relation can happen for
two unrelated processes. If this probability is smaller than a certain threshold pq
(called a p-value), we conclude that there is a statistically significant connection; if
the probability p is larger than p,, then we cannot make this conclusion. Usually,
practitioners take p, = 0.05 or, sometimes, pg = 0.01.

The connection-building task has been used in a variety of contexts: entity
networks [5, 8], image collections [6], cellular networks [2, 7], social networks [4],
and document collections [8, 9, 11]. All these research efforts focus on finding
connections between objects that are apparently disjoint. A solution to the con-
nection building task generally depends on the commonality between some
intermediaries to reach the target object. Swanson refers to the notion of neigh-
boring commonality as complementary but disjoint (CBD) structures [20],
whereby two arguments may exist separately that when considered together lead to
new insights, but the objects exhibiting these two arguments are unaware of each
other. The proposed solution to connection building in this chapter leverages a
similar principle.

Enter big data. Modern technology has led to a drastic increase in the amount
of possible observations—and in the number of parameters related to each
observation that we can measure and record. In principle, with devices like Google
Glass, we can record everything that we see—and more generally, everything that
is happening in the world. The resulting amount of data is so huge that not only a
single researcher cannot review all this data—even the existing computer algo-
rithms cannot process all this data. This phenomenon is known as big data; see,
e.g., [3, 14, 19].

Traditional methods do not work well for big data: formulation of the
problem. In the traditional statistical approach, we made few observations, so
observed connections were relatively rare. In the big data, we record so many
parameters that everything appears connected.

For example, traditionally, when we had to rely on human witnesses, the fact
that the victim and the suspect were seen together (or could be indirectly con-
nected by a convincing chain of such seen-together events) was a strong argument
for the suspect’s guilt.
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Nowadays, with numerous security cameras recording many moments of our
lives—from walking the streets to attending football games on a stadium—there
are so many pairs of people who happen to be together at the same time in the
same place simply by accident, that it is extremely difficult to separate such
random encounters from true connections.

So, for big data, we need new methods to find out which joint appearances
correspond to true connections and which do not.

Technical challenges related to the use of big data. One of the main chal-
lenges in using big data is that, as we have just mentioned, the use of big data leads
to the need for developing new data processing algorithms.

However, even in situations when we can use the traditional data processing
algorithms, the need to apply these algorithms to big data often leads to technical
challenges. For example, in many practical situations, data processing data starts
by estimating the usual statistical characteristics such as covariances etc. The usual
algorithms for computing these characteristic assume that the whole data set is
placed in the computer memory—and algorithms whose running time is quadratic
or even cubic in terms of the size of the data set are quite feasible. In contrast, for
big data, the size of the data set exceeds the computer memory’s ability—and for a
data set consisting of billions of records, quadratic-time algorithms require 10'®
computational steps—which is not very realistic, even on highly parallel com-
puters; see, e.g., discussions in Sect. 3.

All this need to be taken into account when we process big data.

What we do in this chapter. Our main objective is to study how to detect true
connections based on the big data.

e We start with describing the semi-heuristic methods which have been proposed
for solving this problem, as described, e.g., in [8, 9].

e Then, we describe the limitations of the existing methods. Some of these
limitations are related to the fact that the existing methods are based on using
crisp granules (clusters), while real-life clusters are flexible (“fuzzy”); see,
e.g., [15].

e Finally, we describe how these limitations can be overcome—in particular,
how we can use flexible granules (clusters) to understand true connections
based on the big data.

Two case studies. The existing method has been tested on two big-data
situations.

First case study: intelligence analysis. The paper [8] deals with intelligence
analysis. Specifically, we have a huge database of documents. Based on these
documents, we need to detect possible true connections between adversaries. The
existing documents provide only possible relation—e.g., if two names appear in
the same document, this may be an indication that the two persons are connected.
The document may combine the name of the person with the name of the hotel
where this person stayed at a certain night—and if another document shows
another person staying at the same hotel, this may be an indication of a true
connection between them.
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The mere fact that the two names appeared in the same document does not
necessarily mean that these names are actually connected—for example, one of the
authors (V.K.) was born in the same city of St. Petersburg, Russia, as Grigory
Perelman (of the Poincaré conjecture fame), graduated from the same St. Petersburg
University, shared the same PhD advisor—but he never met Perelman in person, so
there is clearly no true direct connection. However, if there are many such con-
necting documents, it increases the probability that the two names are actually
connected—and at some point, we should be able to conclude, with a reasonable
confidence, that there is a true connection.

Second case study: biomedical publications. The paper [9] deals with bio-
medical publications. The field of biomedical research has become so specialized
that it is no longer easy for a human specialist to trace all relevant papers—or even
to find all relevant papers. Finding such relevant papers is extremely important
because in many cases, by combining the ideas presented in related papers, we can
come up with a synergistic effect of an even better cure. Here also, we have a huge
database of documents—this time, of papers. Based on these documents, we want
to find true connections between the papers.

Similar to the intelligence analysis case, we can come up with criteria of when
two papers may be connected: e.g., if they share keywords or share references, etc.
Based on this information, it is necessary to decide when the two papers are
actually connected and when the seeming connection is accidental.

2 General Case: How to Describe Available Information

General situation. In general:

e We have a large set of entities: persons, locations, organizations, dates, etc. for
the intelligence database, biomedical articles, etc.

e We also have a huge database of features: documents for the intelligence
database, biomedical terms for the publications database, etc.—which enable
us to relate some entities.

Based on this information, we have to decide which entities are actually con-
nected and which are not.
Description of the available information. In general:

we have entities e,
we have features f, and we have associations between entities e and features f:
for example,

— a name e is mentioned in the document f,
— aterm f appears in a paper e, etc.
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For some ¢ and f, we may have several associations—e.g., the name e is
mentioned several times in the document f, or the term f appears several times in
the paper e.

Some other notations are as follows:

e we will denote the set of all entities by ¢&;
e we will denote the set of all features by % ; and
e for each e and f, we will denote the number of associations between e and f by

e -

The total number of entities is equal to || and the total number of features is
equal to |Z|. Tt is also useful to describe:

o for each feature f, the set e(f) déf{e € & :nep > 0} of all entities associated

with the feature f, and

e for each entity e, the set f(e) dg{f € F :n.y >0} of all features associated

with the entity e.

First step of the usual document analysis: describing the weight V(e,f) of
the feature f for the entity ¢. Based on information about associations between
entities and features, we can decide which features are more important for a given
entity and which are less important.

Intuitively, the larger the number of associations between the entity and the
feature, the more confident we are that this association is meaningful—for
example, one mention of a name in a document may be accidental, but if the same
name appears several times, we become confident that this is a connection between
the name and the document.

Similarly, the fewer entities are associated with the feature, the more confident
we are that this association is meaningful. When two people are listed in the same
document, then how meaningful is this association depends on how many other
people are listed in this document. For example, if two people are listed in the
same New York City phone book, a document that lists millions of other people,
this does not mean much beyond the fact that they both live in New York City—
and is clearly not an indication that there is a special connection between these two
people. On the other hand, if two people are listed in the hotel bills issued on the
same day by the same small bed-and-breakfast hotel, then there is a high possi-
bility that they met each other—e.g., at breakfast.

Let us describe this qualitative idea in numerical terms. In situations like this,
when we have several entities associated with a feature, a reasonable idea is to use
the amount of information, i.e., the number of binary (“yes”—“no”) questions
(bits) which are needed to find the desired entity.

In general, if we know that an unknown object belongs to the set consisting of
N elements, then we can divide this set into two halves and, by asking a binary
question, find out which half the desired object belongs to. After we receive a reply
to the binary question, we know that the objects belongs to one of the corre-
sponding halves. So, after we get the reply to the first binary question, we now
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have a set with %: N - 271 elements which is known to contain the unknown
object. By asking the second binary question, we can again halve the resulting set;
so, after we get answers to two binary questions, we have a set with N =N-272
elements which contaln the unknown object. After three binary questlons we get a
set with 3 N = N -273 elements, etc. In general, after receiving answers to ¢ binary
questions, we get a set of N -27¢ elements which contains the desired element.
When we reach N -277 = 1, this means that this set consists of the single ele-
ment—i.e., that we have pinpointed the desired alternative. Thus, for the case of
N alternatives, the corresponding information (number of binary questions) can be
determined from the equation N - 279 = 1, and is, thus, equal to g = log, (N).

Originally, we have |&| entities; the corresponding amount of information is
equal to log, (|&]) bits. Once we know that an entity is associated with the feature f,
we thus limit ourselves to |e(f)| entities; in this case, the corresponding amount of
information is equal to log,(Je(f)|) bits. Thus, the very fact that the entity is
associated with the feature f enables us to reduce the number of questions by the
value

£1) — logs(le(F)]) = log, (ﬁ) 0

log, (

Similarly, the effect of multiple associations can be describe by counting how
many additional binary questions we can afford and still keep an association with
the desired entity. We start with n,; mentions. Each binary question decreases this
number by half; g questions decrease this amount to n.r-279. As long as this
remaining number is >1, we still have some association. The largest number ¢ for
which we can still get as association can thus be determined from the condition
that n.y - 277 = 1, and is, thus, equal to ¢ = log,(n.s). To take into account the
fact that we deal with additional questions, we usually add 1, ending up with
1+ logy (ey).

The overall importance of the feature fin entity e can be obtained if we multiply

logz( ¢ ‘Q by the importance factor 1 + log,(n,s), resulting in the product

le(f)

2

1o, (1 + Togs(neg) oo (1171, @

This formula is one of the versions of term frequency—inverse document fre-
quency (tf-idf) modeling; see, e.g., [12, 16].

For each entity e, we thus get the importance I(e, f) of different features f. These
values of importance are usually normalized, i.e., multiplied by a constant so that
the mean square importance is equal to 1 (this is known as cosine normalization).
As a result, we get the formula
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&
(1 +1log,(nes)) - log, (\J(fgl)

\/z,ef (11 + togs (ney)) - 1oga (25)) |

From weights to distance between entities. For each entity e, we have the
weights V(e, f) corresponding to different features f. Thus, as a measure of
closeness between two entities ¢; and e,, we can take the distance between the
corresponding vectors (V(e,f1), V(e,f2),...).

Vief) =

In the usual Euclidean distance d(a,b) = /(aj —bi)* +---, we add the
squares of the differences. Since each value V(e, f) represents the number of bits, it
makes more sense to take the actual differences—since each difference reflects the
number of additional questions. Thus, we take

61,62 Z |V elaf 627f)| (4)

fez

This distance depends on the number of features: e.g., if, in addition to the
documents, we store their copies, the distance increases by a factor of two. To
avoid this dependence, the distance d(e;, e,) is usually normalized to the interval
[0,1]—by dividing by the largest possible value of this distance.

How can we estimate the largest possible value of this distance? In general,
when we do not know the actual values a and b of two non-negative quantities, and
we only know upper bounds @ and b on these quantities, then the largest possible
value of the difference |a — b| is equal to max(a, b). Indeed:

if a<b, then |[@ — b| = b — @< b and thus, b| <max(a,b);
e similarly, if b <@, then [a — b| =a — b<a and thus, |@ — b| < max(a, b).

Thus, in both cases, we have |a — b| < max(a, b).
The bound max (@, b) can be attained:

e if a<b, then it is attained for @ = 0 and b = b;
e if b<g, then it is attained for « = @ and b = 0.

By applying this result to @ = V(ey,f) and b = V(e,,f), we conclude that for
each f, the maximum possible value of the difference

[V(er.f) — V(e f)| (5)

can be estimated as max(V(ey,f), V(ea,f)). Therefore, the largest possible value
of the sum > . 7 |V(e1,f) — V(e2,f)| can be estimated as
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> " max(V(er.f), V(ea.f)). (6)

fe7

By dividing d(ey, ;) by this bound, we get the formula

def Zfef V(elvf) - V(eZaf)l

D(er,e2) = Zfef max(V(ey,f), V(e f))

()

This formula is known as the Soergel distance.

Comment. It is worth mentioning that the Soergel distance is a metric, in the
sense that it is symmetric D(ey, ;) = D(ez, e;) and satisfies the triangle inequality
D(ey, e3) <D(ey,ez) + D(ey, e3).

Resulting description. As a result of the above preliminary analysis, we rep-
resent the given information as a weighted graph:

e in this graph, nodes (vertices) represent entities, i.e., the set of all the nodes is
the set of all the entities &;

e for each two entities (nodes) e; and e,, we know the distance D(ej,e;); in
graph terms, this distance can be represented as the weight of the edge between
(41 and €.

3 A Known Semi-heuristic Method for Detecting True
Connections Based on Big Data: A Brief Description

Direct and indirect connections. In some cases, we have a direct connection
between the two objects—e.g., when two (or more) terrorist suspects meet together
to plot future attacks.

Sometimes, the two suspects never (or rarely) meet in person, but they are
plotting together via intermediaries—in this case, we have an indirect connection.
In this case, we have a direct connection between the first suspect and the inter-
mediary, and we have a direct connection between the intermediary and the second
suspect—and we can use these two direct connections to make a conclusion that
the two suspects are indirectly connected.

Detecting indirect connections is based on detecting direct ones. Because of
this:

e we will first describe how direct connections are detected, and then
e we will describe how detected direct connections are combined to detect
indirect connections.

From the original weighted graph to a simpler (non-weighted) one. In
general, for every two nodes e; and e,, we know the distance D(ey, ;). The larger
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the distance, the less probable it is that the corresponding entities are actually
connected.

e When the distance is very small, there is a high probability that the entities are
connected. So, it is possible to conclude that the entities are connected if we
need to make a definite decision about the connectivity.

e When the distance is close to 1, this probability becomes very small. So, we
can conclude that the entities are not connected when a boolean decision about
the connectivity is essential.

As we increase the distance from O to 1, there should be a point 6 at which our
decision changes from “connected” to “not connected”. Once this threshold value
0 is determined, we can then simplify the original weighted graph into a simplified
non-weighted graph %. In this simplified graph, the nodes (entities) e, and e, are
connected by an edge if and only if D(ey,e;) <6.

Detecting direct connections: idea. As we have mentioned, if we have an edge
between two entities e; and e, it is probable that there is an actual connection, but
we cannot conclude this with confidence—since the edge may be caused by
coincidence. If we also have a third entity e3, and every two of the three entities e,
€5, and e3 have an edge, then the probability that all the three edges are accidental
is much smaller. As a result, our confidence that e; and e, are connected increases.
Similarly, if there is a fourth entity e4 and every two out of four entities have an
edge, the probability increases.

In general, we may have £ entities e, e»,..., ¢, for which every two entities have
an edge. Such a set of nodes is known as an ¢-clique. The larger ¢, the higher our
degree of confidence that e; and e, are actually connected. Thus, there is a
threshold value k starting from which this confidence becomes so large that we can
confidently conclude that e; and e, are actually connected.

This idea leads to the following algorithm for detecting direct connections.

Detecting direct connections: resulting method. We select a distance
threshold 0 € (0,1) and an integer k. We claim that two nodes e; and e, are
actually directly connected in the graph % if in this graph, there is a k-clique
containing both e; and e,.

In other words, we claim that the entities e; and e, are directly connected if
there exist edges es,...,e; such that D(e;,e;) <0 for all i,j € {1,2,...,¢}.

Detecting a general connection: resulting method. A natural idea is to claim
that the nodes e; and e, are actually connected if there is a chain of nodes ¢; = e,
C2,..., C1y Cir1 = €5 such that for every i, the nodes c; and c;, are actually directly
connected. This is equivalent to saying that in the graph ¥, there is a chain of k-
cliques Gy, Gs,..., G; which connect ¢; and e, in the sense that:

e the first clique G, contains the node e,

e cvery two neighboring cliques have at least one common node, that is,
Gi n Gi+1 7é @, and

e the last clique G, contains the node e,.
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Fig. 1 Connection between the two suspects (Reproduced from [8])

How to select parameters of the method. The method described above used
two parameters: 0 and k. The values 0 and k need to be determined empirically—
e.g., by using examples where true connections are known and finding the values 0
and k for which this method reproduces these known true connections as accu-
rately as possible.

For example, for intelligence analysis [8], the values 0 = 0.93 and k = 6 lead
to a good outcome; see Fig. 1.

How to implement the above method: need for approximate techniques. At
first glance, the above methods can be directly translated into algorithms.

To find out whether two nodes e; and e, are part of a k-clique, i.e., whether
there are k — 2 nodes ej3,..., ¢, which form a clique, we can try all possible
combinations of k — 2 nodes. If we denote, by N, the total number of nodes in the

graph G, i.e., the total number of entities, then this would require ( K 117 2) ~

N2 steps.

The problem with this idea is that we are dealing with big data, where the
number N of entities is already huge—for example, the US no-fly list containing
possible suspects has about a million people in it. For the value k = 6 corre-
sponding to intelligence analysis, we will need N* computation steps. For N ~ 10°,
this leads to N* ~ 10** computation steps—way beyond the capabilities of modern
computers.

The situation is even worse in the general case, when we look for possible
indirect connections. In this case, to check whether the given nodes e; and e, are
connected, a natural idea is to try all possible k-cliques containing ey, i.e., for all
possible tuples of k — 1 nodes ey, .. ., e, which, together with the given node ey,

N

form a k-clique. We need < —1

) ~~ Nk-1 steps, which, for k = 6 and
N = 10°, requires 10°° computational steps.

How the above method is algorithmically implemented: idea. First, the
papers [8, 9] use the concept lattice algorithms to come up, for each entity e, with a
list of the closest ones. Then, for each node ¢ and for each m, we can find a m-
neighborhood of e—i.e., the set consisting of m closest nodes.

Suppose now that we need to check whether the two nodes e; and e, are
connected by a chain of k-cliques. According to the above method, we need to first
find a k-clique containing the node e;. Since, as we have mentioned, there are too
many possible sets of k — 1 nodes, instead of looking for all possible nodes, we
only look for k-cliques among the m nearest nodes; thus, the value m must be
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selected in such a way that the resulting amount of possible combinations
( k— 1 ) does not exceed the computational ability of the available computer.

In this manner, we find one or more k-cliques containing the node e;. According
to the method, all the nodes in all these k-cliques are thus assumed to be actually
directly connected to e;. One of these nodes should start the next k-clique. How
can we select, out of these nodes, the node ¢, which is the most promising to start
the new k-clique?

In order to select this node c¢,, let us recall that when for some k, we claim that
the existence of a k-clique confirms the existence of a true connection, in reality,
there is still a probability that the observed “connection” was accidental—this
probability is very small but still positive. We then conclude that two nodes related
by a chain of k-cliques are actually connected. For this conclusion to be true, all
the k-cliques must be actually connected. If only one the k-cliques is accidental—
the whole conclusion fails. Here, the probability that the conclusion is false is
equal to the probability that either the first k-clique is accidental, or that the second
k-clique is accidental, etc. The longer the chain, the higher this probability. Thus, it
is desirable to construct chains of k-cliques which are as short as possible.

Intuitively, the larger the distance between the two nodes, the longer the chains
which connect them. To be more precise, we need to take into account that different
links correspond to different distance. What we thus really want to minimize is the
overall distance, not just the overall number of steps. If we select a node ¢’ as the nest
step c,, then the overall chain-following distance between e; and e, can be estimated
as the sum of the distance from e to ¢’ and from ¢’ to ey, i.e., as D(ey, ¢') + D(¢', e2).
We therefore select a node for which this sum is the smallest possible.

A similar greedy-algorithm idea can be used on the next step, etc. As a result,
we arrive at the following algorithm.

How the above method is algorithmically implemented: details. We want to
check whether the given nodes e; and e, are actually connected—and if so, we
want to design a chain of events ¢; = ey, ¢3,..., ¢;, and ¢;41 = e, in which each ¢;
id directly connected to ;.

In the algorithm, we start with ¢; = e, and we select the nodes c», c3,..., ¢, one
by one. For every i, once the node c; is selected, we find m nodes which are the
closest to ¢;. Out of these m nodes, we test all possible subsets of k — 1 nodes, and
for each subset, we check whether this subset, together with c;, forms a k-clique.
(To be more precise, all m elements have an edge with c,—otherwise why consider
them; thus, it is sufficient to check that the selected X — 1 nodes form a (k — 1)-
clique.) For each subset which leads to a k-clique, we record all its nodes.

o If one of the recorded nodes is ¢,, we are done—we have found a chain of k-
cliques between e; and e,.

e If none of the recorded nodes coincides with e,, then out of all recorded nodes
e, we select, as the next node c;, in the chain, the recorded node for which the
sum D(c;,e) + D(e, ey) is the smallest possible.
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If, after a certain number T of steps, we do not teach e,, we conclude that e; and
e, are not actually connected. (This maximum number of steps 7 needs to be
determined empirically.)

Empirical success. In both applications—to the intelligence analysis and to the
biomedical publications—the above method has led to good results, i.e., to the
concluded connections for which the high percentage were confirmed by experts as
meaningful.

An auxiliary comment: how to gauge our confidence in the results of the
method. In general, as we have mentioned, the larger the clique size, the larger our
confidence that the nodes are actually connected.

Thus, once we have found that the given nodes e; and e, are connected by a
chain of k-cliques—and thus, we have concluded that e; and e, are actually
connected—we can gauge our degree of confidence in this conclusion by checking
whether e; and e, can be connected by a chain of (k + 1)-cliques, (k + 2)-cliques,
etc. In this manner, we find the largest click size ¢ for which e¢; and e, are
connected by a chain of /-cliques. The larger this size ¢, the more confident we are
that ¢; and e, are actually connected.

4 Limitations of the Semi-heuristic Approach

First limitation: this method is semi-heuristic. The first limitation is that this
method is semi-heuristic: its main justifications are common sense and the fact that
in several practical problems, this method was reasonably successful. It is desir-
able to provide a more formal justification for this method—ideally, a justification
which would allow us not only to make conclusions, but also to provide a rea-
sonable estimate of our degree of certainty in this conclusion.

Second limitation: need for flexible granules. The second limitation is that
the above semi-heuristic method depends on “crisp” granules (clusters)—namely,
k-cliques. As a result:

e If, for some nodes e; and e,, there is a k-clique which contains both e; and e,,
then we conclude that e; and e, are actually directly connected.

e If no such k-clique exists, then we conclude that e; and e, are not actually
directly connected.

From the intuitive viewpoint, this conclusion is too crisp. Intuitively, if we have
a subgraphs G which is “almost” a k-clique—i.e., a k-clique with one (or even
two) edges missing, it may not affect the conclusion. For example, for k = 6, being
a k-clique means that we have ""T‘l = % = 15 edges between k = 6 nodes; what if
we have only 14? There should be a threshold, but this threshold does not nec-
essary mean the threshold between a full k-clique and a graph in which one edge is
missing—maybe it is OK if two or more edges are missing?

Right now, the corresponding numerical characteristic—the size k of the largest
k-clique connecting two nodes—is too crisp:
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e This characteristic decreases rapidly (to k — 1) when we delete a single edge
from the k-clique.

e And then, when we delete one more edge between some other nodes, this
characteristic does not change at all.

It is desirable to generalize a crisp notion of an integer clique size k into a more
flexible notion of the fractional-valued “degree” of clique-ness (i.e., the degree of
being a granule); see, e.g., [10, 13, 21].

Similarly, for a general connectedness:

e If, for some nodes e; and e,, there is a relating chain of k-cliques, then we
conclude that e; and e, are actually connected.

e If no such chain exists, then we conclude that e; and e, are not actually
connected.

Intuitively, if we have a sequence of subgraphs Gy, Gj,..., in which one of the
graphs is “almost” a k-clique, it may not affect the conclusion.
The above degree of certainty—the size k of the cliques—is also too crisp:

e If ¢; and e, can be related by a chain of k-cliques but cannot be related by a
chain of (k + 1)-cliques, then our degree of confidence corresponds to k.

e If ¢; and e, can be related by a chain of (k + 1)-cliques, then our degree of
confidence corresponds to the level k + 1 (or higher).

What about the situation when we have a chain of graphs Gy, Go,..., G; in
which all graphs except one are (k + 1)-cliques but the remaining one is still a
k-clique? According to the above method, we assign, to this case, the degree of
certainty k—the same as if all the graphs are k-cliques. However, intuitively, we
are almost in the case of (k + 1)-cliques, so to this “almost k + 1” case, we
should be able to assign the degree of confidence which is closer to k + 1.

We should also assign different degree of certainty depending on how long is
the chain of k-cliques. As we have mentioned, the longer the chain, the less
confident we are that this chain implies the actual connection. We used this
intuitive idea in designing the algorithm, but this idea is not reflected in how we
estimate our degree of confidence—whether we have a chain of length 1 or a chain
of the maximally allowed length 7, we assign the same degree of confidence k to
the conclusion that the corresponding nodes e, and e, are actually connected. It is
desirable to assign the degree of confidence in such a way that longer chains would
indeed lead to a smaller degree of confidence.

What we plan to do. We provide an uncertainty-based theoretical statistical
framework which enables us, first, to justify the empirical clique approach and,
second, to come up with formulas describing to what degree a given subgraph is a
granule.
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5 Analysis of the Problem and the Resulting Ideas
and Formulas

Detecting direct connections based on a graph: analysis of the problem. Let us
start with the first part of the problem—detecting direct connections. We will first
analyze it in its simplified form—when we ignore the actual distances between the
nodes and we only take into account whether the corresponding distance is below
the threshold 6 or not. In other words, we would like to detect direct connectedness
based on a graph G.

As we have mentioned, the fact that there is an edge does not necessarily mean
that entities are actually connected; there is a probability r that the edge is acci-
dental. This probability r can be obtained, e.g., by analyzing the part of the graph
for which we already know which entities are actually connected and which are
not. If in this part of the graph, out of E edges, E, of them correspond to actual
connections, then we can estimate r as the ratio %

We would like to estimate the probability that the given graph G—in which
some entities are linked by an edge and some are not—describes actually con-
nected entities. Let us pick any entity e in this graph. If we already know that all
the other entities from G (i.e., the set G — {e}) are actually connected, then:

e for e to be actually connected to all these entities ¢’ € G — {e},
e it is sufficient to show that e is directly connected to one of the entities
e e€G—{e}.

Indeed, if e is actually connected to some ¢ € G — {e}, then, since ¢’ is con-
nected to every other entity from G — {e}, this would imply that e is actually
connected with all the entities from G — {e} (and thus, that all the entities from
G are indeed connected to each other).

Since at least one actual connection from e to G — {e} makes e connected to all
other entities from G — {e}, the only possibility for e to be not actually connected
to G — {e} is when all edges between e and elements of G — {e} are accidental.
In graph theory, the number of edges between a node e and all other nodes is
known as the degree of a node—and it is denoted by deg(e). In these terms, e is
not connected if all deg(e) edges are accidental.

The probability that each edge is accidental is equal to r. Since we have no
reason to make any conclusion about the dependence between different edges, we
will assume that different edges correspond to independent events. If we have two
independent or more events, then the probability of them happening together is
equal to the product of the corresponding probabilities: e.g., the probability that the
coin falls heads three times in a row is the product of the three probabilities
corresponding to the three coin tosses, i.e., to %%%: %. Thus, under the inde-
pendence assumption, the probability that all deg (e) edges are accidental is equal

to the product of deg(e) probabilities each of which is equal to r—i.e., to rée(©),
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As a result, the probability that e is actually connected to G — {e} is equal to
1 — pdeg(e)

All the entities from a graph G = {e,¢’,¢”, ...} are actually connected if each
of these entities is connected to all others, i.e., if the entity e is connected to all the
other entities, and the entity ¢’ is connected to all the other entities, and the entity
€' is connected to all the other entities, etc.

e We already know the probability that the entity e is actually connected to all
other entities from the graph G: this probability is equal to

1 — pleele); (8)

e similarly, we know the probability that the entity ¢’ is actually connected to all
other entities from the graph G: this probability is equal to

1— rdeg(e/); 9)

e we know the probability that the entity ¢” is actually connected to all other
entities from the graph G: this probability is equal to

1— rdeg(e”>; (10)

e and so forth.

It is also reasonable to assume that the corresponding events are independent.
Thus, we arrive at the following conclusion.

Detecting direct connections based on a graph: the resulting formula. For
each graph G, the probability P(G) that all entities from the graph are actually
connected is equal to the product

PG) =] (1 - ree). (11)

ecG

Alternatively, we can describe the probability R(G) = 1 — P(G) that at least
some of the entities from G are not connected. This probability is equal to
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R(G)=1~— H(l —rdeg@). (12)

eceG

As usual in statistical methods, we conclude that all the entities from the graph
G are actually connected if this product is greater than or equal to a certain
threshold Py:

P(G) = H(l - rdeg@) > Py, (13)

eeG

Alternatively, this condition can be described as R(G) < pg, where py ey Py.
Towards a simplified approximate versions of the formula (13). Usually, the
probability r is reasonably small, and for each node e, the number of edges deg(e)
is reasonably large; thus, the probability r%2(¢) is small. In this case, we can
expand the expression HeeG(l — rdeg(e)) in Taylor series in terms of these small

quantities 79°€(°) and keep only linear terms in this expansion.
For two variables, we have

(1—a)-(1-b)=1—-a—b+a-bx1—(a+Db). (14)
For three or more variables, we similarly have
(I—a)-...-(1=b)=1—(a+---+b). (15)

Thus, we arrive at the following approximate formula.
The resulting simplified approximate versions of the formula (13). For
every graph G, the probability R(G) is approximately equal to

R(G) ~ ) 1%, (16)

ecG

Correspondingly, for P(G) = 1 — R(G), we have

P(G)m 1= piele), (17)

ecG

Particular case of a k-clique. In the particular case when the graph G is a k-
clique, this graph has k nodes for each of which deg(e) = k — 1. In this case, the
formulas (13) and (14) takes the form

k k

PG =(1-r~*""% RG) =1-(1-r")". (18)

The simplified approximate formulas (16) and (17) take the form
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P(G)~k-*"; RG) ~1—k (19)

Resulting natural definition of a degree of clique-ness. Based on the above
formulas (13) and (18), we can define, for each graph, its “degree of clique-ness”
as a real number k for which

P(G)défH(1 —rd%’(e)) = (1—A1)" (20)

ecG

Comment. If we use the simplified approximate expressions for P(G), the above
equation for the degree of clique-ness k gets a simplified form:

D ot — kAt (21)

eceG

Example. For p = 0.1, for a 6-clique C¢, with kK = 6, we have R(Cg) = 6 X
10~° = 0.00006. For a 5-clique Cs, we have R(Cs) = 5 - 10~* = 0.0004.

If we delete an edge that links two nodes of the 6-clique, then in the resulting
graph G, we have two nodes e with deg(e) = 4 and four remaining nodes with
deg(e) = 5. Thus, for this graph G, we have R(G)=2-10"*+4-107° =
0.00024.

While this value is larger than the value R(Cg) corresponding to a 6-clique, it is
smaller than the value R(Cs) corresponding to a 5-clique: R(Cs) <R(G) <R(Cs).
Thus, for the graph G, the above-defined degree of clique-ness is in between 5 and
6—exactly as we wanted it to be.

We thus get a flexible degree of confidence. In contrast to the traditional case,
where our degree of confidence was described by a not-very-flexible integer k, now
we are allowing non-integer values as well.

e Thus, e.g., if we delete one edge in a large clique, this leads to a minor change
in P(G) and thus, to a minor change in k. In contrast, for integers, this was a
significant decrease from k to k — 1.

e Similarly, if we delete the second edge, we get a new small decrease. In
contrast, for integers, we had no change.

If we use the simplified approximate formula, we get an explicit formula
for the degree of clique-ness. The above equation for the degree of clique-ness
k is similar to the equation that describes Lambert’s W-function W(z) (see, e.g.,
[17]): namely, W(z) is defined as a value w for which z = w - e".

This formula is similar to the formula that defines k, but it has two differences:

e first, in the formula that defines the W-function, we raise to the power w, while
here, we raise r to the power k — 1;

e second, in the formula that defines the W-function, we raise e to some power,
while here we raise p to some power.
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To reduce the above equation to this form, let us transform our formula so as to
eliminate these two differences.
First, let us reduce raising to the power k — 1 to raising to the power k. For that,

we can use the known relation ! = % Substituting this expression into the

equation that defines k, we get R(G) = k - ’7k, or, equivalently, k - r* = r - R(G).
To reduce raising r to some power to raising e to some point, we take into

account that, by definition of the natural logarithm, the value r can be described as

() Thus, = (e“‘(’))k: ekn(r) Hence, our equation takes the form

EanlAN

-} = R(G) - r. Here, e is raised to the power wk. In(r), i.e., we have
= ¢". We can explicitly describe k in terms of w, as k = % Substituting the
above expressions for 7 and k in terms of w into the equation k - * = r - R(G), we
conclude that rs-e” = R(G) - r, ie., that w-e" =R(G) - r-In(r). Thus, by
definition of the W-function, we have w = W(R(G) - r - In(r)), and hence, for the

desired degree of clique-ness k = %, we get an explicit formula

S

1

K=

W(R(G) - r - In(r)). (22)

What if we have a chain of subgraphs? In general, we have a chain of graphs
Gi,..., G, linking two entities e; and e,. To be able to conclude that ¢; and e, are
actually connected, we need to be able to conclude:

that the first graph G, corresponds to the actual connection,
that the second graph G, corresponds to the actual connection,
e etc.

For each graph G;, we have already estimated the probability P(G;) that this
graph corresponds to actual connections. Similarly to the above situations, it is
reasonable to assume that the corresponding events are independent. Thus, the
probability C that e; and e, are actually connected—i.e., the probability that all the
graphs in the chain correspond to actual connections—can be estimated as the
product of the corresponding probabilities:

c=[]P@G). (23)

Comment. In particular, if we take into account that P(G;) = 1 — R(G;) and that
the values R(G;) are small, we can use a similar approximation as above and get an
approximate formula

C~1- Zt:R(G,.). (24)
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This enables us to gauge how our confidence that ¢; and ¢, are connected
decreases when the chain gets longer. In the formula (23), our degree of con-
fidence that e; and e, are connected is equal to the product of the probabilities
P(G;) corresponding to all the graphs G; in the chain relating e; and e,. Each
multiplication by the number P(G;) < 1 decreases the product. The longer the
chain, the smaller the product and thus, the smaller our degree of confidence that
e, and e, are actually connected.

This solves one of the problems that we mentioned—that, contrary to intuition,
in the semi-heuristic approach, the degree of confidence (as described by the clique
size) does not decrease when the length of the chain increases.

6 Towards an Algorithm

How to take distance into account when estimating the probability: idea. As
we have described earlier, the existing algorithm for checking when the two nodes
are actually connected uses the distances, not just the graph. We therefore need to
extend the above probabilistic analysis so that it takes into account the actual
distances, not just whether there is an edge or not.

In the graph version, we assumed that there is a probability r that the edge
between the nodes is accidental—and does not reflect the true connection between
the nodes. Since an edge is placed when the distance is < 0, we thus assign the
probability r to all distances D < f—and this value immediately jumps to 1 when
the distance exceeds 0 and therefore, there is no edge. The true probability should
not change that abruptly, especially since the value 6 has to be empirically
determined—and may thus change from situation to situation.

In other words, instead of a single probability value », we should come up with
the value r(D) depending on the distance—and make sure that this dependence on
D is continuous, with no abrupt jumps. This function should be non-decreasing:

e when the distance increases,
e the probability that the entities are not actually connected should also increase
(or at least not decrease),

i.e., D <D’ should imply r(D) <r(D').

To find such a function, let us consider the situation in which a node ¢’ is in
between nodes e and €”, in the sense that D(e, ") = D(e,¢’') + D(¢',¢"), i.e., the
distance D(e,€”) is equal to the sum D + D', where we denoted Dng(e, ¢') and
D d:efD(e’ ,€"). By definition of the function r(D):

e the probability that the entities ¢ and ¢ are actually connected is equal to

1 — r(D);

e the probability that the entities ¢’ and ¢ are actually connected is equal to

1 — r(D'); and
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o the probability that the entities e and ¢’ are actually connected is equal to 1 —
r(D + D).

The nodes e and €'’ are actually connected if both e is connected to ¢’ and ¢’ is
connected to ¢’. Similar to the previous parts of this chapter, it is reasonable to
assume that the corresponding events are independent. Thus, we get

1—rD+D)=(1-rD))-(1-rD)). (25)

Thus, a non-increasing function p(D) &y - r(D) satisfies the functional
equation p(D + D') = p(D) - p(D').

It is known (see, e.g., [1]) that all the solutions of such an equation have the
form p(D) = exp(—a - D) for some constant a > 0. Thus, we arrive at the fol-
lowing conclusion.

How probability depends on the distance. The probability p(D) that two
nodes are actually connected is equal to p(D) = exp(—a - D) for some constant
a>0.

The parameter a needs to be determined empirically, based on the part of our
data for which we already know which entities are actually connected and which
are not.

The probability r(D) = 1 — p(D) that there is no connection between the two
nodes is therefore equal to r(D) = 1 — exp(—a - D).

Detecting direct connections: case when we take distances into account.
Similar to the graph case, we first compute, for each node e, the probability that all
connections from e to nodes from G — {e} are accidental. Just like in the graph
case, this probability is equal to the product of the probabilities exp(—a - D(e, €'))
that the distance between e and ¢’ does not imply an actual connection. This
product is equal to [[,., exp(a - D(e,€’)).

This formula can be simplified.

e First, we can easily add ¢ = e to the product, since for ¢ = e, we have
D(e,e’) =0 and thus, the factor exp(—a - D(e,e)) =1 does not change the
overall product.

e Second, we can use the fact that the product of the exponents is equal to the
exponent of the sum. As a result, we get a simplified formula

exp <—a : ZD(e,e')). (26)

eeG
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Thus, the probability that e is actually connected to G — {e} is equal to

1 —exp (—a Y Dee, e')>. (27)

e'eG

The probability P(G) that all nodes from G are actually connected can be now
estimated as the product of the probabilities corresponding to different nodes
ec€G:

PG =]] <1 —exp (—a > "D, e/)> ) (28)

ecG e'eG

Comment. In the first approximation, we get a simplified formula

P(G)~1-) exp <_a ) Dle, e’)>. (29)

ecG ecG

Towards an algorithm. We start building a chain with ¢; = e;. In the original
method, we only considered k-cliques; now, we are allowing graphs which are
“almost” cliques.

For each such graph, we can use the formula (29) to estimate the probability
P(G) that this nodes from this graph are actually connected. For each node ¢’ from
this graph, we probability that it is actually connected to ¢, is equal to p(G) and the
probability that it is actually connected to e, is equal to

exp(—a-D(€,e)). (30)

Thus, the probability that ¢; and e, are connected via ¢’ is equal to the product
of these two probabilities, i.e., to P(G)- (1 —exp(—a-D(€',e;))). As the next
node in the connecting chain, we then select the most probable connecting node ¢/,
i.e., the node for which this product is the largest possible.

Then, we repeat the same procedure starting with ¢, etc., until we reach e,. As
a result, we arrive at the following algorithm.

7 Resulting Algorithm

Formulation of the problem: reminder. We want to check whether the given
nodes e; and e, are actually connected—and if yes, we want to design a chain of
events ¢; = ey, Ca,..., ¢, and ¢,.; = e, in which each ¢; is directly connected to
¢;4+1 (and the corresponding chain of connecting graphs Gy,...,G)).

We also want to compute the probability P that the corresponding chain reflects
the actual connection.
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First preliminary step: finding the parameter a > 0. Based on the part of the
data for which we already know which entities are actually connected and which
are not, we estimate the parameter a > 0 for which the probability p(D) that nodes
at distance D are actually connected decreases as exp ( —a - D).

This value can be estimated, e.g., if for different values d, we estimate, among
all pairs nodes of distance approximately D, the proportion p(D) of pairs were
actually connected. Then, we try to find a for which, for all these values D, we
have p(D) =~ exp(—a - D). To estimate a, we can, e.g., take negative logarithm of
both sides, and use the Least Squares Method (see, e.g., [18]) to solve the resulting
system of approximate linear equations a - D ~ — In(p(D)).

Second preliminary step: finding neighborhoods. Similar to [8, 9], use the
concept lattice algorithms to come up, for each entity e, with a list of the closest
ones. Then, for each node e and for each m, we can find a m-neighborhood of e—
i.e., the set consisting of m closest nodes. For this, we can use, e.g., an algorithm
for computing the concept lattice (as in [8, 9]).

The corresponding value m and the value k (which is used in the main part of
the algorithm) are chosen in such a way that it is computationally feasible to try all
possible subsets of < k — 1 elements out of m.

Main part of the algorithm. We start with ¢; = e;. Then, we select the nodes
¢, C3,..., C, ONE by one.

When we reach the node c;, we estimate the probability P; that ¢; and c; are
actually connected. We start with the probability P; = 1 (reflecting the fact that
the node e is clearly connected to itself).

For every i, once the node c; has been selected and the value P; has been
computed, we find m nodes which are the closest to ¢;. Out of these m nodes, we
test all possible subsets of < k — 1 nodes. To each of these subsets, we add the
node ¢; and consider the corresponding graph G. For this graph G, we compute the
probability

P(G) _H<1 —exp(—chD(e,e'))). (31)

ecG e'eG
Then, for each point ¢’ € G — {c¢;}, we compute the product
P(G)- (1 —exp(—a-D(¢,er))). (32)

Once we have tested all such subsets G and computed the product for all their
elements ¢’ € G, we select, as the next node ¢, in the chain, the node ¢’ for which
the product corresponding to this node is the largest possible. The corresponding
graph G is selected as the connecting graph G; We then compute
Py 1 = P; - P(G).

e If the probability P;,; goes below a certain threshold Pj, we conclude that e,
and e, are not actually connected (or, to be more precise, that, based on the
available information, we cannot make such a conclusion).
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e Ifc;1 = e and P > Py, then we conclude that the given nodes e; and e, are
actually connected, with degree of confidence P = P; ;.
e If ¢i11 # e and Py > Py, we continue iterations.

Experimental results. As we have mentioned earlier, this algorithm has led to
successful discovery of connections in intelligence analysis [8] and in the analysis
of biomedical publications [9]. In both cases, the algorithm, by using only the
information about joint appearance in documents, was able to uncover important
relations between the corresponding objects. The fact that in these two examples,
we were able to uncover previously known useful relations makes us believe that
this technique will enable other users to uncover relations of importance.

8 Conclusions

In many practical situations, it is important to check which entities are actually
connected and which are not. Usually, this checking is performed by using the
traditional statistical methods—but these methods cannot be applied when we have
a large amount of data points (“big data”). A semi-heuristic method was proposed
to detect actual connections in the case of big data; however this method has
limitations: first, it is justified by experimental results and requires theoretical
justification, and second, the method depends on “crisp” granules (cliques) to
form connections.

In this chapter, we have come up with a theoretical justification of the known
semi-heuristic method, and we have come up with a new, more flexible definition
of almost-granules. However, a lot of work is still ahead: there is still a lot of room
for improvement in how we can effectively process big data to find such almost-
granules and to compute their degree of granule-ness.
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Abstract Maintenance is a powerful support function for ensuring equipment
productivity, availability and safety. Nowadays, growing concern for timeliness,
accuracy and the ability to offer tracking information led to the augmentation of
e-technologies’ applications within maintenance management, i.e., e-maintenance.
However, like any other information and communication (ICT)-based operation,
massive data sets (i.e., big data) are generated from videos, audios, images, search
queries, historic records, sensors, etc. Inevitably, e-maintenance needs to consider
how to extract useful value from those raw and/or fused data as an important
aspect before it can be adopted in any industry. This book chapter presents an
overview of the e-maintenance data challenge. The main contribution of the article
is the application of graph-theoretic approach (GTA) to the problem of finding an
improved insight in the factors that determine the feasibility of maintainomics, i.e.,
data-centric maintenance. With such a concept, the maintenance-services can be
upgraded from the low level of operations to the higher levels of planning and
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1 Introduction

From a country’s perspective, critical infrastructures may include such as banks,
railways, and power supplies. Each of these infrastructures is so “large” and
therefore can also be called as system of system since any one of them is a
collection of task-oriented or dedicated sub-systems. All these sub-systems are
organized in a manner that their resources and capabilities are pooled together to
form a new and more complicated main system. Taking the electricity generation
industry as an example, on one hand, the healthy condition of the national grid
play a key part in keeping a country functioning properly; on the other hand, every
involved power plant (more formally, sub-system) is composed of a large amount
of equipments in which each individual machine acts an important role in helping
the company to retain competitive in the market. As we can see, no matter how
“big” or how “small” (relatively of course) a system is, maintaining its functional
status is a maintenance engineer’s major task. Looking at the power plant case
again, traditionally, there are a number of ways in which power plant assets (e.g.,
transformers, turbines, and pipelines) fail and eventually get replaced. “Fail and
fix” is often a practiced strategy to cope with this situation. However, as the
competition in the global market increases, the accumulated breakdowns occurred
in one single power plant may finally generate a fatal impact on the whole power
supply system’s performance. Under these circumstances, there is a need to
consider all aspects of a sub-system performance, such as improving equipment
reliability and availability, reducing unplanned outages, and predicting the
remaining life of key system components. In this regard, a critical issue turns into
selecting proper information processing and communicating tools to support the
inspection and maintenance management. That means, for any an organization,
maintenance interventions have to migrate from their traditional reactive approach,
namely, “fail and fix”, to a more advanced proactive approach, i.e., “predict and
prevent” [1].

One possible direction which may spawn new ways to manage maintenance
activities is the adoption and the usage of pervasive digital communications, e.g.,
mobile devices, remote sensing, online condition monitoring, etc. Accordingly, a
new maintenance strategy (i.e., maintainomics) can be envisaged in which
maintenance tasks are managed electronically by analyzing various real-time data
[2]. For instance, Ref. [3] presented an integrated approach towards e-maintenance
of engineering assets that based on radio frequency identification (RFID) tech-
nology. In a similar vein, the authors of [4] focused on the research of intelligent
maintenance decision-making tools (i.e., Watchdog Agent™) which is used for
multi-sensor assessment and prediction of a machine’s or process’s performance.
Although maintainomics is desirable from many perspectives, all those digital bits
that have been gathered are at the same time possible undesired and hazardous, just
because more data (i.e., big data) does not necessarily mean better insights, in
some cases, it even may result in confusion or disaster. Consequently, it is
important to think strategically about how to adapt maintainomics to meet new
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maintenance demands. To address this issue, a graph-theoretic approach (GTA) is
used to identify dominant factors that determining the feasibility of such trans-
formation in the era of big data.

The remainder of this chapter is organized as follows. Subsequent to the
introduction in Sect. 1, the background of maintenance, e-maintenance, big data,
and maintainomics are briefed in Sect. 2. Then, the problem statement is presented
in Sect. 3. The proposed methodologies are then detailed in Sect. 4. Next, Sects. 5
and 6 conduct an experimental study to demonstrate the feasibility of our proposed
approaches. The future research directions are highlighted in Sect. 7. Finally, the
conclusions drawn in Sect. 8 close this chapter.

2 Background
2.1 What is Maintenance?

Maintenance is normally seen as one of the few opportunities to reduce the cost of
production, because it is the second highest operation costs in some industries [5].
Briefly, the heart of maintenance processes is condition monitoring that includes data
acquisition, processing, analysis, interpretation, and extracting useful information
from it. Traditionally, the maintenance actions are performed only when there is
evidence of abnormal behaviors of a physical asset [6]. At the same time, researchers
and/or scientists have relied upon monitoring programs just using invasive sampling
at discrete periods, good experts, and/or handbooks. Limitations associated such
programs (e.g., good experts are rare, sample acquisition takes long time, and
uncertainty embedded for tedious sample analysis) result in high risk of equipment
failures and therefore the company’s top-line revenue plummets. In addition, the
previous condition monitoring focuses only on monitoring and diagnostics, ignore
prediction and prognosis [7]. As a result, to perform predictive-prognostic mainte-
nance, it is evident that a proactive as well as reactive e-maintenance support system
is required.

2.2 What is e-Maintenance?

Nowadays, the dependence on remotely sensed information can be found in many
crucial areas of human endeavor such as meteorology, security services, banking
systems, supply chains, and scientific researches. In asset management area, several
authors pointed out that information and communication technologies (ICT) can be
adopted as a tool to support in terms of quality data acquisition, real-time moni-
toring, and recording of divergences from standard acquisition [3]. In the literature
(e.g., [5, 8-13]), this concept is defined as e-maintenance or tele-maintenance.
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For instance, a new e-maintenance system has been studied in [14] which is based
on the use of Internet and tether-free (i.e., wireless, Web, etc.) communication
technologies. Later, Ref. [15] focused on the implementation of Web-based tech-
niques to support e-maintenance services. In a similar vein, the authors of [16]
proposed a framework by using RFID technology for real-time management of
mobile assets. Also, worldwide case studies (e.g., automobile industry [17], power
plant [18]) convinced that the implementation of ICT tools can improve products
quality and reduce annual costs for maintenance.

In addition, as the maintenance itself is an extremely complex process and
sometimes the inspections are difficult carried out by human operators even per-
formed by dexterous technicians, the using of remotely controlled intelligent
robots in an effort to accomplish the inspection or maintenance jobs faster and
more reliable has increased greatly in the last few decades. For example, the
authors of [19, 20] developed climbing robot for the structural inspection. An
intelligent legged climbing robot is designed by [21] to perform the required
inspection work in hazardous environments. Meanwhile, a large amount of pipe-
line inspection robots (i.e., in-pipe robots) have also been designed and fabricated.
Generally speaking, the in-pipe robots can be classified into caterpillar [22],
inchworm [23], walking [24], wheel [25], and pig types [26] depending on their
travelling mechanisms. Interested readers please refer to [27, 28] for more detailed
information regarding the intelligent robot assisted e-maintenance.

2.3 What is Big Data?

Recent advances in intelligence products, such as smart phones, and sensors and
tracking devices, create tremendous amount of data (i.e., big data), which enable a
researcher to extract the meaningful value much easier. According to a recent
report compiled by McKinsey, the term “big data” refers to “datasets whose size
is beyond the ability of typical database software tools to capture, store, manage,
and analyses [29] ”. For example, in genomic research, there are approximately 3
billion base pairs with a personal genome representing approximately 100 giga-
bytes of data [30]. In e-business, the datasets include social networks, purchase
transaction records, blogs, mobile telephony, and digital entertainment. Also, from
the maintenance engineers’ point of view, the large historical records, the regular
collected digital images, and the transactional information for operational
reporting are also comprised of huge data. Other important aspect has been
emphasized in addition to the volume is that big data may be unstructured,
examples are text with social sentiments, audio and video, click streams, and
website log files [31]. At the same time, big data is characterized by velocity, i.e.,
the rate of generation of data. For instance, to determine real-time roadway traffic
conditions. As a result, the era of big data needs more interdisciplinary and multi-
perspective research approaches that researchers have to create which were hard to
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implement before, such as new tools and solution approaches for data analytics
[32], new paradigm for big data collection, storage, and processing [33], and
privacy and security issues with big data [34].

2.4 What is Maintainomics?

As the maintenance environment more and more rely on the mobile devices and
sensors, a serious question raises, namely, a huge amount of maintenance related
data (big data in nature and is normally obtained by different kinds of automated
sensors) are flooding in at rates never seen before. For instance, data from various
control sensors for maintaining the different functions. Under these data over-
loaded circumstances, different sources of data are collected, although a pretty
good news compared with the traditional data scarce maintenance scenario, it is
still necessary to sort out the required and useful data. In fact, the data in this type
of “wide-area” sensing applications are no longer just focus on the equipment
itself but can involve the analysis at scale of environment, legislation, and even
workers’ safety. In this study, the term “maintainomics” is utilized to denote the
use of very large maintenance data content and the application of advanced core
techniques (e.g., data mining, nature-inspired computational algorithms, Web and
mobile technologies, new sensors, wireless communications, and different decision
supporting systems) to improve the ways of organizations operating its mainte-
nance management. For example, Ref. [35] proposed a conceptual model of a
generic data acquisition system for improving maintenance management. Refer-
ence [36] broadly suggested that a common database can play an important role
in reaching cost-effective improvements of maintenance performance, while
Ref. [37] focused on the issue of maintenance-related data integration. Briefly, in
the era of big data, maintainomics is an integration of traditional condition based
maintenance, modern real-time online monitoring, and advanced intelligent
technologies (see Fig. 1 for illustration). Notations @ ~ ® represent different
sources of data collected during the process of e-maintenance which form a more
complex scenario, i.e., maintainomics.

3 Problem Statement

Confronting with the emerging e-maintenance and the forthcoming maintainomics
operating environment, it is necessary for every organization’s strategic planners
to make a decision about whether to perform such transformation for their own
institution. Nevertheless, reaching a proper decision is often a complex process in
practice, for instance, several authors (e.g., [38, 39]) believed in employing
e-maintenance concept is not only based on the possibilities that new ICTs could
offer but also need to integrate business performance such as operational, financial,
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Maintainomics: Maintenance in the era of Big Data

Fig. 1 Maintainomics: maintenance in the era of big data

human, and cultural factors. Consequently, a question raised by this study is how a
company’s “fitness” can be measured in terms of implementing maintainomics
strategy. In other words, we need to come up a solution about how to perform a
feasibility assessment for a particular firm regarding its suitability of aligning its
present asset management policy with the maintainomics goal.

4 Proposed Methodology

Nowadays, a number of approaches have been suggested in the literature for the
purpose of feasibility analysis. Amongst them, the graph theoretic approach (GTA)
is often widely used to cope with multi-criteria decision making problems in both
academic research and in industrial practice [40—43]. Inspired by the studies
conducted by these scholars, the author of this work makes an attempt to apply a
recently proposed GTA based methodology (known as feasibility index of
transition, or FIT for short) to a selected industry in exploring its feasibility index
during the course of transforming into maintainomics, i.e., data enriched
e-maintenance. The following subsections give readers a brief overview regarding
FIT and its main theoretical foundation, i.e., graph theory.

4.1 Background of Graph Theory

Graph theoretic approach (GTA) is a powerful decision making tool used to
represent the relationships among different variables or subsystems based on the
form of a digraph (directional graph) and matrix. Since 1736, GTA has been
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applied in a variety of fields, such as conceptual modelling [44], diagnosis [45],
functional representation [46], and network analysis [47]. Basically, all graphs are
composed exclusively of vertices (e.g., nodes, points) and edges (e.g., arcs, con-
nections). To allow mathematical analysis, the interdependence on each other as
well as their individual contribution to the system is assigned numerical values and
an overall index is calculated. Interested readers are referred to [48—50] for more
information regarding GTA.

4.2 Background of Feasibility Index of Transition

The feasibility index of transition (abbreviated as FIT) was coined by [51] for
describing a chosen company’s feasibility of moving forward to flexible manu-
facturing system (FMS). In order to analyze the trade-offs between various
organizations for the adoption of FMS, certain enablers (or resources) should be
chosen. In addition, the heritability of available enablers and the quantity of
interactions among them may be directional independent or dependent. Built on
this concept, a graph representation, illustrating the involved enablers and their
potential interaction, was proposed in [51]. If interactions are found to be non-
directional dependent, an undirected graph is thus used; on the opposite case, a
digraph depiction is then employed.

For example, in their work [51], six groups of enablers (i.e., behavior enablers,
non-behavioral enablers, financial enablers, methodologies, operational enablers,
and human and cultural enablers) and their corresponding components were first
identified and later used to examine the likelihood of transforming a traditional
manufacturing environment into more advanced FMS. By simply calculating an
index (i.e., FIT) value, one can easily find out to what degree a chosen target “fits” a
company’s situation. Mathematically, this process can be expressed via Eq. (1) [51]:

FIT for “‘FMS’’ = f(Enablers) (1)

where “FMS” stands for the goal that a manufacturing company wants to achieve.
A more general form of such equation can thus be further written as Eq. (2):

FIT for ‘“‘Targeted Scenario’” = f(Enablers) (2)

where “Targeted Scenario” represents a generic situation that an organization
plans to orient itself to.

To check an organization’s “fitness” in transformation, the graph theoretical
based approach (utilized in [51]) is composed of four steps, namely, digraph
visualization, matrix expression, permanent function establishing, and FIT value
scale creating. The following subsections will provide a description of each step’s
detailed task.
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4.2.1 Visualizing Enablers’ Correlation via Digraph

In order to visualize the correlation between different enablers, a digraph (i.e.,
directed graph) is introduced at this stage as shown in Eq. (3) (adapted from [51]):

G=(E,e)
E={FE\,Es,...,Ep} (3)
e={e,es,...,ep}

where G refers to a digraph which consists of two sets of items, namely, vertices
(denoted by E), and edges (represented by e). In general, each edge (i.e., e;;) can be
identified via an ordered pair of vertices, (i.e., (E;, Ej). The vertices (E; and E))
associated with the corresponding edge (e;;) are thus called the end vertices or the
nodes of e;;. Please note, a self-loop occurs when a particular edge has the self-
same vertex acting as its both nodes.

In [51], a node (E;) stands for the ith enabler and the interdependence between
enablers is pictured by different connecting directed edges. The number of nodes
[i.e., the subscript P in Eq. (3)] is equal to the total number of enabler categories.
In other words, P is a scenario-dependent parameter which was set to 6 (matching
the total enabler categories’ amount) in [51]. Accordingly, if a node E; impresses a
certain degree of influence against another node E;, a directed line (represented by
an arrow —) is drawn (from node E; to E;) to form edge e;;. An illustration of this
visualization process can be found below where an FMS enabler digraph (con-
sisting of six enabler categories) is depicted [51].

As shown in Fig. 2, directional edges are found existing between E; and E,, E3,
E4, Es, and Eg, respectively, which means that all other five enabler categories are
swayed by node E; (i.e., behavioral enabler category) to some extent. For other
edges, the same rule applies as well.

As one can see, this quickly drawn digraph can assist the decision makers in
visualizing and analyzing the proposed transformation plan from a holistic per-
spective. Nevertheless, with the ever increasing number of nodes and their asso-
ciated interrelationship degree, the digraph becomes more and more complex
which will in turn decrease its readability. To cope with issue, a matrix form
expression is further discussed as below.

4.2.2 Interpreting Enablers’ Digraph Through Matrix

A matrix is a handy and powerful way of representing a digraph that is more
processable by a computer. Suppose there is a digraph with P enablers, a matrix
F = [e[j] is thus can be used to represent such digraph as expressed in Eq. (4) [51]:
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Fig. 2 FMS enabler
categories’ digraph
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where e;; indicates the interaction between the ith and jth enablers. Built on these
principles, an demonstrating matrix expression derived from [51] is shown in

Eq. (5):

Enabler
Categories
E,

E>
E;5
E,4
Es
Es

F*

E;
E,
0

€31
0
0

€61

E,

€12

E,

€3
0
0
0

E;

€3
0

E;

€43
0
0

E4

€14
€24
€34
E,4
€54
€64

Es

€is
€25
e3s
€45
Es
€65

Eg

€16
0

€3
0
0

Es

where the contributions of six enabler categories in transforming the traditional
manufacturing system into FMS are represented via the diagonal elements of the
matrix F*, i.e., E|, E,, E3, E4, Es, and Eg, respectively. The interdependence of
enablers E; and E; is denoted by the connecting edge ¢;;. Please note that e;; # ¢;;
since the enablers are directed, and e; = 0 because there is no self-loop existing
(in other words, the interaction between an enabler and itself does not exist).
Although the understandability of a matrix expression is better than digraph’s
from the machine perspective, both representations’ uniqueness is inherent low
which means they suffer high alterability by simply modifying the labels of their
nodes. Under these circumstances, a subsequent fix solution is to establish a
permanent function as discussed in subsection below.
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4.2.3 Establishing the Matrix’s Permanent Function Expression

For the purpose of developing a unique representation that is independent of
labeling, a permanent function based on previously established variable matrix
was proposed by the author of [51] at this stage. As mentioned in [51], the
permanent function (i.e., ff ) is a standard matrix function and plays a starring

permanent

role in combinatorial mathematics.
Based on this concept, the permanent function of matrix F* can be written as
follows (adapted from [51]):

pfmm[ = item; + item, + items + itemy + items + itemg + iteny
6
itemy = H E;
i=1
6
itemy = H e
i=1
itemz = Z (eijeji)EkElEmE11
ij,k,lmn
itemy = Z (eijejkeki + eikekjeji)ElEmEn
ij,k,lmn
items = Z (eijeﬁ) (eklelk)E E,+
ij,k,lmn
> (ejenenen + eneneriesi) EnEn . (6)
where ijkLmn
item6 = Z (6 e]l) exeimemk + ekmemlglk) nt
ij,k,l,mn
Z (e i€k €k1€ImEmi + elmemlelkek]e]l)En
ij,k,lmn
il€H17 = E (e e]l) €eimemnenk + eknenmemlelk)"'
ij,k,l,mn
E (e e]kekl) elmemnen1)+
ij,k,lmn
Z (e e]l) CklClk (emnenm)"'_
ij,k,mn
(ezjejkeklelmemnem + emenmemlelkek]e]z)
ij,k,lmn

The detailed explanation regarding the main characteristics of these seven terms
can be found below:
) 6 This item denotes the interactions of six main
item = 11:11 E; enabler categories, namely, from E; to Eg
According to the original constraint setting
(i.e., no self-loop found in the enablers
digraph), the resultant of this item is null
> (ejeji) ExE[E,E, Each component involved in this item stands
i k.lm.n for dual-element interdependency loop
(denoted by eje;) and the measure of the

6
itemy = [ e

items
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itemy = > (eijejkeki
ij,k,lmn

+eiexjeji) E[EnE,

items

itemg

itemy

remaining four (in the context of FMS case)
unconnected elements
In this term, a set of three-element interdepen-
dency loops (indicated by ejejiey; and ejiey;e;;)
and the measure of the remaining three (still in
the context of FMS case) are represented by
the components of the fourth item
This item is composed of two sub-items, i.e.,
> (ejeji)(ewew) EnE, and >
ij,k,lmn ij.k,lmn
(eejener + enenere;i) EnE,. Two dual-ele-
ment (represented by eje; and eyey)
interdependency loops and two FMS enabler
categories (denoted by E,E,) are involved in
the first sub-item; while the second sub-item
consists of two four-element interdependency
loops (i.e., ejejkeye; and ejepeye;;) and two
FMS enablers (i.e., E,,E,)
There are also two sub-items contained in this
item. The first sub-item (ie., Y.
ik, mn
(egjeji) (eklelmemk + ekmemlelk)En) is a product
of three terms, namely, one dual-element
interdependency loop (i.e., eje;), two three-
element interdependency loop (i.e., eweimemk
and epueqnen), and one FMS enabler category
(i.e., E,). Following the alike fashion found in
items, two terms (i.e., two five-element inter-
dependency loops and one FMS enabler cate-
gory) are multiplied to form >
ij,k,lmn
(eijejkeremen + ememenerieji) En
Four sub-items are organized to configure the
seventh item. A product of one dual-element
interdependency loop (i.e., e;ej;) and two four-
element interdependency loop (.e.,
ewCimCmnenk and ey,e,menen) can be found in
the first sub-item, i.e., > (e,-jej,-)
ij,k,lmn
(eklelmemnenk + eknenmemlelk). Then two three-
element interdependency loops are multiplied
to form the second sub-item, i.e.,
> (e,-jejkek,-) (eimemnen). Next, a multipli-
ijk,lmn
cation of three two-element interdependency
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loops is performed to obtain the third sub-item,

ie., Z (@,:]'Eji) (eklelk)(emnenm). Finally, two
ij,k,l,mn

six-element interdependency loops (i.e.,

eijejreriCimemen and  epe,pemeneie;;) are

included in the fourth sub-item of the seventh

item

Once all 7 types of items have been successfully defined, one can simply
substitute the element values of the earlier built FMS enablers’ matrix (i.e., F* in

Sect. 4.2.2) for the just established permanent function, i.e., f¥ After per-

permanent ”

forming some basic algebraic and arithmetic operations, the final form of per-
manent function will turn into Eq. (7) as shown below (adapted from [51]):

ST o = EVE2E3E4EsEs
+ [(e13e31)ErE4E5Eg + (essesa)E1E2E3Eg + (e1e61 ) E2E3E4Es
+ (e34e43) E\ErEsEg|+[(e13e36e61 ) E2E4Es + (e3sesaes3) E\ExEg
(exseq3e32)E1EsEs + (e36ecaea3) E\ErEs + (e31e14€43) EyEsE)
[(e13€31)(easess) ExEg + (essess)(ersest ) E2E3 + (exsesseszesn)E1Es
(essessesaess) E\Er + (e31€15es4e43) Er Eg)
[(e31€16€65€54€43)Ex + (e61€16) (e24€43€32)Es)+|(es1€16) (€25€58€43€32)]

()

+
+
_|_
_|_

4.2.4 Creating FIT Value Scale

In general, FIT can be regarded as an indicator of the smoothness degree when an
organization transforming itself from one state (normally in near out-of-date
condition) to another state (preferably in an up-to-date situation). Mathematically,
FIT can be described through Eq. (8) (adapted from [51]):

FIT = ijmt = Permanent function of enablers’ matrix (8)

By computing the value of FIT, the feasibility of initiating the targeted trans-
formation for any given company can thus be quantified. Since no negative term is
included in Eq. (6) (see Sect. 4.2.3), we can conclude that the larger input
numerical values of E; and e;; will always lead to an overall higher output value of

FIT. In order to calculate the expected FIT value, the acquisition of the values of

E; and ej; via the following ways is a must.

E;’s value Each enabler category’s value is decided through treating each E; as a
subsystem and applying the GTA method to it accordingly. E;’s value
is normally determined through analyzing the available system data
and relative personnel opinions in an case study organization. In the



Graph-Based Framework for Evaluating the Feasibility of Transition to Maintainomics 101

case of where obtaining a quantitative value is not practicable, a
ranked value judgment based on a scale of 1-10 is employed as a
trade-off. Nevertheless, no matter which case comes in, the finally
value of E; is largely influenced by the acquirability of each
individual building block’s (i.e., e;;) value

e;i’s value  Under each enabler category, there are various influencing constitutes
(i.e., e;j). As suggested by the author of [51], a scale of 1-5 can be
assigned to each e; individually for overcoming the directly
immeasurable issue

To summarize, the FIT value can be gained as follows: First, identifying var-
ious influencing constitutes under each enabler category. Then, visualizing the
number of constitutes and their corresponding correlation via a digraph. Once the
digraph is drawn up, the next step is to interpret it with the help of matrix
expression. Finally, after all preparations are done, the permanent function is
obtainable and the FIT value can therefore be calculated.

4.2.5 Comparison

By identifying suitable enablers, we can see that FIT is a very helpful measure-
ment in assisting us with the feasibility assessment of different organizations in
terms of transforming themselves to a new business operating scenario. As shown
in Eq. (FIT =f% = Permanent function of enablers’ matrix), the value of

permanent function (with respect to the enablers’ matrix) determines the final FIT
value. In other words, for any selected firms (say two for comparison purpose),
their similarity degree is high (from the “suitability to transformation” viewpoint)
if their digraphs are selfsame; similarly, their digraphs will be identical if the
corresponding enablers’ matrices are alike. Therefore, in order to perform the
applicable conversion feasibility analysis, the establishment of the corresponding
permanent function is a key. Built on these deductions, the identification set for an
firm can be express via Eq. (9) [51]:

/2122 23] 24) Zs1 + Zsa | Z61 + Ze2/ 9)

As we have learned that each obtained permanent function is composed of a set
of items (seven of them for FMS case), and each individual item also consists of a
couple of sub-items, the identification set shown in Eq. (9) for FMS case is
understandable in which the value of the ith item is denoted by Z;, and Z; stands
for the value of the jth sub-item embraced in the ith item. By substituting the
values of E; and e; for the corresponding item and sub-item found in the per-
manent function, the values of Z; and Z; can be acquired. In the case of sub-item
does not exist, then let Z; equal to Z;, i.e., Z; = Z;.
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In practice, for any two organizations, it is fair to say that the main enabler
categories and the various involved empowering elements under each category for
transforming into the desired target is rare same. Accordingly, the comparison of two
companies can be conducted by assessing the relevant similarity or dissimilarity
coefficient. Such coefficient is normally based on the numerical values of the items/
sub-items found in an permanent function. The range of similarity/dissimilarity
coefficient falls within [0, 1], i.e., the value of similarity coefficient factor is set as 1
while O is assigned to dissimilarity coefficient factor if two firms share a high degree
of similarity (or low degree of dissimilarity) during the course of the targeted
transformation; in a similar vein, the similarity and dissimilarity coefficient factor is
set as 0 and 1, respectively, in the case of two firms show a high degree of dissim-
ilarity (or low degree of similarity) within the planned conversion phase. As such, the
dissimilarity coefficient for any two comparable firms was proposed in the form of
Eq. (10) [51]:

- 1 ,
Coefficient gissimitarity = (ﬁ E Aij
ij

Z ’Zl/} and Z
)

i

(10)

U = maximum of

!
Z;

where Z; and Z; represents the values of the terms involved in the chosen two
!
Zij — Zij . As

shown in Eq. (10), only the absolute difference between the values of terms is
considered. Meanwhile, the similarity coefficient can also be computed via
Eq. (11) [51]:

comparable organizations, and the value of A; is defined as 4; =

CoeﬁiCientsilrlilarit)' =1- Coe.ﬁiCientdissimilariry (1 1)

By introducing Egs. (10) and (11), the main advantage of feasibility assessment
can thus be quantified. Through the comparison of the relevant values (e.g., Z;, Zi’j,
Coefficientissimiariry, and Coefficientyimiariry), the strengths and weaknesses of a
particular participated organized can thus be identified and the possibility of

corresponding improvement can also be evaluated.

4.2.6 Summary

Through Sects. 4.2.1 to 4.2.5, a GTA based approach for evaluating an organiza-
tion’s “fitness” degree towards a desired transformation are particularized. To
summarize, the major stages embraced in this methodology are outlined as follows:

e Pinpoint the suitable enabler categories.
e Visualize the enabler categories’ digraph.
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Allocate the necessary empowering elements under each category.

Build up an empowering elements’ digraph with respect to each enabler
category.

Establish the variable permanent matrix.

Compute the permanent function at each sub-system level.

Develop the scenario dependent matrix for enabler categories’ digraph.
Figure the permanent function of the previous stage obtained matrix.

Sort the different companies in ascending/descending order. The company with
the highest FIT value enjoys the best opportunity of fulfilling the examined
transformation.

Acquire the identification set for each considered organization via Eq. (9).
Compare the relevant similarity/dissimilarity coefficient between two organi-
zations based on Egs. (10) and (11).

e Diarize the obtained results for future or further analysis.

5 Experimental Study Stage-1: Classifying Enabler
Category and Identifying Empowering Element

Once the theoretical foundation of the present study has been finely established, an
instant work would be verifying whether the proposed FIT measurement can be
successfully applied to our focal question. In order to achieve this goal, a set of
enabler categories and their involving empowering elements are first identified via
a thorough literature review and an intensive communications with our industrial
partner. Following a similar manner discovered in [51], a further grouping oper-
ation is performed on the classified enabler categories and the identified
empowering elements (see Table 1) so that their permanent function value is more
computable.

5.1 Behavioral Enabler Category (E,)

This enabler class relates to the top management who is responsible for the
implementation of maintainomics in an organization. In general term, this is often
referred to as the strategic planning process which embraces the establishment of a
company’s main goals and objectives, and the allocation of required resources to
achieve them [111]. In practice, top management often takes charge of such
process, although resources, products, consumers, and competitors are among
various factors that are inspected during the process of strategic planning.
According to [112], there is a growing imperative for companies to be able to
mine and process big data in order to improve competitiveness. As a result, these
enablers are the first step to identify and remove adoption barriers. For example,
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McKinsey Institute pointed out in a report [53] that if top managers can rethink the
role of information in business and invest in better systems (or personnel) to
dissect and interpret big data, they ought to gain customer insights, effect more
accurate budgeting and better performance management. In a similar vein, [52]
suggested that success in the data-driven economy (e.g., e-maintenance) need to
access and analyze endless insights on their business. Trouble is, there is huge gaps
exist between what organizations want to have and what they are able to do. As
advocated in [55] that one of important things is to make sure you have clear
vision on the definition being used by your organization, because big data is not
just a single set of data, it is able to connect different sets of data together and
therefore to create even more sets of information. In addition, several authors (e.g.,
[58, 59]) concluded that to educate themselves (e.g., plant executives, maintenance
managers, and work planners) on how to manipulate and analyze data can help the
organizations to make effective decisions. Also, to change attitudes toward the
practicality of working with large data stores [57] and to comprehend communi-
cation revolution [56] (e.g., a surge in machine-to-machine communications,
increased interaction via mobile devices, and massive using of tracking systems)
are important, because most companies’ internal IT functions aren’t up to the job.

5.2 Non-behavioral Enabler Category (E,)

This enabler group refers to those theoretical foundations that are necessary for
supporting e-maintenance deployment and data analysis. Main characteristic of
maintainomics is that maintenance information and access to related services can
become ubiquitous and transparently available across the maintenance operations
chain. For this purpose, researchers increasingly deal with a variety of research
fields ranging from operation & maintenance engineering, to software engineering,
information and communication systems, and business management [2]. For
example, several comprehensive architectural frameworks for e-maintenance have
been proposed, such as [14, 37, 65]. In addition, from a technological point of
view, maintainomics is made-up from one or several networks with servers (e.g.,
Intra-Net), wireless technologies (e.g., ZigBee), databases (e.g., open systems
architecture for condition based maintenance (OSA-CBM)), semantic data mod-
elling (e.g., MapReduce programming model), smart sensors [e.g., micro electro
mechanical systems (MEMS)], personnel mobility supporting (e.g., tablets), and
many more. Also, within maintainomics, asset self-identification [e.g., radio fre-
quency identification (RFID)] is a key factor [60]. Furthermore, suppliers are the
key non-behavioral enabler as well, because they can develop, evolve, and
maintain products and services [2].
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5.3 Financial Enabler Category (E3)

This enabler set deals with the economic aspects of maintainomics. Collecting
maintenance data, analyzing, using and integrating them within different organi-
zations, requires financial supporting. Indeed, the era of big data reshapes the
innovation processes from companies to private sectors, government and interna-
tional cooperation. For example, the PROTEUS project is a collaborative initiative
for implementation of web-based e-maintenance centers in Europe [71]. The
Dynamite project which is founded by EU as well focused on a set of methodol-
ogies and tools to support the e-maintenance processes, such as smart tags, common
database schemas, and financial cost-efficiency assessment [60]. In 2012, the White
house launched a $200 million initiative and pointed out that the big data research
can help government eases their tasks somehow and thus reducing the problems
faced [70]. In order to view the different information types on the same computer
terminal, the machinery information management open system alliance (MIMOSA)
worked closely with the international standards organization (ISO) for machine
condition assessment [60]. Also, several private sectors (e.g., healthcare, manu-
facturing, and consumer products) worked towards big data research [59, 69]. On
the other hand, data itself offers opportunities for the companies. According to [13],
an increasing number of companies recognize that e-maintenance can be seen as a
business opportunity rather than a cost center.

5.4 Methodological Enabler Category (E,)

This enabler classification concerns about the physical requirements for the effi-
cient collection of maintenance related data, and the use of various approaches for
the efficient data analysis. Different kinds of smart data acquisition devices are
commercial available in the market. By investing heavily, most of them are pur-
chasable. Nevertheless, to reach the full potential of maintainomics, a careful
selection of suitable equipments and the proper use of data analyzing techniques
are two things that we need to think twice before taking action. Looking at
computational intelligence (CI), a powerful tool for data mining, as a branch of
artificial intelligence, the development of CI enjoys a tremendous prosperity
during the past two decades [92]. By mimicking some nature sourced principles,
CI algorithms can offer us the capability of digging out the hidden patterns and/or
correlations from a biggish data set. The potential of big data cannot be interpreted
in a meaningful way without the help of novel computational data mining
algorithms.
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5.5 Operational Enabler Category (Es)

This enabler category is related to the question of how to deal with the challenges
of very large datasets in order to improve asset reliability and reduce maintenance
outages? Several authors (e.g., [9, 13, 60, 113]) pointed out that colleting, storing,
and retrieving all maintenance data (e.g., vibration analysis, non-destructive test-
ing results, and digital images) is critical to resolving an unplanned equipment
failure. As a result, more companies are rethinking their planning, operations and
IT functions to improve their maintenance processes through large data sets. This
requires more efficient scheduling optimization techniques, autonomous and/or
remote online monitoring systems (e.g., [87]), new open-source technologies (e.g.,
non-relational databases, distributed processing framework, and parallel pro-
gramming model), mature wireless sensor tools (e.g., RFID), and proper decision
making regarding the machine condition to work together. For example, different
optimization methods (e.g., ant colony optimization [82], artificial bee colony
[114], dynamic programming, [115] genetic algorithm [116], simulated annealing
[117], and hybrid approaches [118]) have been proposed in the literature to solve
maintenance scheduling problem of power systems. Ref. [102] pointed out that
smart wireless technology can help operators to identify failed steam traps and
leaks as early as possible. In addition, thanks to the new open-source technologies
(such as Hadoop), the operators’ ability to process large datasets has been sig-
nificantly improved.

5.6 Human and Cultural Enabler Category (Es)

The last category focuses on the “soft” factors that affect the adoption of main-
tainomics. Nowadays, scholars convinced that companies who gain deeper insights
into the data can gain superior value in a competitive marketplace. In addition,
they agreed that the technology issues are not the biggest barrier [59]. Instead, the
majority initiatives have failed to deliver expected results due to those initiatives
have ignored the human and cultural side of organizations. For example, recent
economist intelligence unit report pointed out that people and skills challenges,
process and organizational structure considerations, and cultural changes are the
key factors associated with successfully implementing big data initiatives [59]. In
a similar vein, report [108] emphasized that democratization of data-driven
decision-making, making cross-functional teams big data strategy architects, and
leveraging key data and departments are largely aspirational. Another sub-enabler
affecting the rapidly of adoption of maintainomics in organization is maintenance
culture, with the idea that creation of new maintenance practices. For example, ref.
[109] reviewed the maintenance culture in Nigeria and highlighted that poor
maintenance culture (e.g., unplanned maintenance services, poor user habits, and
lack of awareness) affects the productivity of Nigeria power generation stations.
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Fig. 3 Maintainomics
scenario digraph
representation

Finally, the different culture between developers, traditional business analysts, and
systems administrators is also a crucial factor that affect the adoption of
maintainomics.

5.7 Maintainomics Scenario Digraph Representation

According to the six main enabler categories and their associated interdependency,
a maintainomics digraph can be drawn as depicted in Fig. 3:

Based on the derived maintainomics enabler categories’ diagraph, the system
level maintainomics matrix [see Sect. 4.2.2 for more details about its original
form, i.e., Eq. (4)] can be re-written as Eq. (12):

Enabler
Categories Ev B By - Ep
E; Er en e3 -+ - epp
E, ey Er ey3 - - epp
F= E;5 es1 exn E3 oo oo esp
Ep ep1 epy ep3 -+ -+ Ep
y ! (12)
Congories BV B2 By Ev Es K
E, El epn e3 ey es5 0
F— E, 0 E exn ey es 0
E; e31 exn E3 ey e e3
E,4 0 en e Ei es 0
E5 0 (4] 0 €54 E5 0

Es et 0 0 eqs ess Eg
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6 Experimental Study Stage-2: FIT Value Calculation
for Quantification Purpose

Obtaining a holistic digraph serves as a starting point for calculating the required
FIT value that matches our maintainomics scenario. Apart from this, the following
tasks also need to be performed.

Based on the identified empowering element under each enabler category, a set
of digraphs are developed (as illustrated in Fig. 4a—f). Unlike the global digraph
delineated in Fig. 3, the nodes in this local digraph stand for the empowering
elements, while the edges are used to indicate their mutual relationship.

As shown in Fig. 4, according to the introduced measure scale, i.e., 1-10 for
inheritance and 1-5 for interdependence, each enabler category’s matrix and the
corresponding permanent function value can also be obtained. A detailed break-
down of such computing process is demonstrated through F} and Vil

permanent

Accordingly, the system level maintainomics matrix can be further re-written
like Eq. (13) [see Sect. 5.7 for its intermediate form, i.e., Eq. (12)].

S8 h e e

E; El en e3 ey es 0

Fr— E> 0 E exn ey es 0

E; e31 exn E3 e e e3

E,4 0 epn ey Ei es O

E5 0 €5 0 €54 E5 0

Eg esi 0 0 egs ess Eg

(8

Caregories Ei B By By B Es
E, 165038 2 2 4 3 0
F— E, 0 3500 4 4 3 0
o E; 1 2 10167 4 3 3
E, 0 4 4 3855 4 0
Es 0 3 0 3 14690 0
E¢ 3 0 0 2 3 26426

(13)

where the values of diagonal entries are replaced by just acquired sub-systems’

permanent function values, namely, £y = f*i =165038, E; =% = 3500,
E3 :f;fgnamm = 10167’ E4 :‘fl‘finanwu = 3855’ ES :f/‘)fEmvwm = 14690’ and E6 =
¥ —=26426, while the corresponding scale value (1-5) are used to substitute

permanent
the values of e;;.
-

il
permanent

At this stage, the system level permanent function value, i.e., is cal-

culable which is found to be equal to 9.32018 x 10%. Accordingly, the proposed
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FIT measurement mathematically characterizes the feasibility of the chosen case
in converting itself to the maintainomics scenario.

7 Experimental Study Stage-3: FIT Value Calculation
for Comparison Purpose

In order to illustrate the usefulness of the proposed FIT measurement, a comparison
study between two power plants is further introduced in this section in which the
comparison approach is based on the methodology detailed in Sect. 4.2.5, while
the selected power plant cases are briefed as follows:

e Power plant 1—fossil power plant: it is well known that fossil fuel-fired power
plants are the main sources of power generating. Traditionally, power com-
panies put “fail and fix” strategy into maintenance practices. However, as the
pressure of rapid development around the globe, there is a need to continuously
reduce unscheduled downtime and unexpected breakdowns.

e Power plant 2—wind power plant: several authors (e.g., [119-122]) convinced
that wind power plants brings huge benefits for electricity generation due to
they are clean, inexhaustible, and reduce the noise and visual disturbance to
people. However, the wind industry is facing challenges with high installation
and maintenance costs, and potentially longer time out of operation at failures
[123, 124].

The required values for power plant 1 (PP;) are already known through Sects. 5
and 6. Following the similar procedure, the values for power plant 2 (PP,) are also
obtainable. All values are listed below:

e PP;:  EY"=165038, E;" =3500, E;""=10167, EI"' = 3855,
EX" = 14690, E[™ =26426, ot =2, eV =2, el =4, €M =3,
=, it =, o =3, = L =2 = d el =36 =3,
ef;‘ =4,e4P3P1 :4,e§§‘ =4, P =3 P =3,egf‘ =3P =2, P =3,

» €5 » €54 » €64 » €65
el BB BB
E 165038 2 2 4 3 0
oo E, 0 3500 4 4 3 0
PPy E; 1 2 10167 4 3 3 ’
E,4 0 4 4 3855 4 0
Es 0 3 0 3 14690 0
Es 3 0 0 2 3 26426

and f'7 = 9.32018 x 10%.

permanent

o PPy E}™ = 6863, E™ = 1899, E{™ = 89689, E;™ = 5897, EX™> = 198996,
EP =9879, Y =3, 7 =2, ehi> =4, P =3, AP =5, £ =2,
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R N N I (Y N (I N S )
=4 e’ =5, e =4 eor =4, e =3,
Enabler
Categories E, E, E; E4 Es Eg
E; 6863 3 ) 4 3 5
o B 0 1899 0 > 1 0 )
b I 2 89689 4 2 5 |- an
E4 0 0 3 5897 4 0
Es 0 0 0 5 198996 0
Es 4 0 0 4 3 9879

e = 1.628 x 10%.

permanent

According to Eq. (10) (see Sect. 4.2.5), U = maximum of lz |Z,j| and
iy

SZL|] =5 =9.32018 x 10%, and . 4 = 3 =7.69218 x 10%,

— permanent — —
ij ij ij
the dissimilarity coefficient Coefficientissimiariry and the similarity coefficient
Coefficientgmiiariry €quals to 0.78 and 0.22, respectively.

The results of this work indicate that the dissimilarity degree between PP; and
PP; is high. In addition to this, although the overall permanent function value of
PP, is lower than its competitor PP, PP, enjoys a high permanent function value
for its methodological and operational enabler categories. On the contrary, PP
possesses a higher permanent function value for its behavioral enabler category
which in turn implies the suitability for transition to maintainomics is largely
influenced by the this enabler category and its associated empowering elements.

!
Z;

Z; - 7,

8 Future Work

In this chapter, a GTA-based FIT assessment methodology has been successfully
applied to our focal problem, i.e., maintainomics transformation. Although the
present work offers some novel contributions to both big data and maintenance
literature, there is still room for further improvement. One immediately future
research direction would be introducing fuzzy graph model. It is quite well
acknowledged that graphs are simple models that are easy to use for representing
interrelationships between objects in which objects are denoted by vertices, while
the correlations are indicated by edges. Nevertheless, in spite of its convenience,
when it comes to the situation of vagueness contained in the objects’ description,
or found in the relationships, or in both, traditional GTA often performs poorly
[125]. The numerical values assigned to E; and e;;, respectively, in this study are
crisp and deterministic in nature. With the ever increasing complexity of many
modern systems (e.g., maintainomics case), the uncertainty gradually plays a
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pivotal role in any attempts of trying to optimize and maximize the overall system
model’s usefulness. Under such circumstances, the introduction and application of
fuzzy relations to maintainomics FIT evaluation becomes necessary and important.
Once the feasibility of the maintainomics is confirmed, another future research
direction will be bringing more CI methods into e-maintenance operational level
for dealing with big data analytics.

9 Conclusion

Thanks to the use of sensors in maintenance (e.g., online monitoring, smart meters,
etc.), the rate of growth of generated sensory data far outstrips human capacity to
consume it. As a result, enterprises increasingly meet the challenges imposed by
how to convert myriads of available raw data to high-level actionable information.
This book chapter studies such emerging phenomena and builds a set of enablers to
address those issues. The end-product of this chapter is maintainomics, a new
concept that facilitates the entry of e-maintenance to any enterprises by evaluating
a permanent feasibility function obtained from an enablers’ digraph. The experi-
mental studies demonstrated the suitability of our proposed methodology.
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Abstract Mining frequent patterns is an important task in data mining area,
which is to find the itemsets frequently purchased together from a transaction
database. However, the transactions will grow rapidly, such that the size of the
transaction database becomes bigger and bigger due to the addition of the new
transactions. The users may eager for getting the latest frequent patterns from the
large database as soon as possible in order to make the best decision. Therefore, it
has become an important issue to propose an efficient method for finding the latest
frequent patterns when the transactions keep being added into the database.
Although tree-based approaches have been recently adopted in most of the studies
in this field, they have to re-scan the original database and generate a large tree
structure. In this paper, we propose two efficient algorithms which only keep
frequent items in a condensed tree structure. When a set of new transactions is
added into the database, our algorithms can efficiently update the tree structure
without scanning the original database.
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1 Introduction

With the improvement of hardware, computers now can store, calculate, analyze,
and sort a great number of data to figure out useful ones for us. The term “Data
Mining” , occurring to detect what the useful information for humans is, is used to
discover the unknown but possibly useful information from a large dataset. Mining
frequent patterns [1-6] is one of the important topics in data mining, which is used
to analyze the consumers’ behaviors to examine if they tend to buy a certain
product and another certain product at the same time. From the viewpoint of
marketing, companies can easily attract their customers with sales promotion or
recommendations and therefore can compound profits.

The definitions about mining frequent patterns are described as follows [1]. A
transaction database consists of a set of transactions, in which each transaction
includes a transaction-id (TID) and the items purchased in this transaction. Table 1
is an example of a transaction database. Let I = {iy, i», ..., i,}. be the set of all
items. An itemset is a subset of I, which is denoted as {a, a, ..., an} (Va; € L,
1 <i<m, 1 <m < n). A transaction in the database supports an itemset if the
itemset is a subset of the items in the transaction. The support for an itemset is the
fraction of total transactions which support the itemset. Given a user-specified
minimum support threshold, the frequent itemsets are the itemsets whose supports
are no less than the minimum support threshold. If the support of an itemset is less
than the minimum support, then this itemset is an infrequent itemset.

In order to find out the frequent itemsets from a transaction database, there are
many algorithms proposed by the previous studies [1-6]. However, in the real-
world, the transactions will increase with time, and users may want to catch this
real-time information to make advantageous decisions. Therefore, how to find the
frequent patterns in time when a set of new transactions comes with time becomes
an important issue. The straightforward way is to combine the original dataset and
the new dataset together and re-mine the whole dataset. It is very inefficient to
re-mine the whole updated database, since the database may continuously grow up
and become very huge. Therefore, some researches [7—12] try to make use of the
previous information without re-mine the updated database. There are two kinds of
main algorithms which are divided by their used structures: One is the Apriori-like
algorithm and the other is the Tree-based algorithm.

Because the Apriori-like algorithms [7, 8] need to take a lot of time to generate
candidates, scan the database many times to search for the large number of can-
didates, such that there are few researches which use the Apriori-like structure in
recent years. On the other hand, the Tree-based algorithms [9, 10, 11, 12] merge
the new incoming data into the tree structure which was built to store the original
dataset. In order to keep the information of frequent itemsets in the tree, they need
to take a lot of time to insert, delete or move and combine the sub-tree structures.
Therefore, Leung et al. [12] purposed a CAN Tree structure to store all the
information of the transaction database in the tree. When the transactions are
coming, it only needs to put the new transactions into the original tree structure
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Table 1 The original TID Ttems
transaction database
1 A, B, D
2 B, C
3 B,C,D,E
4 C

directly without any change for the tree structure. However, it not only wastes a
large amount of memory space to store infrequent items, but also slows down the
mining speed because of many unuseful information stored in the tree structure.
In order to avoid generating candidates, storing all the information of the
transaction database, taking a lot of time to change the tree structure, and
re-scanning the original database, we propose two efficient algorithms IMFP
(Incrementally Mining Frequent Patterns) and IMFPC (Incrementally Mining
Frequent Patterns with Complement) to find all the frequent patterns when a set of
new transactions is added. Our storage structure is based on FP-tree structure [3]
and there is a TID Set or its Complement Set recorded on each node of the tree
structure, which records the TIDs of the transactions containing the items in the
path from the node up to the child of the root. Our algorithms can easily determine
which frequent items turn out to be infrequent and which infrequent items turn out
to be frequent when a set of transactions is added. After removing the nodes which
contain the infrequent items, the tree structure can be updated by simply performing
set difference or intersection operations without scanning the original database.

2 Related Work

The early approaches for mining frequent itemsets are based on Apriori-like
approach [1], which iteratively generate candidate (k 4 1)-itemsets from the fre-
quent k-itemsets (k = 1) and check if these candidate itemsets are frequent.
However, in the cases of extremely large input sets or low minimum support
threshold, the Apriori-like algorithms may suffer from two main problems of
repeatedly scanning the database and searching for a large number of candidate
itemsets.

In order to avoid generating a large number of candidate itemsets and scanning
the transaction database repeatedly to count supports for the candidate itemsets,
Han et al. [3] proposed an efficient algorithm FP-Growth. This algorithm con-
structs a frequent pattern tree structure which is called FP-tree. FP-tree consists of
a null root, a set of nodes and a header table. Each node, except the root node, in
the FP-tree consists of three fields: item-name, count, and item-link. The item-
name registers which item this node represents, count registers the number of
transactions represented by the portion of the path reaching this node, and item-
link links to the next node in the FP-tree carrying the same item or null if there is
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none. There is an item-link structure for each frequent item. Each entry in the
header table consists of two fields: item-name and head of item-link which points
to the first node in the FP-tree carrying the same item-name.

The construction of FP-tree algorithm is described as follows: First, a null root
node is created. For each transaction ¢ in the database D, the frequent items in the
transaction t are sorted by their supports in support descending order and the
infrequent items in ¢ are removed. Let ng is a root node. For the sorted transaction
{i1, iz, ..., iy}, the count of node n; (1 < j < q) of path P = < ng, ny, ny, ...n,,
...n,,> (r > 1) in the FP-tree adds 1 and a new node with item i;,; and count 1 is
created as a child of the node with item i, (V k, ¢ < k < m-1) if the item of node n;
ist; Vi, 1 <i < q)and the item of node n,,; is not iy, ;. FP-Growth algorithm
requires only two full I/O database scans to build an FP-tree in main memory and
then recursively mines frequent patterns from this structure by building condi-
tional FP-trees.

For mining frequent itemsets from incremental databases, Cheung et al. designed
the FELINE (FrEquent/Large patterns mINing with CATS trEe) algorithm [9] with
a CATS Tree (Compressed and Arranged Transaction Sequences Tree). CATS Tree
contains all the transactions in the transaction database. After scanning the database
once, a CATS Tree can be constructed. When a new transaction is added, it is added
at the root level. The items of the new transaction are compared with the items
contained in the child node of the root or its descendant node at each level. If they are
the same, then the items are merged with the nodes and the frequency counts of these
nodes are incremented by 1. Otherwise, a new branch is created which is formed by
the remaining items of the transaction, and the frequency counts of the nodes
contained the remaining items are set to 1. If the support of an item in a node
becomes larger than that of its ancestor, the two nodes need to be swapped, since
items are arranged in a descending local frequency order in the CATS Tree.
Therefore, the mining process needs to traverse both upwards and downwards of the
CATS Tree to include all the frequent items. The FELINE algorithm suffers from
the problems described as follows. First, though CATS Tree is constructed as
compact as possible, it is not guaranteed to have the highest compression. Second,
the mining process requires extra cost for the swapping and merging of the nodes.
Third, for a node, not only its ancestors need to be traversed, but also its descendants,
such that the mining process is inefficient.

Leung et al. proposed CAN Tree [12] (Canonical-order Tree) in 2005. CAN
Tree also contains all the transactions in a transaction database, and therefore it
needs to scan the database only once to construct a CAN Tree. The items in the
nodes of the CAN Tree are arranged according to a canonical order, which can be
arranged in lexicographic or alphabetical order. Notice that, once the ordering is
determined for the original database, items will follow this ordering in a CAN Tree
for subsequently updated databases. Finally, the frequent itemsets can be found by
applying FP-Growth algorithm [3]. Because all the items including infrequent
items are stored in a CAN Tree and the items are not ordered in their frequency
order, it needs to spend a large amount of memory space to store the large CAN
Tree, and take a lot of time for mining frequent itemsets from the large CAN Tree.
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In 2008, Tzung-Pei et al. proposed FUFP (Fast Updated FP-tree) algorithm
[10]. The FUFP Tree construction algorithm is the same as the construction of an
FP Tree before new transactions coming. When the new transactions are added,
The items are partitioned into the following four cases according to whether they
are frequent or infrequent in the original database and in the updated database: (1)
If the items are frequent both in the original database and in the updated database,
there is no change for the nodes containing these items in the FUFP Tree, since
these items are frequent before and after adding the new transactions. (2) If an
originally frequent item becomes infrequent, then the nodes containing this item
are directly removed from the FUFP Tree. (3) If an originally infrequent item
becomes frequent, then a new node containing the item is inserted into the leaf of
the FUFP Tree. (4) If the items are infrequent both in the original database and the
updated database, then there is nothing to do. After updating the FUFP Tree, the
frequent itemsets can be found by applying FP-Growth algorithm [3]. However,
FUFP algorithm still suffers from some problems: FUFP Tree is not compact, since
the new frequent items are always added to the leaf nodes of the tree, such that the
tree may become larger and larger. Besides, when an originally infrequent item
becomes frequent, it is necessary to re-scan the original database to obtain the
support for the item in the updated database.

3 Algorithm IMFP

The structure of FP Split [4] is used in our storage structure. First, we scan the
original transaction database once to count the support for each item and keep the
set of the transaction identifiers (TIDs), which contain this item. Table 2 shows
the TID Set for each item in the original database (Table 1). We also can easily get
the support of each item by counting the number of elements in its TID Set.
Assume that the user-specified minimum support threshold is 50 %. That is, the
minimum support count is 2. The frequent items are ordered by their support
counts in descending order. In the example, the ordered frequent items are B, C,
and D.

In the following, we use the example to illustrate how to construst the tree
structure [4]. First, A null root and a header table is created, which is the same as
the header table in the FP-Tree [3]. Each node, except the root node, on the tree
includes an item, the frequency count of the item in the path and a TID Set. The
frequent items are added to the tree according to their orders. In the following, for
a node which contains item X, we call it node X. Since item B is in the first order, a
child node of the root node, which contains item B, is created, and its TID Set is
{1, 2, 3}, which is shown in Fig. 1. The corresponding item-link of item B in the
header table is also linked to the node B.

When an item is ready to be added to the tree, the nodes in the tree need to be
visited beginning from the left child of the root, and there are two required steps to
be followed: (1) Identify if it is necessary to move down to the children of the visited
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node. We need to do the set intersection on the two TID Sets of the added item and
the visited node. In this example, the next item to be added is item C, and the first
visited node in the tree is node B. Our algorithm performs the set intersection on the
two TID Sets of the added item C and the visited node B. The result is {2, 3}, which
indicates that both item B and item C appear in the two transactions with identifiers 2
and 3 at the same time. Therefore, a new node C is created as the child node of node
B, and its TID Set is {2, 3}, which is shown in Fig. 2. (2) Identify if it is necessary to
move on to the siblings of the visited node. We need to do the set difference on the
TID Sets of the added item and the visited node. For the above example, after
identifying if it is necessary to move on to the siblings of the visited node, we do the
set difference on the TID Set {2, 3, 4} of the added item C and the TID Set {1, 2, 3}
of the visited node B. The result is the TID Set {4}, which means that item C is
contained in the transaction with TID 4, but item B is not. As a result, we need to
create a new node which contains item C as a sibling of node B, and its TID Set is
{4}, which is shown in Fig. 3.

For each frequent item, it can be built on the tree through the above two steps
whenever they meet a node. After finishing adding item C, the next item to be added
is item D. For the current tree structure, the first visited node is node B. Our
algorithm performs the set intersection on the two TID Sets of item D and the visited
node B. The result of the intersection is {1, 3}, which implies that item D and item B
are both contained in the transactions with TID 1 and TID 3. As a consequence, we
can move down to the children of node B, and node C is visited. Besides, the set
difference on the two TID Sets of item D and node B is also performed. The result is
empty, which indicates that all the transactions containing item B also contain item
D. Thus, it is unnecessary to move on to the siblings of node B.
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After that, the next visited node is the child node C of node B. Similarly, the set
intersection on the two TID Sets of item D and the visited node C is performed and
the result is {3}, which means that items B, C, and D are contained in the
transaction with TID 3. We can move down to the child of the node C. Because
there is no any child for node C, a new node containing item D is created as a child
of the node C, and its TID Set is {3}, which is shown in Fig. 4.

After finishing the intersection, we keep doing the set difference on the two
TID-ists of item D and the current visited node C which is the child of node B. The
result of the difference is {1}, which implies that item D is contained in the
transaction with TID 1 but item C is not. Therefore, a new node containing item D
is created as a sibling of node C, which is shown in Fig. 5. Since all the frequent
items have been added to the tree, the tree construction is finished. The frequent
itemsets can be found by applying FP-Growth algorithm [3].

When a set of the new transactions are added, our algorithms first scan the new
transaction database once to obtain the TID Sets of each item and its support count
in the new transaction database. In the following, the original database is denoted
as DB, and the new transaction database is denoted as db. When a set of the
transactions are added, each item in the new transaction database will meet one of
the following three cases: (1) The item is frequent in DB, but becomes infrequent



128 Y.-S. Lee and S.-J. Yen

Fig. 4 The tree structure
after adding D as a child
of node C :

Header Table
ltem Count Head B:3 __L C:1
B 3 - 0L123] 1 4
¢ '
€ 3 7rd g2
p 2 -4 2,3
v 0
1 b1
3
Fig. 5 The tree structure
after adding D as a sibling @
of node C Header Table
ltem Count Head B:3 Gl
b
B 3 i ---" 1,2,3 i 4

in the updated database DB U db. (2) The item is frequent both in DB and
DB U db. (3) The item is infrequent in DB, but becomes frequent in DB U db. Our
algorithm sequentially processes the items from the 1st case to the 3rd case.

In the following, we use an example to explain how to update the tree structure
and find all the frequent itemsets when a set of transactions is added for our
algorithm IMFP. Table 3 shows the added transactions which are added to Table 1.
The two new transactions in Table 3 are scanned to get the TID Set and the support
count for each item. The TID Set for each item in Table 3 is shown in Table 4.

In this example, the support counts for item D in the original database and in the
set of the added transactions are 2 and 0, respectively. Therefore, the support count
for item D in the updated database DBUdD is 2, and the minimum support count
for the updated database(Tables 1 and 3) is 3. Item D is frequent in the original
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Table 3 The set of the added TID Items
transactions

5 B, A

6 A E C
Table.: 4 Tjhe TID Set for Items TID
each item in Table 3

A 5,6

B 5

C 6

E 6

database DB but infrequent in the updated database, which meets the 1st case. In
this case, all the nodes with item D are marked and removed from the tree
structure. Because items B, C are frequent in DB, and items B and C remain
frequent in DB U db, items B and C meet the 2nd case.

For the items in the 1st case, since there are some nodes which contain the items
on the original tree structure, these nodes should be removed after adding the
transactions. If the removed node X is a leaf node, it can be removed directly.
Otherwise, if there are a child node and a sibling node of X which contain the same
item, then the two nodes need to be merged, that is, to combine their TID Sets and
sum their counts. If there is no any sibling node of X with the same item as a child
node Y of X, then the parent node of X becomes the parent of Y. For the above
example, because D is in the Ist case and the nodes with item D are both leaf
nodes, we only remove the nodes without merging, which is shown in Fig. 6.

After removing the items in the first case from the tree, our algorithm processes
the items in the 2nd case. Since the items have existed in the tree before adding the
transactions and they are remained in the tree after adding the transactions, we
only need to update the counts and TID Sets on the nodes with the items. For the
above example, the support counts of both items B and C in the original database
are 3, and in the set of the added transactions are 1. Therefore, the support counts
of both items B and C in the updated database are 3 4+ 1 = 4. Therefore, items B
and C are frequent both in the original database and in the updated database. In this
case, items B and C are already in the tree structure. Our algorithm IMFP pro-
cesses these items according to their orders and uses the similar method of the tree
construction to update and add these items to the tree, but only consider the new
TID Sets (e.g., Table 3).

Since the item order is item B and then item C, the frequency count and TID Set
for the child node B of the root node in Fig. 6 are updated as 4 and {1, 2, 3, (5)},
respectively. The next item to be processed is item C. IMFP visits each node in the
tree from the left child of the root. The first visited node is node B. IMFP performs
the set intersection on the new TID Set {6} of the updated item C and the new TID
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Set {5} of the visited node B, which is empty. That is, it is not necessary to move
down to the children of the visited node.

After that, we do the set difference on the new TID Set {6} of the item C and
the new TID Set {5} of the visited node B. The result is {6}, which means that
item C is contained in the added transaction but item B is not. As a result, the
frequency count and TID Set of node C, which is a sibling of node B, are updated
as 2 and {4, (6)}, respectively, which is shown in Fig. 7.

The support counts for item A in the original database and in the set of the
added transactions are 1 and 2, respectively. Therefore, the support count for item
A in the updated database is 3. Item A is infrequent in the original database but
frequent in the updated database. Therefore, item A with TID Set {1, 5, 6} is added
into the leaf nodes of the tree. In this case, the method to add an item into the tree
is the same as the method for the tree construction. After adding item A to the
current tree structure (i.e., Fig. 7), the final tree structure is shown in Fig. 8. For
the item E which is infrequent in both of the original database and the updated
database, we only need to update its support count and TID Set without changing
the tree structure.



Incrementally Mining Frequent Patterns from Large Database 131

Header Table

Item Count Head B:4 __l C:2
B 4 O Y s 1.2:3,5 ‘,7 4,6
C 4 e ez Lyl a2 Al
E >
A 3 - 2,3 4 L5 [ 6

Fig. 8 The tree structure after adding item A

Although IMFP can only consider the added transactions, and easily perform
set intersection and set difference to update the tree structure when the transaction
database is growing, it needs to store TIDs in each node in the tree structure, such
that a large number of memory space need to be used to store the large tree
structure. In order to reduce the memory usages, we propose another algorithm
IMFPC to reduce the number of the elements in the TID Sets.

4 Algorithm IMFPC

In this section, we describe how to reduce the memory space used by the tree
structure and how to update the tree structure when the new transactions are added
to the database. In the following, we also use the above example to illustrate how
to construct the tree structure for our IMFPC algorithm from Table 1.

First, there is only an empty root node created on the tree and a header table
whose structure is the same as the header table in the FP-tree [3]. According to the
item order, item B and its TID Set are added into the tree. Because there is no other
node but the root on the tree, a node with item B is created as the child node of the
root and the TID Set is recorded on the node. In order to reduce the memory usage,
the TID Set for a node will be transformed into its Complement Set if the count for
the node is greater than half of the total number of the transactions in the database.
We call a node with a TID Set as a T-node, and a node X with a Complement Set
as a C-Node which is denoted as X©. Since the count of node B whose TID Set is
{1, 2, 3} which is greater than 4/2 = 2, the TID Set of node B is transformed to its
complement set {4}. Therefore, node B is a C-node which is denoted as BE. The
corresponding item-link of item B in the header table is also linked to the node B.
After adding item B and its TID Set, the tree structure is shown in Fig. 9.
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Fig. 9 The tree structure
after adding item B @
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When the next item Y is added into the tree, the tree structureis traversed in
depth-first order, and there are two steps to perform when a node X is visited:

(1) To check whether X’s child node need to be visited, that is to do the
“Downward Operation” on item Y and node X to get the common occurrences of
items X and Y in the same transactions. The operation can be divided into the
following cases: If X is a T-Node, we perform the intersection on the two TID Sets
of item Y and node X, that is T(Y) N T(X); if X is a C-Node, we perform the set
difference on the TID Set of item Y and the Complement Set of node X, that is
T(Y) — C(X). If the result is not empty, then our algorithm check if there is a child
node of node X. If node X has a child node Z, then the downward and upward
operations continue to perform on item Y with the result set and the node Z.
Otherwise, a node with item Y and the result set is created as a child node of X.
For the above example, the next item which needs to be processed is item C. The
downward operation on item C and the visited node B is performed, that is
{2, 3, 4} — {4} = {2, 3}, which represents that items B and C have common
occurrences in the transactions with TIDs 2 and 3. Therefore, a node C with TID
Set {2, 3} is created as node B’s child node, which is shown in Fig. 10. Since the
count of the child node C is no greater than 2, the TID Set does not need to be
transformed.

(2) To check whether X’s sibling node needs to be visited, that is to do the
“Rightward Operation” on item Y and node X to get the set of the TIDs of the
transactions which contain item Y but no item X. The operation also can be
divided into the following cases: If X is a T-Node, we perform the set difference on
the two TID Sets of item Y and node X, that is T(Y) — T(X). If X is a C-Node, we
perform the intersection on the Complement Set of node X and the TID Set of item
Y, that is C(X) N T(Y). If the result is not empty, then our algorithm check if there
is a sibling node of X. If node X has a sibling node Z, then the downward and
upward operations continue to perform on item Y with the result set and the node
Z. Otherwise, a node with item Y is created as a sibling node of X.

For the above example, the rightward operation on item C and node B is
performed, that is {2, 3, 4} N {4} = {4}, which means that the transaction TID 4
contains item C but no item B. Therefore, a node C with TID Set {4} is created as
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Fig. 10 The tree structure
after adding C as a child @
of node B¢
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the sibling node of node B€, which is shown in Fig. 11. After that, whenever a new
incoming item visits a node on the tree, the two operations need to be performed to
determine if a new node need to be created. Figures 12 and 13 show the tree
structure after performing the downward and rightward operations on item D and
the visited nodes, respectively. After processing all the frequent items, the tree
structure corresponding to the original database (Table 1) is constructed.

When a set of the new transactions is added, our algorithm first scans the new
transaction database once to obtain the TID Set of each item and its support count
in the new transaction database. In the following, we use the above example to
explain our algorithm IMFPC. In this example, Table 1 is the original database and
Table 3 is the new transaction database. Because items B, C and D are frequent in
DB, and items B and C remain frequent in DBUdD, items B and C meet the 2nd
case, and item D meets the 1st case. The method to remove the items in the 1st
case from the tree structure for IMFPC is the same as that of algorithm IMFP. For
this example, because D is in the Ist case and the nodes with item D are both leaf
nodes, we only remove the nodes without merging, which is shown in Fig. 14.

After removing the item D from the tree structure, our algorithm processes the
items in the 2nd case. Since the items have existed in the tree before adding the
transactions and they are remained in the tree after adding the transactions, we
only need to update the counts and TID Set on the nodes with the items. If the
count for a node is greater than half of the number of the transactions in DBUdb,
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the TID Set will be transformed to its complement set. For the above example, the
nodes with item B or item C should be updated. According to Table 4, the item B
with TID 5 is first added into the tree structure. The first visited node in Fig. 14 is
node B which contains the same item B. Therefore, the TID 5 is added into the
TID Set of node B. Since the count of the node B is 4 which is greater than 6/2 = 3
after adding the transactions, it remains to record the complement set of the TID
Set, that is {4, 6}, which is shown in Fig. 15. To avoid unnecessary computation
on the original TID Sets, the new TIDs are stored individually and combined with
the original TID Sets after processing all the items in the 2nd case. Therefore, the
operations only need to be performed on the new TIDs.

Another item in the 2nd case is item C which appears in the transaction TID 6 in
db. The node B in Fig. 15 is first visited. Our algorithm performs the downward
operation on the node B€ and item C with TID Set {6}, which is {6} — {6} = 0.
Therefore, the child node of node BE does not need to be visited. Since the right-
ward operation on the item C and the visited node B is {6} N {6} = {6}, the
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Fig. 14 The tree structure
after removing the nodes
with D
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sibling node of node B need to be visited and the visited node is node C. Therefore,
the TID 6 is directly added into the TID Set of node C, which becomes {4, 6}. After
processing all the items in the 2nd case, the new TID Sets can be really combined
with the original TID Sets, which is shown in Fig. 16.

For the items in the 3rd case, since the items are not frequent in the original
database, but become frequent after adding the new transactions, these items need
to be added into the tree after adding the new transactions, which is the same as the
method to add the items tree structure in the tree construction phase. For the
example, item A is in the 3rd case. Because there are no nodes with item A on the
tree, the new transactions TID 6 which contains item A needs to be combined with
the TID Set of item A in the original database, that is, the new TID Set of item A is
{1, 5, 6}. Therefore, item A with TID Set {1, 5, 6} is added into the tree: The node
BE is first visited. The downward and rightward operations are performed on item
A with TID Set {1, 5, 6} and node B, which are {1, 5, 6} — {4, 6} = {1, 5} and
{1,5,6} N {4, 6} = {6}, respectively. Therefore, the child node of node B€ needs
to be visited and the visited node is node C. After performing the downward and
rightward operations on item A with TID Set {1, 5} and the node C, that is {1, 5}
N{2,3} = eand {1,5} — {2,3} = {1, 5}, respectively, the child node of node C
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Fig. 17 The tree structure after adding item A

does not need to be visited, but the sibling node of node C needs to be visited.
Therefore, a new node A with TID Set {1, 5} is created as the sibling node of node
C. IMFPC goes back to node B and visits the sibling node C of the node B€. After
performing the downward and rightward operations on item A with TID Set {6}
and the node C, thatis {6} N {4, 6} = {6} and {6} — {4, 6} = o, respectively, a
new node A with TID Set {6} is created as a child node of the node C, since node
C has no any child node, which is shown in Fig. 17.

5 Experimental Results

In this section, we evaluate the performance of our algorithm and compare it with
the algorithm FUFP [10] in the same execution environment. The experiments are
performed in Java on a computer equipped with Intel® Core™ i5 Quad CPU 760
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Fig. 18 Execution times for the three algorithms on datasets T512D20 and T514D20K

@ 2.80 GHz and 2 GB main memory and running on the Microsoft Windows 7
operating system. We generate eight synthetic datasets TSI2D20K, T514D20K,
T10I12D20K, TI1014D20K, T2012D20K, T2014D20K, TI10I12D100K and
T10I4D100K by using IBM Synthetic Data Generator [13], in which T is the
average length of the transactions, I is the average size of maximal potential
frequent itemsets and D is the total number of transactions. The number of distinct
items is set to 100K.

Because the tree structures of our algorithm and FUFP algorithm are the same,
and both of them use FP-Growth algorithm for mining frequent itemsets, the
mining times for the two algorithms are the same, too. Therefore, we only evaluate
the performance of the tree construction and updating for our proposed two
algorithms and FUFP algorithm.

We take 10K transactions from the three sets of the datasets TSI2D20K and
T514D20K, T10I2D20K and T1014D20K, T20I2D20K and T20I4D20K as the
original databases, and accumulate the execution times for adding 2K transactions
every time to these original databases. Figures 18, 19 and 20 show the execution
times for the three algorithms on the three sets of the datasets when the minimum
support is set to be 0.15 %. From these experiments, we can see that our algo-
rithms outperforms FUFP on all the datasets and the performance gap increases as
the number of the transactions in the updated databases increase, since FUFP
needs to re-scan the original database to compute the supports for the itemsets
which turn out to be frequent after adding the transactions, but our algorithms can
obtain the supports for these itemsets from the TidSets without scanning the
original database. However, in the beginning, our algorithms take more time to
construct the original tree structure, since our algorithms need to take time to
transform the original dataset into the TidList, but FUFP uses the same way as the
FP-Growth algorithm [3] to construct a FP-tree. Besides, IMFPC slightly out-
performs IMFP, since IMFPC stores the complement set of the TID Set if the
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Fig. 20 Execution times for the three algorithms on datasets T2012D20K and T2014D20K

complement set is shorter than the TID Set. Therefore, IMFPC can perform the set
operations on the shorter set than IMFP.

Figure 21 shows the execution times for FUFP and our algorithms on the larger
datasets T10I12D100K and T10I4D100K. In this experiment, We take 50K trans-
actions from the dataset as the original database and accumulate the execution
times for adding 10K transactions every time to the original database. From
Fig. 21, we can see that the execution times only slightly increase as the number of
the transactions in the updated database increases for our algorithms. Our algo-
rithms are more stable than FUFP and outperform FUFP when the transactions are
continuously added into the original database. Figure 22 shows the memory usages
for the three algorithms on dataset T10I4D100K, from which we can see that
FUFP uses less memory space than our algorithms, since our algorithms need to
store the TID Set or its complement set on each node of the tree structure, but
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FUFP does not need to store this information. IMFPC uses less memory space than
IMFP, since IMFPC stores the complement set of the TID Set if the elements of
the complement set are less than that of the TID Set, that is, IMFPC stores less
TIDs on each node than IMFP.

6 Conclusions

This chapter proposes two efficient algorithms IMFP and IMFPC for incrementally
mining frequent patterns. When a set of the transactions is added, our algorithms
only need to apply the set difference or intersection operations on the TID Set or
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Complement Set, and adjust few tree nodes without re-scanning the original
database. Therefore, our algorithms outperform the previous approaches. In order
to reduce the memory usages for IMFP, IMFPC stores the complement set instead
of TID Set on a node of the tree structure if the number of the elements in the TID
Set is more than that of its complement set. Therefore, IMFPC can take less time to
perform the set operations and less memory space to store the TIDs than that of
IMFP.
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Abstract The rapid growth of services industry over these years has led to an
increased number of research works in the improvement of service quality by data
mining. However, analyzing service quality and determining the factors in influ-
encing consumer’s perception of service quality are a challenging issue. In this
paper, we introduce some data mining methods from a basic one to an advance
one. Finally, we use these methods to resolve Customer Relationship Management
(CRM) cases and compare their efficiency. We apply statistical and machine
learning techniques to study the dynamic customer level between the occurrence
frequencies of events in users’ feedback and the corresponding Customer Satis-
faction Index (CSI). Based on our analysis we observed that in the context of
customer support centers, service experience has strongly influence on perceived
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1 Introduction

In recent years Knowledge representation and manipulation are required in a
number of artificial intelligence algorithms. Knowledge representation has been
the subject of intense study in the artificial intelligence community for some time.
The goal of knowledge representation is to allow Al programs to behave as if
humans do in solving. The schemes of knowledge representation include logic
programming, semantic networks, procedural interpretation, production systems
and frames. The use of knowledge representations can be found in automated
deduction systems, inference machines, expert systems and knowledge bases.

In China, there are about 3,000 gas stations of every province. Every gas station
serves about 800-1,000 cars on the average every day(24 h). Some of these cus-
tomers are our faithful customers, some of them are general ones and some of them
are new customers or faithful customers of other gas stations. If we want to obtain
the biggest benefit, we must firmly catch the heart of faithful customers. How to
firmly catch the heart of faithful customers is the object of this paper. Member card
will record basic information of customer which includes Car No, consumption of
add gas, and buy some water, auto parts and etc. By their quantity and frequency
stability of adding gas, consumption and frequency stability of shop goods of gas
station, we can use clustering and Latent Semantic Index (LSI) method to analyze
and cluster who the faithful customers are.

The clustering methods can be classified into two groups [1]: hierarchical
method and partitioning method. Partitioning clustering can be classified into hard
clustering and overlapping clustering (e.g., fuzzy clustering). Any given document
has a possibility to contain multiple subjects or categories. This issue aims to use a
fuzzy clustering approach, which enables us to include a document in multiple
clusters. The method is different from hard clustering method, which a document
only belongs to one cluster, not more. The hard clustering assumes well defined
boundary among the clusters.

While grouping or clustering of documents, the problem is a very huge number
of terms or words are contained in the full text vector space [2]. Many lexical
matching at term grade are inaccurate. Sometimes, a word has ambiguously sev-
eral meaning or some words have synonymously the same meaning, and these
cause results in the selection of irrelevant documents. Therefore, this research uses
an Information Retrieval approach of LSI. In this method, the documents are
projected onto a small subspace of this vector space and are clustered. So, there is
creation of new abstract vector space is capable of capturing contents of important
documents in order [3].

The thesis consists of the following structure. Chapter “Nearest Neighbor
Queries on Big Data” explains the background and survey of the research. Chapter
“Information Mining for Big Information” gives a simple fuzzy clustering tech-
nique. Chapter “Information Granules Problem: An Efficient Solution of
Real-Time Fuzzy Regression Analysis” explains Latent Semantic Indexing for
Data Mining. Chapter “How to Understand Connections Based on Big Data: From
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Cliques to Flexible Granules” explains Rough Set Based Optimization for Data
Mining. Chapter “Graph-Based Framework for Evaluating the Feasibility of
Transition to Maintainomics” concerns with the applications of data clustering for
faithful customer analysis. Then, Chapter “Incrementally Mining Frequent
Patterns from Large Database” draws the conclusions of these discussions.

2 The Fuzzy Clustering Methods

Fuzzy clustering is a class of algorithm for cluster analysis in which the allocation
of data points to clusters. It is the process of dividing data elements into classes or
clusters so that items in the same class are as similar as possible, and items in
different classes are as dissimilar as possible. Depending on the nature of the data
and the purpose for which clustering is being used, different measures of similarity
may be used to place items into classes, where the similarity measure controls how
the clusters are formed. Some examples of measures used in clustering are dis-
tance, connectivity, and intensity [4, 5].

2.1 Creating Intelligent Clustering System

2.1.1 Data Matrix

In the data records of data storage, data matrix can establish the classification data
set, and quantitative target sets are analyzed. Let M be data set matrix, where my; is
an element of k X n array matrix M, j =1,2,3,..., k;i=1,2,3,..., n.

2.1.2 Data Standardization

In the actual data, usually each different data set has a different dimension;
therefore, we need to deal with the specified data standardization. It is necessary to
normalize them to each cell between 0 and 1 in order that we can determine
whether the value is big or small in a same measurement. Nevertheless, it is not
possible to judge whether non-standardized value is big or small. After stan-
dardization, we can easily judge the biggest value in every set. In every set, “1” is
the biggest common value. It like (Fig. 1):

(a) Translational/transformation of standard deviation
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Fig. 1 The data standardization

where i is the number of column, j is the number of row, average
_ + + ++ i . . . .
m; = TR standardized deviation can be written as

(b) Translational/transformation of [0, 1] range

After standardized deviation transformation, the m{j is uncertain in the interval
[0, 1]. So it requires range transformation.

Y /.
.M  min {m;}
i ' —min{m’.
max {m} —min {m;}

(2)

At last, the m{J’ must be in interval [0, 1], the impact of dimension is removed.
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2.1.3 Creating Fuzzy Similarity Matrix

The form of similarity relation matrix (degree of membership matrix) R is written
as follows:

i
1 r»

R=1| 11 12 133 (4)
nl Fan

The relation between x; and x; is the same as the relation of x; and x; (i, j = 1, 2,
3, ..., n), so we just need half of a matrix which is divided by diagonal. In addition,
any element x; is the same as itself. So the form of similar relation matrix R is
expressed as

1

1 1
R=|m1 m 1 (5)
1473 I, rn(,,,” 1

where if the rj; is “17, x; and x; are exactly the same ones, or else if the r;; is the
“0”, x; and x; are exactly different. In here, we use max-min method to calculate
the rjj and it is shown in the following:

k .
_ > _p— min(mj, my,)

> o1 max(mf, mj)

(6)

ij

where i < j, because we just need half of the matrix which is divided by diagonal.

2.2 Fuzzy Clustering Algorithm

In the graphic algorithm which is structured by Clustering Analysis of Maximal
Tree method, all of the objects are vertexes. If r;; # 0, vertex i and vertex j can be
connected by a line until the all vertexes are connected. But they cannot produce
any circuit, because any two vertexes have one relation. So we need remove the
lines of a minimum value which are in produced circuit. At last, we get a Maximal
Tree, each side of which has a weight “r;;”. By the Threshold-A, we remove all the
side which weight r;; < A. In the remaining vertexes, any connected vertexes are
included in the same cluster. So if we want to extract something, we need embed
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their standardized value in data set. If any vertex can be clustered to a group with
the test data according to the threshold A, it must be a useful data element that we
see.

3 The Latent Semantic Indexing for Data Mining

Latent Semantic Indexing (LSI) is an indexing and retrieval method that uses a
mathematical technique called Singular Value Decomposition (SVD) to identify
patterns in the relationships between the terms and concepts contained in an
unstructured collection of texts. LSI is based on the principle that words tend to have
similar meanings in the same context. It requires relatively high computational
performance and large memory in comparison to other information retrieval tech-
niques [6]. A key feature of LSI is its ability to extract the conceptual content of texts
by establishing associations among those terms which occur in similar contexts.
Latent Semantic Indexing can be able to correlate semantically terms in a col-
lection of texts. The method was first applied to texts at Bell Laboratories in the late
1980s, also called Latent Semantic Analysis (LSA), which can uncover the
underlying latent semantic structure in the usage of words in a body of texts and
extract the meaning of the text in response to user queries, commonly referred to as
concept searches. Queries, or concept searches, depend on a set of documents which
have undergone LSI will return results that are similar in meaning to the search
criteria even if the results do not share specific words with the search criteria [7].

3.1 Singular Value Decomposition

In linear algebra, the singular value decomposition (SVD) is an important fac-
torization of a rectangular real or complex matrix, with many applications in signal
processing and statistics. Suppose A is an m X n matrix whose entries come from
a space, which is either the space of real numbers or the space of complex
numbers. Then there exists a factorization of the form

A=UY V' (7)

where U is an m x m unitary matrix, the matrix A is an m x n diagonal matrix
with nonnegative real numbers on the diagonal, and V' is an n x n unitary matrix,
denotes the conjugate transpose of V. Such a factorization is called the singular
value decomposition of A. The diagonal entries X;; of X are known as the singular
values of A. It’s shown in Fig. 2.

For obtaining simplified vector space, we just need pick up the non-zero sin-
gular values of X. The rank-r is the amount of non-zero singular values of X.
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Fig. 2 The singular value
decomposition

Fig. 3 The simplified SVD

—

n

A common usage is to place the singular values in descending order. In this
case, the diagonal matrix X is uniquely determined by A.
So we obtain the followed new Eq. (8) and Fig. 3:

A=U >y V] (8)

3.2 An Example of SVD

This example has terms 1, 2, 3, 4 and 5 as follows:

Term 1 appear 1, 0, 0, O times in document 1, 2, 3, 4;
Term 2 appear 0, 0, 0, 4 times in document 1, 2, 3, 4;
Term 3 appear 0, 3, 0, O times in document 1, 2, 3, 4;
Term 4 appear 0, 0, 0, O times in document 1, 2, 3, 4;
Term 5 appear 2, 0, 0, 0 times in document 1, 2, 3, 4.

Factor matrix A, that is, term-document matrix A is shown in matrix (9):
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L L t3 tg ts
1 0 0 0 2 d;
A=]10 0 3 0 O d 9)
00 0 0O ds
04 0 0O dy
Step 1:
Calculate the interactive matrix (10).
1 000 1 0 0 0 2
(1) 8 g 8 3 0 0 0 4 0 16 0 0 O
A'AT:OOOOO 03 00]=10 0 900
0400 0 0 0 0O 0O 0 0 0 O
2 0 00 2 0 0 0 4
(10)
Step 2:

We calculate the eigenvalues and singular vectors of A -A”. The non-zero
singular eigenvectors are shown by descending as:

M =16, Ao =9, Ay = 5.

The non-zero singular values are obtained in the following:

8 =4, 8, =3, 8; = /5, the rank-r of non-zero singular matrix X is 3.
So, the eigenvectors are in the following:

0 0 V0.2
1 0 0
V1 = 0 , V2o = 1 , V3 = 0
0 0 0
0 0 V0.8

So the singular value matrix X and the term decomposition matrix V are shown
as:
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40 0
3 = 030)
0 0 V5
0 1 00 O
vi=] o 01 0 0
V02 0 0 0 V08

Step 3:

Calculating the document decomposition matrix U.

0 0 1
1 0 1 1 1 0
=—Av; = =—Av, = =—Av; =
uj 5 V1 ol up 5, V2 ol us 53 V3 ol
1 0 0
0 0 1
01 0
U, =
0 0 O
1 00

So if we want to analyze the attribute of document, we just need calculate the
document decomposition matrix U..

4 Rough Set Based Optimization for Data Mining

Pawlak originally proposed the concept of a rough set as a mathematical approach
to handle imprecision, vagueness and uncertainty in data [8]. This method has
amply demonstrated its usefulness and versatility through successful applications
to a wide variety of problems [9, 10]. The theory behind rough sets involves the
approximation of an arbitrary subset of a universe by using two definable or
observable subsets called lower and upper approximations. Both approximations in
rough set theory may granulate, that is, cluster and express knowledge in the form
of decision rules in the context of information systems [11, 12]. In this application,
we also use fuzzy clustering to develop a new algorithm for granulating knowledge
by means of a seriousness grade.
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Table 1 Sample data

No. Attribute
Economic loss Disaster area Casualty state Length of time
Al A2 A3 C4
1 NG NG ES NG
2 G NG I NG
3 NG VL NG NG
Tabl.e 2 The discrimination Object 1 Object 2 Object 3
matrix -
Object 1 -
Object 2 C 1s C3 -
Object 3 C,, Cs Ci, Gy, G -

4.1 Discrimination Matrix

The discrimination matrix is created based on the similarities of objects with
which the ranking is made. It can present discrimination between any two objects
from multiple attribution data. Every element of the discrimination matrix means
discrimination of two objects [13]. An example of discrimination matrix is shown
as following:

e Objects 1 and 2 can be differentiated by attribute A; or As;
e Objects 1 and 3 can be discriminated by attribute A, or As;
e Objects 2 and 3 can be differentiated by means of attribute A; A, or As.

As Table 1 shows, the discrimination matrix illustrates the discrimination
among objects.
Table 2 enables us to derive the following attribute logical relation:

4= (Al \/A3) /\(Az\/A3)/\ (A1 \/Az\/A3) = (A1 \/A3) /\(Az\/A3)
where A and V denote disjunction and conjunction logical operations, respectively.

(A1V A3)A(AyVA3) is Disjunctive Normal Form (DNF) of the attribute logical
relation.

4.2 Attribute Reduction Matrix (ARM)

4.2.1 Attribute Reduction Based on the Discrimination Matrix

The discrimination matrix is used to derive the reduction matrix through the
following three steps: First, creating the discrimination matrix by definition;
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Second, finding out the cores of matrix cells, that are, in rough sets analysis, the
essential attributes without that we cannot deduct a matrix. E.g.: In the set {{x, X5,
Xs},{X2}, X2, X3, X4}}, X1, X2, X3, X4, X5 € A, X, is the core of this set. Third
calculating, the reduction uses the discrimination function to get the disjunctive
normal form (DNF). In this process, the ARM) will bring out a lot of repeated
elements(set C;; = Cj) or some elements which have contained relationship (or
set Cj; € Cyi). To remove the repeated elements and thus enhance the efficiency of
the reduction algorithm, we can use the absorption law to remove ineffective
repeated elements.

4.2.2 The Improved Algorithm Based on the Discrimination Matrix

In these steps, ¢(j, i) is an element of discrimination matrix, b(k) is an attribute,
a(i, j) indicates that object i has attribute b(j), d(n) is in disjunctive form, and s is
the number of attributes, D indicates all of the data, ID |denotes the number of
objects, m is the number of disjunctive forms, and flag indicates whether the
process uses the absorption law (flag = 1) or not (flag = 0).

Based on attribute reduction of the discrimination matrix, this algorithm is
written as follows:

Step 1:

Calculating the full set of attributes PosC(D) and equivalence class set Ind(D)
where PosC(D) indicates universal data set, and Ind(D) indicates the classified
data according to the Decision Table 2.

Step 2:
Calculating the disjunctive normal form (DNF):

(al) m = 1,d(1) = b(1)Vb(2)V...... Vb(s);

(@) i=1;
(a3) If i < IDI, then go to (a4), or else go to (Step 3);
@d)j=i+1;

(a5) If j < IDI, then go to (a6), or else go to (al7);

(ab) Set ¢(j, i) to null;

@7) If (x; € PosC(D) A x;¢& PosC(D)) V (x; € PosC(D) A x; € PosC(D)) V (x;
x; € PosC(D) A (x; x;) ¢ Ind(D)), then go to (a8), or else go to (al6);

(a8) k =1,

(a9) If k < s, then go to (al0), or else go to (al2);

(al0) If a(j, k) # a(i, k), then c(j, i) = c(j, i) V b(k);

(all) k =k + 1, go to (a9);

(al2) n = 1, flag = 0;

(al3) If n < m, then go to (al4), or else go to (ald);

(al4) If d(n) includes c(j, i), then d(n) = c(j, i), n =n + 1, flag = 1, and go to
(al3), or else if d(n) < c(j, i), then set ¢(j, i) to Null, go to (al6), or else
n=n+ 1, go to (al3);
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(al5) If n > m and flag = 0, then m = m + 1, d(m) = c(j, i);
(al6) j =j + 1, go to (ad);
(al7) i =i + 1, go to (a3);

Step 3:

In step 2, for every c(j, i), we judge whether it is included in each d(n). If it is
include, then it is replaced. In the step 2, the element c(j, i) of d(r) has inclusion
relation. However if ¢(j, i) is included in d(n;) and d(n,), ... and d(n) may have the
same grade relationship. So we need to remove the repeated elements of d(n):

®bhHi=1,

®)j=i+1;

(b3) If d(i) = d(j), then go to (b4), or else go to (b7);
(b4 k = J;

(b5) d(k) =d(k + 1);

(b6) k = k + 1, if k < m, then go to (b5), or else m = m — 1, go to (b7);
®7)j=j+ 1,if j < m, then go to (b3), orelse i =i + 1, if i < m, then go to
(b2), or else go to step 4;

Step 4:

For i = 1 to m, we simplify d(i). In the d(i), if the number of attributes is 1, d(i) is
the core of discrimination matrix.

Step 5:

Finally, we obtain the reduction set using the discrimination function.

S The Applications of Data Clustering for Faithful
Customer Analysis

Usually, the managers of gas station judge the preference of faithful customers by
these two method: average times method and total times method.

(1) The total value method:

It means to judge faithful customers by the total consumption value of Petro
China. If anyone fills oil, or buys some food, water, etc. above CNY¥1,000 in our
gas station every month, he is a faithful customer. Of course, if the consumption of
anyone below CNY¥1,000, he is considered as a usual customer only.

(2) The total times method:

It means to judge faithful customers by times offilling oil in Petro China. If anyone
fills oil in our gas station more than above 30 times, he becomes a faithful customer.
Of course, if anyone fills oil 20 times, he is taken for a normal customer only.
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But these two methods have some errors. For example, there are some cus-
tomers: customer A is a salary man, he drives a car everyday for 15 km and fills oil
about every 60 days; customer B is a salary man too, he drives a car everyday for
50 km and fills oil about every 20 days; customer C is a driver of an express
company, he drives car everyday for 200 km and fills oil about every 5 days;
customer D is a coach driver, he drives a car everyday for 600 km and fills oil
almost every days.

The customer A is a faithful customer of our gas station and he fills oil in Petro
China gas station only. So, in a year, he fills oil about 6 times in all and once every
60 days on average.

The customer B is a normal customer of our gas station and sometime she fills oil
in Petro China gas station. So, in a year, he fills oil about 10 times in all and once
every 40 days on average.

The customer C is a normal customer of our gas station and sometime he fills oil in
Petro China gas station. So, in a year, he fills oil about 35 times in all and once
every 10 days on average.

The customer D is faithful customer of other gas station and he fills oil in Petro
China gas station seldom. So, in a year, he fills oil about 30 times in all and once
every 12 days on average.

So by these two methods: The customer C and D are faithful customer of Petro
China gas station. The customer B is a normal customer of Petro China gas station.
The customer A is not a faithful customer of Petro China gas station. In fact, the
analysis results are almost all wrong except customer B.

5.1 Rough Set Based LSI for Analysis of Faithful Customer

5.1.1 The Production Process of the Maximal Tree

The performance of this novel method was evaluated using a test database com-
prised of customers. Table 3 shows the test data.

First, we must to standardize the data, as shown in Table 4. It is not easy to derive
the discrimination matrix from these data. Rather, we must transform it into a
decision table. Using the fuzzy grade (Table 5), we transformed Table 4 to decision
table (Table 6). Based on this decision table, we obtain the equivalence relation
Ind(D) = {{1,2,3,4,5,6,7,8,9,10,11, 12,13, 14,15, 16, 17, 18}, {19, 20, 21, 22,
23,24}, {25, 26,27,28} } and thus evaluate the data set PosC(D) = {1, 2, 3,4, 5,6,
7,8,9,10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28}.

From Table 6, we can build the discrimination matrix. Customers 1 and 2 can
be discriminated by attributes A; and Az, r;, = {A}, A3}, and Customers 1 and 3
can be discriminated by attributes A, and Aj, r; 3 = {A,, As}. In addition, Cus-
tomers 3 and 4 can be discriminated by attributes Ay, A, and Az, 114 = {A}, Ay,
As}, butr; 511 4, and so ry 4 is absorbed. Thus we set it to null. Customers 1 and 7
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Table 3 Test data

No. Attribute Result
Gas Auto parts Water Foods
A (CNYY) A>(CNY¥) A3(CNYY) AL(CNY¥)

1 74 87 236 3 Faithful
2 1,123 25 120 13 Faithful
3 213 1,135 10 1 Faithful
4 1,213 345 46 5 Faithful
5 1,213 1,134 9 19 Faithful
6 634 645 5 3 Faithful
7 115 535 5 9 Faithful
8 288 342 54 13 Faithful
9 67 1,687 1 5 Faithful
10 636 610 6 7 Faithful
11 1,567 55 62 2 Faithful
12 167 967 39 12 Faithful
13 1,334 20 56 8 Faithful
14 178 714 57 17 Faithful
15 768 44 7 6 Faithful
16 2,713 2 6 9 Faithful
17 371 43 185 13 Faithful
18 527 832 55 16 Faithful
19 51 15 52 28 General
20 7 421 0 1 General
21 68 81 50 26 General
22 610 73 12 3 General
23 76 392 15 36 General
24 13 323 7 72 General
25 66 18 3 Other

26 3 35 0 12 Other

27 25 39 1 Other

28 18 20 5 3 Other

can be discriminated by attributes A, and Az, r; 7 = {A,, A3}, butr; 3 =r; 7, and
so the ry 7 is absorbed. Thus, we set it to null. We pursued the procedure like this to
the last one 17,3 = . We obtain the discrimination matrix (Table 7).

Using the (ARM) algorithm, we obtain d(1) = A;VA;, d(2) = AVA;,
d33) = Az, d(4) = A\VA,,d(5) = AVA4 d(6) = A,, and d(7) = A,. The core is
Ay, A,, and Aj. By the absorption law, we obtained the following discrimination
functions as:

A :Al/\A2/\A3/\(A1\/A3)/\(A2\/A3)/\(A1VA2)/\(A1\/A4)
=AI ANAYNA;3
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Table 4 Standardized data

No. Attribute Result
Gas Auto parts Water Foods
Ay A, Az Ay

1 0.0262 0.0504 1.0000 0.0417 Faithful
2 0.4133 0.0136 0.5085 0.1806 Faithful
3 0.0775 0.6724 0.0424 0.0139 Faithful
4 0.4465 0.2036 0.1949 0.0694 Faithful
5 0.4465 0.6718 0.0381 0.2639 Faithful
6 0.2328 0.3816 0.0212 0.0417 Faithful
7 0.0413 0.3163 0.0212 0.1250 Faithful
8 0.1052 0.2018 0.2288 0.1806 Faithful
9 0.0236 1.0000 0.0042 0.0694 Faithful
10 0.2336 0.3608 0.0254 0.0972 Faithful
11 0.5771 0.0315 0.2627 0.0278 Faithful
12 0.0605 0.5727 0.1653 0.1667 Faithful
13 0.4911 0.0107 0.2373 0.1111 Faithful
14 0.0646 0.4226 0.2415 0.2361 Faithful
15 0.2823 0.0249 0.0297 0.0833 Faithful
16 1.0000 0.0000 0.0254 0.1250 Faithful
17 0.1358 0.0243 0.7839 0.1806 Faithful
18 0.1934 0.4926 0.2331 0.2222 Faithful
19 0.0177 0.0077 0.2203 0.3889 General
20 0.0015 0.2487 0.0000 0.0139 General
21 0.0240 0.0469 0.2119 0.3611 General
22 0.2240 0.0421 0.0508 0.0417 General
23 0.0269 0.2315 0.0636 0.5000 General
24 0.0037 0.1905 0.0297 1.0000 General
25 0.0232 0.0095 0.0127 0.1250 Other

26 0.0000 0.0196 0.0000 0.1667 Other

27 0.0081 0.0220 0.0042 0.1250 Other

28 0.0055 0.0107 0.0212 0.0417 Other

We obtain reduction-standardized data, as shown in Table 8. The classification
of the test data and the mining of the test data are necessary to judge the quantity
of gas(A), quantity of auto parts(A,) and quantity of water(As) only of accidents.
In Table 8, we removed the length of time in the context of accidents, which had
been included in Table 6. The number of elements in the process has been cut
about 25 % off. We need judge only 3 attributes of all 4 attributes.

5.1.2 Improved Fuzzy Clustering
We can now use the data from attribute reduction for improved fuzzy mining. We

aim to extract two special types of customers for future research. But how to
extract them is the purpose of this experiment. In the first type, we want to extract



156 J. Yang and J. Watada

Table 5 The fuzzy grade dictionary

Attribute Linguistic variables Fuzzy grade
Gas A Nothing(NG) [0.00, 0.25)
Mild(M) [0.20, 0.40)
Great(G) [0.40, 0.60)
Very great(VG) [0.60, 0.80)
Extremely great(EG) (0.80, 1.00]
Auto parts A, Nothing(NG) [0.00, 0.25)
Mild(M) [0.20, 0.40)
Great(G) [0.40, 0.60)
Very great(VG) [0.60, 0.80)
Extremely great(EG) (0.80, 1.00]
Water Aj Nothing(NG) [0.00, 0.25)
Mild(M) [0.20, 0.40)
Great(G) [0.40, 0.60)
Very great(VG) [0.60, 0.80)
Extremely great(EG) (0.80, 1.00]
Foods Ay Nothing(NG) [0.00, 0.25)
Mild(M) [0.20, 0.40)
Great(G) [0.40, 0.60)
Very great(VG) [0.60, 0.80)
Extremely great(EG) (0.80, 1.00]

some customers who don’t buy any water, but fill gas and buy some auto parts. The
grade of gas is 0.5, the grade of auto parts is 0.6, and the grade of water is 0. In
the second type, we want to extract some customers which like grade of gas is 0.5,
the grade of auto parts is 0, and the grade of water is 0.5. We embed these two new
sets of test data (the 19th and 20th objects in Table 9), and the new data set is
shown in Table 9.

In Table 9, the evaluated objects are labeled No. 19 and No. 20. We use the
improved fuzzy clustering method to extract all relevant data elements. Details are
in Table 9. We remove all the data of “General” grade and “Other” grade,
because these data cannot be clustered with “Faithful” grade.

Step 1:

We use the max-min method to calculate the weight ry;, as shown in Table 10. Any

element x; is the same as itself, and so all the diagonal elements are “1”.
Step 2:

We use similarity data to build the maximal tree. First, we pick all the vertices for
which relation values are not less than 0.6. Thus, the vertices {1, 17}, {2, 11}, {2,
13}, {2, 20}, {3, 5}, {3, 9}, {3, 12}, {4, 11}, {4, 13}, {5, 19}, {6, 7}, {6, 10}, {6,
18}, {7, 10}, {8, 14}, {10, 18}, {11, 13}, {11, 20}, {12, 14}, {12, 18}, {13, 20}
and {14, 18} are selected up. We connect these vertices by their similarity value to
build the initial cluster tree, as shown in Fig. 4.
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Table 6 Decision table

No. Attribute Result
Gas Auto parts Water Foods
C, C, Cs C,

1 NG NG EG NG Faithful
2 G NG G NG Faithful
3 NG VG NG NG Faithful
4 G M NG NG Faithful
5 G VG NG M Faithful
6 M M NG NG Faithful
7 NG M NG NG Faithful
8 NG M M NG Faithful
9 NG EG NG NG Faithful
10 M M NG NG Faithful
11 G NG M NG Faithful
12 NG G NG NG Faithful
13 G NG M NG Faithful
14 NG G M M Faithful
15 M NG NG NG Faithful
16 EG NG NG NG Faithful
17 NG NG VG NG Faithful
18 NG G M M Faithful
19 NG NG M M General
20 NG M NG NG General
21 NG NG M M General
22 M NG NG NG General
23 NG M NG G General
24 NG NG NG EG General
25 NG NG NG NG Other
26 NG NG NG NG Other
27 NG NG NG NG Other
28 NG NG NG NG Other
Step 3:

However vertices 15 and 16 are not included in the cluster tree. We thus need to
add these two vertices and connect vertices with maximum similarity value of
them. The similarity values are 0.43 for {13, 15}, 0.47 for {11, 16} and 0.57 for
{4, 8}. So, all the vertices are connected.

Step 4:

The maximal tree cannot have a circuit because any two vertices have only one
maximal relation. Thus, we must remove the edge of minimum value in a circuit.
The edge {4, 11}, {2, 11}, {2, 13}, {12, 18}, {6, 7}, {10, 18}, and {11, 20} should
be removed. The final maximal tree is shown in Fig. 5.
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Table 7 Discrimination matrix
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5.1.3 Data Mining of Fuzzy Clustering

If we wish to extract accident cases of high similarity grade, we can select a
similarity value of A = 0.8. After removing all edges for which similarity values
are below 0.8, Customer 5 is the same as Customer 19. Customer 2 is the same as
Customer 20. In addition, Customer 5 is similar to Customer 19, and Customer 2
resembles Customer 20. Customer 2 and 5 are the Customer s that we wish to
extract. The result is shown in Fig. 6.

If we select a similarity value of A = 0.65, based on the clustering tree, Cus-
tomers 3, 5, 12, 14 and 18 are similar to Customer 19, whereas Customers 2, 4, 11
and 13 are similar to Customer 20. Thus, Customers 3, 5, 12, 2, 4, and 11 comprise
the total required Customers for our purpose. The result is shown in Fig. 7.

Of course, we can extract them by individual approximation. For example, we
can set extracted condition which like {Lo; < C; < Hey and Lo, < C, < Hes
and Lez < C3 < Hesz}and {Ley < Cy < HgjorLey, <G, < HgporLes <Gz <
Hcs}. The L, means low limit of attribute C,. The Hc, means high limit of
attribute C,.. But if we use “and” relationship, we must ignore some cases which
have a lot of similar attributes and only one or two dissimilar attributes. If we use
“or” relationship, we must extract some noise cases which have only one or two
similar attributes and a lot of dissimilar attributes.
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Table 8 Reduction standardized data

No. Attribute Result
Gas Auto parts Water
Ay Ay A;

1 0.0262 0.0504 1.0000 Faithful
2 0.4133 0.0136 0.5085 Faithful
3 0.0775 0.6724 0.0424 Faithful
4 0.4465 0.2036 0.1949 Faithful
5 0.4465 0.6718 0.0381 Faithful
6 0.2328 0.3816 0.0212 Faithful
7 0.0413 0.3163 0.0212 Faithful
8 0.1052 0.2018 0.2288 Faithful
9 0.0236 1.0000 0.0042 Faithful
10 0.2336 0.3608 0.0254 Faithful
11 0.5771 0.0315 0.2627 Faithful
12 0.0605 0.5727 0.1653 Faithful
13 0.4911 0.0107 0.2373 Faithful
14 0.0646 0.4226 0.2415 Faithful
15 0.2823 0.0249 0.0297 Faithful
16 1.0000 0.0000 0.0254 Faithful
17 0.1358 0.0243 0.7839 Faithful
18 0.1934 0.4926 0.2331 Faithful
19 0.0177 0.0077 0.2203 General
20 0.0015 0.2487 0.0000 General
21 0.0240 0.0469 0.2119 General
22 0.2240 0.0421 0.0508 General
23 0.0269 0.2315 0.0636 General
24 0.0037 0.1905 0.0297 General
25 0.0232 0.0095 0.0127 Other

26 0.0000 0.0196 0.0000 Other

27 0.0081 0.0220 0.0042 Other

28 0.0055 0.0107 0.0212 Other

5.2 Customer Clustering Based on LSI

Latent semantic analysis employs information retrieval to explore latent semantics
and consumption of customers. Therefore, we use the latent semantic method to
analyze big data of gas station customers. This analysis has the following steps:
using rough set for optimization, build the primary matrix, execute singular value
decomposition, purse similarity analysis of customers’ information and obtain the
results of clustering [14].
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Table 9 Final standardization data
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No. Attribute Result
Gas Auto parts Water
Ay Ay A;
1 0.0262 0.0504 1.0000 Faithful
2 0.4133 0.0136 0.5085 Faithful
3 0.0775 0.6724 0.0424 Faithful
4 0.4465 0.2036 0.1949 Faithful
5 0.4465 0.6718 0.0381 Faithful
6 0.2328 0.3816 0.0212 Faithful
7 0.0413 0.3163 0.0212 Faithful
8 0.1052 0.2018 0.2288 Faithful
9 0.0236 1.0000 0.0042 Faithful
10 0.2336 0.3608 0.0254 Faithful
11 0.5771 0.0315 0.2627 Faithful
12 0.0605 0.5727 0.1653 Faithful
13 0.4911 0.0107 0.2373 Faithful
14 0.0646 0.4226 0.2415 Faithful
15 0.2823 0.0249 0.0297 Faithful
16 1.0000 0.0000 0.0254 Faithful
17 0.1358 0.0243 0.7839 Faithful
18 0.1934 0.4926 0.2331 Faithful
19 0.5000 0.6000 0.0000 -
20 0.5000 0.0000 0.5000 -
Table 10 Similarity data
1 1 21 3T als ] s 7] 8l olwlnliz]lislalslsl1iz]ielie

20031 1
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8[0.23 |0.31 0.32 Jo.67 [0.26 [0.39 |0.a1

9]0, .33 Jo.

10 0.31

1 0.35 |0.03 [0.24

12[0. 0.47 [0.40 [0.46 Jo.18 | 4

13[0. .24 [0.07 [o.37 Jo.02 [0.25 0.18 | 1

14 .52 |0.52 |0NGAN0. 34 |0.50 |0.27 0.27 [
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Fig. 4 Initial cluster tree

Fig. 5 Final maximal tree

Fig. 6 A = 0.8 0.89
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Fig. 7 A = 0.65

Fig. 8 The description of

S M L
accident attributes \ i /

C1={0.1.0, 0,0.1, 1,0.0, 1,0,0, 1,0, 0}

Quantity of Quantity of T Quantity of
gas . water . others
Quantity of Quantity of
Lube Auto parts

5.2.1 Establishing Primary Matrix

After optimizing of rough set, we ignore the irrespective preferences(cleaning
products), and obtain 5 efficient preferences: (1) quantity of gas, (2) quantity of
lube, (3) quantity of water, (4) quantity of auto parts and (5) quantity of foods.
Every preference has 3 quantity grades which are S(small), M(medium) and
L(large). For example, in time 1, a customer fills a medium quantity of gas, buys a
large quantity of lube, buys a small quantity of water, buys a small quantity of auto
parts, and buys a small quantity of cleaning goods. If any customer attribute has
any grade, then this grade is “1”, or else it is “0” and may denote the expression
shown in Fig. 8.

Table 11 recorded 8 times consumption (T1-T8) of a customer from the gas
station. Thus, we can transform Table 11 to a primary matrix, as shown in Table 12.
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Table 11 Sample data

No. Attribute
Gas Lube Water Auto parts Foods
T1 M L S S
T2 S S L L S
T3 M L L S S
T4 S M L L S
TS L L L S S
T6 L M M M L
T7 M L M S M
T8 S L L S L
Table 12 The primary matrix
T 2 B ™ 5 T T7T T8
Quantity of gas:S(0 1 0 1 0 0 0 1)
Quantity of gas:M |1 0 1 0 0 0 1 0
Quantity of gas:L |0 0 0 0 1 1 0 O
Quantity of ube :S|(0 1 0 0 0 0 0 O
Quantity of ube :M |0 0 0 1 0 1 0 O
Quantity of wbe :L (1 0 1 0 1 0 1 1
Quantity of water :S|{1 0 0 0 0 0 0 0
Quantity of water :M|(0 0 0 0 0 1 1 0
Quantity of water :L|0 1 1 1 1 0 0 1
Quantity of auto parts :S|{1 0 1 0 1 0 1 1
Quantity of auto parts :M|0 0 0 0 0 1 0 O
Quantity of auto parts :L|0 1 0 1 0 0 0 0
Quantity of foods :S |1 1 1 1 1 0 0 O
Quantity of foods :M [0 0 0 0 0 0 1 0
Quantity of foods :L{0 0 0 0 0 1 0 1)

5.2.2 Singular Value Decomposition

Table 6.12 shows eight cases with five attributes. The first and second cases are
sample data from which we want to extract data, such as this sample below. It
creates a 15 x 8 matrix; therefore, we use Matlab to decompose the singular value
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and obtain the decomposed matrix U, X and VT. We chose the non-zero singular
values of X to build U,, X, and VrT, which are shown in matrices 5, 6 and 7,

respectively.

022655  —0.41799
_026777  0.33835
012346 0.000975
0068385  —0.2004
0093093  —0.21445
—04563  0.33619
0089526 0.11419

Vv, = | —0.094028  0.15609 (11)
043422 —0.34894
04563 0.33619
002341 —0.012275
013807 —0.40257
043527 —021933
_0.070618  0.16837
011189 —0.027689

43642 0

5= (*%7 L) 02)
_039071 032158
029845  —0.56435
046969  0.15712
030411  —0.56933

Ur=1 _043633 0037314 (13)
010217 —0.034567
_030819 047413
038615 —0.043407

5.2.3 The Clustering of Customers

At first, we calculate the cosine of any two customer cases in 2-Dimensional
semantic space. If the cosine of these two cases is “1”, the angle of two case
vectors is 0-degree, that is, the two cases are the same, or else the cosine is “0”
and these two cases are not the same. All of the values are shown in Table 13.

From the data shown in Table 13, we use the similarity measure data to build
the maximal tree. First, we pick all of the vertices for which relation values are not
less than 0.9. Thus, the vertices {1, 3}, {1, 7}, {2, 4}, {3, 5}, {3, 8}, {5, 6}, {5, 8},
and {6, 8} are the selected outputs. We connect these vertices by their similarity
value to build the initial cluster tree, as shown in Fig. 9.
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Table 13 Fuzzy similarity data
1 2 3 4 5 6 7 8
1 1
2 —0.20082 1
3 0. 93383 0.16291 1
4 —0.19676 0.99999  0.16699 1
5 0.82342 0.39052  0.97192 0.39433 1
6 0.52771 0.72615  0.79565 0.72899 091652 1
7 0.95362 —0.4864 0.78282  —0.48278 0.61441 0.24753 1
8 0.69629 0.56331  0.90698 0.56673  0.98062 0.97712  0.44792 1

Fig. 9 The initial cluster tree

The maximal tree cannot have a circuit because any two vertices have only one
maximal relation. Thus, we must remove the edge of minimum value in a circuit. The
edge {3, 8}, and {5, 6} should be removed. The next cluster tree is shown in Fig. 10.

However vertices 2 and 4 are not included in the group{1, 3, 5, 6, 7, 8}. Thus,
we must add the two groups of vertices, {2, 4} and {1, 3, 5, 6, 7, 8} and connect
the vertices with maximum similarity values between the two groups. The simi-
larity values are 0.782 for {4, 6}. Therefore, all the vertices are connected. The
cluster tree is shown in Fig. 11.
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Fig. 10 The clustering tree o
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At last, we obtain a maximal tree, in which each side has a weight “r;;”. Using
the Threshold-A, we remove all of the sides that have a weight of rij < A. In the
remaining vertices, any connected vertices are the same cluster [14].

If we select a high similarity value of A = 0.900, based on the clustering tree,
we delete all of the sides with a similarity value of A below 0.900. Therefore, the
consumption times 1, 3, 5, 6, 7 and 8 are similar which is in cluster 1, and the
consumption times 2, 4 are similar which is in cluster 2, as shown in Fig. 12. The
cluster 1 has most cluster amounts in all clusters. So it is main preference of this
customer. Of course, we can set threshold A to others for improving the accuracy
rate of customer’s preference.

Usually, we can obtain preference of customers by judging the total value
method of consumption and the total times method of consumptions. But if the
products have high price difference, the total value method and total times method
are very difficult to judge the preference of customers. For example, if we set
anyone spends CNY¥500 for anything, he would like buy it. But CNY¥500 can fill
one time gasoline only. If we set anyone buy anything 10 times, he would like buy
it. But some customers buy cheap products by large amount and it is very easy to
up to 10 times. Of course, we can combine these two methods for judging pref-
erence of customers. But it is very difficult to judge multi-preference of customers
in a large database by high accuracy rate.
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Fig. 11 The maximal tree Q
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Table 14 A comparison of general methodology and LSI methodology

Data Total value Total times Combined Improved LSI
amount method method method method
Accuracy rate Accuracy rate Accuracy rate Accuracy rate
100 53.18 % 58.78 % 55.58 % 51.61 %
1,000 62.32 % 65.25 % 63.35 % 70.37 %
10,000 73.15 % 52.73 % 72.51 % 78.61 %
100,000 71.68 % 57.55 % 77.83 % 80.55 %
500,000 66.27 % 61.51 % 81.81 % 88.71 %
1,000,000  63.36 % 5573 % 85.39 % 93.13 %
5,000,000  62.58 % 51.58 % 89.35 % 96.31 %
10,000,000 67.18 % 56.65 % 86.86 % 95.65 %

Fig. 13 The comparison of 120.00% -
general methodology and LSI

methodology 100.00% -
80.00% -

60.00% -

40.00% -

20.00% -

0.00%

6969@@0@0@@@@@9@@0

—4— Total value method == Combined method

~i~ Total times method Improved LS| method

Different customers have different preference of consumptions, and different
scenarios can find different customers. Therefore, we would better use LSI
methodology to cluster similar data automatically.

Table 14 and Fig. 13 show that the accuracy rate of Improved LSI method is
approximately the same as Total value method, Total times method and Combined
method below 100,000 data points. All of them have about 50-70 % accuracy rate.
But above that mark, the accuracy rate of the LSI method increases compared to
the general methods appreciably. The 100,000 data points is 80.55 %, the 500,000
data points is 88.71 %, the 1,000,000 data points is 93.13 %, the 5,000,000 data
points is 96.31 % and the 10,000,000 data points is 95.65 %. But the accuracy
rates of general methods are still around 65 % only. We apply rough set to
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customer resource management (CRM) through the attribute reduction. Rough set
do not loss any original classification information, but it reduce irrespective
preferences(cleaning products) which is in 6 attributes. So we can raise data
analysis speed by 16.67 %. Especially, in the test of 8§ months, our gas stations
judge preference of faithful customers by the LSI methodology and provided
accurate services to these faithful customers to obtain their loyalty. The sales of
these gas stations grew approximately 30 % more than the same period of last year
on average.

6 Concluding Remarks

Based on the attribute reduction matrix (ARM), after building the discrimination
matrix, we apply the absorption law to simplify the discrimination function. After
the matrix is built, we can reduce the discrimination matrix using the absorption
law. The results show that we can remove some outlying data elements. As such,
we need only cluster the reduced data elements.

Fuzzy clustering is the process of dividing data elements into clusters so that
items in the same clusters are as similar as possible while items across different
clusters are as dissimilar as possible. We can use this clustering method to cluster
the data elements which we wish.

The method is useful as a graphic algorithm in obtaining fuzzy rules from data.
Fuzzy clustering can help users in the difficult task of data mining and data
classification. This threshold is used in the algorithm to select appropriate clusters
for the data under consideration. The improved mining method is beneficial in
deriving both clusters and the attribute reduction matrix.

The latent semantic indexing (L.SI) methodology for information retrieval has
applied the singular value decomposition to identify an eigenfunction for a large
matrix, whose cells represent the occurrence of terms (or conditions) within
documents. This methodology was used to rank text documents and data clus-
tering, based on their relevance to a topic. In this paper, we proposed the method
that integrated the Latent Semantic Indexing (LSI) concept to our document
clustering. This involves the use of Singular Value Decomposition (SVD) which
creates a new abstract and uses a way of finding simplified document collection in
matrix representation, so that it could identify the terms and documents which are
similar. The considered synthetic and real-world examples demonstrated the
improved mining properties due to the befitting cluster and the algorithms capa-
bility of determining a suitable similarity degree of clusters in the data.
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The Property of Different Granule
and Granular Methods Based on Quotient
Space

Yan-ping Zhang, Ling Zhang and Chenchu Xu

Abstract Nowadays, we have entered the era of big data, and we have to deal
with complex systems and massive data frequently. Facing complicated objects,
how to describe or present objects is the base to solve questions frequently. So we
suppose that a problem solving space, or a problem space for short, is described by
atriplet (X, f, I'), and assume that X is a domain, R is an equivalence relation on X,
I is a topology of X, [X] is a quotient set under R. Regarding [X] as a new domain,
we have a new world to analyse and to research this object, consequently we
describe or present a question into different granule worlds, these granular worlds
are called the quotient space. Further we are able to predigest and solve a question,
i.e. we apply quotient space and granulate to represent an object. Comparing rough
set and decision-making tree, the quotient space has the stronger representation.
Not only it can represent vectors of the problem domain, different structures
between vectors, but also it can define different attribute functions and operations
etc. In this paper, we discuss the method how to represent and to partition an object
in granular worlds, and educe the relationship of different granular worlds and
confirm the degree of granule. We will prove three important theorems of different
granules, i.e. to preserve false property theorem and to preserve true property
theorem. To solve a problem in different granular worlds, the process procedure of
quotient approximate will be applied. We also supply an example of solving
problem by different granule worlds—the shortest path of a complex network. The
example indicates that to describe or present a complicated object is equal to
construct quotient space. In quotient set [X], the complexity to solve a problem is
lower than X. We have a new solution method to analysis a big data based on the
quotient space theory.
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Keywords Quotient space - Granular computing - Equivalence relation - The
shortest path

1 Introduction

When we confront complex problems which are hard to handle them accurately,
it’s not usual to pursue the optimal solution in either systematic or precise way. On
the contrary, we reach the limited and reasonable destination step by step, in one
way or another, it means we achieve the so-called satisfactory solution. Thanks to
the multi-granularity analysis which is sketchy, from coarse to fine and more and
more accurate, we successfully avoid the difficulties on the computational com-
plexity. Just in this way, a lot of nonpolynomial questions are smoothly solved.

It is just said by Zhang in [1, 2] “One of the basic characteristics in human
problem solving is the ability to conceptualize the world at different granularities
and translate from one abstraction level to the others easily, i.e. deal with then
hierarchically.” Because of the differences of the point of observing an object and
the object’s further information, a complicated object can be briefed some points
that reserve the important characteristics and performances according to the
demand to analyse and solve a problem. These points are the representation of
different granule worlds.

Existing studies of granular computing typically concentrate on concrete
models and computational methods in particular contexts. They unfortunately only
reflect specific aspects of granular computing. In fact, there does not exist a formal,
precise, commonly agreed, and uncontroversial definition of what is granular
computing, nor there is a unified model. Consequently, the potential applicability
and usefulness of granular computing are not well perceived and appreciated [3].
Many methods and models of granular computing have been proposed and studied
[4-9]. The results enhance our understanding of granular computing. Granular
computing comes with a number of interesting pursuits [10—12]. The idea of
information granulation offers immediate advantages. It provides tangible benefits
in fuzzy modeling by supporting meaningful ways of striking a sound balance
between interpretability and accuracy of fuzzy models [13-16], they offer some
ways of assessing the performance of the model formed in this way.

The granule world that we define is different from the information granule (IG)
that Pawlak proposes. The information granule what is said is a kind of reflection
of limited abilities that people deal with and store information, i.e. when facing a
lot of complicated information and having the limited abilities, people need par-
tition the information into some simple information blocks according to each
characteristic and performance in order to deal with easily. The information block
is thought a granule [17-20]. Because information granules are partitioned
according to equivalence relation, this only changes the granule of domain of
problems and attributed relationship, and the space structure does not been
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changed. The representation of different granule worlds—quotient space in this
paper changes granules not only the domain and attributed relationship but also the
space structure of a problem.

In 1990, Bo Zhang and Ling Zhang firstly proposed a new theory, Quotient
Space Theory (briefly QST) [1], which was pay high attention to by domes-
tic and overseas scholars. In 1992, the monograph on QST Theory and Applica-
tions of Problem Solving [2] was published. In clear—cut classification, we use
equivalence relation for establishing our model. A natural question is whether
fuzzy equivalence relation can be used for constructing fuzzy classification model.
So we have done some research on fuzzy quotient space [21-23]. Recently, we try
to use QST to analysis complex networks and some dynamic information [24-27].

When QST contrast with Zadeh’s granule computing [28—30], it will transform
the original quotient space to fuzzy quotient space with the aid of fuzzy relation of
equivalence. Owing to the condition, we think both are similar.

In this paper, we discuss the method how to represent and to partition an object
in granular worlds, and educe the relationship of different granular worlds and
confirm the degree of granule. We will prove two important theorems of different
granules, i.e. to preserve false property theorem and to preserve true property
theorem. To solve a problem in different granular worlds, the process procedure of
quotient approximate will be applied. We also supply an example of solving
problem by different granule worlds—the shortest path of a complex network. The
example indicates that to describe or present a complicated object is equal to
construct quotient space. In quotient set [X], the complexity to solve a problem is
lower than X.

2 Quotient Space
2.1 Basic Definition

A problem solving space, or a problem space for short, is described by a triplet
(X, f, I'). X denotes the problem domain, f(-) indicates the attributes of domain
X or is denoted by a function f: X — Y, [ is the structure of domain X, i.e. the
relationship among elements in X. To analyse and solve the triplet (X, f, /") of a
problem implies analysis and investigation of X, fand /.

Assume that X is a domain, R is an equivalence relation on X, [X] is a quotient
set under R. Regarding [X] as a new domain, we have a new world which is coarser
than X. So a quotient space is a new world that an equivalence relation is thought a
new element and coarser than X.

Definition 2.1 A quotient space is the object representation using the quotient set
of mathematics to describe or present different granule worlds, i.e. is the method
using the quotient set as the mathematic model of different granule worlds.
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Problem representations between different granularity sizes correspond to dif-
ferent equivalence relation R or different partitions. So how to partition is the
method to construct different granule worlds. We can classify X = f~'(¥) by using
the result Y, or classify X directly. In detail there are several methods which supply
in next paragraph.

(1) Attribute-based method, namely the same attributions or similar elements are
classified.

(2) Projection-based method, consider f is multi-dimensional. Let its n attribute
components be fi, fo, ..., fi fir1s fis2s ---» fn. X 1s classified with respect to
fir1> firas ---» fn values, while ignoring their attribute components fi, f>, ..., f;.

(3) Function-based method, a set X of elements is partitioned according to their
functions or structures.

(4) Constraint-based method, given n constraints Cy, Cs, ..., C, and a domain X,
we may partition X according to C;, i = 1, 2, ..., n.

In some cases, some x € X may belong to more than one class. That is, the
classification has overlapped elements or the contour of classes are blurred. We
can introduce fuzzy logic for these cases.

Generally, we treat a problem under various grain sizes. Thus, it is necessary to
establish the relationship between the worlds at different granularities.

In the book [1, 2] Zhang has discussed the relation between X and [X] and
showed that the domains of different granularities are a complete semi-order lat-
tice. But for a problem space (X, f, I), structure /" is very important. When a
domain X is discomposed, its structure will change as well. Generally, the coarser
the granularities are, the simpler the structure is, however, are there changes of the
structure after predigested?

(X, I') is a topologic space and /' is a topology on X. Assume that R is an
equivalence relation on X. From R, we have a quotient set [X]. A topology [/'] on
[X] induced from I is called a quotient topology, and ([X], [/']) is a quotient
topologic space. From topology, it is known that some properties of topologic
space (X, I") can be observed from its quotient space ([X], [/']). We have

Proposition 2.1 Assume that p: (X, I') — ([X], [I']) is a continuous mapping. If
A C X is a connected set on X, then p(A) is connected set on [X].

Proposition 2.1 shows that if there is a solution path (connected) in the original
domain X, then there exists a solution path in its proper coarse-grained domain [X].
Conversely, in the coarse-grained domain, if there does not exist a solution path,
there is no solution in the original domain. These properties show that a quotient
space has the characteristic of reserving false.

(X, I') is a semi-order space or a pseudo semi-order space. In order to establish
some relations between semi-order spaces at different grain sizes, we expect to
induce a structure [/] of [X] form /" of X such that ([X], [/]) is also a semi-order
space and for all x, y € X, if x <y then [x] < [y]. Namely, it is desired that the
order relation is preserved invariant in grain size, or order-preserving for short. We
can follow the next steps:
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(1) transform (X, /) into some sort of topologic space.

(2) construct a quotient topologic space ([X], [/']) form (X, I').

(3) induce a semi-order from ([X], [/']) such that the original order relations are
preserved in the space.

Proposition 2.2 Suppose that R is compatible with I'. If x,y e (X, [")andx <0y,
then [x] < [y], where [x], [y] € (X, I).

Proof Assume that x is littler than y, define that a is equal to [x].

Assume that u(a) is any opening domain of a on [X], because p: X — [X] is
continuous and p~'(u(a)) is not closing on X, thus x is a domain.

Because of x<y=ye p_l(u(a)) = p() € u(a) = [y] € u(a), namely
[x] < [yl O

Proposition 2.2 indicates that the quotient semi-order space constructed by the
preceding approach has order-preserving.

If X is very complicated, we can introduce an equivalence relation and trans-
form X into [X]. If R is compatible with /”, then induces a quotient semi-order [/ ]
on [X]. Thus the old question from x to y is transformed into the new question from
[x] to [y]. Because R is compatible, then p: [X, ['] — ([X], [/']) is order pre-
serving. Namely suppose that [X] is a coarse-grained level of X. If there is no
solution on some regions of [X], from Proposition 2.2, it is known that there is no
solution on the corresponding regions of X as well. Based on the principle, the
searching range will be narrowly by pruning off those areas. Since the coarse-
grained world usually is simpler than the original one, the searching efficiency will
be improved.

Generally, it is not necessary that all characteristics on (X, [") are completely
mapped onto ([X], [/']). This means that in the coarse-grained world some
information might be missed due to the abstraction. If the missing characteristics
are not interested, that does not matter very much. But the main ones must be
preserved in [X].

2.2 To Select Proper Grain-Size

Facing different researching goals, there are different quotient sets [X] from the
same object (X, f, I'), and there are different quotient structures [/'] on the same
quotient set. Thus how to select proper grain-size is the key to construct reasoning
(X1, [/'.

In really, the partition is dynamic, namely we partition a X and investigate and
research the object and extract some properties on the grain-size firstly, then
partition the X again, and so on till the problem is solved. Generally selection and
adjustment of grain-size is relation with main domanial acknowledge of the
problem. We can select and adjust grain-size by mergence and decomposition.
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By merging, we have a new equivalence relation R such that (1) R<R, (2) R is
compatible, and (3) R is maximum. That is, R may change R such that the R is
compatible and is the coarsest under the supplied condition, namely the number of
partition is the least.

By decomposing, we have a new equivalence relation R such that (1) R<R, (2)
R is compatible, (3) R is minimum. That is, R may change R such that the R is
compatible and is the finest under the supplied condition, namely the number of
partition is the biggest.

Thus if R is incompatible with /', we can adjust R by merging or decomposing
in order that R is compatible, and the compatible result is uniform in condition of
maximum or minimum.

The approach we offer for constructing quotient semi-order is the following.
First, aright-order topology I is induced from semi-order /. Second, a quotient
topology [/ '¢] on [X] is induced from /’;. Third, a semi-order on [X] is induced
from [/'z]. And if R is incompatible with /', we can adjust R by merging or
decomposing in order that R is compatible.

3 Property Preserving Ability
3.1 Falsity Preserving Principle

We have defined the relation between the domains [X] and X. For a problem space
X, f, T), structure T is very important. When a domain X is decomposed, its
structure will change as well. Generally, it is simplified. The main point is whether
some properties (or attributes) in X that we are interested in are still preserved after
the simplification.

Proposition 3.1 Assume that R is compatible. If x,y € [x] and x < y, then interval
[,y] = {zlx<z<y,z € X} C [x].

Proof From x <z <y and Proposition 2.2, we have [x]<[z]<[y]. Since [x] =
[v] = [x] <lz], [z] <[x], from the compatibility of R, we have [z] = [x] = z € [x] =
[, y] € [x]. O
Definition 3.1 (X,7) is a semi-order set. A C (X, 7T) 1is connected

S Vx,ye A, Ix=21,22,.. .2, =y, such that z; and z;.1, i = 1,2,...,n— 1, are
compatible.

Definition 3.2 (X, 7) is a semi-order set. A C (X, T) is a semi-order closure < if
x,y € A, and x <y, then interval [x, y] C A.

Corollary 3.1 In assuming that R is compatible, each component of [X] must
consist of several semi-order closed, mutually incomparable, and connected sets.
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Note that sets A and B are mutually incomparable, if for Vx € A,y € B, x and
y are incomparable.

Proof [X] is divided into the union of several connected components, obviously,
these components are mutually incomparable. We’ll prove that each component is
semi-order closed below.

Assume that A is a connected component of [X]. If A is not semi-order closed,
then 3x;,x; € A and y € A such that x; <y <x,. Since R is compatible, p : X — [X]
is order-preserving. We have p(x;) <p(y) <p(x2) = [x]<[y] <[x] = ] = [x].

That is, y € [x]. Since y ¢ A, y must belong to another connected component
B of [X]. Thus, x; € A is comparable with y € B. This contradicts with that
components A and B are incomparable. O

Corollary 3.2 If X is a totally ordered set and R is compatible, then each
equivalence class of [X] must be an interval (x,y), where interval (x,y) denotes one
of the following four intervals: [x,y], [x,), (x,¥], (x,¥).

Especially, when x = R! (real number set), Corollary 3.2 still holds.

From the above corollaries, it’s known that when partitioning a semi-order set
with respect to R, only the corresponding equivalence classes satisfy some
structure as shown in above corollaries so that R is compatible. In order to
rationally partition a semi-order set, strong constraints have to be followed.

Proposition 3.2 (X, T) is a semi-order set, then ((X,T),), = (X,T).
Note: (X, T),), is a right semi-order set.

From the previous discussion, it concl