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1 Introduction

The most intriguing and celebrated empirical law in quantitative linguistics is Zipf’s
law [6], which in one of its forms states that the distribution of word frequencies in
a text follows a power law with exponent � � 2. At least in a qualitative sense, the
fulfillment of Zipf’s law is astonishing, being valid no matter the author, style, or
language [4–6]. An important problem of Zipf’s law is the variation of the exponent
� among different samples. Although the dependence of � with system size was
firstly acknowledged by Zipf himself [6], and later on other authors have confirmed
it [1,2], few systematic studies on these dependence have been performed. This can
be formulated within the framework of (directed) networks, where words (types) are
nodes, and consecutive appearances of word tokens increase the weight wij of a link
between the two nodes by an amount equal to one. In this way, the frequency of a
word is equivalent to the strength si D P

j wij of its corresponding node.

2 Results

We propose a novel and simple scaling form for the strength distribution PN .s/,
Eq. (1), which uncovers the robustness of this distribution as the network size N is
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varied [3]. In this way, the shape of the distribution is always the same and it is only
a scale parameter what increases linearly with system size,

PN .s/ D g.s=S/

NS
; S D

NX

iD1

si : (1)

By analyzing the google’s n-gram data set we verify this scaling and show that the
strength distribution of the English language network has been extremely stable over
the past 200 years; see Fig. 1. We also study the distribution of individual weights
PN .!ij/, reaching an analogous scaling form,

PN .w/ D h.w=S/

W S
; W D

NX

i;jD1

ı.wij/: (2)

In addition, the growth of PN .s/ and PN .w/ with system size N allow us to
estimate the number of nodes N and links W as a function of the total strength S ,
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Fig. 1 PN .s/ (top) and DN .w/ (bottom) corresponding to the English language over the past
200 years before the rescaling process (left) and after it (right). The data collapse can be considered
excellent, and the scaling functions g.x/ and h.x/ become apparent, uncovering the invariance over
time of the English language network, both at the level of the strength distribution as well as at the
level of the weight distribution
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N.S/ D
Z 1

1=S

g.x/ dx; (3)

W.S/ D
Z 1

1=S

h.x/ dx: (4)

These equations provide a straightforward way to relate N and W , that is, the
relation between the number of links and the number of nodes of language networks
as time grows.

3 Discussion

Our findings suggest that the previous observation that the Zipf’s exponent �

depends on system size [1, 2], might be an artifact of the increasing weight of
a second regime in the strength distribution beyond a certain system size. The
robustness of Zipf-like parameters under changes in system size opens the way
to more practical applications of network science in linguistics. In particular, we
provide a consistent way to compare statistical properties of language networks of
different sizes.
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